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Abstract

Many gravitational wave sources will produce electromagnetic signals as they emit
gravitational waves. An important example is binary neutron star mergers. The joint
observations and discoveries of the electromagnetic signatures of these gravitational
wave sources can produce substantial scientific benefits in physics, astrophysics and
cosmology. To maximize the scientific outcomes of such gravitational events as much
as possible, the detections of their electromagnetic signatures are necessary. The first
detection of the inspiral signals from binary neutron stars by LIGO and VIRGO,
and the observations of the associated electromagnetic counterparts throughout the
electromagnetic spectrum have served an excellent example. These detections and
discoveries have also ushered in a new era of both gravitational wave astronomy and
multi-messenger astronomy.

However, using gravitational wave interferometric detectors, the sky location es-
timates of the gravitational wave signals from binary neutron star can span a few
hundreds square degrees, unless there are three or more detectors observing the event
simultaneously. The large sky localization error poses a challenge for astronomers
scanning the localization error to look for the electromagnetic signals of these grav-
itational wave events. The electromagnetic counterparts may also not be readily
detectable depending on the distance and orientation of the sources, which presents
further difficulties in detecting their signals.

To alleviate the situation, we develop an algorithm to maximize the detection
probability of the electromagnetic counterparts of gravitational wave events. The
algorithm we develop is able to generate an observing strategy that optimizes the
probability of successful electromagnetic follow-up observations given limited obser-
vational resources. This is achieved by using a greedy algorithm for tiling the sky
location error and Lagrange multiplier for assigning observation times to observation
fields. The analysis with the algorithm also allows an estimate of the detection prob-
ability. In Chapter 3, we present a proof-of-concept demonstration of this algorithm
to four telescopes Subaru-HyperSuprimeCam, CTIO-Dark Energy Camera, Palomar
Transient Factory and Pan-Starrs, for three different simulated binary neutron star
events, assuming kilonova to be the target electromagnetic counterpart. By applying
the algorithm to telescopes with arbitrary field of view and sensitivity within a range,
we provide an insight into the potential of future telescopes and other telescopes not
directly included in our analysis. Moreover, the algorithm is applied to the design
of a space based mission, the Einstein Probe, to find the optimal combination of the
size of field of view and the sensitivity.

The localization of gravitational wave sources, which is determined both by the
gravitational wave signals and the detectors, is an important factor to the success
of electromagnetic follow-up observations. We investigate the localization of binary
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neutron star mergers detected with the Einstein Telescope and Cosmic Explorer.
Compared to the existing detectors, the improvement in the sensitivity of the Ein-
stein Telescope and Cosmic Explorer in the low frequency band has many important
implications. One of them is the considerable increase in the length of the in-band
duration of the signals from binary neutron stars, which is useful in localizing the
sources. In Chapter 4, using a Fisher matrix approach, we estimate the sky localiza-
tion error of binary neutron stars as a population and distributed at various distances.
As the extended in-band duration of signals also increases the possibility of identify-
ing and releasing the presence of a signal prior to merger, known as early warning, we
investigate the prospect for early warning of binary neutron star merger events with
these detectors.

While the Einstein Telescope and Cosmic Explorer hold promising future for grav-
itational wave astronomy, they are not likely to be operative until the 2030s. In
the literature, detectors designed with more advanced technologies than LIGO and
VIRGO are proposed to fill the gap in time. We estimate the localization of binary
black holes with two such detectors in Australia and China and seconds generation
detectors such as LIGO, LIGO India, VIRGO and KAGRA.

In chapter 5, we study electromagnetic observations of binary neutron star merg-
ers with the Large Synoptic Survey Telescope. The Large Synoptic Survey Telescope
is a telescope designed with large size of field of view and excellent sensitivity in its
observing bands. Such a telescope provides a promising prospect for multimessen-
ger astronomy with gravitational waves. With its sensitivity and field of view, the
telescope is expected to enable electromagnetic follow-up observations with shorter
exposure time and fewer observation fields than many existing telescopes. We define
a simple procedure for electromagnetic follow-up observations triggered by gravita-
tional waves using the telescope. Taking advantages of the Fisher matrix approach in
Chapter 4 for the sky location estimates, we quantify the observation time necessary
for the telescope to perform electromagnetic follow-up observation of binary neutron
star mergers detected with different networks of gravitational wave detectors.
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Chapter 1

Introduction to Gravitational
Wave Astronomy

1.1 Gravitational wave astronomy

In 1915, Albert Einstein published the General Theory of Relativity (GR) [5]. In GR,
the presence of masses determines the curvature of space-time, and the curvature of
space-time determines the motion of masses. The curvature of space-time is repre-
sented by the tensor Gµν and governed by the stress energy tensor Tµν . These two
tensors have the following relationship,

Tµν =
c4

8πG
Gµν , (1.1)

where G is the gravitational constant, c the speed of light, and µ and ν indicate
the position of tensor elements in a tensor. When an axis-asymmetric mass with
quadrupole moment accelerates, ripples in space-time propagating outward at the
speed of light will be generated. These ripples are known as gravitational waves
(GWs). For an observer at a large distance, the curvature of space-time can be
linearized and locally described by the metric tensor gµν , given by

gµν = ηµν + hµν , (1.2)

where ηµν is the Minkowski metric describing a flat space-time in which energy is
absent. It is defined as

ηµν =


−1 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

 . (1.3)

1
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Figure 1.1: An illustration of the effect a linearly polarized GW on the distance
between test masses. The upper row shows the effect of h+, and the lower the effect
of h×. The black dots arranged in a ring represent free falling test masses. As a GW
moves into the page, the space will be stretched and squeezed. Reproduced from [9].

hµν describes a small deviation from the flat metric ηµν . Using the transverse traceless
gauge [6, 7, 8], hµν can be written as

hµν =


0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

 , (1.4)

where h+ and h× are two GW polarization states. The effects these two polarization
states on free falling test masses are visualized in Figure 1.1. The amplitude of an
observed GW is characterized by the fractional change ∆L in the distance L between
two test masses when the GW passes, given by

h =
∆L

L
. (1.5)

Hulse and Taylor made the first indirect detection of GWs from the binary pulsar
PSR1913-16 [10]. The orbital evolution of the binary system has been recorded over
a course of more than 30 years [11]. Figure 1.2 plots the shrinkage in the period
compared to the values predicted up to 2005 by GR. This orbital evolution could not
be entirely explained via energy loss due to electromagnetic (EM) emission. By taking
energy dissipation through GWs, however, the observed values and the predicted
values have been very consistent and only deviated by 0.2% [11].
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Figure 1.2: The orbital evolution of the binary system PSR B1913+16. The dots
are the data obtained from observation. The curve is the values predicted by GR.
Reproduced from [11].
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GWs provide complementary information to observations in the EM spectrum.
First, GWs are direct probe of large-scale regions of their origins as GWs are produced
by the entire masses and momentum of an accelerating system with quadrupole mo-
ment. Moreover, GWs interact very weakly with matter. This allows GWs to travel
through space unhindered and carry information about their astrophysical origins and
even the earliest stage of the Universe that is otherwise inaccessible. Given that in
the Universe, only ∼ 4% masses are baryonic, and the rest are matter or energy that
do not emit electromagnetically, GW is expected to be a probe that will allow us to
directly study the larger part of the Universe and to make serendipitous discoveries
that are currently unknown to us [7].

1.2 Sources of gravitational waves

According to GR, accelerating axis-asymmetric object with quadrupole moment would
generate GWs as it moves. However, unlike EM radiation, where positive and negative
charges generates EM dipoles, the lack of negative charge of mass and the conservation
of momentum prevents gravitational radiation via dipole moment of mass distribu-
tion. The first order moment of mass distribution that is allowed to generate GWs is
quadrupole [7, 12]. GWs observed on the earth is expected to be weak. For example,
it is estimated that two masses of 103kg each rotating about an axis at a rate of 10
times per second will generate GWs with amplitude h ∼ 5× 10−43 if all the velocity
is non-spherical [7]. As a result, GWs that originate from massive celestial objects
can possibly be detectable. In this section, possible detectable sources of GWs will
be discussed.

1.2.1 Continuous waves

Continuous waves are expected to be emitted by spinning neutron star (NS). Rem-
nants from stars as massive as up to ∼ 2 M�

1 may form NS [13]. In order for a
NS to emit GW, the NS has to have an axi-asymmetry. This axi-asymmetry can be
idealized to be deformation of, or a bump on the surface. An axi-asymmetrical NS
will emit GW at the frequency twice that of its rotation frequency. The amplitude
can be expressed as [7],

h ∼ 4

5
(2πRf)2 εM

r
, (1.6)

where ε is fractional ellipticity, f the frequency of the spin of the NS, R the radius,
M the mass of the NS and r the distance. A typical NS has mass of 1.4 M� and
radius of 10km.

One possible source of this type is the Crab pulsar, whose observed short spindown
time would require a large value of ε [7], although it is generally believed that ε larger

1M�: solar mass
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than 10−6 is not supported [14]. The amplitude of a GW from the Crab pulsar will
be very weak (e.g. O(10−25) or lower) [15, 16]. This maybe observable to ground-
based detectors only if the observation time is long enough. Successful observation
of continuous GWs will help determine or constrain the equation of state of NS and
understand NS glitches [17]. There is currently no detected continuous GW. But
the non-detection of such GW has produced upper limits for the emission and thus ε
[18, 15, 19].

1.2.2 Binary systems

Systems of two compact objects (i.e. white dwarf (WD), NS, or black hole (BH))
orbiting around their common mass center are binary systems. Binary systems con-
sisting of NS and/or BH are also known as compact binary coalescences (CBCs) and
are a detectable source to ground-based detectors such as Laser Interferometric Grav-
itational Wave Observatory (LIGO) and Virgo at their respective design sensitivities
(i.e. Advanced LIGO (aLIGO) and Advanced Virgo (AdVirgo)).

A typical GW emitted by a CBC can be divided into three characteristic phases.
The first phase is called inspiral. During this stage, the orbital motions of the two
bodies will cause the binary to lose energy, which will be carried away by GWs. The
loss of energy will then cause the orbit to shrink. At this stage, for system of equal
masses, the frequency of the GW signal is determined by the masses of the binary
and the distance between the two bodies [20]. As the two bodies move closer, the
frequency and the amplitude of the GW emitted will slowly increase. During inspiral,
NS and BH can be assumed to be point masses, so this phase will end when the
system reaches the last stable orbit, after which stable orbits cannot be supported
[20, 21]. This happens when the frequency of the GW emitted by the system is
' 4400(M�/M)Hz, where M is the total mass of the binary [7]. The remaining time
before the system enters the next phase is given by [22]

τc =
5

256

c5

G
5
3

(πfs)
− 8

3

M 5
3

, (1.7)

where τc is the time to merger for a compact binary system, c the speed of light, G
the gravitational constant, and fs the starting frequency considered for the GW. M
is the chirp mass and is defined as,

M =
(m1m2)

3
5

(m1 +m2)
1
5

. (1.8)

The masses of the two components of the binary are denoted as m1 and m2 in the
above equation. Figure 1.3 shows the time to merger for 1.4M�−1.4M� as a function
of fs. For comparison, 10M� − 10M� and 30M� − 30M� binary black hole (BBH)
are also plotted. The waveform of this phase is well understood and modeled using
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Figure 1.3: The time to merger as a function of starting frequency fs for 1.4M� −
1.4M� BNS (blue), 10M� − 10M� BBH (red) and 30M� − 30M� BBH (green).

post-Newtonian approximations. The amplitude of a GW from a CBC in a circular
orbit is given by [7],

h ∼ 1

r
M

5
3 Ω

2
3 , (1.9)

where Ω is the orbital angular velocity. The system will then enter the next phase
known as merger, where the two bodies are so close that they collide into each other.
This stage is highly relativistic and involves strong gravity, possibly tidal deformation
and disruption effect [21]. The computation of the exact waveform of this phase
requires numerical simulations [23, 24]. After the binary has merged together and
a new NS or BH is formed, a signal called ringdown will be emitted [25, 26]. The
ringdown waveform can be constructed by combining perturbative calculations in GR
with numerical relativity waveforms [27, 28, 29, 30, 31, 32, 33, 34]. It can also be
obtained by applying the Effective One Body formalism [23, 35] . An example GW
signal from BBH is shown in Figure 1.4.

BNS and BBH are considered examples of the primary sources of GW for ground-
based interferometric detectors for the reasons that the amplitudes of their signals
are strong enough to be detectable and that a portion of their signals fall within the
detectable frequency range of the detectors. There are currently 5 detections of BBH
merger and 1 detection of BNS. The detections of these GW events will be discussed
more in Section 1.5.
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Figure 1.4: An example waveform of the GW signal from a 30M�−30M� BBH merger
at 400Mpc. The plotted signal starts at 10Hz and lasts for ∼ 6s. This waveform is
produced using lalsimilation IMRPhenomB (lalsimulation is a package in python for
general purpose routines for gravitational waveforms and noise generation [36]).

1.2.3 Bursts

Burst GWs usually refer to transient GW signals that are complex and not well
modeled. Unlike well modeled GWs, such as inspiraling signals of CBC, matched
filtering cannot be used to search for burst signals due to the lack of knowledge
of their exact waveforms as matched filtering is a technique that requires the pre-
calculation of a bank of waveforms (see Section 1.6.1). Sources that fall into this
category include BH or NS mergers with high mass ratios or eccentricity [37] and
core collapse supernovae (CCSNe) [38].

Stars with masses more than ∼ 9M� are expected to collapse to form supernova
due to the loss of gravitational potential during the collapse [39] and generate de-
tectable GWs for ground-based interferometric detectors [40, 41]. GWs from galactic
supernovae are rare events and are predicted to occur at a rate of one per 30 - 100
years [42, 43]). CCSNe are considered promising sources of multimessenger astron-
omy as they will emit electromagnetically and gravitationally. The physical processes
that happens in a supernova and the exact mechanism that drive the supernova to
explode are still not completely understood. GWs are produced from inside the core,
and are therefore likely to convey direct information crucial to the understanding of
the explosion mechanism of CCSNe.

There are multiple models for the explosion mechanism of CCSNe such as neutrino-
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driven mechanism, thermonuclear mechanism and magnetorotational mechanism [44].
With different assumptions of the physics inside the cores of CCSNe, a number of
different catalogs in the literature [45, 46, 47, 48, 49, 50, 51] contain predicted wave-
forms that significantly alter in the strain amplitude, signal morphology and duration
of the GWs from CCSNe. For example, the amplitude and duration of a GW from
neutrino-driven CCSN can be up to orders of magnitudes different from that from
rotating core-collapse CCSN. Therefore, detecting and classifying GWs from CC-
SNe would be necessary to the determination of the explosion mechanism. In the
literatures, principle component analysis has been applied to CCSN waveform in an
attempt to identify the explosion mechanism of CCSNe [52, 53].

1.2.4 Stochastic background

Stochastic background GWs of astrophysical origin can arise due to a superposition
of GWs from sources such as isolated core-collapse NSs, WDs or a population of
CBCs. These GW sources are so weak that they cannot be distinguished amongst
the background created by the entire population. The detections of these signals
would provide information on the physical properties of the source populations, and
the history of star formation [54].

Stochastic background GWs of cosmological origin is expected to be generated in
the very early stage of the Universe after gravitons decoupled from the primordial
plasma. The observations of these GWs will provide information on the physics at
energy higher than could be achieved on earth and may provide direct information
about the birth of the Universe [7]. Stochastic background of cosmological origin is
currently the only known probe that allows us to probe the very early stage of the
Universe (10−30s after the Big Bang) [7, 21].

Both astrophysical and cosmological stochastic background are expected to be
very weak GWs (the estimate rate of CBC after the observations of GW150914 and
GW151226 suggests that astrophysical stochastic background may be louder than
previous expectation [55]), but could be detectable to space-based GW detector such
as the Laser Interferometer Space Antenna (LISA) (a brief introduction of LISA will
be given in Section 1.3.5). Search for stochastic background GWs in aLIGO sensitive
frequency range also produces constrain and upper limit on the dimensionless energy
density of these GWs in this frequency range [55].

1.3 Gravitational wave detectors

Experiments looking for GW signals were pioneered by Joseph Weber when he first
attempted to directly detect GWs with his bar antennae in the 1960s [56, 57]. Over the
years, new methods and design of GW detectors have been developed and proposed
to increase the bandwidth and sensitivity of GW detectors. In this section, we will
briefly discuss the detectors.
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Figure 1.5: The ASD of Auriga. Reproduced from [64].

1.3.1 Bar antenna

The first GW detectors were bar antennae built by Joseph Weber in the 1960s [56].
The bar antennae were cylinders made of aluminum 1.5 meter long and 0.66 meter
in diameter. A bar detector of length L will stretch and squeeze causing a change
∆L in the length of the bar when a GW of amplitude h passes if the frequency of the
GW is at or close to the resonant frequency of the bar. The amplitude h of the GW
is then given by Eq. 1.5.

In the 1970s, Weber claimed that he had detected GWs from CCSNe [58], and
subsequently he claimed regular detections of GWs from the center of the milky way
galaxy [59]. Although no other experiment was able to repeat the detection [60, 61],
more advanced technologies have been applied to the building of bar detectors over
the years. These include building more massive bars and operating the detector in
a cryogenic or ultra-cryogenic temperature. There are still two groups operating bar
detectors: the Roma group and the Auriga group [62, 63]. These detectors operate at
ultra-cryogenic temperature (T = 100 mk). In general, bar detectors are very narrow
band instrument and have difficulty to achieve the sensitivity required to detect GW.
Figure 1.5 shows the amplitude spectral density (ASD) of Auriga as an example. It
can be seen that only two narrow bands have reached the sensitivity of O(10−21).



1.3. GRAVITATIONAL WAVE DETECTORS 10

1.3.2 Interferometric detectors

In 1962, the idea of using laser interferometry to observe GWs was outlined by Michael
Gertsenshtein and Vladislav Pustovoit in Russia [65]. This was later independently
proposed by many including Weiss [66]. Existing GW detectors that are based on
laser interferometry include aLIGO, AdVirgo, GEO600 and the Japanese Kamioka
Gravitational wave detector (KAGRA).

LIGO is comprised of two detectors built in Hanford and Livingston in the USA
[67]. The construction of LIGO started in 1995 [68]. Multiple upgrades were designed
from the beginning to improve the sensitivity of the two detectors. LIGO with the
initial design sensitivity known as initial LIGO (iLIGO) began operation in the 2002
[69]. After the completion of Science Run 5, the LIGO detectors were upgraded to
an enhanced version known as Enhanced LIGO, with the first Enhanced LIGO run
Science Run 6 starting in 2009. The laser power of Enhanced LIGO was increased
from 10W to 35W. Enhanced LIGO was two times as sensitive asiLIGO. One year
later, Enhanced LIGO underwent further major upgrades associated with aLIGO,
which is 10 times more sensitive than Enhanced LIGO [70]. This was soon followed
by a 3km interferometer in Europe known as VIRGO [71, 72]. The construction of
VIRGO began in 1996 and its first and second Science Run started in 2007 and 2009
respectively [73]. VIRGO was upgraded to AdVirgo in 2015, and performed a joint
observing run with aLIGO in August 2017 [74]. GEO600 is a British and German
collaborative GW detector located in Hannover with 600m arm length [75, 76]. The
construction of it started in 1995 with its first science run in 2002. KAGRA refers to
the Japanese interferometric GW detectors located underground in the Kamioka Mine
with 3km arm length [77]. This project began in the 1990s and is based on the success
of a 300m interferometer located at the Mitaka campus of the National Astronomical
Observatory of Japan known as TAMA 300 [78]. Detectors such as aLIGO, AdVirgo,
KAGRA and GEO600 are known as second generation (2G) detectors.

Since like aLIGO, many 2G prototype interferometers and the existing interfero-
metric GW detectors except GEO600 utilize a kind of resonant optical cavities known
as the Fabry-Perot cavity (explained below) as interferometer arms [79, 80, 81, 82, 83],
the optical layout of aLIGO is shown in Figure 1.6 as an example of the configuration
of an interferometer. A beam of laser light is split into two beams by the beam split-
ter and travel along the two 4-km-long arms. The two 4-km-long arms are actually
Fabry-Perot cavities, which allows the light in an interferometer to reflect between
the input test mass and the end test mass in each arm back and forth [82]. One of the
purposes of implementing Fabry-Perot cavities as arms is to improve the sensitivity
by increasing the round trip of the laser light beam in an interferometer. After being
reflected by the test masses, the beams will be recombined and interfere to form an
interference pattern. When an incoming strain of a GW signal passes the two arms
of a detector, depending on the polarization angle of the wave, the length of the two
arms of an interferometric detector will stretch and squeeze. The change in length is
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Figure 1.6: The optical layout of aLIGO. The laser beam from the laser will travel
through the input mode cleaner before its split by the beam splitter and becomes
two beams. The beams will then enter the two Fabry-Perot cavities separated by the
input and end test masses and reflect between the input and end test masses back
and forth. The beams will then be recombined to form an interference pattern. The
passage of an incoming GW, given a proper polarization angle, will create a shift in
the phase, which will be reflected in the interference pattern. Reproduced from [70].
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Figure 1.7: The ASD for aLIGO (Hanford, Livingston, India) (Blue), AdVirgo
(Black), KAGRA (Green), LIGO A+ (Yellow), LIGO Voyager (Purple), Blair et
al (Brown), ET (Cherry) and CE (Light green), aLIGO and AdVirgo are at their
respective design sensitivities.

measured by laser light as the strain of the incoming wave and can be expressed as,

h =
2∆L

L
, (1.10)

where ∆L is the change in the arms’s length due to the passage of the GW and L the
length of the arms. The change in length will result in a change of the interference
pattern of the two laser beams. From Eq. 1.10, it can be seen that given a GW
strain, the change in the arms’ length ∆L will be larger if the length of the arms is
longer. Therefore, in addition to increasing the round trip, another way by which the
sensitivity of an interferometer can be increased is extending the arms’ length. The
design sensitivities of aLIGO, AdVirgo and KAGRA are shown as a blue, a black, and
a green line respectively in Figure 1.7 (other lines shown in the plot will be explained
later). To show the difference in sensitivities between detectors, Figure 1.8 plots the
ratio of the sensitivity of detectors to the design sensitivity of aLIGO.

Interferometric detectors are essentially sensitive to the entire sky with a few blind
spots. The sensitivity in every different direction in the sky (i.e. the antenna pattern)
is given by

F+ = 1
2
(1 + cos2θ)cos2φcos2ψ − cosθsin2φsinψ (1.11)

F× = 1
2
(1 + cos2θ)cos2φsin2ψ + cosθsin2φcosψ,
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Figure 1.8: The ratio of the ASD of one detector to that of aLIGO at its design sen-
sitivity to show the difference in ASD between detectors. AdVirgo (Black), KAGRA
(Green), LIGO A+ (Yellow), LIGO Voyager (Cherry), Blair et al (Purple), ET
(Brown) and CE (Light green).

where F+ and F× are the antenna pattern functions for the two polarizations. The
equations assume that the interferometric detector is at the center of a spherical
coordinate system, and θ and φ are the azimuthal angle and polar angle of the source
respectively, and ψ is the GW polarization angle. An example is given in Figure 1.9.
The measured GW strain is given by therefore

h = F+(θ, φ, ψ)h+ + F×(θ, φ, ψ)h×, (1.12)

where h+ and h× are the two polarization states defined in Section 1.1.

1.3.3 Future detectors

To push the sensitivity of the LIGO detectors further, upgrade plans for aLIGO
such as A+ and Voyager have been proposed [84]. A+ is considered to be a minor
upgrade for aLIGO that targets quantum noise and coating thermal noise. The
installation began in around 2017-2018. This upgrade includes the implementation
of several technologies such as frequency dependent squeeze [85] and more advanced
mirror coatings, and detector components such as heavier test masses, replacement
of suspensions and larger laser beam size. The goal of this upgrade is to extend BNS
inspiral signal range 1.7 times further than that for aLIGO at its design sensitivity.
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(a)

(b)

Figure 1.9: The antenna pattern of aLIGO as an example. Panel a and b show F+

and F× at ψ = π/8 respectively.
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Compared to A+, Voyager is proposed to be a more major upgrade for aLIGO that
aims to reduce the limiting noise of aLIGO beyond A+. Voyager is the last upgrade
scheme for LIGO, and may involve operating the detector at cryogenic temperature
[86, 87]. The aim is to extend BNS range further by a factor of 3. The simulation and
experimentation for LIGO Voyager are currently underway with the goal of LIGO
Voyager being operative in > 2025. The design sensitivities of LIGO A+ and LIGO
Voyager are represented as a yellow and a purple line respectively in Figure 1.7. The
comparison of the ASDs of these detectors with aLIGO is shown in Figure 1.8.

In addition to the two exiting LIGO detectors in Hanford and Livingston, project
of building a third LIGO detector in India has been approved by the India government
[88]. This detector should begin operation and join the existing international network
by 2025 [88]. Such a location should bring improvement in sky localization of detected
GW signals by a factor of ∼ 3 [89].

As we will discuss in the next section (Section 1.3.4), there are also proposals and
designs for building detectors with sensitivity ∼ 10 times better than the advanced
detectors. These detectors are known as third generation (3G) detectors. However, it
is expected that 3G detectors will not be operational until at least the 2030s [84]. To
bridge the gap in time between 2G and 3G detectors, Blair et al proposed building
two detectors in China and Australia [90]. These detectors are designed with more
advanced technologies than 2G detectors such as test mass of 80kg and with arms 8km
long. Modeling shows that these detectors can be ∼ 4 times as sensitive as aLIGO.
The design sensitivity of such a detector is shown in Figure 1.7. The comparison
between the sensitivity of a Blair et al detector and the design sensitivity of aLIGO
is shown in Figure 1.8.

1.3.4 Third Generation Detectors

Although 2G detectors such as aLIGO and AdVirgo have achieved the sensitivity
necessary to detect GWs and plans for upgrade have been proposed (see Section
1.3.3), improving the sensitivity throughout the frequency band relevant to ground-
based GW detectors even further is still desirable and has practical implications.

Sensitivity improvement in the most sensitive frequency band of 2G detectors (a
few tens Hz to a few hundreds Hz) should effectively increase the signal-to-noise ratio
(SNR) of a CBC event, which should in turn improve the estimate of sky localization
and some of the system parameters (it is possible, however, for some other parameters
that SNR alone is not an accurate indicator of the amount of information that can be
extracted from the observation since different parameters can have different spectral
dependence). Moreover, events with high SNRs (i.e. SNR > 50) are required for the
tests of strong field gravity [91, 92, 93]. Study such as that of individual cores of
NSs or the quasi-normal modes of BH is usually only possible with events of SNR
larger than 50 [94, 95, 96, 97]. Better sensitivity also enables observations of GWs
and measurements of the cosmological parameters via GWs beyond the horizon of
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aLIGO and AdVirgo.
On the other hand, improvement in the low frequency band of 1Hz - 10Hz is also

important. As seen in Figure 1.3, CBC systems spend a huge amount of time at low
frequencies, improvement in this frequency band will considerably extend the in-band
duration of their signals from the order of seconds/minutes to the order of hours/days
depending on the masses and distances of the systems. The in-band duration of a GW
from a given compact binary system in a detector can be obtained by replacing the
starting frequency fs with the low frequency cut-off of the detector in Eq. 1.7. Such
a long duration helps with the estimation of the parameters of, and the localization
of the GW source (see Chapter 4 for localization of BNS mergers). For example, for
a BNS merger observed with aLIGO, integrating signal from 10Hz instead of 20Hz
improves the measurement accuracy of the masses of the system by a factor of 2,
while doing so may only increase 1% of the SNR [94].

Additionally, a detector sensitive enough to observe GW in 1Hz - 10Hz can open
a window to GWs at this frequency range. One example would be intermediate
mass black hole (IMBH), of which the existence has yet to be corroborated through
observations [95, 98]. As discussed in Section 1.2.2, the frequency of the GW signals
emitted by a compact binary is increasing until it reaches the last stable orbit when
the frequency is ' 4400(M�/M)Hz. For IMBHs with 102M� - 104M�, this occurs at
∼ 1Hz - ∼ 10Hz.

Two proposed 3G detectors, i.e. the ET and CE are currently in their design and
development stages [84, 94]. The current design of the ET employs the ET-D geo-
metrical configuration as discussed in [94]. As shown in Figure 1.10, the detector will
consist of 3 individual interferometers. The opening angle of each interferometer is
60◦ and they will be placed in such a formation that they form an equilateral triangle.
This triangular shape design was considered to be the optimal strategy to achieve the
sensitivity goal [100] and allows the ET to solve the polarization states of an incoming
GW. For the ET, gravitational gradient noise and seismic noise (see Section 1.4 for
a brief discussion of the noise sources) will be suppressed by building the detector
underground with arms 10km [101]. Cryogenic technologies and the use of new ma-
terial for suspension fibers will also be introduced to mitigate thermal and coating
noise [101]. Mirrors as heavy as 120 kg will be used to reduce radiation pressure.
The input power of laser in the interferometers will also be increased to 500 Watts.
In addition, the ET will employ a design known as the xylophone configuration, in
which each of the ET’s interferometric detectors will be complemented by another
interferometer that is optimized for low frequency [102, 103]. The design sensitivity
for the ET is shown in Figure 1.7 and its comparison with the design sensitivity of
aLIGO in Figure 1.8. However, it needs pointing out that the sensitivity curve shown
in Figure 1.7 actually refers to a single interferometer with the xylophone design, and
arms of 10 km and opening angle of 90◦. The noise curve for an interferometer in a
triangular ET would be equal to the curve shifted up by approximately 15% [102].
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Figure 1.10: The geometrical configuration of ET-D proposed for ET. ET will be
consisted of three individual V-shaped interferometers with 10km long arms (red, blue
and green). The opening angle of each interferometer is 60◦ and each interferometer
is rotated by 120◦ relative to each other forming an equilateral triangle. Reproduced
from [99].
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The antenna pattern functions of the ET can be expressed as [99]

F 1
+(θ, φ, ψ) = −

√
3

4
[(1 + cos2 θ) sin 2φ cos 2ψ (1.13)

+2 cos θ cos 2φ sin 2ψ],

F 1
×(θ, φ, ψ) =

√
3

4
[(1 + cos2 θ) sin 2φ sin 2ψ

−2 cos θ cos 2φ cos 2ψ],

F 2
+,×(θ, φ, ψ) = F 1

+,×(θ, φ+ 2π
3
, ψ),

F 3
+,×(θ, φ, ψ) = F 1

+,×(θ, φ− 2π
3
, ψ),

similar to Eq. 1.11, the above equations assume that the detector is at the center
of a spherical coordinate system, where θ and φ are the azimuthal angle and polar
angle of the source respectively, and ψ is the GW polarization angle. The superscripts
k = (1, 2, 3) indicate the kth interferometer. The antenna pattern functions of each
interferometer of the ET’s is identical to an interferometer with 90◦ opening angle
but 75% the arm length .

The current design of CE is similar to a 2G detector with arms extended to 40km
and more advanced technologies [84]. The presented sensitivity curve of CE (displayed
in Figure 1.7, see Figure 1.8 for the comparison between CE, and aLIGO at its design
sensitivity) is obtained with existing technologies and well defined extrapolations from
them as a means to compute a lower limit [84]. As CE will be built with the most
advanced technologies available at the time for the final design stage, the sensitivity
curve computed should not be considered the design target of CE [84]. The antenna
pattern of CE can be computed using Eq. 1.11. CE is expected to be operational after
∼ 2035. Compared to 2G detectors, the sensitivities of 3G detectors in the relevant
frequency range are better by a factor of 10 - 30, and even more for frequency ≤ 10Hz
(see Figures 1.7 and 1.8).

1.3.5 The Laser Interferometer Space Antenna

LISA is a European Space Agency and NASA mission, which aims to build a space-
based interferometric detector that is scheduled to be launched in 2034 [104]. As
illustrated in Figure 1.11, LISA consists of three separate spacecrafts, oriented in
such a way that they form an equilateral triangle with 2.5× 106 km long sides. Each
spacecraft contains two test masses. LISA will be sensitive to GWs in the frequency
range from 10−4Hz to 10−1Hz [104]. The design sensitivity of LISA is shown in Figure
1.12. Being sensitive to this frequency band will open up a new window in astronomy
as this frequency range is below the frequency range observable with ground-based
detectors. For example, GWs created by the entire population of WD binaries in
the milky way and binaries of super-massive BHs in the universe are expected to be
observable to LISA. It is also possible that LISA will observe stochastic background
GW created in the very early stage of the Universe (i.e., cosmological stochastic
background) [107, 108]. In 2015, an European Space Agency spacecraft known as
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Figure 1.11: The configuration of LISA and its position relative to the Sun and the
Earth. Reproduced from [105]. This figure is not to scale.

Figure 1.12: The design sensitivity of LISA [106].
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Figure 1.13: The sources of noise in the frequency band from 1Hz to 10Hz and their
contributions to the noise budget in aLIGO.

LISA Pathfinder was launched to test the technologies needed for the LISA mission
and has demonstrated that the LISA mission is viable [109, 110].

1.4 Noise Source

In an interferometric detector, a number of different noise sources limit the sensitivity
of the detector in different frequency bands [111], so the performance of an interfer-
ometric detector can be characterized by the ASD of its noise background. As an
example, the sources of noise and their contributions to the total noise expected in
aLIGO at its design sensitivity is shown in Figure 1.13. This section will discuss the
factors that limit the sensitivity of an interferometer. Successful detection of GWs
demands the understanding and characterization of these noise sources.
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1.4.1 Gravitational gradient noise

For frequency ≤ 20Hz, gravitational gradient noise is a contributor of noise [112,
113]. Gravitational gradient noise is the noised produced by time-changing Newtonian
gravitational forces acting on the test masses of an interferometric detector due to
fluctuations in the local gravitational field [114]. It is shown as a green line in Figure
1.13. The causes of this noise include seismic waves (i.e. Rayleigh waves), oceanic
dynamics and ground water movements, human activity, the passage of clouds above
or objects hitting the interferometer building and changes of atmospheric mass density
[115, 113, 116].

Gravitational gradient noise causes perturbations of the test masses in interfer-
ometers and is difficult to be shielded against and isolated from. In fact, noise of
gravitational gradient prevents experiments looking for GW signals at frequencies
< 1Hz to be carried out on earth [108]. To avoid noise of this type as much as
possible, site selection for interferometric detectors has to take into account seismic
stability. For example, to minimize gravitational gradient noise, KAGRA is built in
an underground location. The current design of the ET also proposes the use of an
underground location for reducing gravitational gradient noise [94]. It is suggested

that Rayleigh waves is reduced exponentially with underground depth by e
−4d
λ , where

d denotes the depth of the underground location and λ the wavelength of seismic
wave[115]. Also, operating the detector in space will isolate the detector from seismic
gravitational gradient noise, e.g., LISA [105].

In addition to site selection, techniques to mitigate gradient noise such as moni-
toring and subtracting local gravitational field fluctuations in real time are currently
being developed [102, 115]. For such a technique to be effective, it is necessary to
place an array of seismometers around the detector that measure the seismic motion.
The effect of gravitational gradients on the test masses is then to be modeled and
then subtracted from the detector output signals.

1.4.2 Seismic noise

The coupling of the motion of the ground in the surrounding area with an interferom-
eter will also introduce motion of the test masses, which would then result in noise in
the interferometer. For frequency between 1 - 10Hz, human activity and wind are the
contributors to seismic noise. For example, the passage of trains could cause the loss
of ∼ 40 min of data acquisition time each day at iLIGO Livingston [117]. In addition,
oceanic waves are known to produce seismic noise below 1Hz [113, 118]. A location on

Earth can have seismic noise at the level of ∼ 10−7f−2m/Hz
1
2 even if the location is

considered to have relatively low seismic noise [119]. For the detection of a GW with
strain ∼ 10−21 at ∼ 100Hz, a reduction of seismic noise by ∼ 8 orders of magnitude
is required. To suppress seismic noise, suspension of the test masses is implemented
[108, 120, 121, 122, 123]. In addition, systems that actively attenuate and mitigate
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motion of the test masses are in place. For example, aLIGO uses sensors to monitor
and register movement in the suspension system and to counteract movements that
are detected [124]. Seismic noise for aLIGO at the design sensitivity is represented
as a brown line in Figure 1.13.

1.4.3 Thermal noise

Noise is also produced by the thermally driven motion of molecules within the sus-
pensions and the coatings of the test masses and the test masses themselves. This
noise is dominant in the frequency band from ∼ 10Hz to ∼ 100Hz (shown as blue,
red, cyan and orange lines in Figure 1.13). The magnitude of such noise is deter-
mined by the heat-flow damping, mechanical energy dissipation of the material and
components [125]. To keep thermal noise as low as possible, it is preferable to use
low mechanical loss materials for test masses, suspensions and mirror coatings. The
term mechanical loss refers to the property of a material that determines the energy
storage characteristics around resonant frequencies. Interferometers use fused silica
as a material with intrinsically low mechanical loss to reduce thermal noise [126, 127].

1.4.4 Quantum noise

Quantum noise is a primary factor limiting the strain sensitivity of a ground-based
interferometer detector for frequency above 10Hz. it actually comprises of two in-
dependent noises, i.e., radiation pressure noise and photon shot noise. The trade-off
between these two noises form a fundamental limit in the sensitivity based on Heisen-
berg uncertainty principle [128]

Radiation pressure noise is associated with radiation pressure, which is created
from the transfer of the momentum of the photons of the laser light in an interfer-
ometer to the test masses after hitting the test masses. One possible origin of the
radiation pressure noise is the statistical uncertainty in the number of photons of the
laser beam in each arm after being split by the beam splitter. Since each photon in
the original beam is scattered independently, there will be a binomial distribution of
the number of the photons N in each arm that is anti-correlated [129]. This results
in a statistical fluctuation ∝

√
N from the radiation pressure.

The statistical variation in the photoelectric current at the output port of an
interferometer is the reason responsible for the presence of photon shot noise. The
statistical variation 0in the photoelectric current is caused by the fluctuation in the
number of incident photons in a detected photocurrent, which is assumed to follow
a Poisson distribution with

√
N uncertainty, where N is the number of incident of

photons per unit observation time [129]. Lowering shot noise is achieved by increasing
the power of the laser beam or the observation time [129, 21].

However, increasing laser power also means increasing the pressure of photons
hitting the mirrors at the end of the arms and thus increases radiation pressure noise.
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Table 1.1: Masses and distances of detected BBH mergers

Event
MassM� Distance(Mpc)

Primary mass Secondary mass End Product
GW150914 36.0+5.0

−4.0 29.0+4.0
−4.0 62.0+4.0

−4.0 410+160
−180

GW151226 14.2+8.3
−3.7 7.5+2.3

−2.3 20.8+6.1
−1.7 440+180

−190

GW170104 31.2+8.4
−6.0 19.4+5.3

−5.9 50.7+5.9
−5.0 880+450

−390

GW170608 12.0+7
−2 7.0+2.0

−2.0 19.0+5.0
−1.0 340+140

−140

GW170814 30.5+5.7
−3.0 25.3+2.8

−4.2 55.9+3.4
−2.7 540+130

−210

The masses of the bodies in the detected BBH mergers and that of the end product, as
well as their distances. All quoted numbers are at 90% confidence interval from [130, 131,
132, 133, 134].

As such, there is a fundamental limit to the reduction of the combination of this
noise. For an operating frequency of an interferometer, there will be optimistic power
of laser beam minimizing these radiation pressure noise and shot noise. This limit of
sensitivity is called the Standard Quantum Limit, which stems from the Heisenberg
uncertainty principle [108]. A purple line representing quantum noise is displayed in
Figure 1.13.

1.5 Detected gravitational waves

In September 2015, the two interferometric detectors of LIGO made the first direct
detection of GWs. The observed signal of the GWs, referred to as GW150914, swept
in the frequencies from 35Hz to 250Hz and is consistent with the waveform for inspiral,
merger and ringdown predicted by GR [130]. The GWs were inferred to come from the
merger of two BHs with ∼ 36M� and ∼ 29M� at ∼ 410Mpc. The result of the merger
formed a BH with ∼ 62M�. This indicates that ∼ 3M� equivalent energy was carried
away by GWs. This strain data of this event observed at the two aLIGO detectors
is shown in Figure 1.14. Also shown in the figure is a time-frequency representation
of the strain data. The EM follow-up observation of this event will be discussed in
Chapter 2. For all the detected BBH mergers, the masses of the bodies of are given
in Table 1.1,

Three months later in December, the two LIGO detectors made the second detec-
tion, referred to as GW151226 [131]. The signal was from two smaller BHs, and the
final product was of smaller BH (see Table 1.1). The signal was observed in the two
LIGO detectors for ∼ 1s, with ∼ 55 cycles sweeping in the frequencies from 35Hz to
450 Hz. It is also inferred that at least one BH had a spin larger than 0.2.

During LIGO’s second observing run, three more observations of GWs from BBHs
were made. These GWs were designated to be GW170104, GW170608 and GW170814
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Figure 1.14: The GW signals of GW150914. The top left panel shows the strain of
GW150914 observed at aLIGO Hanford. The top right panel shows that observed at
aLIGO Livingston (blue). For visual comparison, the strain observed at Hanford is
also presented in light orange in the top right panel. To account for the difference
between the arrival times at the detectors, the strain observed at Hanford is shifted
by ∼ 6.9ms. It is also inverted to account for the detectors’ relative orientations. The
bottom row shows a time-frequency representation of the strain data. Reproduced
from [130].
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Figure 1.15: The 90% credible region of GW170814. The yellow stripe shows the rapid
localization using only the data from aLIGO. The green oval shows the localization
after including the data from AdVirgo. The purple area shows the full Bayesian
localization. Reproduced from [134].

[132, 133, 134]. GW170608 was so far the lightest observed BBH systems [133]. Al-
though GW170814 was similarly produced by two stellar BHs, it is the first event
observed with three detectors together - aLIGO and AdVirgo [134]. The joint detec-
tion with 3 detectors significantly improved the sky localization of the event. Figure
1.15 shows the difference between the localizations with and without the data from
AdVirgo. Using only the two LIGO detectors, the 90% credible region would be
1160 deg2, while combining the data from all three detectors reduced the 90% cred-
ible region to be 60 deg2. A network of three detectors also enabled the test of GW
polarizations from the detector response of the three detectors.

On the 17th of August, 2017, the network of aLIGO and AdVirgo made the first
observation of the inspiral signal from a BNS system. This GW event was later
designated to be GW170817. The two NSs in the detected BNS system were inferred
to have masses in the range 0.86 − 2.26M� if no spin was assumed. If the spin
components of the NSs were present, the masses of the two NSs were inferred to
be in the range 1.17 − 1.60M� [135]. The distance of this event was inferred to be
relatively close - only ∼ 40Mpc. The remnant of the BNS could be a short-lived
or long-lived neutron star, which might or might not collapse to a BH. Similar to
GW170814, a network of three detectors also enabled relatively accurate localization.
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As the presence of NS in a binary system would enable emission in the EM spectrum,
the localization with three detectors also facilitated the EM follow-up observations of
this event [136]. This will be discussed more in Chapter 2. The discoveries of these
GWs have opened up a new window on the sky and ushered in a new era of GW
astronomy.

1.6 Data analysis

As it is too difficult to solve the Einstein equations analytically, post-Newtonian
approximation approach has been developed to find approximate solutions to the
equations. In post-Newtonian approximation, the lowest order for emission of GWs
is the quadrupole formula. Quadrupole radiation is known to be weak. Given the facts
that sources of GWs are usually located at large distance and that GWs interact only
weakly with matter, detecting GWs and extracting information from the detected
signals can be difficult, especially for events with relatively low SNRs.

Data analysis with Bayesian inference is important in GW astronomy both in
detecting GW signals and extracting information from the signals [137]. In this
section, the technique for searching for GW, matched filtering, will be introduced.
We will then discuss Bayes’ theorem and the Fisher matrix or the Fisher information
matrix (FM) in the context of estimating uncertainty on the parameters of GW
signals.

1.6.1 Search for gravitational waves

For well modeled signals, i.e. the inspiral signals from CBCs and continuous waves
from NSs, a statistical technique known as matched filtering has been employed to
search for GWs in the data and to measure the SNRs of the signals and the parameters
of the sources. Matched filtering examines the data to determine whether a signal
consistent with the waveform of an astrophysical origin is present in the data by
correlating the observed data with the waveform. This approach requires to pre-
calculate a bank of waveform templates [138, 139, 140]. These waveform templates
will then be cross correlated with the data of a detector.

Assuming the data output in the time domain is x(t), if the data contains a signal
h(t) and the noise n(t), we have the following expression,

x(t) = h(t) + n(t). (1.14)

Here, we assume that the noise n(t) is additive. If we further assume that the noise
is stationary and Gaussian, we can express the spectral properties of the noise using
the one-sided spectral density of the noise [138], given by

S(f) = 2

∫ ∞
−∞

κn(t)e2πiftdt, (1.15)
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where f is positive frequency, and κn(t) is the autocorrelation function E[n(t)n(t′)] =
κn(t− t′). Next, we will define the scalar product as

(x|h) = 4R
∫ ∞

0

x̃(f)ỹ∗(f)

S(f)
df, (1.16)

where we useR to denote the real part of a complex, a tilde the Fourier transform and
asterisk the complex conjugate of a complex. The expression for matched filtering is
then given by [138]

logΛ[x] = (x|h)− 1

2
(h|h), (1.17)

where Λ is the likelihood of the data x given the presence of signal h. The aim of
this process is to find the waveform that fits the data with the highest possible SNR.
The optimal SNR is defined as

ρ2 = 4

∫ ∞
0

|h̃(f)|2

S(f)
df. (1.18)

The best fit of the signal is found when the data’s correlation with respect to the
waveform’s parameters is maximized. If the SNR of a signal is larger than some pre-set
threshold, the signal will be recorded as potential candidate. Under the assumption
that the noise in the data is stationary and Gaussian, matched filtering can recover
weak signals in noisy data by accumulating SNR over a board bandwidth of the
detector.

However, matched filtering can be computationally expensive as interferometric
detectors will acquire months to year worth of data in a run. It is also not guaranteed
that matched filtering will rule out all false alarms caused by noise-mimicked signal.
To rule out this type of false alarm, coincidence of the same signal at multiple detectors
will be sought to increase the confidence in a detection. Algorithm such as null
stream in which data from a network of detectors are shifted in the time domain
and combined linearly has also been developed to identify false alarm caused by
glitches of detectors [141]. This indicates that reliable and confident detection of
GWs require coincident observations of the same signal at multiple detectors and data
analysis techniques will need to be able to work with data from multiple detectors.
Additionally, current ground-based interferometric detectors can monitor almost the
entire sky at any given time (see Figure 1.9 for an example of the antenna pattern
of an interferometric detector). They are also broadband instruments being sensitive
to frequencies from ∼ 10Hz to ∼ 1000Hz. This means that searches for GW signals
will have to carry out searches that cover the entire sky and a board frequency range.
These are the motivations for developing efficient and less computationally expensive
methods [142, 143].
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1.6.2 Bayesian Inference and Bayes Theorem

Bayesian inference is a statistical inference method that naturally allows one to per-
form statistical tasks and estimation based on incomplete information. In astronomy,
Bayesian inference can be used to determine the probability of an event occurring
based on the information in the past. Once the result of an observation or an experi-
ment is available, Bayesian inference can also be applied to infer or extract information
from the observation or the experiment, as well as to to update the probability of a
hypothesis. In addition, when there are two models competing to describe the same
event or system, determining which model is favored by the data can be done using
Bayesian inference.

In the context of Bayesian inference, one uses Bayes’ theorem to achieve the above
goals, which can be written as

p(θ|d,M, I) =
p(d|θ,M, I)p(θ,M|I)

p(d,M|I)
. (1.19)

Interested readers are referred to [144] for an example proof of this equation. In
the above equation, we use the symbol p to denote probability distribution function.
Vector θ represents the physical quantities of a system,M a model that describes the
system, d the observation or the data taken in an experiment and I the background
information or relevant prior knowledge. Readers should not be confused M with
chirp mass of a CBC defined in Section 1.2.2.

On the left hand side of Eq. 1.19, p(θ|d,M, I) is known as the posterior dis-
tribution. It describes how the probability of θ is distributed given d, M, and I.
The posterior distribution function captures all the information about θ that one
can infer given d, M and I. On the right hand side, the term p(θ,M|I) is the
probability distribution function for θ in M given I. It represents one’s knowledge
prior to collecting d and allows one to fold this knowledge in the process of inference
and estimation. This term is therefore known as the prior distribution. The term,
p(d|θ,M, I), is the probability distribution function for the data, given θ,M and I.
It actually evaluates how likely the data d is, given θ,M and I, which thus acquires
its name the likelihood. The denominator p(d|M, I) is referred to as the marginal
likelihood or the evidence, which is given by

p(d|M, I) =

∫
dθp(θ,M|I)p(d|θ,M, I). (1.20)

Using Bayes’ theorem (i.e. Eq. 1.19) is therefore straightforward to combine
one’s knowledge and new knowledge from new data or observation. To put it in
simple terms, Bayes’ theorem states the following common sense: the posterior, or
the degree of belief in θ being true in the modelM, is updated by an observation or
experiment, weighted by the prior knowledge.

Bayesian inference has been widely used in GW astronomy for parameter esti-
mation, given incomplete information. For example, given a problem of parameter
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estimation, one can find the most probable values of the θ under the model M by
evaluating the posterior distribution function p(θ|d,M, I). The most probable values
or the best bit are found when the posterior distribution function is maximized. In
the situation where p(θ|d,M, I) is continuous, one can also estimate the probability
P that θ are in the interval [θ1,θ2] by performing an integration,

P (θ1 ≤ θ ≤ θ2) =

∫ θ2

θ1

p(θ|d,M, I)dθ. (1.21)

One should not be confused by the upper case P , which indicates the probability,
and lower case p, which is symbol for probability distribution function (PDF). In
practice, using numerical techniques, the posterior distribution function and Eq. 1.21
can be computed using numerical techniques if the analytical solution does not exist.

In the cases where one is only concerned or interested in a certain subgroup of
the parameters (θ1, θ2, ..., θm) (assuming there are n parameters in θ, and m < n),
the posterior distribution function can be integrated over the rest of the parameters
to find the PDF for (θ1, θ2, ..., θm). Such a manipulation is known as marginalization
and is defined as follows:

p(θ1, θ2, ..., θm|d,M, I) =

∫
p(θ|d,M, I)dθm+1dθm+2...dθn. (1.22)

In reality, one may need not only to estimate the most probable values under a
model but also to decide the most probable model among a number of alternative
models. Such a problem is known as model selection. Bayes’ theorem can be written
as

p(M|d, I) =
p(d|M, I)p(M|I)

p(d|I)
, (1.23)

The term p(M|I) can be interpreted as the prior distribution function for the model
given the background information I, and p(M|d, I) as the posterior distribution func-
tion for the modelM given the data and the background information I. The posterior
distribution function captures our degree of belief in the model M being true. So
using Bayes’ theorem, one can decide how much more likely a model is than the al-
ternative by evaluating the odds ratio, which is defined as the ratio of the degree of
belief in one model to the alternative as

O1/2 =
p(M1|d, I)

p(M2|d, I)
=
p(M1|I)

p(M2|I)
× p(d|M1, I)

p(d|M2, I)
, (1.24)

where M1 and M2 indicate model 1 and model 2. In some text, p(d|M1,I)
p(d|M2,I)

is referred

to as the Bayes factor [144, 145]. We know that M1 is favored if the ratio is larger
than 1 or disfavored if the ratio is less than 1.
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1.6.3 Fisher matrix

The FM, named after the statistician Ronald Fisher, is a statistical tool that mea-
sures the amount of information about unknown parameters that is carried by an
observable. The FM is defined as [138]

Γij = E

[
∂log p(d|θ,M, I)

∂θi

∂log p(d|θ,M, I)

∂θj

∣∣∣∣θ], (1.25)

where Γij is the FM, and p(d|θ,M, I) is the likelihood function as defined in Section
1.6.2. The FM describes on average how strong the dependence of the likelihood func-
tion on the parameters is. If the log of the likelihood function is twice differentiable
with respect to θ, the FM can also be expressed using the second derivatives,

Γij = E

[
− ∂2log p(d|θ,M, I)

∂θi∂θj

∣∣∣∣θ]. (1.26)

It can be seen from Eq. 1.26 that the FM for a measurement or data d described by
unknown parameters θ is the expectation value of the second derivatives of the log
of the likelihood function conditioned on the true values of θ.

If θ̃ is the measurement error of θ and θ̂ is an unbiased estimator of θ, we have

θ̃ = θ̂ − θ, (1.27)

and the covariance matrix, given by,

covij = E[θ̃θ̃T], (1.28)

where the superscript T indicates transpose. For an unbiased estimator, the Cramer-
Rao bound states that the following inequality holds

covij ≥ Γ−1
ij . (1.29)

In the situation where the SNR is high enough, the above equation becomes

covij = Γ−1
ij . (1.30)

In order words, the matrix inverse of the FM presents the lower bounds on the vari-
ances of the parameter estimators and is equal to the covariance matrix for high
enough SNR. The FM can therefore be used to test how small the variance on an
estimator can be.

In data analysis for GW astronomy, the FM is a widely used statistical tool[146,
147, 148, 149, 150, 151, 152, 153, 154]. It is employed to evaluate the quality of
astrophysical information obtainable from observations of GW signals and to estimate
how accurately information about the parameters can be extracted (see Chapter 4 for
an application of the FM to the estimate of the localization of CBC). In the context
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of GW astronomy, assuming the likelihood function is Gaussian, the mathematical
definition of the FM (from Eq. 1.25) is given by

Γij = 2

∫ ∞
0

∂h̃∗(θ,f)
∂θi

∂h̃(θ,f)
∂θj

+ ∂h̃∗(θ,f)
∂θj

∂h̃(θ,f)
∂θi

S(f)
df. (1.31)

where h̃(θ, f) is signal strain in the frequency domain and h̃∗(θ, f) the complex con-
jugate. The power spectrum density is denoted by S(f) and ∂h̃(θ, f)/∂θi indicates
the partial derivative of h̃(θ, f) with respect to the ith unknown parameter θi.

In the literature, the estimates from the FM have been reported to be more
optimistic than techniques or methods that completely explore the likelihood, e.g.
Monte Carlo Markov Chain (MCMC). However, this is often due to the abuse or
misuse of the FM in situations where the SNR is too low. In the moderate to high
SNR regime in which the Cramer Rao lower bound is valid [155, 156, 157], estimates
from the FM are a good indicator of the expected uncertainty on parameters. In
addition, complete simulations of MCMC are usually too computationally expensive
to carry out, while the FM is low to moderate in computational cost.



Chapter 2

Multi-Messenger Astronomy with
Binary Neutron Stars

Multi-messenger astronomy refers to the study of astronomy based on the coordinated
observations across different bands and messengers from the same source. These mes-
sengers could be cosmic rays, neutrinos, EM radiations and GWs [7]. The observation
of GWs and other messengers from GW sources has been of great importance in GW
astronomy because the information obtained from the observations of GWs and the
associated EM signatures are complementary to each other [7, 158].

Detecting the EM emission of a GW trigger will help establish the association
between the GW trigger, the EM emission and its progenitor as was the case of
GW170817 and its associated EM counterparts [136, 159, 160, 161, 162, 163, 164,
165, 166, 167]. A joint detection of the GW and its EM signatures will provide a
better understanding of the progenitor’s local environment and the progenitor itself
[158, 168, 169]. The detection of both the EM signatures and GW may also improve
the understanding of the emission mechanism (e.g. CCSNe [170]). In addition, a
successful EM follow-up observation will increase the confidence in and improve the
localization of the GW detection, or reduce the SNR required to claim a detection
of GW [7]. This is also true even when merely the time and the direction of GWs
and other messengers are correlated [168]. Moreover, detecting the EM signatures
of CBCs will allow for a measurement of the redshift z of the sources that enables
the use of the GWs during inspiral as a precise probe of the luminosity distance
of their progenitors independent from the EM signals. The measurement of z and
the luminosity distance from GW data can then be used to constrain cosmological
constants and the Hubble constant in a way that is independent but complementary
to other probes such as EM emission [171, 172, 173, 174].

Broadly speaking, there are three types of coordinated observations in GW as-
tronomy using GWs and other kinds of messengers. The first type of coordinated
observations is known as triggered searches. In a triggered search, information from
observed transient EM signals such as gamma-ray bursts (GRBs) [175, 176, 177, 178,
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179, 180, 181, 182], soft-gamma repeater flares [183, 184], pulsar glitches [185] or
CCSNe [186, 40] is used to facilitate the search for signals of GWs. For example, the
information about the time and the sky location of the EM emission can be used to
define an on-source window for the search of GW in the data of a GW detector [40].
Any potential signal candidates found in the data stream will have to be consistent
with the arrival time and the sky location of the EM source [7]. This approach is
useful in improving the search sensitivity and reducing the background noise. Since
the data in a detector is in the form of time-series collected during observation and
stored, triggered search can also be conducted after an observation when the data
have been collected. However, triggered search requires that the involved observing
instruments are operational during the on-source window. Incomplete coverage of the
on-source window by GW detectors may reduce the sensitivity of this search approach
[7, 40].

On the other hand, it is possible to use the information from a GW candidate
such as timing and sky location for the search of the EM counterparts [139, 187, 188,
189, 190, 191]. This is known as follow-up searches. However, since interferometers
are not pointing instruments, the sky localization of GW events can be poor making
follow-up searches a challenge to achieve. This will be discussed more later in this
chapter, Chapters 3 and 5.

In addition, there is a class of coordinated observations referred to as parameter
refinement [7]. During an observation period of interferometric detectors, radio obser-
vations can be used to monitor the change in the frequency of pulsars [192, 193, 194].
This is helpful in searching for the GWs from known pulsars as the change in fre-
quency recorded can be used to reduce the parameter space that must be searched.

In this chapter, we focus on multi-messenger astronomy with CBCs with an em-
phasis on GW170817. We will begin in Section 2.1 by briefly describing the process
with which GW alerts and sky maps are shared with partners of EM astronomers.
Four localization algorithms used to facilitate searches for EM counterparts of GW
sources are discussed in Section 2.2. We will then describe the expected EM counter-
parts from BNS mergers in Section 2.3 along with the relevant observation activities
for GW170817, which will be followed by a short introduction to the EM follow-up ob-
servations for the two detected BBH mergers, GW150914 and GW151226 in Section
2.4.

GW170817 is the first event that a source is observed both electromagnetically
and gravitationally [136]. The discovery of the short GRB by Fermi Gamma-ray
Burst Monitor (Fermi-GBM) [166] and that of BNS merger candidate by LIGO
and VIRGO [135] started a series of follow-up observations covering a broad EM
spectrum from gamma-ray to radio emission (see below). The results of this EM
follow-up observation campaign are consistent with and supportive of the hypothesis
that GW170817 was a BNS merger in the galaxy NGC4993 [136]. The observation of
the EM counterparts also made possible a measurement of the redshift of the system,
which later was used to constrain the Hubble constant [174]. With these discoveries,
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multi-messenger astronomy has entered a new era in which GW is used as an active
probe of astronomical sources along with other messengers.

2.1 Electromagnetic follow up observations

with aLIGO and AdVirgo

Facilitating and enabling multi-messenger observations of GW events with a wide
range of astronomical telescopes and instruments are one of the main goals of aLIGO
and AdVirgo as a scientific collaboration. To meet this goal, aLIGO and AdVirgo have
designed a dedicated program of EM follow-up observation for the purpose of sharing
information on GW event candidates with EM partners enrolled in this program [195].

When a significant GW candidate is identified solely based on the apparent signal
significance, aLIGO and AdVirgo will provide a preliminary alert to the EM partners
[190, 136, 195]. At this point, information on only the estimate of the arrival time and
the signal significance about the candidate will be provided [195, 196, 197, 198, 199,
200, 201]. This will then be followed by a validation check of the preliminary alert. A
rapid sky localization will be provided to the EM partners if the event candidate can
be localized for the purpose of prompt EM follow-up [190, 136, 195]. A more refined
sky localization of the GW candidate will be made available to the EM partners along
with more information on the GW such as the masses and distance of the system in a
few hours or more [190, 136, 195]. Since the threshold for generating GW candidate
is set to be low, it is also possible for an alert to be retracted at any stage of the
process described above if examination or human intervention determines that the
GW candidate is likely to have an origin other than astrophysical [195].

Many teams of astronomers with access to ground-based and space-based instru-
ments joined the program during aLIGO’s first and second observing run and have
performed EM follow-up observations for the detected BBH mergers and the BNS
merger [190, 136]. These observations will be briefly introduced in later sections.

2.2 Localization Algorithms

Sky localization of a GW candidate refers to the construction of a posterior probabil-
ity distribution for the sky position of the GW candidate. Sky localization is mainly
achieved via timing triangulation using the time difference in the arrival times of the
sources at the detectors in a network. Information such as the phases and polariza-
tions of the waves can also help improve the localization [202, 203, 204]. A sky map
accurately showing the probable sky locations of a GW event given the information
available is essential for EM follow-up observations of a GW trigger as it provides
guidance to astronomers on directions of pointing and imaging.

Unfortunately, interferometers are not directional instruments and their perfor-
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mance is usually very poor when it comes to the localization of GW sources unless
there are three or more detectors in a network. With the two aLIGO detectors, the
90% credible regions for CBC signals are expected to be large, probably spanning
hundreds square degrees [205]. For example, as mentioned above, the 90% credible
regions were as large as ∼ 600deg2 and ∼ 1400deg2 on the sky for GW150914 and
GW151226 respectively [130, 131]. There was improvement in localizing GW sources
with AdVirgo joining the observing runs [134, 135] and more improvement can be ex-
pected when more detectors such as KAGRA and LIGO India start to join the global
network [150]. However, for sources at large distance, sky localization error may still
be large. The sizes of the fields of view (FOVs) of many telescopes are the order of
O(1) deg2, leading to a huge mismatch between the FOVs and the localization error.
Moreover, many EM counterparts will peak in luminosity and then fade away on a
time scale from seconds to days or weeks. For example, short GRBs will only last for
∼ 2s. Optical afterglow may be observable on a timescale of days to weeks depending
on the distance and the viewing angles. Kilonova may also be detectable for a few
days depending on the opacity and the distance [206]. Given the typical expected
distances of these objects, searching for the potentials EM counterparts associated
with a GW trigger in the sky error region is not a task easy to achieve.

Therefore, in many situations, to increase the chance of successful EM follow-ups,
it is desirable to have prompt and accurate reconstruction of the sky location of GW
events with low latency. However, there is a trade-off between the speed and the
accuracy of the localization. In this section, a short overview of four algorithms used
for the reconstruction of sky location of GW events is presented.

2.2.1 Bayesian Triangulation and Rapid Localization

Bayesian Triangulation and Rapid Localization (BAYESTAR) [207] is an algorithm
dedicated to produce rapid sky localization for CBC events. BAYESTAR has applied
several techniques to reduce the runtime for an analysis and the reconstruction of the
sky location of a GW trigger while maintaining a high accuracy.

Firstly, it takes advantage of the fact that almost all the information on the sky
location of a GW is captured in the estimates of the arrival time, the amplitude and
the phase of the GW on its arrival at each detector [207]. This means ignoring other
intrinsic parameters of the GW source such as its mass will not seriously compromise
the localization accuracy. This is helpful in reducing the dimensionality of the local-
ization problem. Coupled with the assumption that detector noise is Gaussian, this
allows the use of an easy likelihood function to which Bayesian inference is applicable
[207]. In addition, considering only a few parameters at each detector implies there
is no need to compute the post-Newtonian waveforms allowing fast evaluation of the
likelihood function. BAYESTAR is also parallelized and can further reduce the run-
time for an analysis by running on multiple threads simultaneously. It is reported
that BAYESTAR can produce sky maps that are approximately as accurate as the
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full MCMC parameter estimation within 10 seconds of a detection [207].
For GW170817, BAYESTAR was used to generate rapid sky position reconstruc-

tion of the source. The combination of the data from both aLIGO and AdVirgo
allowed a precise sky localization of the event to an area of 28 deg2 at 90% confidence
level, and an estimate of the distance of 40+8

−14Mpc [135]. A sky map showing the
location constraints on the sky position of GW170817 is given in Figure 2.1. The
well-constrained sky position estimate of the event, as well as the temporal coinci-
dence between the GW candidate and the detection of GRB 170817A, sparked an
extensive observing campaign across the EM spectrum [136].

2.2.2 Coherent WaveBurst

Coherent WaveBurst (cWB) [208] is both an archived search and a real time search
algorithm designed for the coherent detection and sky location reconstruction of tran-
sient GW signals. This algorithm makes minimal assumptions about the morphol-
ogy of the waveform and is thus suitable for any un-modeled GW transient signals
[209, 208]. For signals that better match the assumptions, the performance will be
better [190].

The detection of a GW signal with cWB is done by first whitening the data.
A wavelet transform (i.e. Wilson-Daubechies-Meyer transform [210]) will then be
applied to the data to present the data in the time-frequency domain that spans the
entire frequency range that the detectors are sensitive [208, 211]. To identify a GW
candidate, the data in the time-frequency domain from all detectors in a network will
be first combined. cWB will then construct an energy map of the combined whitened
data. The energy is defined as the sum of the square of the data maximized over the
arrival times at detectors. The identification of a GW candidate is then achieved by
identifying the areas in the time-frequency domain with energy exceeding detector
noise with the assumption that the noise is Gaussian. Combining the data before the
identification of any candidates has the advantage of avoiding having the sensitivity
limited by the least sensitive detector in the network as the combined SNR will become
the statistics based on which a signal is picked up rather than a single detector SNR.
The identified area in the time-frequency domain will be used for analysis and the
extraction of the key parameters including signal waveform and sky location.

To reconstruct the sky location of a GW event, a maximum likelihood calculation
will be carried out over all possible GW signals at each point in the sky with ad hoc
constraints that reduce the signal space to approximate a posterior probability dis-
tribution [208, 209]. Because the sky localization will be degenerate if there are only
two detectors in a network, the use of prior will be important for the sky location
reconstruction of GW sources. cWB uses an astrophysically motivated prior to break
the degeneracy [208]. This prior comes from the expectation that quieter signal will
occur more often than louder signals. This implies that a signal is more likely to
happen in the part of sky to which the detector response is larger.
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Figure 2.1: The sky location reconstruction for GW170817 and GRB170817A. The
localization error shown in dark green is the localization achieved using the data
from both aLIGO and AdVirgo. The light green shows that using only the data
from aLIGO. The localization for the short GRB detected by Fermi-GBM is shown
in dark blue. Localization via triangulation using the data from INTEGRAL and
Fermi-GBM is shown in light blue. The upper and bottom panels on the right are
the Swope optical discovery image taken at 10.9 hr after the merger and the DLT40
pre-discovery image taken 20.5 days prior to merger, showing the location of the host
galaxy NGC 4993. The position of the transient in both images is marked using a
reticle. Reproduced from [136].
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2.2.3 LALInferenceBurst

LALInference Burst (LIB) is a model selection algorithm designed for recovering GW
signals that are poorly or un-modeled and estimating the parameters of the sources
[142, 209, 203]. LIB is template based algorithm assuming signal waveforms are sine-
Gaussian that depend on 9 parameters including sky position [212]. For signals that
cannot be perfectly described by this waveform such as CBC signals, the localization
performance will be suboptimal.

The reconstruction of the parameters of a GW candidate with LIB is based on
Bayesian inference and MCMC approach with nested sampling [142]. LIB assumes
that the signal is a sine-Gaussian waveform. The results are 9 posterior distributions
for the parameters on which the sine-Gaussian waveform depends [212]. Unlike cWB,
LIB is usually run as a follow-up of pre-selected times. Although there are some
degree of flexibility and trade-off between computational cost and sensitivity, both
the latency and computational cost are higher for LIB with typical latency from hours
to days, for example, it took 14 hours for LIB to generate a sky map for GW150914
[190].

2.2.4 LALInference

LALInference [142] uses MCMC methods with different sampling algorithms to es-
timate the posterior distribution of interesting parameters of a GW event. LALIn-
ference is very similar to LIB in that they share most of their libraries [209]. But
LALInference filters detector data using a parameterized CBC waveform that allows
the considerations of the spins of the components in a CBC. Detector calibration
uncertainties are also considered in LALInference [190, 142]. It is therefore the most
accurate parameter estimation algorithm regarding CBC signals among all algorithms
discussed in this section. The sky localization from LALInference is usually consid-
ered to be final and authoritative because of its accuracy [190]. However, it is also
the most time consuming method due to the high dimensionality involved in the cal-
culation. The runtime of LALInference for a CBC signal can be half a day or even
longer.

2.3 Electromagnetic counterparts

Many GW sources are expected to emit both gravitationally and electromagnetically
[7]. For example, NSs, CCSNe and CBCs containing at least one NS are expected to
be sources of both GWs and EM waves. The possible EM signatures of these GW
sources are expected to cover a wide range of the entire EM spectrum from gamma-
ray to radio. Different EM counterparts of a GW trigger provide different information
on the astrophysical origin.
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However, not all GWs will be accompanied by EM emission. For example, not
all BBH mergers are expected to emit EM waves. Supermassive BBH merger may
produce an EM afterglow by the gas surrounding the binary after the two BHs merge.
Such an activity could also generate a quasar [213]. However, for stellar mass BBH
mergers, it is still not confirmed that they will be accompanied by EM counterparts
although many groups have explored possible scenarios in which EM signatures of
BBH mergers are generated [214, 215, 216, 217, 218, 219, 220, 221]. In this sec-
tion, we will briefly explain the types of EM counterparts that can be expected from
BNS merger events. Although neutrino is not EM radiation, we also provide a brief
discussion since it is an expected important radiation from BNS mergers.

2.3.1 Gamma-Ray Burst

GRBs are intense and energetic transient astronomical phenomena lasting for a short
duration with photon at energy level of . Mev. There are two classes of GRBs
defined by their durations and spectral hardness (short-hard and long-soft) [222]. We
will refer to these two classes of GRBs using only their durations, namely, short GRB
and long GRB respectively. Short GRBs last . 2 sec and release total energy . 1049

erg [223, 224, 225]. The other class of GRB, known as long GRB, is observed to last
for ∼ 2− ∼ 100 seconds and release energy at the level of 1051 erg [226, 227, 228]. In
general for GRBs, it should be kept in mind that although the 2 second separation
cut is convenient and sufficient for the purpose of statistical study, there are observed
long GRBs with duration less than 2 sec and short GRB longer than 2 sec [229, 230].
We will restrict the discussion to short GRBs.

The major breakthrough in the study of the origin of short GRBs came in 2005
from the discoveries of the afterglows following short GRBs [231]. The detections of
the afterglows in 2005 revolutionized the understanding of short GRBs by providing
valuable information on the localization of the sources, the progenitor environment,
the host galaxies and the scale of energies [232, 233, 234, 224, 235, 236]. The obser-
vations of the afterglows then helped confirm short GRBs to be cosmological events.

The progenitors of short GRBs were long considered to be the mergers of compact
binaries consisting of at least one NS [237, 238, 239, 240]. As shown in Figure 2.2,
the merger of two NSs or a NS with a BH powers and generates prompt short GRB
emission via a jet fed by the accretion of material that remains around the BH formed
after the merger [240, 238, 239]. After the prompt emission, there would be X-ray,
optical and radio afterglows lasting for hours to days.

Short GRBs within the reach of aLIGO and AdVirgo will be easily detectable
with gamma-ray satellites if the viewing angle is less than half the opening angle of
the beams [206, 241]. They are considered the most useful EM counterpart of BNS
merger and neutron star black hole (NSBH) merger in confirming their cosmological
origin [206]. However, the redshift distribution of the detected short GRBs suggests
that short GRBs rarely happen within the BNS range of aLIGO and AdVirgo [206].
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Figure 2.2: Diagram showing the possible EM counterparts associated with a BNS
merger. After two NSs collide into each other, there will be an accretion disk (blue)
around the newly formed BH. The accretion powers the prompt short GRB emission
lasting ≤ 2 seconds, whose opening angle is denoted by θj. The interaction between
the jet and the surrounding medium (red) results in afterglow emission in the opti-
cal and radio band. There will also be an isotropic transient known as kilonova or
macronova in the optical and infrared band powered by the radioactive decay as well
as α and β decay on a time scale of days to weeks. Diagram based on [206].
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In addition, the opening angle of short GRB jets is usually narrow making them
difficult to detect.

On the 17th of August, 2017, the detection of a short GRB, later referred to as
GRB 170817A, was announced by Fermi-GBM [242, 243, 166]. The spectral energy
of this short GRB at its peak is near the low end of the distribution of known short
GRBs [244, 166]. About 6 minutes later, a BNS merger candidate was identified in
low latency based on the analysis of the data from LIGO Hanford. The merger time
of this event was estimated to be less than 2 seconds before GRB 170817A [136]. Such
a temporal coincidence between the merger and the short GRB contributed to the
release of a GCN report of an one detector GW trigger [196]. Prior to this, single-
detector GW triggers was never released in low latency [136]. The later analysis of the
data from the two aLIGO detectors and AdVirgo confirmed a significant signal con-
sistent with a BNS merger with combined network SNR of 32.4 [136, 245]. The release
of the GCN reports by Fermi-GBM and LIGO and AdVirgo cause the INTEGRAL
to searched its data and results in a detection of GRB 170817A [246]. The difference
in the arrival times of the short GRB at these two GRB observatories allowed lo-
calization of the source via triangulation. The position constraint from INTEGRAL
and Fermi-GBM on the sky position will be important for future events that are less
well-localized by GW detectors. The detection of the short GRB indicates that at
least some short GRBs are indeed associated with BNS mergers [136].

2.3.2 Kilonova

Kilonova, also known as macronova, is an approximately isotropic quasi-thermal tran-
sient that produces optical and infrared emission [247, 248, 249, 250, 251, 252, 253,
254]. As indicated in Figure 2.2, it was thought that kilonova originates from the
hot neutron-rich matter ejected from BNS mergers and NSBH mergers. This ejection
triggers a rapid neutron capture process known as r-process nucleosynthesis, which
takes place in the ejected material that is unbound from the remnant accretion disk
[255, 256]. The r-process will only last for a few seconds. However, the radioactive
decay of the heavy elements synthesized during the r-process through nuclear fission
as well as α and β decay will last much longer [250]. The decay is able to sustain the
high temperature of the ejecta and powers the kilonovae.

Theoretical calculation using nuclear physics suggested that kilonovae can be
∼1000 times brighter than a nova (peak luminosity L ∼ 1041 erg/s) and thus kilonova
acquired its name [250, 206, 257]. In addition, calculations including the opacity of
the r-process elements [252, 258, 259] indicate that a kilonova maintains its peak lu-
minosity for days to weeks. Within the BNS range of aLIGO and AdVirgo, kilonovae
should be bright enough to be detectable to telescopes such as the Large Synoptic
Survey Telescope (LSST) ([241], also see Chapter 5).

Compared to other astrophysical transients, the quasi-thermal spectra of kilonovae
are relatively unique. This feature allows kilonova to be distinguished from other
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contaminating sources [206]. In addition, kilonova as an EM counterpart is more
likely to accompany every BNS than other possible EM signatures of BNS such as
short GRB as only small quantity of neutron-rich material ejected from the merger is
required to produce the emission [206]. Because of these features, the approximately
isotropic nature, and their detectability, it has been argued that kilonovae are the
preferred EM counterparts for GW signals from BNS and NSBH mergers in obtaining
information on the host galaxy and redshift of BNS mergers [247, 206, 260].

There were a few detections of kilonovae that were associated with GRB, such
as GRB130603B [260, 261] and GRB060614 [262, 263] and GRB050709 [264]. In
addition, after the observation of GW170817 by aLIGO and AdVirgo and that of
GRB170817 by the Fermi-GBM, a series of EM follow-up observations has been
launched, and a kilonova was observed in ultraviolet, optical, near-infrared wavelength
confirming the association of kilonova with BNS merger and short GRB [159, 160,
161, 162, 163].

GW170817 was localised to be in the southern sky, and set in early evening as
seen in the northen hemipshere. As such, it began to be inaccessible to the majority
of the telescopes in the northern hemisphere after the early evening. Therefore,
the first EM follow-up observations with ground-based telescope started with the
One-Meter, Two-Hemisphere team approximately 10 hours later [265]. With the
Swope telescope located at Las Campanas Observatory in Chile, the team detected
a bright optical transient in i-band in the galaxy NGC4993. This transient is later
designated SSS17a/AT 2017gfo [159]. Within an hour, the same transient was also
detected by five other teams including the Dark Energy Camera [266, 160], the Visible
and Infrared Survey Telescope for Astronomy [267], Las Cumbres Observatory [268,
163], the Distance Less Than 40 Mpc survey (with the transient designated DL17ck)
[269, 161] and MASTER [270, 162]. Many other teams also carried out independent
searches including the Rapid Eye Mount [271], Swift UVOT/XRT [272] and Gemini-
South [273].

These discoveries from the optical to near-infrared constituted part of the moti-
vations for follow-up observations that target ultraviolet, optical and infrared wave-
lengths of the EM spectrum [136]. Over the next two weeks, ground based telescopes
and space observatories carried out follow-up observations in ultraviolet, optical, and
infrared wavelengths of the detected transient. From 11.6 - 15.3 hours after the bi-
nary merger, further follow-up observations have been initiated by Magellan-Clay
and Magellan-Baade telescopes [274, 275], the Rapid Eye Mount [276], the Gemini
South FLAMINGO2 instrument [277, 273] and the Swift satellite [278, 277, 279].
These observations in different bands from ultraviolet to near-infrared placed differ-
ent constraints on the properties of the transient at the early stage. For example,
the observation of the Rapid Eye Mount and the Gemini South FLAMINGO2 in-
strument constrained the optical to near-infrared color of the transient at early stage
[277, 273], while the ultraviolet observation by the Swift satellite constrained the ef-
fective temperature [279, 272]. Further monitoring of the evolution of the transient
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in ultraviolet wavelength was carried out by the Swift satellite and the Hubble Space
Telescope [279, 280, 281, 277]. In the next two days, the evolution of these wavelengths
of the transient revealed a fast dimming of the ultraviolet-blue emission and a rise
of the infrared emission, which started to fade after one week approximately [136].
Many other groups of astronomers have participated in the follow-up observations of
this transient. For a full list, readers are referred to [136].

The photometric observations and measurements revealed that the transient had
a fast decline in the optical to infrared bands (i.e., g, i, z, y, w bands), by 0.6
mag per day and 1 mag per day in blue, although there was initially a rise in w-
band [281, 282, 163, 283, 284, 285, 165, 286]. However, it was reported in the near-
infrared a more slow fading or even a brightness plateau was observed in the Ks band
[287, 288, 289].

On the other hand, the observation of the spectrograph of the transient performed
shortly after the first image also suggested the transient was unusual [290, 291] and
showed that the transient was not consistent with young supernova [292, 293, 294, 295,
296, 297]. Continued observation of the spectrograph by other teams confirmed the
discovery [277, 294, 274, 298, 291, 299]. These spectrum discoveries as well as others
obtained by other teams also indicated that a fast cooling and the absence of elements
abundant in ejecta from supernovae [294, 292, 300, 301]. ESO-VLT/X-shooter spectra
taken over 2 weeks covering a wavelength range 320nm - 2480nm showed signatures of
radioactive decay from elements produced from r-process nucleosynthesis [302, 300].
In addition, features consistent with production of lanthanides within the ejecta were
identified with the Hubble Space Telescope [281, 303, 304, 167, 305]. The evolution
of the spectral energy distribution, the broad spectral features and the fading in
brightness suggested that the detected transient had properties similar to models of
kilonova [250, 251, 253, 306, 307, 308, 309, 310, 311, 312]. The observations of the
kilonova in ultraviolet, optical and infrared wavelengths as well as the delayed X-
ray and radio counterpart allowed the determination of their associations with BNS
mergers. A plot showing some of the representative spectra is displayed in Figure 2.3.

2.3.3 Gamma-ray Burst Afterglows

The interaction of the jet of a GRB with surrounding medium will result in X-ray,
optical and radio emission known as afterglow emission (see Figure 2.2). Observing
the afterglow of a short GRB can provide useful physical information of the event.
For example, afterglow in the X-ray spectrum is useful in constraining the ejecta
geometry, the energy output, the sky location and the system orientation of the
GRB with respect to the line of sight of the observer [136]. On the other hand, the
evolution of radio afterglow emission not only provide information on the explosion
energetics but also the merger environment. Observations of the afterglows will also
help determine the redshift of the host galaxy [229] as well as constrain proposed
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Figure 2.3: A plot showing the timeline of the discoveries of the BNS merger
GW170817, the short GRB, the optical and radio afterglow, and the optical/infrared
transient. The axis in the bottom shows the time that observations took place relative
to the time of the GW event tc. The shaded dashes indicate the times at which the
GCN reports were released. The names of the instruments and observing partners are
shown below the observing spectra. The insets show pictures of the first detections;
the top row: 1. the combined spectrogram of the signals received by the two detec-
tors of aLIGO; 2. the light curves of the short GRB observed by Fermi-GBM and
INTEGRAL; 3. spectra information taken with the SALT, ESO-NTT, the SOAR 4
m telescope, and ESO-VLT-XShooter [292, 294, 300, 301]. The bottom shows: 1. the
initial observations of SSS17a/AT 2017gfo; 2. the first X-ray and radio detections of
the source by Chandra and JVLA. The solid horizontal lines indicate when the source
was detectable to at least one telescope. Reproduced from [136]. For more details
readers are referred to [136].
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models of emission [313, 314, 315, 316, 317].
It is possible for an observer to observe an afterglow with or without an associated

short GRB depending on whether the initial burst is aligned with the observer’s line
of sight [318]. If the burst is not aligned, the afterglow of a short GRB associated with
a BNS merger will peak at a later time with a lower luminosity [206]. Another reason
can be that the associated GRB is not within the sky coverage of gamma-ray satellites
at the time the GRB happens. In the case where an associated GRB is absent, an
afterglow is known as orphan afterglow and may provide a bright EM counterpart of
the GW. It is suggested that the afterglow emission will peak at optical wavelengths
for days after the merger, the emission will then become isotropic with a peak at
radio wavelengths in weeks - months after the merger [206, 168, 319]. The actual
detectability of afterglow depends on the properties of the circumburst environment.
The narrow opening angle of X-ray and optical afterglows makes them challenging
to detect. Although radio afterglows are relatively isotropic, their detections require
very sensitive instruments due to their insufficient brightness indicating rare detection
of radio afterglow as an EM counterpart [206].

Regarding the observation of the X-ray afterglows associated with the GRB
170817A, many groups carried out searches and reported the discovery of the X-
ray counterpart at the position of the detected kilonova (see Section 2.3.2) 9 days
after the merger [320, 305], which was confirmed to exist 15 days after the merger
by Chandra [320, 136]. The detection of an X-ray source with position consistent
with the host galaxy NGC4993 in the near vicinity of the detected optical/infrared
transient was also reported by Margutti et al [321].

The non detection of X-ray source during earlier times after merger placed upper
limits on the flux of possible X-ray counterpart source at those epochs [322, 323,
324, 279, 272, 325, 246]. Approximately 16 days after the merger, the detection of
the radio counterpart was achieved [326]. Further searches for the radio counterpart
covering multiple frequency bands were carried out by many groups [327, 328, 160,
329, 330, 331, 332, 333, 334, 335, 336, 337, 338].

2.3.4 Neutrino emission

Neutrino emission is generated by cataclysmic events such as CCSNe, both long and
short GRBs, soft gamma-ray repeaters and magnetars [339, 340, 341, 342, 343, 344,
345, 346, 347, 229], when radiation and matter inside and around astrophysical sources
interact with shock-accelerated protons and nuclei.

Neutrinos have the advantages of being able to escape from dense and deep en-
vironment and propagating at a speed close to the speed of light through magnetic
fields and matter without being altered [348]. The information provided by neutrino
detection of a GW source is complementary to that of GW in that neutrinos can
trace the interactions between accelerated protons or heavier nuclei and matter or
radiation in and around the source while GW carries information of the dynamics
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related to the bulk motion of the source [340]. In general, neutrinos are expected to
provide valuable information about the physical processes happening in astrophysical
engines. For example, if neutrino emission is detected to arrive earlier than GW, it
could signal that the GWs are not connected to the activity onset of the central en-
gine [340]. Observing high energy neutrinos can also help understand the mechanism
of relativistic outflow dissipation and hadronic content of the source [349].

A BNS merger can emit high energy neutrino emissions (e.g. from MeV to PeV) if
a hyper-massive neutron star is formed after the merger [340, 256, 350, 351, 239, 240,
352, 353, 354, 355]. The total energy radiated in neutrinos, the duration as well as
the luminosity are determined by a number of the properties of the BNS merger such
as the thermodynamical conditions in, the evolution and structure of, the merger, as
well as the merger product [350].

Searches for neutrino emission associated with GW170817 were initiated and car-
ried out by IceCube [356], ANTARES [357] and the Surface detector of the Pierre
Auger Observatory [358] over a ±500s temporal window centered at the merger
[359, 360, 361, 362, 363]. These neutrinos observatories also conducted extended
searches for neutrinos within a period of 14 days. No significant neutrino candidates
were found [364].

In the scenario of a CCSN, GWs and neutrinos are expected to carry with them in-
formation from the core of CCSNe on physical parameters such as rotation, magnetic
field and degree of non-axisymmetry and the mechanism that drives the explosions
[340]. The time delay between the arrival times of the emission from a CCSN and
the associated neutrino pulse is expected to be only differed by a fraction of a second.
This means both the detection of GWs and the neutrinos from a CCSN will serve
as an early warning for the optical signal that will rise in several hours later [168].
If only the neutrino burst is observed, the on-source window the order of minutes or
seconds can be defined for the search of associated GW from CCSNe in detector data.

2.4 Follow-Up Observations for GW150914

and GW151226

The first direct detection of GWs, designated as GW150914, was from a merger of
two black holes of 36M� and 29M� respectively to form a black hole of 62M� [130].
After the detection of this event was made by the two LIGO detectors, preliminary
information about this event such as the estimate of the merger time, significance and
two prompt sky maps produced using Omicron+LALInferenceBurst (oLIB) and cWB
were shared with 63 teams of EM astronomers [212]. Omicron is a software algorithm
used to detect and characterize transient event is data of gravitational detectors [365].
Sky map generated by BAYESTAR and LALInference were not shared until the end
of the observing run. The prompt BAYESTAR was not available at the time of
the detection because the detectors were not configured for CBC signals. The sky
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Figure 2.4: An illustration of the sky location reconstruction for GW150914 with
different localization algorithms. Different localization algorithms generate sky maps
using different methods based on different assumptions resulting in different accura-
cies and runtime. The four sky maps agree with each other qualitatively. Reproduced
from [190].

location reconstruction of the event with these four algorithms is shown in Figure 2.4.
As is seen in the figure, the sky localizations with different algorithms were generally
qualitatively consistent. The event was localized to a board, long region in the sky
of 630 deg2 at 90% [130].

25 teams of EM partners with access to ground-based and space-based instruments
covering a wide range of EM spectrum including gamma-ray, X-ray, optical, near-
infrared and radio responded to the GW alerts [190]. Different teams employed
different strategies in terms of searching the sky localization error for possible EM
counterparts. For example, many facilities tiled the sky localization error using the
prompt sky maps sent to them, while a few others focused on local and nearby galaxies
based on the thoughts that GW150914 might be an event of BNS merger or that of
a CCSN [366].
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Due to the vast localization error associated with this event, the coverage of the
localization area was not complete in many frequencies. The participating optical
facilities together were only able to tile ∼ 50% of the localization error computed
using oLIB [190]. Among all the participating teams, only the INTEGRAL SPI-ACS
was able to cover the entire 90% area in the energy range from 0.75−1 MeV [367]. In
addition, the assumption that the GW event was a BNS or NSBH event, for which the
detectable range was less than that of GW150914, limited the depth reached by these
instruments [190]. A few candidate counterparts were found in the optical band, but
they were later identified to be supernovae, dwarf novae and active galactic nucleus.
No EM counterpart candidates could be conclusively proven to be associated with
the event.

Three months later, aLIGO and AdVirgo observed another BBH merger later
designated as GW151226. The event was initially localized to ∼ 1400 deg2 at 90%
credible level due to the weaker amplitudes of this event compared to GW150914 [131].
In total, 31 EM partners responded to the event alert1. The follow-up observation
campaign for this event started roughly 1 day later the detection. Similarly, A number
of candidate counterparts were detected in the optical band and later identified to be
either supernova, dwarf novae or active galactic nucleus.

The majority of the detected GW events so far are BBH mergers, for which
there has been little expectation that they will be accompanied by EM counterparts.
Nonetheless, the EM follow-up observation campaigns launched for these events still
have positive outcomes [190]. First, these campaigns demonstrated that the partici-
pating EM partners were capable of tiling the large associated sky localization error
with their facilities, identifying counterpart candidates and characterizing photomet-
ric and spectroscopic features of candidates within just a matter of days after the
event. In addition, the EM follow-up observations of these events are important in
placing flux upper limit on any possible EM counterparts that may be generated in
any scenarios [190, 136].

1http://gcn.gsfc.nasa.gov/gcn3 archive.html

http://gcn.gsfc.nasa.gov/gcn3_archive.html


Chapter 3

Optimization of Electromagnetic
Follow-up Observation

Given the scientific benefits of a joint detection of the gravitational and EM emission
of the same source (see Chapter 2), efforts should be put into observing the associ-
ated EM counterparts of a GW trigger. However, in many cases, it is expected that
detecting GW associated EM counterparts is not a trivial task. The large localization
error of a GW trigger and the detectability of the counterparts cause the detections of
these objects challenging and may demand long exposure times even for powerful tele-
scopes [241]. Although prompt localization algorithms (see Section 2.2) can provide
quick guidance on the probable locations of the GW source, large localization errors
imply that telescopes may not be able to completely search the 90% credible region
before the EM counterparts become too faint to detect. For example, the brightness
of kilonovae may peak at 1 day after the merger and then start fading [206] as was
the case for the kilonova associated with GW170817 [167]. It has been proposed that
the excellent sensitivity of future telescopes may alleviate the situation. For example,
the infrared sensitivity of the planned James Webb Space Telescope (JWST) may
enable detections with short exposure times, thus compensating for its small FOV
compared to the localization error [368]. The use of galaxy catalogs may also provide
prior information on the direction of an event [369, 370, 371, 241, 372, 373, 374, 375].
Nonetheless, even with JWST and galaxy catalogs, the observation time can still span
an entire night, which may make target-of-opportunity BNS merger observations less
attractive.

Considering that current and future EM telescopes will be subject to limited
observational resources, we might ask how can we maximize the detection prob-
ability of a GW triggered EM signature. In this chapter, we describe an algo-
rithm that we developed to answer this question, and here we present the results
of a proof-of-concept demonstration applied to four different telescopes including
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Subaru-HyperSuprimeCam (HSC)1 [376] CTIO-Dark Energy Camera (DEC)2 [377],
Pan-Starrs 13 [378], Palomar Transient Factory (PTF) [379], and one space mission
Einstein Probe (EP) for three different simulated GW events. HSC is a collabo-
ration project between National Astronomical Observatory of Japan, University of
Tokyo and several other institutes in Japan, Taiwan and Princeton. HSC is located
in Hawaii and saw its first light in 2012. DEC is a international collaboration of more
than 120 scientists from 15 institutes. It is mounted on the Blanco 4-m telescope
at Cerro Tololo Inter-American Observatory in Chile and saw its first light in 2012.
Pan-Starrs 1 is also located in Hawaii. Similar to the above telescopes, this project
involves several universities and institute including the University of Hawaii Institute
for Astronomy and Massachusetts Institute of Technology. The operation of it started
in 2008. PTF is located in San Diego and started its operation in 2009.

This algorithm takes as inputs GW sky localization information, and returns a
guidance strategy for time allocation and telescope pointing for a given EM telescope.
In the most part of this chapter, we restrict the discussion to kilonovae for ground-
based telescopes since as discussed in Chapter 2, kilonovae have been suggested to
be the most favorable EM counterpart for GW signals from BNS and NSBH mergers
among many other potential EM counterparts of GW events [247, 206, 260]. We also
further restrict the discussion to kilonovae from BNS mergers and leave the discussion
of kilonova from NSBH for future study. This is in part due to the fact that our chosen
GW data set from [205] contains only BNS mergers. However, we remind the readers
that there is no theoretical restriction preventing us from applying our algorithm using
other EM counterpart models and neither is it restricted to using only GW sky maps
from CBC events. In addition, in Section 3.4, we consider possible X-ray afterglow
from magnetar as an intermediate product of a BNS merger as the target counterpart
for EP. Other methods for improving the detection probability by finding observing
fields exist such as that presented in [380, 381]. However, the former mostly considers
fixed field locations and is concerned with telescopes with large FOV. The latter
primarily focuses on the setting and rising of the Sun to be the only constraining
factors of the coverage of the GW sky localization error region. It has been shown
in [381] that observing fields with pre-defined locations may cover slightly more GW
probability than methods allowing the fields to move freely on the sky if the telescopes
are to observe > O(10) fields. These methods could be potentially utilized to improve
our method. However, in reality, given the peak luminosity of kilonovae, their likely
distances and the amount of available observation time, most telescopes will only
be able to observe a few fields if required to reach the depth necessary to capture
kilonovae as EM counterparts. In addition, unlike the aforementioned studies, our
method distinguishes itself by considering optimization of the time allocation given
to the observing fields. This chapter is organized as follows: the methodology is

1http://www.subarutelescope.org/Observing/Instruments/HSC/
2http://www.ctio.noao.edu/noao/node/1033
3http://pan-starrs.ifa.hawaii.edu

http://www.subarutelescope.org/Observing/Instruments/HSC/
http://www.ctio.noao.edu/noao/node/1033
http://pan-starrs.ifa.hawaii.edu
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introduced in Section 3.1 and we describe the implementation in Section 3.2. The
results for one of the three simulated events obtained with the algorithm are given in
Sections 3.3 and 3.4 along with a discussion in 3.5. The rest of the results is presented
in Appendix A. The possible future directions of this work are provided in Section 3.6,
and our conclusions are presented in Section 3.7.

In this work, we consider scenarios consistent with only two or three operating
GW detectors. For such a network the sky location estimate for a GW event can
cover a large fraction of the sky (∼100 deg2 [205]), posing a significant challenge to
telescopes with FOVs of order ∼1 deg2 trying to find counterpart signals in the EM
spectrum (For larger detector networks it has been shown that the size of GW sky
localization error regions can be reduced considerably [151, 382, 241, 89, 383].).

3.1 Optimisation Methodology

As a proof-of-concept of the EM follow-up method, here we have chosen to focus on
kilonovae as the counterpart signatures. We have also adopted some simplifications
which will be relaxed in future studies.

We assume that the available observation time is short compared to the luminosity
variation timescale of a kilonova. This is validated by the fact that kilonova’s lumi-
nosity variation timescale is estimated to be ∼days to a week, which is longer than a
reasonable continuous EM observation. This approximation allows us to assume that
a kilonova has constant luminosity during the observation period. We also only con-
sider the use of R-band luminosity information, however the method presented can be
extended to other regions of the EM spectrum. We note that kilonovae are predicted
to have higher peak luminosities in the i-band but we do not consider the i-band in
this study for two reasons, 1) although kilonovae luminosity indeed peaks higher at
i-band, the difference is not dramatic, 2) SDSS survey for science indicates that the
sky brightness is one magnitude brighter in i-band than in R-band, counteracting the
increase in the peak luminosity of kilonovae in i-band [384]. In reality, identifying
a target EM counterpart requires tracking the object’s light curves, leading to sev-
eral observations of the same point in the sky over several days. However, in this
work we deal with the problem of detection, rather than identification. We consider
only single observations and calculate optimized pointing directions and durations
for a constrained total observation length and constant luminosity. Subsequent ob-
servations for the purpose of identifying variation within a field can be achieved by
repeating our proposed observing strategy at some later time.

In general, GW events could be localized to &100 deg2, which is much larger
than a typical EM telescope’s FOV (.1 deg2). We therefore do not consider the
telescope’s rotation around its own axis, hence throughout this work, reference to
single telescope pointing implies a rectangular Charge-coupled device (CCD) image
with edges parallel to lines of longitude and circles of latitude.

We also assume that the prior information from a GW trigger can be approximated
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as having independent sky location and distance probability distributions. Generally,
this may not be the case, however, our mathematical treatment can be greatly sim-
plified under this assumption. We note that the sky maps available for our chosen
dataset (discussed in Sec. 3.2) naturally lend themselves to this approximation since
no distance information was computed as part of the rapid sky localization study
reported in [385]4. The final assumption is that the EM telescope can see every di-
rection regardless of the location of the Sun, Moon, and the horizon. The issue of
optimization of EM follow-up observations under the time-critical constraints such as
those imposed by a source dipping below the horizon is explored in [381].

3.1.1 Bayesian Framework

We use DEM to denote the successful detection of an EM counterpart. The probability
of this occurring depends on the size of the selected telescope’s FOV ω, the observed
sky locations(α, δ), and the exposure time τ . The posterior probability of successful
detection is then given by

P (DEM|ω, τ, I) =

∫ ∞
N∗

dN p(N |ω, α, δ, τ, I). (3.1)

Here, I is prior information that includes the selected telescope’s parameters, such as
its photon collecting area A, filter and CCD efficiency. For a particular observation
the number of photons N collected by the telescope is

N = 10
25−m
2.5 × (τA) , (3.2)

where m is the apparent magnitude of the observed source. The threshold count N∗

is the criterion for detection determined by the SNR threshold, background noise and
the selected telescope’s sensitivity. The value of N∗ is given by Eq. 3.2 with input
values of m and τ corresponding to the selected telescope’s detection threshold (see
Table 3.15). The constant 1010 in Eq. 3.2 is the number of photons per second at
m = 0. In practice, the value of N∗ should also account for the change in background
light accumulated for different choices of observation time τ , however, for simplicity
we ignore this effect in this work. Since the number of photons expected from a target
EM counterpart depends on its absolute magnitude M , distance R from the telescope,
and how likely that the GW event is located within the field being observed, Eq. 3.1
can be expanded such that

P (DEM|ω, τ, I) =

∫ ∞
N∗

dN

∫
dM

∫
dR×∫

ω

dα dδ p(N |M,R, τ, I)p(M |I)p(α, δ, R|I). (3.3)

4The rapid sky localization algorithm BAYESTAR has since been updated to also provide rapid
distance posteriors [386].

5We focus our discussion on ground-based telescope in this section. Discussion on EP will be
presented in Section 3.4.
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Table 3.1: Telescope parameters

Telescope
Aperture FOV Exposure Sensitivity N∗/A

(m) (deg2) (s) (5-σ mag
in R-band) (m−2)

DEC 4.0 3.0 50 23.7 162.0
HSC 8.2 1.136 30 24.5 46.5
Pan-Starrs 1.8 7.1 60 22.0 930.5
PTF 1.2 7.0 60 20.6 3378.3
LSST 6.7 9.6 15 24.5 23.26

The quantity P (N |M,R, τ, I) is the probability of receiving N photons from a source,
given its absolute magnitude M , distance R, and observation time τ , and is described
by a Poisson distribution. Since we assume that the prior distribution on the distance
to the target EM counterpart is statistically independent of the prior distribution on
its sky location, Eq. 3.3 can be written as

P (DEM|ω, τ, I) = PGW(ω)× PEM(τ) (3.4)

where,

PGW(ω) =

∫
ω

p(α, δ|I)dα dδ, (3.5a)

PEM(τ) =

∫
dM

∫
dR

∫ ∞
N∗

dN

p(N |M,R, τ, I)p(R|I)p(M |I). (3.5b)

It should be noted that the GW sky localization information used for this work
has been marginalized over distance, meaning that the GW information represents
a 2D error region projected onto the sky. However, as a reasonable approximation,
the marginalized (and therefore missing) low-latency distance uncertainty can be
approximated by a Gaussian distribution [142, 386]. Hence we assume a Gaussian
prior with mean = 200Mpc and standard deviation = 60Mpc for the distance. We
note that in more general cases, specifically for GW events with low SNR this Gaussian
approximation becomes invalid. In principle any form of positional information can
be incorporated into our analysis and therefore our method can be adapted to include
more realistic GW distance information. It is also possible that further constraints
from galaxy catalogs can also be incorporated into our method [372].

We assume the least informative prior on peak luminosity such that p(L|I) ∝ L−
1
2 .

It then follows that the prior on peak magnitude is given by

p(M |I) ∝ 10−
M
5 (3.6)

6The full HSC FOV is 1.77 deg2 but ∼ 20% is used for calibration purposes.
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where we assume M has a prior range of (−13,−8) as defined by the peak magnitudes
of the models in [252].

The probability of EM detection as defined in Eq. 3.1 considers only one observing
field. Given the size of a GW sky localization error region, and the typical size of an
EM telescope’s FOV, the number of fields needed to be considered is >1. If an error
region enclosing 90% of the GW probability covers S deg2 and the EM telescope FOV
is w deg2, the maximum number n of fields7 required to cover the error region at 90%
can be estimated as n.S/ω.

One might assume that observing as many fields as possible is optimal but we
will show that telescope time is better spent by observing k fields where k lies in the
range [1, n]. This occurs when it becomes more beneficial to observe a particular field
for longer than observing a new field.

For a given total observation time T , we are free to choose which fields we observe
and the observation time allocated to each field. We represent these quantities by the
vectors {ω(k)} and {τ (k)} respectively where k is the total number of chosen fields.
Maximizing the detection probability of a kilonova amounts to finding the values of
these vectors and the value of k which maximizes:

P (DEM|k) ≡ P (DEM|{ω(k)}, {τ (k)}, I)

≡
k≤n∑
i=1

P (DEM|ω(k)
i , τ

(k)
i , I). (3.7)

The choices of {τ (k)} are subject to the constraint that

kT0 +
k∑
i=1

τ
(k)
i = T, (3.8)

where T0 represents the time required to slew between telescope pointings and/or
perform CCD readout, and is equal to max(slew time,CCD readout time). We treat
T0 as independent of the angular distance between pointings.

The expression we have for kilonova detection probability (Eq. 3.7) as a function
of the number of observed fields depends on our choice of field location and obser-
vation time within each field. Given a number of fields k we begin choosing fields
with a greedy algorithm, which will be described in section 3.2. Once the k fields
have been chosen, they are represented by {ω(k)} and Eq. 3.7 is maximized over the
parameter vector {τ (k)} to obtain the optimal kilonova detection probability. This is
then repeated for each k in the range [1, n] to find the optimal number of observed
fields k.

7In practice, n can be slightly larger due to overlapping fields.
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Figure 3.1: The process for generating an optimized observing strategy. Our algo-
rithm takes two inputs: the GW sky localization information and a set of telescope
parameters. After integrating over the number of received photons N , the source dis-
tance R, and the source absolute magnitude M , the algorithm returns the probability
of detection of an EM kilonova signal PEM as a function of the field observation time
τ . In parallel, for each choice of the total number of observed fields k, the algorithm
selects the fields using a greedy algorithm. Based on the enclosed GW probability
within each field the corresponding optimized observation times are computed using
a Lagrange Multiplier approach. The total EM detection probability is then output
for each choice of k.

3.2 Implementation

In this section we describe the processes for applying the GW sky localization infor-
mation and generating the optimal observing strategy. The flow chart in Figure 3.1
is a visual representation of this process.

As shown in Figure 3.1, we require information regarding the sky position of the
GW source which we obtain from the BAYESTAR algorithm [207] (other algorithms
for low latency GW sky localization exist such as that proposed by [387]). This
algorithm outputs GW sky localization information using a HEALPix8 coverage of
the sky. Each HEALPix point corresponds to a value of the GW probability and
represents an equal area of the sky. BAYESTAR can rapidly (in ∼10s) generate event
location information and has been shown in [205] to closely match results from more
computationally intensive off-line Bayesian inference methods [142]. The simulated
GW events used in this work are from BNS systems and taken directly from the data
set used in [205].

In this section, we consider follow-up observations using four telescopes
(HSC, DEC, Pan-Starrs, and PTF) for three simulated representative GW events (see

8http://healpix.sourceforge.net

http://healpix.sourceforge.net
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Table 3.2) which are studied assuming three total observation times T = 2, 4, 6 hrs.
For any telescope, GW event and total observation time, the first stage of our proce-
dure is to calculate the maximum number of fields n required to cover the sky area
enclosed by the 90% probability contour of the GW sky region.

In order to identify the possible observing fields for a given GW event, the greedy
algorithm identifies the least number of HEALPix locations on the sky whose sum
of GW probability is equal to the desired confidence level (in our case 90%). Then,
assuming that each of those points represents the center of an observing field we com-
pute the sum of GW probability from each HEALPix point whose center lies within
each of those fields. The field returning the maximum sum of the GW probability
among those fields will be the first field. Subsequent fields are found by the same
procedure, with the HEALPix points in the previous fields ignored. The summed
probability within each field is an accurate approximation to the quantity PGW(w) as
defined in Eq. 3.5a. The n selected fields are labeled in the order with which they are
chosen and hence their label indicates their rank in terms of enclosed GW probability.
Therefore the first k ≤ n fields represent our optimized choice of the values of {ω(k)}
in Eq. 3.7.

As shown in Eqns. 3.4, 3.5b and 3.7, the detection probability achieved by observ-
ing k selected fields can be expressed as the sum of the product of the EM and GW
probabilities in each field. For each value of k in the range [1, n] we apply a Lagrange
Multiplier to find the solution for the values {τ (k)} that maximizes the detection
probability given by Eq. 3.7. This is subject to the constraints defined in Eq. 3.8
and the value of k that returns the highest detection probability is identified as the
optimal solution. The analysis therefore guides us as to which subset of fields should
be observed with the selected telescope and how much time should be allocated to
each of those selected fields given the total observation time constraint.

3.3 Results: Ground Based Telescopes

In this section we present the results of our algorithm using our four example tele-
scopes applied to simulated GW event follow-up observations. These events are taken
from the dataset used in [205] and are designated with the IDs 28700, 19296 and 18694.
The error regions for these events each cover ∼300 deg2, ∼100 deg2, and ∼30 deg2 re-
spectively and details of these events are presented in Table 3.2. We will present the
results for event 28700 in this section and the rest in Appendix A. But the discussions
in this section, and Sections 3.4 and 3.5 will include all the results for a more complete
picture. These events were chosen to represent the potential variation in sky local-
ization ability of a global advanced detector network. We highlight that the actual
injected distances for our chosen events are 51 Mpc, 27 Mpc and 12 Mpc respectively,
while for our analysis we have assumed a distance of 200 Mpc for each event. How-
ever, the validity of this work is not undermined. The injected events were originally
simulated assuming a 2 detector aLIGO First Observational Run configuration. Our
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Table 3.2: Simulated GW event parameters.

Event ID1 SNR
90% Region Chirp Mass

(deg2) (M�)
28700 16.8 302 1.33
19296 24.3 103 1.28
18694 24.0 28.2 1.31

analysis assumes a 2(3) detector design sensitivity aLIGO configuration. The SNR
and sky localization for an event at 200 Mpc in the latter configuration is comparable
(to within factors of ∼few) to events at a few tens Mpc for the former configuration.

Figures 3.2 and 3.3 shows the optimized tiling of observing fields obtained using
the greedy algorithm approach. For each telescope we show sky maps of the GW
probability overlaid with the 90% coverage tiling choices for the three representative
GW events (see Figures A.1, A.2, A.3 and A.4 for event 19296 and 18694). The FOVs
of the telescopes range from 1.13 deg2 to 7.1 deg2 and as such the required number and
location of tilings differ accordingly. The largest and smallest number of observation
tilings are 230 and 7 for the largest GW error region (ID 28700) using HSC and for
the smallest error region (ID 18694) using either Pan-Starrs or PTF, respectively.

Each of the event maps are the result of an analysis assuming only 2 GW detectors.
Without a third detector the sky location of an event is restricted to a thin band of
locations consistent with the single time delay measurement between detectors. This
degeneracy is partially broken with the inclusion of antenna response information
resulting in extended arc structures. The third event that we consider (ID 18694)
has sufficient SNR and suitable orientation with respect to the detector network that
even with 2 detectors the sky region is well localized and is only partially extended.
We consider this event to be approximately representative of sky maps obtained from
a 3 detector network. We also note that given the imperfect duty factors of both the
initial and advanced detectors it is highly likely that future detections will be made
whilst one or more detectors are offline. We therefore use the first 2 example events
(ID 28700 and 19296) as simultaneously representative of such a 2-detector scenario
and of the potential situation in which a third detector is significantly less sensitive
than the other two.

Figures 3.4, 3.5 and 3.6 display the results of the simulated EM follow-up obser-
vations for the event labeled 28700 (see Figures A.5, A.6 and A.7 for event 19296,
Figures A.8, A.9 and A.10 for event 18694). The assumed total observation times are
6 hrs, 4 hrs and 2 hrs for Figures 3.4, 3.5 and 3.6 respectively. The plots on the top of
the figures show the optimized detection probability P (DEM|k) as a function of the
total observed number of fields k. The plots on the bottom of the figures display the
optimal time allocations corresponding to the value of k returning the highest detec-
tion probability (indicated by a circular marker in the detection probability plots on
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(a)

(b)

Figure 3.2: The optimized locations of the observing fields covering 90% of the GW
probability for telescopes and for the simulated GW event 28700. The upper plot
corresponds to HSC and the lower plot DEC. In each plot the GW sky error is shown
as a shaded region with the color bar indicating the value of posterior probability
density.
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(a)

(b)

Figure 3.3: The same as Figure 3.2 but for Pan-Starrs(top) and PTF(bottom).
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the top of the figures). The indices refer to the labels assigned to the fields when
being chosen by the greedy algorithm.

We highlight the asymptotic behavior of the detection probability curves in Fig-
ures 3.4, 3.5 and 3.6 (as well as Figures A.5, A.6, A.7, A.8, A.9 and A.10). This is due
to a particular feature of our algorithm and is explained as follows. As the number
of fields are increased we approach an optimal value k∗ where to observe an addition
field with any finite observation time would actually reduce the detection probability.
This occurs where the gains from an additional field are outweighed by the losses
incurred by reducing the lengths of the observations of the other fields. In this case,
for a given value of k above the optimal value the optimal choice is to allocate τ = 0
to all fields with index greater than k∗. If we know that we will allocate no time to
these fields then we also have no need to slew to them or to readout from the CCD.
Hence the optimal time allocations and also detection probability for values of k > k∗

remains constant at the maximum value.
As a comparison, we introduce a second observing strategy for time allocation

in which all the fields are observed with equal time. We call this method the equal
time strategy. For each value of k, subject to the total observation time constraints
and slew/readout time, the time allocated to each field is given by T/k − T0. The
values of P (DEM|k) obtained using this strategy are plotted as dashed lines in the
plots on the top of Figures 3.4, 3.5 and 3.6 and the corresponding figures in Appendix
A. The time allocations corresponding to the peaks of the dashed lines are plotted
as flat lines (constant equal values) in the plots on the bottom of the figures. The
resultant maximal probabilities and corresponding optimal number of fields for both
time allocation strategies are given in Table 3.3 9 for all simulated events. We also
indicate the relative gains in detection probability obtained using our fully optimized
(Lagrange multiplier) approach relative to the equal time strategy.

In Figure 3.7 (Figures A.11 and A.12 for the other two simulated GW events)
we provide an insight into the detection potential of future telescopes and those not
included in our analysis. We have computed the detection probability P (DEM |k)
and corresponding optimal number of fields k as a function of arbitrary FOV and
telescope sensitivity. We define this sensitivity via the quantity N∗/A, the number
of photons per m2 required for detection (see Eq. 3.2). For this general case we
consider only a 6 hr total observation of each of the 3 simulated events. For reference
we include the 4 telescopes already considered plus the proposed LSST [388] plotted
with points indicating their locations in the FOV, telescope sensitivity plane. The
relevant parameters for all telescopes included are given in Table 3.1.

9This table is for total observation time equal to 6hrs. For total observation time equal to 4 and
2hrs, please refer to Tables A.1 and A.2 respectively.
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(a)

(b)

Figure 3.4: The results of simulated EM follow-up observations for the ∼300 deg2 GW
event (ID 28700). We show the optimized EM detection probability as a function of
the number of observing fields (top) and the allocated observing times for the optimal
number of fields (bottom). The total observation time is 6 hrs. The 4 solid curves in
each plot correspond to the optimal time allocation strategy applied to each of the
4 telescopes. The dashed lines show results for the equal time strategy. The solid
markers and the circles indicate the number of observing fields at which the maximum
detection probability is achieved using the optimal time allocation strategy and the
equal time strategy respectively.
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(a)

(b)

Figure 3.5: The same as Figure 3.4 but the total observation time is 4 hrs.
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(a)

(b)

Figure 3.6: The same as Figure 3.4 but the total observation time is 2 hrs.
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Table 3.3: The EM detection probability using both the optimal and equal time
strategies

Telescope Event ID Strategy
EM detection probability

Relative Gain
Optimal number of fields

6 hrs

HSC

28700
LM10 66.4% (226)

1.4%
ET11 65.0% (198)

19296
LM 78.1% (106)

1.1%
ET 77.0% (103)

18694
LM 93.7% (47)

0.8%
ET 92.9% (47)

DEC

28700
LM 49.4% (69)

1.4%
ET 48.0% (60)

19296
LM 71.5% (50)

4.3%
ET 67.2% (39)

18694
LM 85.3% (16)

2.3%
ET 83.0% (16)

Pan-Starrs

28700
LM 34.6% (20)

1.2%
ET 33.4% (17)

19296
LM 57.4% (12)

1.5%
ET 55.9% (11)

18694
LM 77.2% (7)

4.0%
ET 73.2% (6)

PTF

28700
LM 17.7% (9)

0.2%
ET 17.5% (8)

19296
LM 34.1% (7)

0.3%
ET 33.8% (7)

18694
LM 56.9% (4)

0.8%
ET 56.1% (3)
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(a)

(b)

Figure 3.7: Contours of EM follow-up performance of kilonovae as a function of the
size of telescope FOV and sensitivity assuming a 6 hr total observation. The results
are for simulated GW event 28700, ∼300 deg2. We plot contours of equal detection
probability (top) and the corresponding optimal number of observing fields (bottom).
Overlaid for reference on all plots are the locations of the telescopes considered in
this work (including the proposed LSST).
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3.4 Results: Einstein Probe

In this section, we introduce EP, and discuss the application of the algorithm to the
design of it for observing BNS associated EM counterparts in the X-ray spectrum.
EP is a space mission proposed by the Chinese Academy of Sciences Institute and
Tsinghua University in 2002 [389]. This mission is dedicated to the discovery of
astrophysical X-ray transient sources of which the energy of photons fall within the
range 0.5 - 4 keV (the bandpass for EP), and to the study of the physics associated
with these phenomena [389]. The primary target sources for EP include GRBs, active
galactic nuclei, supernova shock breakouts and stellar coronal flares [389].

EP is still in its design stage. The current design is that EP will be equipped with
two telescopes for different purposes. The first telescope will be built with a FOV
as large as 60◦ × 60◦ for wide field survey, called Wide-field X-ray Telescope (WXT)
[389]. This telescope will make use of the novel Micro-Pore Optics configuration [390],
which allows for a focusing gain ∼ 2000 and a large FOV instrument that is light in
weight. The sensitivity of the telescope is ∼ 10−11erg s−1 cm−2 [389].

The other telescope is a narrow-field telescope with a FOV of 1◦ × 1◦, called
Follow-up X-ray Telescope (FXT). It is mounted at the center of the WXT [389].
The smaller FOV and higher sensitivity (∼ 3 × 10−12erg s−1 cm−2) of the telescope
allow the telescope to focus incoming X-rays and perform follow-up observations of
any sources detected with the WXT [389].

It is suggested that if the two NSs of a BNS merger are not too massive, the
intermediate product of the merger could be still below the maximum mass allowed
for a rapidly spinning NS [391]. Such a massive NS would survive for milliseconds
and launch a wind that is approximately isotropic. The dissipation of the wind would
then power an X-ray afterglow with a duration of 103-104s [391]. The isotropy of the
X-ray emission would increase its detectability and could be detectable source to EP
[389].

However, EP is an instrument on board a satellite and although it has some ability
to slew, it cannot observe a source continuously for a long period of time [389]. As
the satellite orbits the earth, an area in the sky will come in field and move out
of field (private communication with Weimin Yuan). This may limit the ability of
EP to confidently detect a source. One way to solve this problem is to increase the
sensitivities of both the WXT and FXT, while maintaining the large FOV. However,
the mission is funded on a relatively low budget [389] and there is an inevitable
trade-off between the size of the FOV and the sensitivity.

To investigate different combinations of the size of FOV and the sensitivity of EP
for the detections of BNS associated X-ray emission under the physical constraints
on observation, we apply the optimization algorithm described above and carried out
a simulation. To reflect the constraints on manipulation and observation, we take
several modifications in the computation. First, we assume the total observation
time is equal to 1000 seconds. When computing how many photons from a source
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will be received by the EP, we assume average energy for each photon received which
is defined by the bandpass,

Ē =
1

2
(Emax + Emin), (3.9)

where Ē is the average energy of a photon. Emax and Emin are the maximum and
minimum energy of a photon within the bandpass range respectively. The number of
photons received can then be defined as

np ∼
Lpeak

Ē
, (3.10)

where np is the number of photons from a source received by EP and Lpeak the peak
luminosity of the X-ray afterglow. In addition, we focus on the best scenario in which
EP happens to be in a position in its orbit for it to observe the afterglow when the
event happens. This may seem an oversimplification. However, as we focus on the
optimal design of the telescopes rather than the actual detection probability, such a
simplification allows to test the design of EP directly. Again, we employ the Bayesian
framework described in Section 3.1.1. Here, we employ a conservative range from
1040 to 1044erg/s for the peak luminosity of the X-ray afterglow [391]. For distance,
we employ the same Gaussian distribution for distance as we stated in Section 3.1.1
(mean equal to 200Mpc and a standard deviation equal to 60Mpc).

Similar to what we have done in Figure 3.7, we computed the detection probability
P (DEM |k) and corresponding optimal number of fields k as a function of arbitrary
FOV and sensitivity of EP. The FOV and sensitivity here are referred to as the FOV
and the sensitivity of the WXT since FXT only performs follow-up observations of the
sources detected with WXT. The size of the WXT’s FOV in this simulation is within
the range from 100 - 3600 deg2 and the sensitivity is between ∼ 10−11erg s−1 cm−2

and ∼ 10−12erg s−1 cm−2. Again, we use the same events as we did for ground-based
telescopes. We present the results for event 28700 in a manner similar to Figure 3.8,
and the results for events 19296 and 18694 in Figures A.13 and A.14 in Appendix A.

3.5 Discussion

The behavior of the detection probability as a function of the number of observed
fields (as shown in Figures 3.4, 3.5, 3.6, A.5, A.6, A.7, A.8, A.9 and A.10) shows that
the 2 time allocation strategies produce similar detection probabilities. In all cases
the optimized approach gives marginally greater probability. As listed in Table 3.3
for observation time equal to 6 hrs (Table A.1 and Table A.2 for 4 hrs and 2 hrs
respectively), we see that for the particular cases examined in this work the fully
optimal approach leads to a typical gain of a few percent in detection probability
over the equal time strategy. The biggest gains of ∼ 5% are obtained for the DEC
telescope. These relatively modest gains suggest that spreading observation time
equally is close to optimal at the optimal number of observing fields k∗. We also
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(a)

(b)

Figure 3.8: Contours of EM follow-up performance of X-ray afterglows associated
with intermediate magnetar from BNS merger as a function of the size of the FOV
of EP and the sensitivity of the WXT. The total observation time is assumed to be
1000s. The simulated GW event is event 28700 (∼300 deg2). In the top panel, we plot
contours of equal detection probability, and in the bottom panel the corresponding
optimal number of observing fields (right).
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note that the number of fields at which the peak detection probability is achieved is
similar for both strategies but always marginally lower for the equal time approach.

Both strategies clearly indicate that with a given telescope, there exits a number
of fields at which the probability of a successful EM follow-up is maximized for a
given GW event and a fixed amount of total observation time. In other words,
exploring more or fewer fields than necessary will result in a decrease in detection
probability. Although one would expect the probability of a successful EM follow-up
first increases with the number of fields observed, a drop occurs if so many fields are
observed that only observations of short exposure time in some or all of the observed
fields are allowed, given that the observation time is fixed. This trade-off between
exploring new fields and achieving increased depth within fields is broadly consistent
with [241]. Overall, for the same event, the peak detection probabilities increase as
the total observation time increases. For the same telescope, the detection probability
increases as the size of error region decreases. This is expected since smaller error
regions mean that a telescope requires fewer fields to cover that region at a given
confidence. By examining the curves of detection probability in Figures 3.4, 3.5
and 3.6, it can be seen that an increase in the total observation time shifts the
position of the peak to larger numbers of fields, but does not change the general
shape of the function. This trend is also seen for the other two events.

The time allocations shown in the plots on the bottom of Figures 3.4, 3.5 and 3.6
are those computed for the optimal number of fields for event 28700 (or Figures A.5,
A.6 and A.7 and Figures A.8, A.9 and A.10 for event 19296 and 18694 respectively). In
all cases our optimal strategy ensures that proportionally more time will be assigned to
those fields containing the greater fraction of GW probability (the lower index fields).
In general the range in observation times per field spans ∼ 1 order of magnitude
for a given optimized observation. A surprising feature of these distributions is that
the optimal time allocations can therefore differ by factors of a few per field with
respect to the equal time distribution. However, both distributions result in very
similar detection probabilities. Recently, [392] have produced an analytic result for the
distribution of observing times under a number of simplifying assumptions including
a uniform prior on peak luminosity. They recommend that the time spent per field
should be proportional to the prior GW probability in each field to the 2/3 power. We
find that our numerical results are broadly consistent with this result but highlight
again that the relative gains in detection probability are quite insensitive to the time
allocation distribution.

Figure 3.7 shows our results for event 28700 from another perspective, namely
the optimal performance of any existing or future telescope of arbitrary sensitivity
and FOV (results for event 19296 and event 18694 are shown in Figure A.11 and
Figure A.12). As mentioned in Sec. 3.1 our treatment of the detection threshold cri-
terion N∗ is simplified and hence these results should be treated as illustrative rather
than definitive. However, as might be expected, a telescope with poor sensitivity
and small FOV will be unlikely to detect an EM counterpart unless the GW event is
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particularly well localized.
That LSST should explore more fields than PTF for these GW events may seem

slightly confusing at first glance as LSST’s FOV is larger than PTF’s. This is be-
cause LSST is far more sensitive than PTF and can therefore explore as many fields
as needed to cover the entire error region. In comparison PTF has to spend a con-
siderable fraction of its total observation time on each of its observed fields, which
results in PTF being only able to observe a limited number of fields.

In general, the EM detection probabilities achieved are more sensitive to the tele-
scope parameters for events with smaller error regions. For example, imagine that
a telescope with a 2 deg2 FOV and a R-band limiting magnitude of 20.3 in 30 sec
(N∗/A = 2273) needed to raise the detection probability P (DEM|k) by 10%. For
event 18694, where the size of the 90% credible region is ∼30 deg2, it could either
increase its FOV by a factor of ≈ 2, or reduce its limiting magnitude to ≈ 21.0 in
30 s. However, if the 90% credible region is ∼300deg2 as for event 28700, it would
have to either further increase its FOV by a factor of ≈ 2.5 or enhance its limiting
magnitude to ≈ 21.5 in 30 sec to have the same factor of improvement.

In addition, the fact that at high sensitivity the contours in Figure 3.7 appear to
be almost flat indicates that as the size of the GW error region becomes larger, the
FOV of a telescope has negligible impact on the detection probability P (DEM |ω). For
the design of future EM telescopes performing follow-up observations of GW events
there will likely be a trade-off between sensitivity and FOV. This result implies that
for GW triggers with relatively large error regions, sensitivity, rather than FOV, is the
dominant factor determining EM follow-up success. However, we remind the reader
that this result is based on particular choices of source and corresponding prior on
the source luminosity (see Eq. 3.6). Different choices may have different impacts on
the outcome of our method.

For EP (Figures 3.8, A.13 and A.14), the results suggest that even with the
smallest size of FOV in this simulation, the WXT would be able to cover the 90%
credible regions of the events with a small number of fields (O(1)). It is therefore not
surprising that the detection probability is largely determined by the sensitivity of
the WXT. In fact, depending on whether the 90% credible region is comparable (i.e.
event 28700 and 19296) to or smaller (i.e. 18694) than the size of the WXT’s FOV,
the detection probability is either largely or solely determined by the sensitivity of
the WXT. This indicates that the sensitivity of the WXT is a more dominant factor
than the size of FOV for detecting the X-ray counterpart with EP.

3.6 Future Work

This work considers source sky error regions based solely on the information obtained
from low latency GW sky localization [207]. One may also include galaxy catalogs
to further constrain source locations within our existing Bayesian approach. In this
work, the GW source distance was assumed to be statistically independent of its
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sky location. In the future we plan to use more realistic distance information [375]
therefore enhancing the effectiveness of our follow-up optimization strategy.

Moreover, since telescopes are distributed at various latitudes and longitudes on
the Earth, different telescopes are able to see different parts of the sky at different
times. As has been studied by [381] we would include the effect of observation pri-
oritization when considering the diurnal cycle and for instances where GW sky error
regions may pass below the horizon during a follow-up observation. Depending on the
type of telescope considered we would also incorporate factors such as the obscuration
of the source by the Sun and/or moon.

In this work, we ask the question of detecting kilonovae rather than identifying
and characterizing them. The task of source identification is more demanding and will
require the ability to differentiate our desired sources from contaminating backgrounds
such as SNe and M-dwarf flares. One way to accomplish this is to perform multiple
observations of the same fields. In this case a tentative detection is followed by an
observation of the candidate for a period of time until the source’s light curve allows
it to be classified as a kilonova or contaminating noise [393, 241]. As mentioned in
Sec. 3.1, simply repeating our proposed observations would enable the identification
of variable objects for deeper follow-ups. However, a more involved procedure could
incorporate light-curve information into our strategy therefore jointly optimizing the
pointings used in both the detection and identification stages. This more complex
strategy is left for future implementation.

3.7 Conclusion

In summary, we have demonstrated a proof-of-concept method for quantifying and
maximizing the probability of a successful EM follow-up of a candidate GW event.
We have applied this method to kilonovae counterpart for ground-based telescopes.
We have shown that there exists an optimal number of fields on which time should be
spent, and that observing more or fewer fields will result in a decrease in the detection
probability. This analysis has been based on the assumptions of a static telescope
with unconstrained pointings, a kilonova source at constant peak luminosity and the
independence of statistical uncertainty between the distance and the GW trigger sky
location.

Our approach takes as inputs the GW sky localization information, and the se-
lected telescope’s characteristics. The method selects the observed field locations with
a greedy algorithm and then uses Lagrange Multipliers to compute the time alloca-
tion for those fields based on maximizing the detection probability. For ground-based
telescopes, we have tested the algorithm by optimizing the EM follow-up observations
of the HSC, DEC, Pan-Starrs, and PTF telescopes for three simulated GW events.
By comparing the results of our methods with the results of equally dividing the ob-
servation time amongst the observed fields, we have shown that both strategies return
similar results, with our method producing marginally larger detection probabilities.
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In addition, we have provided estimates for the EM follow-up performance of a
general telescope of arbitrary sensitivity and FOV. These results indicate that in
terms of telescope design, the likelihood of its success in the follow-up of kilonova
signals is approximately independent of the FOV for reasonably sensitive telescopes.

We also applied the algorithm to the design of EP for the detection of X-ray
afterglow. To reflect the constraint on the maneuver, the analysis of EP has been
done with the assumption that the total observation time is 1000s. We found that
for EP and for the three simulated GW events, the detection probability is largely
determined by the sensitivity of the WXT given that the size of FOV is comparable
to the 90% credible region. Although we considered kilonovae and X-ray afterglow,
we emphasize that this method is versatile and applicable to any EM counterpart
model.

To extend this work, it may be helpful to consider including constraints from
galaxy catalogs on source location. Also, the assumptions that the kilonova luminosity
is constant during the observation period, more realistic treatment of the source
distance, and consideration of the dynamics of the telescope with respect to the source
should also be investigated. Finally, the inclusion of multiple observations of the
same fields should be implemented to help distinguish kilonovae from contaminating
sources.
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Chapter 4

Localization of Compact Binary
Coalescences

As discussed in Section 2.2, one key factor to the success of EM follow-up observations
triggered by GW events, or that of identifying the host galaxy, is the localization of
the GW source. GW interferometric detectors’ performances are usually relatively
poor when it comes to localizing sources of GWs. This has improved when VIRGO
joined the observing runs in 2017 [134, 135] and will continue to do so after KAGRA
and LIGO India joining the observing runs in later years. However, with 2G detectors,
the observation of EM counterparts and the identification of host galaxies may remain
a challenge difficult to achieve for sources at large distances. This is because a GW
source observed at a larger distance will also have a larger associated localization
error on the sky. For EM follow-up observations, larger distances also mean that
telescopes will need to observe for longer to reach the sensitivity required to detect
the counterparts [241]. This may lead to the same result stated in Chapter 3 that
the telescopes may be unable to scan the whole 90% credible region before the EM
counterpart fades below the detectable threshold.

Third generation detectors such as the ET and CE can bring significant improve-
ments in GW source localization. Third generation detectors with enhanced sensi-
tivity across the frequency band accessible to ground-based detectors will be able to
detect GWs from BBH and BNS sources located at distances far beyond the horizon
of 2G detectors. In particular, the improved sensitivity below 10Hz of these detectors
will distinguish them from 2G detectors, as this allows for an extended duration of
in-band observation of the signal. Depending on the distance, signals from BNS can
be traced back up to hours or days before merger.

The long in-band duration of a signal will introduce several effects. Firstly, it
allows the detector to accumulate SNR over a significantly longer period of time.
As mentioned, one of the difficulties in EM follow-up observations of BNS merger
triggers at large distance will be the time available to scan the 90% credible region
associated with the BNS trigger before the EM counterpart becomes too faint. If the
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SNR of a BNS trigger can be accumulated to a statistically significant level prior
to the merger, prompt detection alerts could be made possible – thus increasing the
probability of detecting the EM signature of the trigger [394]. The long duration also
enables the detector to observe the source from different positions and directions as
the earth rotates. This effect is important in localizing the source of GWs as it results
in the time-dependency of the antenna pattern. The GW will also be Doppler shifted
as the detector moves relative to the source as it rotates with the Earth’s spin. The
long duration of a signal thus requires the consideration of the earth’s rotation when
estimating the localization error.

In the literature, most studies of localization errors of GWs from CBCs are based
on the assumption that the duration of the signal is short enough that the rotation of
the earth is negligible [150, 151, 387]. This is justifiable for the reason that the in-band
durations of the signals in those studies are only seconds to minutes in length. More
recently, [395] considers localization of short transient signals from BNS mergers with
a network of both second and third generation detectors. In addition, there has been
work considering the long in-band duration and the rotation of the earth [396]. In
this latter work the authors have modeled the GW signal using the stationary phase
approximation – essentially the leading-order term in an expansion in powers of the
small quantity that is the ratio of the radiation-reaction time scale and the orbital
period.

In this chapter, we take into account the earth’s rotation and, using a FM ap-
proach, estimate the localization of GWs from BNS sources observed by the ET and
CE individually and as a network. We perform a series of tests to estimate the lo-
calization capabilities of these detectors for BNSs at 40, 200, 400, 800 and 1600Mpc
and for a population of BNS sources that are distributed uniformly in the comoving
volume. The configurations of third generation detectors that we consider for the
ET and CE in this chapter are discussed in Section 1.3.4. As the exact geographic
locations at which the detectors will be built are still unknown, in this chapter, the
location adopted for the ET is (Longitude, Latitude) = (10.4◦, 43.7◦), and for CE is
(−119.41◦, 46.45◦). We then investigate the feasibility of “early-warning” detection
by setting requirements on localization error and accumulated SNR before merger for
an alert to be released. For third generation detectors, we focus our analysis on BNSs
where the in-band duration of their signals can be days’ long, and thus the effect of
earth’s rotation is important.

Although the possibility that BBH mergers will be accompanied by EM emission is
not completely ruled out, there is little expectation that there would be EM signatures
of these events (see Chapter 2). Measuring the redshift of BBH mergers, therefore,
relies on the identification of the host galaxies. If the localization error of a BBH
merger is too large for its host galaxy to be confidently identified, investigation of
cosmology using the BBH merger will be difficult or the statistics will be ambiguous.
However, there are two reasons that BBH mergers can still be a useful tool to strongly
constrain cosmology: first, BBH mergers are more massive than NSBH and BNS
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mergers, and so they are detectable to a larger distance. Second, recent population
synthesis models predict that BBH mergers will be the most numerous among CBC
events [397, 398]. It is therefore reasonable to expect that observations of CBC events
will be dominated by BBH mergers. If the localizations of these BBH mergers are well
enough, a population of BBH mergers can still be used to establish robust statistics
of cosmology [172]. In the end of this chapter, we will investigate the localization
of BBH mergers with networks consisting of 2G detectors and detectors proposed by
[90].

This chapter is structured as follows: the methodology for computing the local-
ization of BNS mergers with third generation detectors is presented in Section 4.2.
The results and simulations are presented in Section 4.3 together with a discussion.
We will discuss the localization of BBH mergers with extended networks of detectors
in Section 4.4. We then provide our conclusions in Section 4.5.

It needs pointing out that since the noise curve for the ET used in this chapter is
for a single interferometer with opening angle equal to 90%, which is therefore roughly
15% better than a single interferometer with opening angle equal to 60% [102]. The
estimate shown in this chapter is expected to be slightly more optimistic than the
reality.

4.1 Duration of Binary Neutron Star Signals

As mentioned in Section 1.3.4, third generation detectors (i.e. ET and CE) will have
improved sensitivity throughout the frequency band relevant to ground-based detec-
tors (i.e. 1Hz - 2000Hz). Different relative improvements in sensitivity as a function
of frequency can lead to different impacts on the sky localization capability. Better
sensitivity in the medium to high frequency band can effectively increase the SNR for
a GW event and thus reduce the localization error. On the other hand, improvement
in the low frequency band might not increase the SNR as much, but it will substan-
tially extend the in-band duration of the signal from the order of seconds/minutes to
the order of hours/days.

By replacing the starting frequency fs with the low frequency cut-off of the de-
tector in Eq.1.7, one can obtain the approximate in-band duration of a signal from a
given compact binary system in a detector. As indicated in Figure 1.3, for BNS sys-
tems, if the detector’s low frequency cut-off is reduced to 2Hz, the in-band duration
of the signal will be close to 1 day, and will be more than 5 days if the low frequency
cut-off is 1Hz. This is substantially longer than the in-band duration for aLIGO and
Advanced VIRGO, where the low frequency cut-off is 10Hz. The in-band duration
of BBH signals are expected to be shorter. For the ET with low cut-off frequency at
1Hz, 10M� − 10M� BBH signals will last for ∼ 5 hours.

Such a long duration allows the detector to observe the signal along the detector’s
trajectory on earth as the earth rotates, and therefore makes the detector’s response
explicitly time-dependent. To illustrate this time-dependence, in Figures 4.1 and 4.2
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two source sky locations are selected and the change over 5 days of the ET and CE
detector response to sources at those locations is shown.

4.2 Methodology

Using the FM, we aim to provide a lower bound on source sky position error for GW
sources and examine the feasibility of early warning. The FM is briefly discussed in
Section 1.6.3. Here, we will recapitulate the definition of the FM. We then extend the
expression to be applicable to situation where the rotation of the earth is considered.

For an incoming GW, the strain observed by the Ith detector can be expressed as
hI(θ, t) in the time domain. It is a linear combination of the wave’s two polarizations
h+(θ, t), h×(θ, t) and the detector response F+

I (θ, φ, ψ, t), F×I (θ, φ, ψ, t) as,

hI(θ, t) = F+
I (θ, φ, ψ, t)h+(θ, t) + F×I (θ, φ, ψ, t)h×(θ, t), (4.1)

where the vector θ represents the unknown signal parameters: sky position, distance,
time of arrival at the center of the earth, binary masses, initial phase of the wave
when it arrives at the center of the earth, inclination angle and polarization angle.
The time at the detector is denoted by t which is equal to the arrival time t0 of the
incoming wave at the center of the earth, plus the time τ required for the wave to
travel from the center of the earth to the detector, given by

τ =
n · r
c
, (4.2)

where n is the GW propagation direction and r is the location vector of the detector
relative to the center of the Earth. The Fourier transform of hI(θ, t) is then defined
as

h̃I(θ, f) =

∫ t+∆t

t

hI(θ, t)e
−2iπftdt, (4.3)

where ∆t refers to the duration of hI(θ, t). The start and the end of hI(θ, t) are
denoted by t and t + ∆t. The mathematical definition of the FM, as defined in Eq.
1.31, is given by

Γij =
N∑
I=1

2

∫ ∞
0

∂h̃∗I (θ,f)

∂θi

∂h̃I(θ,f)
∂θj

+
∂h̃∗I (θ,f)

∂θj

∂h̃I(θ,f)
∂θi

SI(f)
df. (4.4)

where ∂h̃(θ, f)/∂θi is the partial derivative of h̃(θ, f) with respect to the ith unknown
parameter θi. The power spectrum density of the Ith detector is denoted by SI(f).
We also sum over the number of detectors, or in the case of the ET, over the number
of individual interferometers. The optimal SNR, ρ, of the incoming GW can be
expressed as

ρ2 = 4

∫ ∞
0

|h̃I(θ, f)|2

SI(f)
df. (4.5)
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(a)

(b)

Figure 4.1: The time-dependency of ET’s detector response to GWs with a polar-
ization angle equal to π/8 coming from two example locations in the sky over the
course of 5 days. Panel a shows the detector response to a source located at (α, δ)
= (0◦, 45◦) and panel b shows that to a source at (α, δ) = (30◦, 60◦), where α and δ
are right ascension and declination of the source. In the legend in panel a and b, the
superscript k = (1, 2, 3) indicates the kth interferometer of the ET.
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(a)

(b)

Figure 4.2: The same as Figure 4.1 but showing the time-dependency of CE’s detector
response.
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In this work, we construct the FM for the following unknown parameters: right
ascension, α; declination, δ; arrival time, t0, at the center of the earth; the log of the
distance, log10 d; polarization angle, ψ; the log of the total binary masses, log10M ;
the cosine of the inclination angle, cos ι; the symmetric mass ratio, η = M1×M2/M

2,
of the masses of the two bodies in the binary; the initial phase, φ0, of the wave when
it arrives at the center of the earth. Specifically, the equatorial coordinates α and δ
of a source are related to θ and φ in Eqs. 1.11 and 1.13 by rotation matrices once
detector location and the time of observation are specified.

When computing the GW localization error for a source at a particular sky loca-
tion, we divide the entire wave into pieces, each of which is 100 seconds long – with
the final piece ≤ 100 seconds depending on the specific in-band duration of the sig-
nal. The total number of pieces Np is then equal to τc/100, rounded towards positive
infinity. For each piece of the wave, we employ the formalism described above to
compute the FM Γkij and the optimal SNR ρk. The superscript k indicates the kth

piece of the wave. The final FM Γf
ij is then

Γf
ij =

Np∑
k=1

Γkij, (4.6)

where we sum over the FM contributions from each piece of the waveform, and the
superscript f indicates the resultant FM. The matrix inverse of the FM then gives
the covariance matrix of the unknown parameters as

covij = Γ−1
ij , (4.7)

from which the localization error is extracted using

∆Ω = 2π
√
λαλδ cos δ, (4.8)

where ∆Ω is the localization uncertainty, λα and λδ are the eigenvalues of the matrix
covij corresponding to the α and δ of the source respectively. The following expression
can be used to convert ∆Ω to any desired confidence level,

∆Ωp = −2 log(1− p)∆Ω, (4.9)

where p is a value between 0 and 1 indicating the confidence level. Similarly, the
accumulated SNR is given by

(ρf )2 =

Np∑
k=1

(ρk)2. (4.10)
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4.3 Results of Simulation and Discussion

4.3.1 Localization

To test the localization capabilities of third generation detectors, we have simulated
GW signals from 1.4M�-1.4M� BNS sources at distances of 40, 200, 400, 800, and
1600Mpc. The masses are defined in the local frame, i.e. MLocal, which is related to
the observed masses MObs by

MObs = MLocal(1 + z), (4.11)

we use z to denote redshift. All the masses defined earlier and in Figure 1.3 refer to
the observed masses MObs. The inclination angle ι, polarization angle ψ and the sky
position (α, δ) are randomized. For each specific distance, we have simulated 500 BNS
signals. To determine whether a source is detectable, we have employed different SNR
cuts for each network configuration. For networks with more than one interferometer
such as the ET or the ET and CE, we have applied an SNR requirement similar to
that in [151]. A detection is achieved if the network SNR is larger than or equal to
12 and the SNRs in at least two interferometers are no less than 5.5. For a network
with only one interferometer, namely, CE, we require that the accumulated SNR is
no less than 12 to claim a detection 1. The results of the simulations are presented
as cumulative distributions in Figures 4.3 and 4.4.

For BNSs at 40Mpc using only the ET, 50% of the detectable sources can be
localized with 90% confidence to within 2.0 deg2, and 90% of the detectable sources
to within 7.5 deg2. For the best localized 10% of sources, the 90% credible region
is within 0.2 deg2 and these correspond to the best located and orientated sources.
For BNSs at 200Mpc, 50% and 90% of the detectable sources can be localized with
90% confidence to within 42 deg2 and 183 deg2 respectively. Assuming EM follow-
up observations are achievable for sources that are localized to within 100 deg2, this
indicates 100% (74%) of the detectable sources at 40Mpc (200Mpc), suggesting many
opportunities for joint EM observations provided by the ET for BNSs within 200Mpc.

For sources located at 400Mpc, the upper limit of the size of 90% credible region
increases to 187 deg2 (812 deg2) for the best localized 50% (90%) of the detectable
sources. This still leaves 36% of the detectable sources localized to within 100 deg2

with 90% confidence. For sources located at larger distances, i.e. 800Mpc and
1600Mpc, the upper limit of the size of 90% credible regions for the best localized
50% (90%) of the detectable sources increases substantially to 764 deg2 (3485 deg2)
and 3994 deg2 (1.7 × 104 deg2) respectively. Moreover, only 11% and 5% of the de-
tectable sources can be localized to within 100 deg2. This is because the amplitude
of the signals from sources at greater distances will be weaker. Also, the observed
MObs as defined in Eq. 4.11 will be larger, meaning that the in-band duration will be

1We require a single detector to achieve SNR ≥ 12 for a detection for consistency. The results
shown here for a single detector may therefore be more pessimistic than the reality.
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(a)

(b)

Figure 4.3: The cumulative distribution of the size of 90% credible regions for sources
at fixed distances. The x-axes show the size of the 90% credible region and the upper
limit of the x-axes corresponds to the size of the whole sky. The yellow, black,
green, red, and blue lines represent BNS sources at 40, 200, 400, 800, and 1600Mpc
respectively. Panel a and b show the results for the ET and CE respectively.
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Figure 4.4: The same as Figure 4.3 but for the ET and CE as a network.

shorter. This suggests that localization of a BNS at such distances by the ET alone
will still be poor and EM follow-up observations will remain a challenge if the ET is
the only operating detector.

Since the sensitivity of CE at low frequencies is limited, the in-band durations
of the signals are shorter than that in the ET. As shall be seen later, the time-
dependent modulation of detector response is the main factor contributing to im-
proved localization. Consequently, the localization of a BNS by CE alone is worse.
For example, 50% (90%) of the detectable BNSs at 40Mpc can be localized to only
within 252 deg2 (2212 deg2), a factor of ∼ 126 and ∼ 295 larger than using only the
ET. Only 30% of the detectable sources can be localized to within 100 deg2 with 90%
confidence. For sources at distances ≥ 400Mpc, the upper limits of localization error
for the best localized 50% and 90% are larger than the whole sky. This means that for
some sources, despite accumulating enough SNR to claim a detection, no localization
information is available.

Combining the ET and CE together as a network greatly improves the localiza-
tion since it vastly increases the geographical baseline of the network. This greatly
improves triangulation between the detectors in the network and will take advantage
of the high frequency, high SNR components of the waveform, i.e., the final seconds.
This will complement the localization information gained from the long duration and
changing antenna patterns. All sources within 200Mpc are localized to within 30 deg2

with 90% confidence. Importantly, at 40Mpc and 200Mpc, the 90% credible region
upper limit for the best localized 90% of the detectable sources are only O(10−2) deg2

and O(1) deg2 respectively. For the detectable sources at 1600Mpc, there are still
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Figure 4.5: The cumulative distribution of the size of 90% credible regions in the sky,
for detectable BNS sources uniformly distributed in comoving volume, observed by
the ET and CE both individually and as a network. The upper limit of the x-axis
corresponds to the size of the entire sky.

92% localized to within 100 deg2 with 90% confidence. This shows a great promise
for BNS multi-messenger astronomy even at relatively large cosmological distances.

To present a more general picture, we have also simulated the localization of
a population of BNS that are distributed uniformly in the comoving volume. The
results are presented in Figure 4.5 as cumulative distributions. Using the ET alone,
the farthest detectable source is at z = 1.7. Of the detectable sources, 50% can be
localized to within ∼ 1.7×104 deg2 with 90% confidence. The cumulative distribution
for the ET reaches 68% when the value at the x-axis is the size of the entire sky – i.e.
this indicates that for up to 32% of the detectable sources, essentially no localization
information is available. For CE, the situation is worse. The farthest detectable
source is located at z = 4.9, but only ∼ 2% of the detectable sources will have any
localization information available. Again, a network with the ET and CE can bring a
huge improvement to the localization performance. For example, compared to using
the ET only, the upper limit of the 90% credible region for the best localized 90% of
the detectable sources has been reduced by a factor > 100 to 123 deg2. The fraction
of detectable sources that can be localized to within 100 deg2 with 90% confidence
has increased by more than 10 times to 43%. Interestingly, the farthest detectable
source with a network of the ET and CE is located at z = 2.2. This is because for a
network of more than one interferometer, we require an SNR ≥ 5.5 in at least two of
the interferometers, besides also requiring a network SNR ≥ 12. For sources located



4.3. RESULTS OF SIMULATION AND DISCUSSION 84

Table 4.1: Statistical Summary of Results

Network
d

n
50% 90% ≤ 100 ≤ 30

(Mpc) ( deg2) ( deg2) ( deg2) ( deg2)

ET

40

500

2 8 100% 100%
200 42 183 74% 40%
400 187 837 36% 16%
800 764 3485 11% 5%
1600 3994 1.7× 104 5% 2%

Uniform 1 3000 1.7× 104 > Sky 3% 2%

CE

40

500

252 2212 30% 10%
200 6118 > Sky 1% 0%
400 2.6× 104 > Sky 0% 0%
800 > Sky > Sky 0% 0%
1600 > Sky > Sky 0% 0%

Uniform 1 5000 > Sky > Sky 0% 0%

ET & CE

40

500

2× 10−2 8× 10−2 100% 100%
200 5× 10−1 1.8 100% 100%
400 2 7 100% 99%
800 7 23 99% 94%
1600 27 85 92% 55%

Uniform 1 5000 128 538 41% 12%
1

Uniformly distributed in the comoving volume.

A brief statistical summary of our results for sky localization. In the first row, we use d to denote
distance and n the number of injections. The third and the fourth columns indicate the upper limit
of the size of 90% credible regions for the best localized 50% and 90% of the detectable sources. The
fifth column shows the percentage of the detectable sources that can be localized to within 100 deg2

with 90% confidence, and the last column the percentage within 30 deg2 with 90% confidence.

at z > 2.2, only the CE is able to accumulate enough SNR – leading to a failure to
meet the detection criterion.

A summary of the results is given in Table 4.1. Given the success of the EM
follow-up observations of GW170817, where the localization error at 90% confidence
is 28 deg2 [135], also presented in the table is a column showing the percentage of
detectable sources that can be localized to within 30 deg2 with 90% confidence.

Although the discussion in this chapter is restricted to localization error, the
application of the FM is not. We therefore present the estimate of other parameters of
detected BNS mergers as derived from the FM (i.e., luminosity distance dL, inclination
ι and polarization φ angles) in Appendix B.

0LM: Lagrange multiplier
1ET: Equal time strategy
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4.3.2 Early Warning

In the era of third generation detectors, due to the extended in-band duration of
detectable signals, it is possible that signals will accumulate SNR such that the trigger
may be considered significant before the merger occurs. In this section we investigate
the feasibility of issuing early warnings prior to binary coalescence. We assume that
if the SNR for a GW event can be accumulated before merger, up to a level that
satisfies the detection requirement as defined in Section 4.3.1, the event will be deemed
significant. As the purpose of releasing an early warning is to increase the chance
of successful EM follow-up observation, releasing an alert too early may result in
a localization error too large to carry out any meaningful follow-ups. We therefore
require two criteria to be met before an alert can be released. Firstly, the signal has to
satisfy the SNR requirement for detection and secondly, the 90% credible region has
to be no larger than 100 deg2 at the moment the alert is sent. The latter requirement
is chosen to be consistent with the sky coverage of the EM follow-up campaign for the
first detected GW event GW150914 by optical telescopes with . 10deg2 fields of view
[190]. This is also consistent with the number of fields these telescopes are able to
observe in an hours-long observation targeting kilonovae associated with BNS mergers
[1]. We will refer to these two requirements as early warning criteria in the remaining
of this chapter. As early warning is mostly made possible due to the improvement in
the sensitivity in the low frequency band, we focus our analysis on the ET, and the
ET and CE as a network. The BNS systems are distributed at specific distances and
uniformly in the comoving volume as discussed before.

We present the results for the ET in Figures 4.6, 4.7 and 4.8 and the ET and CE
operating together as a network in Figures 4.9, 4.10 and 4.11. These histograms show
the distribution of the fraction of detectable events as a function of the time before
merger at which the events meet the early warning criteria.

Using the ET, all the signals at 40Mpc meet the early warning criteria between
1 and 20 hours before merger, with the mode of the distribution at ∼ 5 hours.
At 200Mpc, 58% of the detectable signals have accumulated enough SNR for early
warning between 1 to 6 hours prior to merger. This represents a significant advantage
that can be provided by the ET in EM follow-up observations for sources within
200Mpc. As the distance increases, the fraction of detectable sources that meet the
early warning criteria continues to drop. Of the detectable sources at 400Mpc, only
∼ 27% can meet the early warning criteria and the fraction further drops to ∼ 9%
and ∼ 3% for sources at 800Mpc and 1600Mpc respectively. Moreover, at 1600Mpc,
the times prior to merger when the signals meet the early warning criteria drop to
≤ 50 minutes.

As would be expected, an additional third generation detector will improve the
performance significantly and provide much improved early warning capability. In
Figures 4.9, 4.10 and 4.11, it can be seen that for distances≥ 200Mpc and≤ 1600Mpc,
the distributions of early warning times have become noticeably skewed to larger times
compared to using only the ET. This suggests that a network of the ET and CE
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(a)

(b)

Figure 4.6: Histograms of the fraction of detectable events that achieve the early
warning criteria. Panel a and b are for events at 40 and 200Mpc respectively. The
x-axes indicate the time to merger when the signal meets the early warning criteria.
The y-axes indicate the fraction of detectable events that achieve these early warning
criteria. Note that at distances ≥ 400Mpc (Figures 4.7 and 4.8), since a large fraction
of the times until merger will fall within 1 hour, for greater clarity the scale of the
axes varies from panel to panel. Only those signals which achieve the early warning
criteria at least 100 seconds prior to merger will be counted.
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(a)

(b)

Figure 4.7: The same as Figure 4.6 but for different distances. Panel a and b are for
events at 400Mpc and 800Mpc.
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Figure 4.8: The same as Figure 4.6 but for events at 1600Mpc.

detectors will provide better early warning capability for sources at relatively large
distance. For example, the fractions of the detectable sources at 400Mpc, 800Mpc and
1600Mpc that can meet the early warning criteria are 98%, 51% and 5% respectively.
At 40Mpc, since using only the ET all the sources will have already met the early
warning criteria at a time when the frequency of the signal is still relatively low, an
additional detector of CE does not alter the distribution significantly. At 1600Mpc,
the result may seem to suggest that a network of the ET and CE does not perform
much better than using the ET alone. However, this is because a network of the ET
and CE will be able to detect sources that are undetectable to the ET alone. These
sources will not contribute much to the number of events that meet the early warning
criteria but will contribute to the number of detectable events.

Finally, to provide a more general picture, we present in Figure 4.12 the results
for a population of BNS distributed uniformly in comoving volume. In line with the
results shown in the previous sections, a network of the ET and CE will increase the
number of events that meet the early warning criteria. With the ET alone, ∼ 2% of
detectable sources can have their alerts released prior to merger. This ratio is ∼ 4%
after CE joining the observation. However, the reason for the small increase in the
fraction is because a network of the ET and CE will be able to detect sources that
are undetectable to the ET alone, and sources located at greater distances. In Table
4.2, we present a summary of the results in terms of early warning.

As discussed, modulations of the Doppler effect and time-dependent detector re-
sponses are the two main consequences that will be seen in long in-band duration
signals. Zhao and Wen, 2017 [396] has tested thoroughly the difference in local-
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(a)

(b)

Figure 4.9: The same as Figure 4.6 but using the ET and CE as a network. Panel a
and b are for events at 40Mpc and 200Mpc. The scale of the panels is the same as is
shown in Figure 4.6 to allow a convenient comparison.
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(a)

(b)

Figure 4.10: The same as Figure 4.7 but using the ET and CE as a network. Panel
a and b are for events at 400Mpc and 800Mpc. The scale of the panels are the same
as is shown in Figure 4.7 to allow a convenient comparison.
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Figure 4.11: The same as Figure 4.8 but using the ET and CE as a network. The
events are at 1600Mpc. The scale of the panels are the same as is shown in Figure
4.8 to allow a convenient comparison.

Table 4.2: Statistical Summary of Results For Early Warning

Network
d

n
100 0.5 2 5 10

(Mpc) sec hrs hrs hrs hrs

ET

40

500

100% 100% 99% 66% 18%
200 58% 39% 13% 2% 0%
400 28% 16% 4% 0% 0%
800 9% 4% 0% 0% 0%
1600 3% 1% 0% 0% 0%

Uniform 1 3000 2% 1% 0% 0% 0%

ET & CE

40

500

100% 100% 99% 66% 18%
200 100% 74% 13.4% 2% 0%
400 98% 27% 4% 0% 0%
800 51% 4% 0% 0% 0%
1600 5% 1% 0% 0% 0%

Uniform 1 5000 4% 1% 0% 0% 0%
1

Uniformly distributed in the comoving volume.

A brief statistical summary of the results for early warning. In the first row, we again use d
to denote distance and n the number of injections. The third to the seventh columns indicate
the fraction of detectable events that meet the early warning criteria within the corresponding
times.
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(a)

(b)

Figure 4.12: Histograms showing the fraction of detectable events that meet the
early warning criteria as a function of time to merger for a population of BNS sources
distributed uniformly in comoving volume. Panel a shows the results for the ET and
panel b for the ET and CE as a network.
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Figure 4.13: The cumulative distribution of the size of 90% credible regions for sources
at fixed distances, with and without the Doppler shift effect. The x-axis shows the
size of the 90% credible region and the upper limit of the x-axis corresponds to the
size of the whole sky. The yellow, black, green, red, and blue lines represent BNS
sources at 40, 200, 400, 800, and 1600Mpc respectively. The solid lines and the
dashed lines show the results with and without including the Doppler shift of the
waves respectively.

izations with or without including the time-dependencies of these two effects, for
networks of third generation detectors. However, it is still not clear which of these
two factors has a more important role in terms of localizing BNS mergers. We here
investigate the relative importance of these two factors.

To test this, we repeat the simulations for the ET shown in Section 4.3.1. While
we still enable a time-dependent detector response, we fix the time delay between the
center of the earth and the ET at the beginning of the signals. This is because turning
on and off the Doppler shift should allow us to see more easily its importance. The
results are shown in Figure 4.13. It can be seen that at all distances, the cumulative
distributions are almost identical, with only marginal discrepancy. This suggests that
the Doppler effect is not important and the modulation of the detector response is
the main cause of improved sky localization.

4.3.3 Calibration Errors

Previous studies have dealt with calibration errors in the context of second generation
detectors [147, 399, 400, 401]. We present here a brief discussion of the impact of
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calibration errors on localization for third generation detectors. It is recognized that
bias in the output of a detector can be introduced by errors in its calibration – i.e.,
differences between the actual response function and the measured response function
of the detector. These differences can then affect the noise and cause amplitude errors
and timing errors in the GW strain used for analysis. Inference on the location of the
source of a GW from the output strain can therefore be biased.

Amplitude errors will affect the localization by introducing a bias in the mea-
surement of distance, inclination and polarization angles. With 2G detectors, these
parameters cannot be measured precisely. For example, the uncertainty on distance
can be ∼ 40% for an event with SNR ∼ 8 [399]. Therefore, systematic errors caused
by amplitude uncertainties are not expected to be dominant. However, the fractional
uncertainty on distance of a GW from BNS is inversely proportional to SNR. It is
conceivable that when the ET and CE are operational, higher SNR and the extended
in-band duration will increase the accuracy with which these parameters can be de-
termined. The amplitude error-induced bias may therefore be comparable to the
uncertainty on the measurement of the parameters. Moreover, we assumed in this
work that the actual value of the detector response will agree with the theoretical
calculation. As shown in Figure 4.13, the time evolution of the detector response is
crucial for localization of BNS mergers with third generation detectors. Any uncer-
tainty in the amplitude of the waves or the detector response will certainly affect that.
As a result, the inference without accounting for these errors may systematically shift
the probable locations of the source away from its true location. Amplitude errors are
therefore expected to have a larger effect in parameter estimation for third generation
detectors and need to be quantified.

Localization can also be affected by timing errors of a signal through timing tri-
angulation. The accuracy with which the arrival time of a signal is determined is
inversely proportional to the SNR of a wave cycle at the frequencies at which the
detectors are most sensitive. For advanced detectors, such as aLIGO and Advanced
VIRGO, this happens at ∼ 100Hz giving a timing accuracy O(10−3) seconds. Timing
errors (i.e., the errors intrinsic to timing when the data sample is taken) therefore
would have to be comparable to a millisecond in order to be significant. However, as
third generation detectors will have improved sensitivity, the SNRs for a fraction of
detectable sources will therefore be high enough that timing error may be significant.
It is therefore necessary to quantify timing errors for third generation detectors.

4.4 Binary Black Holes with Extended Networks

of Detectors

Provided they are at distances close to the earth, events of BBH mergers are expected
to register at advanced detectors with relatively high SNR and be relatively well lo-
calized with three or more detectors. Unfortunately, the majority of the detectable
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BBH mergers will be at cosmological distances with random orientation. The local-
ization of these events may still be of the order O(102) deg2 or O(103) deg2 if only the
advanced detectors are operative [402]. With more detectors in a network, especially
if the detectors are with large geographical separations (the baseline), localization of
BBH can be expected to improve. In this section, we focus on the estimate of the
localization error of BBH mergers with extended networks consisting of 2G detectors
and the detectors proposed by [90].

For BBH signals, if detector’s sensitivity in the low frequency range (1Hz - 10Hz)
is limited, only the near-merger inspiral and merger signal will be detectable to the
detector. Such a signal will have an in-band duration much shorter than that de-
scribed in previous sections (see Figure 1.3). For such signals, the rotation of the
earth (thus the time-dependency of antenna pattern) is negligible. As mentioned,
localization is mainly achieved via timing triangulation, although in practice, infor-
mation such as the phases and polarizations of the waves can also help improve the
localization [202, 203, 204].

Localization based on timing triangulation is determined by the number of de-
tectors in a network and the baseline between the detectors as well as the distance,
direction and the orientation of the source [147, 151]. As one would expect, longer
baseline means larger difference in the arrival times at the detectors and thus bet-
ter localization for the same source. For a network with 3 detectors, the following
equation gives an approximation of the localization error [202],

∆Ω =
2c2∆τ12∆τ13

Acosθ
, (4.12)

where c is the speed of light, A the area formed by the detectors, ∆12 and ∆13 are the
uncertainty in the time delays between pair of detectors with the subscripts indicating
the detectors. In the literature, two different FM approaches to derive a lower bound
on the uncertainty of the sky position of GW sources with 2G detectors have been
proposed, namely [151] and [149]. We show the comparison between these two FM
approaches for estimating the localization error of face-on BNS mergers in Appendix
C. In the remaining of this section, we will describe and employ an analytical form
of the FM outlined in [149] to derive a lower bound on the uncertainty of the sky
position of BBH mergers.

4.4.1 Analytical Expression of the Fisher Matrix

We will now present the analytical expression of the FM and the relevant equations.
Readers interested in the full derivation of the expression are referred to [149]. The
analytical expression described here is only applicable to signal of short duration
where the rotation of the earth is negligible. For consistency, in this section, we still
use upper case letter I, J, K to indicate detectors and lower case letter i, j, k the
position of the element in the FM or the unknown parameters themselves (similar to
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Section 4.2). The Fisher Matrix can be expressed as,

Γij =
∑
I, J

4IJ
∂τI
∂ni

∂τJ
∂nj

, (4.13)

where τ is the time required for the wave to travel from the center of the earth to
the detector as defined in Eq. 4.2. For generality, in this section, we denote the
sky coordinates of the sources as ni and nj without referring to a specific coordinate
system. ∂τI

∂ni
indicates the partial derivative of the signal arrival time at the Ith detector

with respect to sky coordinate ni. 4IJ on the right hand side is defined as

4IJ = 4π2

(
〈fh̃I |fh̃J〉δIJ −

∑
k, l

〈fh̃I |
∂h̃I
∂λk
〉B−1

kl 〈
∂h̃J
∂λl
|fh̃J〉

)
, (4.14)

where λk is the kth unknown parameter and the kth element of the vector λ. The
number of the elements in the vector is equal to the number of the unknown param-
eters. These unknown parameters can be the mass, distance or inclination angle of
the system. h̃ is the Fourier transform of the detector data h as defined in Eq. 4.3.
The matrix B can be expressed as,

B = 〈∂h̃
∂λ
|∂h̃
∂λ
〉. (4.15)

h is a vector defined as,

h =
[
h̃1(f), h̃2(f), · · · , h̃Nd(f)

]
. (4.16)

The 〈|〉 indicates inner product, which is given by,

〈a|b〉 = 2

∫ +∞

−∞
dfa†b, (4.17)

The symbol † indicates the transpose and the complex conjugate of the vector. The
analytical expressions in [149] and described above (i.e. Eqs. 4.13, 4.14 and 4.15)
are applicable to more general situations (i.e. parameters such as distance, masses
and orientation of the system are unknown). However, as in this section, we focus
on a simplified situation where the time of arrival of the signal is the only unknown
parameter in addition to the sky coordinates of the sources, λ is a one element vector,
of which the element is the time of arrival. Hence, 4IJ is simply the following:

4IJ = 4π2

(∫ ∞
−∞

df |h̃I |2f 2 −
2
∫∞
−∞ df |h̃I |2f 2 ×

∫∞
−∞ df |h̃J |2f 2∑

K

∫∞
−∞ df |h̃K |2f 2

)
,
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which leads to the following result:

Γij = 4π2

( K∑
I

∫ ∞
−∞

df |h̃I |2f 2 ∂τI
∂ni

∂τI
∂nj

(4.18)

−
2
∑N

J
∂τJ
∂ni

∫∞
−∞ df |h̃J |2f 2 ×

∑N
K

∂τK
∂nj

∫∞
−∞ df |h̃K |2f 2∑N

L

∫∞
−∞ df |h̃L|2f 2

)
.

(4.19)

4.4.2 Localization of Binary Black Holes

As mentioned in Section 1.3.4, to bridge the gap in time between second and third
generation detectors, two detectors designed with more advanced technologies than
2G detectors are proposed to be built in Australia and China. We will refer to any
detectors designed with the technologies proposed in [90] as Blair et al detectors plus
their locations, e.g., Blair et al A or Blair et al C for such a detector in Australia
or in China respectively. For these detectors and 2G detectors, the sensitivity in the
low frequency range (1Hz - 10Hz) is limited (see Figure 1.7). As a result, the in-band
duration of the signals of BBH will only be of the order O(102)s at most (see Figure
1.3). Therefore, the formalism described above is applicable.

Using the above formalism, we estimate the localization error of BBH mergers
with a network of 2G and Blair et al detectors. The BBHs are either 30M� − 30M�
or 10M�−10M� (observed masses in Eq. 4.11). The 30M�−30M� are distributed at
different specific distances such as 400, 800, 1600 and 3200Mpc. For 10M� − 10M�,
we fix the distance at 400Mpc. All BBH mergers will have randomized sky locations
(α and δ), and orientation (φ and ι). We employ the same SNR cut as described in
Section 4.3.1. The detectors simulated for in this section are listed in Table 4.3, of
which different combinations are the networks assumed in this section. The results
are shown in Figures 4.14, 4.15 and 4.16.

It can be seen that for both 30M� − 30M� and 10M� − 10M� BBH mergers at
400Mpc, the localization provided by a network of LHVJIAC as estimated using the
FM is accurate. The best localized 50% and 90% of the detectable 30M� − 30M�
BBH mergers at 400Mpc can be localized to within 0.2 deg2 and 0.7 deg2 respectively.
With the same network for 10M� − 10M� BBH mergers at 400Mpc, the localization
errors of the detectable sources are only O(1) deg2 for the best localized 90% of the
detectable sources.

For 30M�−30M� BBH mergers at larger distances such as 800, 1600 and 3200Mpc,
the localization errors for the majority of the sources are still relatively small on the
sky. However, given their distances, a small region on the sky would contain a large
number of galaxies making it difficult to associate the sources with their host galaxies
confidently. For example, at 800Mpc, assuming 30% relative distance error and an
r limiting magnitude of 17 , an area of 0.4 deg2 would contain ∼ 100 galaxies [4]
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(a)

(b)

Figure 4.14: The cumulative distribution of the size of 90% credible regions for
30M� − 30M� BBH mergers at fixed distances. The x-axes show the size of the 90%
credible region and the upper limit of the x-axes corresponds to the size of the whole
sky. Panel a and b show BBH mergers at 400Mpc and 800Mpc respectively. In the
legend, L, H, V, J, I, A and C are acronyms referring to different detectors specified
in Table 4.3.
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(a)

(b)

Figure 4.15: The same as Figure 4.14 but for different distances. Panel a and b show
30M� − 30M� BBH mergers at 1600Mpc and 3200Mpc respectively.
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Table 4.3: Detectors

Detector Sensitivity Acronym
aLIGO Hanford LIGO Design Sensitivity H

aLIGO Livingston LIGO Design Sensitivity L
AdVirgo VIRGO Design Sensitivity V
KAGRA KAGRA Design Sensitivity J

aLIGO India LIGO Design Sensitivity I
Blair et al A Blair et al A
Blair et al C Blair et al C

The detectors that we simulate for in this section. All detectors
are at their respective design sensitivities as shown in Figure
1.7.

Figure 4.16: The cumulative distribution of the size of 90% credible regions for
10M�−10M� BBH mergers at 400Mpc. The x-axes show the size of the 90% credible
region and the upper limit of the x-axes corresponds to the size of the whole sky. In the
legend, L, H, V, J, I, A and C are acronyms referring to different detectors specified
in Table 4.3.
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Table 4.4: Statistical summary

Network

30 - 30 BBH 10 - 10 BBH
Distance (Mpc)

400 800 1600 3200 400
50% 90% 50% 90% 50% 90% 50% 90% 50% 90%

LHV 6.3 69.5 21.0 168.0 40.1 172.6 34.9 84.2 20.1 150.1
LHVJ 1.4 8.4 5.5 28.1 14.1 47.1 23.1 66.2 6.8 32.6
LHVI 1.7 8.7 6.7 30.0 16.8 42.2 40.1 71.5 7.4 29.9
LHVA 0.6 2.4 2.2 8.9 8.2 27.6 26.2 82.6 2.6 10.2
LHVC 0.9 5.1 3.5 20.0 12.3 55.2 34.2 125.2 4.1 22.5
LHVJI 1.0 4.7 3.7 17.4 10.5 29.6 21.0 46.3 4.6 20.3

LHVJIC 0.6 3.2 2.5 12.2 9.0 37.8 25.1 78.7 2.9 14.6
LHVJIA 0.3 1.1 1.3 4.3 4.8 15.0 14.4 43.3 1.6 5.4

LHVJIAC 0.2 0.7 0.7 2.9 3.1 11.3 10.9 34.9 1.0 3.4

In the table, the columns indicate the upper limit of the 90% credible region for the
best localized 50% and 90% of the detectable sources with different networks.

(Since in this section, we focus on localization error rather than the estimate of the
number of galaxies within the localization error, interested readers are referred to [4]
for further discussion). Interestingly, for 30M� − 30M� BBH mergers at 400 - 3200
Mpc, the cumulative distributions of the 90% credible regions are shifted towards the
right without changing the shape of distance except for the network of LHV. This
indicates that the localization error is roughly inversely proportional to the SNRs.
For the network of LHV, the network SNRs for a fraction of the events drop below
the detectable threshold and therefore result in a different distribution. Statistical
summary for BBH mergers at other distances with other networks are displayed in
Table 4.4.

4.5 Conclusion

The ET and CE are two currently proposed third generation detectors. Due to the
huge improvement in the sensitivity in the frequency band below 10Hz, the in-band
durations of the GWs detected from BNS mergers will be hours or even days long.
Therefore the Earth’s rotation will become important, leading to several effects that
become relevant for such long in-band duration signals. The long in-band duration
allows us to observe the signal from different positions along the detector trajectory
as the earth rotates. This in turn leads to a time-dependent detector response during
the signal and also causes the wave to be Doppler modulated.

Using the FM and taking the earth’s rotation into consideration, we have esti-
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mated the localization capabilities of the ET and CE individually and as a network
for BNS sources at distances equal to 40, 200, 400, 800 and 1600Mpc and for a pop-
ulation of BNS sources that is distributed uniformly in comoving volume. We have
found that for BNS at 40 and 200Mpc, the ET alone will be able to localize most of
the signals to within 100 deg2 with 90% confidence. If we assume EM follow up obser-
vation is achievable for BNS whose associated 90% credible region is ≤ 100 deg2, this
means the ET alone will be able to provide support for multi-messenger astronomy
for BNS mergers within 200Mpc. However, for distances ≥ 400Mpc, localization from
the ET alone will still be poor. This is consistent with the localization performance
for a population of BNS distributed uniformly in comoving volume. Of the detectable
sources, only ∼ 32% can be localized with 90% to within a region less than the size
of the whole sky.

Combining the ET and CE can dramatically boost the performance in localization.
Almost all the sources within 1600Mpc can be localized to within 100 deg2 with 90%
confidence. In particular, the upper limit of the 90% credible region for the best
localized 90% of the detectable sources at 40 and 200 Mpc has reduced by ∼ 100
times compared to using only the ET. Similar or greater improvements are seen for
sources at greater distances. For a population of BNS uniformly distributed in the
comoving volume, the improvement is equally impressive. The upper limit of the 90%
credible region for the best localized 90% of the detectable sources as derived from
the FM shrinks from an area larger than the entire sky to ∼ 500 deg2.

Regarding the ability to send event alerts prior to merger, the trend is similar.
Using the ET alone, alerts for most BNSs within 200Mpc can be sent a few hours
prior to merger, while for BNSs at ≥ 400Mpc, a large fraction of sources do not meet
our early warning criteria. Those which do meet the criteria do so at a time relatively
close to merger (O(10) − O(102) minutes). A network with both the ET and CE
substantially increases the number of signals at distances ≥ 400Mpc that meet the
early warning criteria. This highlights the desirability and potential of such a network
for BNS at relatively large distances. By turning on and off the Doppler effect in the
simulation, we also established that the modulation of detector responses during the
in-band duration is the main cause for improved localization.

In addition, we estimated the localization error of 30M� - 30M� BBH mergers
at 400, 800, 1600 and 3200Mpc and 10M� - 10M� at 400Mpc with 2G detectors
and two Blair et al detectors in Australia and China. With LHVJIAC as a network,
the best localized 90% of the detectable 30M� - 30M� and 10M� - 10M� BBH
mergers at distances ≤ 400Mpc can be localized to within O(10−1) deg2 and O(1) deg2

with 90% confidence. For 30M� - 30M� BBH mergers, the results suggest that the
90% localization error is inversely proportional to the SNR. As a consequence, the
cumulative distribution of the 90% credible region will shift to the right for larger
distance. An exception is the network of LHV, where the SNRs for a fraction of
events will drop below the SNR threshold.
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Chapter 5

Electromagnetic Follow-Up
Observation of Binary Neutron
Stars with the Large Synoptic
Survey Telescope

The LSST is a telescope currently being constructed in Cerror Pachón, Chile and is
anticipated to see its first light in ∼ 2019 [403, 388, 404]. The LSST has a unique
design in which the telescope will be a three-mirror system consisting of a primary
mirror, a secondary mirror and a tertiary mirror, of which the diameters are 8m,
3.4m and 5m respectively [388]. In addition, the LSST will have a FOV as wide as
9.6 deg2, which is considered to be large even among telescopes with similar size of
primary mirrors (∼ 8m-class) [388, 404]. The camera has 6 filters in total covering
wavelength from 320 nm to 1080 nm (u, g, r, i, z, y), and can carries any 5 of
them simultaneously. If needed, the change of a filter requires 2 minutes [388, 404].
Because of the large size of the primary mirror and the FOV, the LSST can provide
fast cadence coverage of the sky in optical bands that reach faint magnitudes [388]. In
a single visit (∼ 30 seconds), it can reach magnitudes of 23.7, 24.9, 24.4, 24.0, 24.5
and 22.6 in u, g, r, i, z and y bands respectively (5σ, point source) [403].

Indeed, the excellent multi-band sensitivity of LSST will enable much shorter
exposure time for the detections of the EM counterparts associated with GW sources
than most existing telescopes observing in the same bands. The large FOV of LSST
is also helpful for tiling the sky location estimate of GW events. The capabilities
of the LSST as a telescope enable it to be a promising telescope in multi-messenger
astronomy with GWs. For example, the authors of [241] have shown that for BNS
mergers, with GW detector networks consisting of aLIGO, AdVirgo and/or KAGRA,
LSST will detect the associated kilonovae in a 2 hrs observation campaign if the
kilonovae are not much fainter than M = −11 in the r band. It is suggested [241] that
for BNS and NSBH mergers localized with a network of 3 advanced detectors, LSST

104
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will be able to detect all the associated kilonovae out to ∼ 700Mpc and ∼ 1200Mpc
respectively if the absolute magnitude of the kilonovae are at least -14. Even if the
kilonovae are as faint as magnitudes equal to -11, LSST will still capture most of
them to the same distances.

The GW detectors that are anticipated to be operational concurrently with LSST
are LIGO A+ (both Hanford and Livingston), aLIGO India, AdVirgo, and KAGRA.
with these detectors forming a global network, the localization for BNS mergers within
the horizon of the advanced detectors can be expected to be improved. However, for
sources at larger distances, the localization may still be poor. Larger distances also
suggest that longer exposure is necessary for the detection of their associated EM
counterparts. These factors can extend the time needed for EM follow-up observations
of BNS mergers even with LSST.

In this chapter, we ask a question regarding EM follow-up observations that is
different from the one we tackled in Chapter 3 - given a detected BNS merger event,
how long will an observation campaign have to be for LSST to detect the kilonova
associated with the BNS merger as an EM counterpart? To answer this question,
we utilize the data for the GW170817 kilonova from the Open Kilonova Catalog1.
Assuming a simple procedure for EM follow-up observations of BNS merger events,
we will then investigate and quantify the time LSST will require to complete the
procedure. We focus our attention on networks and detectors expected to operate
within the same time frame as LSST such as LIGO A+, aLIGO India, AdVirgo, and
KAGRA. We also include the analysis for two Blair et al detectors in Australia and
China.

This chapter is structured as follows. In Section 5.1, we present the GW170817
kilonova luminosity data that we use in this chapter. The methodology is given in
Section 5.2. The simulation and the results will be presented in Section 5.3 along
with a discussion pf the results. In Section 5.4, we discuss possible extensions to this
work, which will be followed by a summary in Section 5.5.

5.1 Kilonova Light Curves

The GW170817 kilonova as the first detected BNS associated kilonova has given many
physical insights into, and confirmed many predictions related to, the phenomena.
One of these is in the evolution of the luminosity of the transient.

For the purpose of this study, we employ the luminosity curves for the GW170817
kilonova gathered in the Open Kilonova Catalog. We compile the luminosity data for
the GW170817 kilonova using a procedure similar to that in [405]. We focus on data
in u, g, r, i, z and y band from [161, 163, 167, 406, 407, 281, 408, 298, 409, 277,
302, 305, 410, 300, 411]. Only data points with reported errors no larger than 0.35
in magnitude will be considered. We then take the average of the data collected at

1http://www.kilonova.space

http://www.kilonova.space
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Figure 5.1: The light curves of the GW170817 kilonova in u, g, r, i, z and y band
with offset indicated in the legend. The left y-axis shows the data in apparent data,
and the right y-axis shows absolute magnitude. The semi-transparent points indicate
the original data from [161, 163, 167, 406, 407, 281, 408, 298, 409, 277, 302, 305, 410,
300, 411], the solid points show the average of the data taken within 0.1 days of each
other. This data was retrieved from the Open Kilonova Catalog.

observation times within less than 0.1 day of each other. The resultant light curves
are shown in Figure 5.1. The original data are represented in apparent magnitude,
so we present the absolute magnitudes on the right y-axis of Figure 5.1, given by

MGW,x = m− 5log10dL + 5, (5.1)

where m is the apparent magnitude and dL is the luminosity distance. Specifically,
we use 40Mpc for the dL of the GW170817 kilonova, and MGW,x to denote the ab-
solute magnitude of the GW170817 kilonova in the x band, where x can be either
u, g, r, i, z or y. Although later in Section 5.2, we will define a procedure for
follow-up observation with LSST which mostly concerns the sensitivity in the i and
z bands, we still present the light curves of the GW170817 kilonova in u, g, r, i, z
and y bands for completeness as LSST will also operate in these bands.

However, we note that although the discovery and observations of the GW170817
kilonova place constraints on kilonova luminosity models, there are currently many
uncertainties on the mechanism for the ejection material, the opacity and the proper-
ties of kilonova emission components such as the mass, the velocity, radioactivity and
the composition. In fact, many models in the literature predict different luminosities.
In general, the GW170817 kilonova is consistent with the emission from a mildly rel-
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ativistic expanding ejecta heated by energy released from radioactive element heavier
than the iron group [163, 281, 408, 311, 412]. Therefore, the analysis and the results
shown in later sections will be applicable to the extent that the light curves of the
GW170817 kilonova are representative of kilonovae as a population.

5.2 Methodology

In Chapter 3, we were faced with the problem of optimizing follow-up observations
targeting kilonovae associated with BNS mergers and given limited observational
resources such as observation time and limited telescope sensitivity. In this chapter,
we are interested in how long a follow-up observation campaign has to be for LSST to
follow up a BNS merger event. This indicates we are more interested in how much time
is required to achieve a detection instead of the estimate of the detection probability.
Therefore, we will employ the formalism in [403] to compute the observation time
needed for LSST to achieve a 5σ depth for a point source.

Given an observation time τobs, the 5σ depth m5σ can be determined using the
following,

m5σ(τobs) = Cm + 0.5(msky − 21) + 2.5log10

0.7

θ
+ 1.25log10

τobs

τfid

− km(X − 1), (5.2)

where Cm is a constant depending on the sensitivity of the instrument and the overall
instrument throughput. The observing conditions are described by the sky bright-
ness msky in AB mag/arcsec2, the seeing θ, atmospheric extinction coefficient km and
the airmass X. The values of these parameters are published in [403] and are also
presented in Table 5.1. The parameter τfid refers to the fiducial exposure time for
LSST, which is 30s (i.e. the exposure time for two single exposures, each of which
is 15s). Eq. 5.2 may become invalid when the observation time is much longer than
the fiducial observation time for LSST, i.e., τobs � τfid. For such an observation, the
following correction term needs to be added to Cm,

∆Cm(τobs) = ∆C∞m − 1.25log10

(
1 +

10(0.8∆C∞m ) − 1

τobs/τfid

)
, (5.3)

where ∆C∞m is the loss of depth due to instrumental noise, of which the values are
given in Table 5.1. In all cases except for the u band, the correction is negligible.

In Eqs. 5.2 and 5.3, given the values of msky, θ, τfid, km, X and ∆C∞m , the 5σ
depth m5σ is a function of LSST observation time τobs. The 5σ depth for a point
source in different bands as a function of observation time τobs is plotted in Figure
5.2. By manipulating Eqs. 5.2 and 5.3, it is possible to obtain the observation time
τobs,5σ as a function of 5σ depth in AB magnitude for a point source (e.g. the apparent
magnitude of a kilonova), given by,

τobs,5σ(m5σ) = m−1
5σ (τobs,5σ). (5.4)
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Table 5.1: Values of the parameters used in Eq. 5.2 and Eq. 5.3

Band u g r i z y
msky 22.9 22.3 21.2 20.5 19.6 18.6
θ 0.77 0.73 0.70 0.67 0.65 0.63
km 0.451 0.163 0.087 0.065 0.043 0.138
Cm 22.92 24.29 24.33 24.20 24.07 23.69
m5σ 23.68 24.89 24.43 24.00 24.45 22.60
∆C∞m 0.67 0.21 0.11 0.08 0.05 0.04
X 1.2

From the top to the bottom:
msky: the expected median zenith sky brightness.
θ: the seeing in arcsec.
km: atmospheric extinction coefficient.
Cm: a band-dependent constant describing the sensitivity of the in-
strument. Cm depends on the overall instrument throughput.
m5σ: the 5σ depth for point source for an exposure of 30 seconds.
∆C∞m : instrumental noise caused loss of depth.
X: airmass.
All the values listed are taken from [403].
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Figure 5.2: Depth as a function of observation time τobs in different LSST bands.
The values of msky, θ, τfid, km, and X for different bands are given in Table 5.1. The
yellow, black, blue, red, green and purple lines represent depth in u, g, r, i, z and y
bands respectively.

For τobs,5σ(m5σ) < 30s, we set the values of τobs,5σ(m5σ) to be 30s as this is the fiducial
minimum observation time of LSST.

For each BNS merger event simulated in this chapter, there will be an associated
uncertainty on the estimate of the distance. We derive the 90% upper limit uncer-
tainty on distance using the FM, which we denote as ∆dL. We then use the following
equation to compute the lower limit on the apparent magnitude of the associated
kilonova in the x band,

mx = MGW,x + 5log10(dL + ∆dL)− 5, (5.5)

where mx is the apparent magnitude of the kilonova at dL +∆dL in x band and dL the
true distance of the source. Using Eqs. 5.4 and 5.5, we can compute the observation
time τobs,5σ(mx) required for the detection of a kilonova of apparent magnitude mx,
provided that the kilonova is in the observation field.

For a GW event, we use the FM approach described in Section 4.2 to estimate the
localization error. Assuming a GW event is localized to an area of S on the sky with
90% confidence by a network of GW detectors, covering the localization error would
usually require n fields for a telescope with FOV equal to ω, where n is given by

n ≤ S

ω
. (5.6)
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Therefore, the total observation time τ 90%
obs,5σ required to cover the 90% credible region

as well as achieving mx is given by

τ 90%
obs,5σ(mx) ≤ n[τobs,5σ(mx) + T0], (5.7)

where T0 is the time required for the telescope to readout from the CCD and to
slew, which we assume to be 2s and 5s respectively for LSST [388, 404]. When the
90% localization error region requires only 1 field to cover, the slew time will be zero
meaning there is no need to slew. In this chapter, in order to allow for a conservative
estimate of τ 90%

obs,5σ, we take the equal sign in Eqs. 5.6 and 5.7.
To estimate the time a follow-up observation campaign of a BNS merger with LSST

will need, we need to define a procedure with which the follow-up observation will
be performed. The procedure defined here will be similar to the strategy DEC took
for GW170817 [160]. We assume that in total, LSST will need three observations
to identify the associated kilonova within the localization error region. The first
observation will commence 11 hrs after the merger. The second observation will take
place 24 hrs after the first observation. These two observations will cover the 90%
credible region and reach the magnitude in both i and z bands given in Figure 5.1
at the corresponding epoch. The third observation will occur 14 days after the first
observation, and will reach the same depth achieved in the first observation. The
data taken with the third observation plays the role of an image template for image
subtraction in practice, as at this time, the kilonova is expected to have already faded
below the depth achieved with the third observation.

We then further assume two extreme scenarios. In the first scenario, we assume
that only 1 potential candidate is detected within the 90% credible region on the sky
after the first and second observations so that LSST needs to only observe one field
in the third observation. The second scenario is the exact opposite in which there
is at least one potential candidate in each of the observed fields so that the third
observation will need to follow up on each of those observed fields. Therefore, the
total time τtot for the follow-up observation campaign is given by

τtot = τtot,2 +

{
max[τobs,5σ(m11

i ), τobs,5σ(m11
z )], first scenario

n×max[τ 90%
obs,5σ(m11

i ), τ 90%
obs,5σ(m11

z )], second scenario
(5.8)

In the above equation, τtot,2 refers to the sum of the time for the two observations
that occur in 11 hours and 35 hours after merger and is defined as

τtot,2 = n×max[τ 90%
obs,5σ(m11

i ) + τ 90%
obs,5σ(m35

i ), τ 90%
obs,5σ(m11

z ) + τ 90%
obs,5σ(m35

z )], (5.9)

where n refers to the number of fields given by Eq. 5.6. The superscript h of mh
x

indicates the apparent magnitude of the kilonova at h hours after merger. In the
second term on the right hand side, although the 3rd observation happens 14 days
after the 1st observation, we use the term m11

x because that is the depth required
by the procedure for EM follow-up observations. We will further assume that LSST
will be able to perform this procedure of follow-up observation regardless of the sky
location of the BNS merger.
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5.3 Results of Simulation and Discussion

For this study, we simulate 1.4M� − 1.4M� BNS mergers which are located at 200,
400 and 800Mpc. Similar to Chapter 4, the masses are defined in the source frame.
The sky locations are randomly drawn from a uniform distribution in right ascension
α and the sine of declination δ. Polarization angles φ are also drawn from a uniform
distribution from 0 - 2π, and inclination angles ι from a uniform distribution on the
cosine of ι. However, we exclude face-on sources for two reasons (i.e. ι ≤ 18◦ or
ι ≥ 162◦) . First, for these sources, short GRBs as an EM counterpart might be
present. The fact that we do not consider short GRBs in this chapter and that the
localization information from the detection of the associated gamma-ray bursts will
change the analysis here implies that the analysis will likely be inapplicable to face-
on sources with associated short GRB. Second, the polarization of GWs from more
edge-on sources are better linearized than those from face-on sources. Therefore, the
estimate of the uncertainty on distances of face-on sources from the FM would be
unreliable. For a uniform distribution on the cosine of ι, this amounts to ∼ 4% of
the population, which should not alter the result significantly. For 200 and 400Mpc,
we simulate 5 × 103 BNS mergers, but for 800Mpc, we simulate 5 × 104 due to the
low detection rate with networks only consisting of detectors such as aLIGO A+,
AdVirgo, LIGO India, and KAGRA (the simulated networks are listed in Table 5.2
and will be explained in the next paragraph). Since for network consisting more than
one Blair et al detector, the detection horizon will extended, we also simulate 5× 103

BNS mergers at 1600Mpc for this network.
In this chapter, we consider 7 networks of GW detectors. The networks of detec-

tors considered are given in Table 5.2. For the remaining of this chapter, we will refer
to these networks using the notations in the first column in Table 5.2. For instance,
the network of H+ L+ V will be referred to as Network 1. We again employ the
SNR requirement defined in Section 4.3 to determine whether a source is detectable,
i.e. for an event to be detectable, the network SNR has to be larger than or equal to
12, and no fewer than two detectors have an SNR larger than or equal to 5.5.

Using the FM and Eq. 5.8, we compute the value of τtot for each of the detectable
BNS merger events for the two scenarios defined by Eq. 5.8. We present the results
for Network 1 - 4 in Figures 5.3, 5.4, 5.5 and 5.6. The results for Network 5 - 7 will
be shown in Appendix D in Figures D.1, D.2 and D.3.

In Figures 5.3, it can be seen that for BNS mergers localized with Network 1,
performing EM follow-up observations using the defined procedure with LSST will
require observation time τtot ≤ 103s for the majority of the detectable BNS mergers
at all three distances, and ≤ 104s for all detectable BNS mergers, which is a few
hours. This is not surprising as the 90% credible regions, as shown in Figure 5.3(a),
provided by this network for most detectable BNS mergers span 10 deg2 - 102 deg2

on the sky, which will require only ∼ 1 to ∼ 10 fields to tile. Only the events with
90% credible region ∼ 103 deg2 will require ∼ 104s. In our simulation, this level of
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(a)

(b)

Figure 5.3: Plots showing the results for the simulation for Network 1 (H+ L+ V).
The upper panel shows the cumulative distribution of the size of the 90% credible
regions for detectable BNS mergers. The blue line shows a different shape compared
to the other lines. This is because the SNR threshold has ensured that for sources
at 800Mpc, only those at sky positions with detector response strong enough will be
detectable, effectively excluding sources with large sky localization errors. The lower
panel shows the values of τtot. The legends in the plots indicate the true distances
of the sources. In the lower panel, the solid lines shows the values of τtot for the
first scenario, and the dashed lines show that for the second scenario, as indicated
in Eq. 5.8. The black dot shows the best localized event at 400Mpc, of which the
size of the corresponding the 90% credible region is at least 1 order of magnitude less
than the rest of events at the same distance. If plotted as a line with the rest of the
data, the line would produce misleading results for events that fall between the first
best localized event and the second best localized event in the simulation. The stars
and triangles indicate the median and the mean values of the τtot respectively (i.e.
excluding the data plotted as dots).
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(a)

(b)

Figure 5.4: Similar to Figure 5.3. In this case, the network is Network 2 (H+ L+ V
I).
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(a)

(b)

Figure 5.5: Similar to Figure 5.3. In this case, the network is Network 3 (H+ L+ V
J).
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(a)

(b)

Figure 5.6: Similar to Figure 5.3. In this case, the network is Network 4 (H+ L+ V
I J).
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Table 5.2: Networks of GW detectors considered in this chapter.

Network
Network 1 H+ L+ V
Network 2 H+ L+ V I
Network 3 H+ L+ V J
Network 4 H+ L+ V I J
Network 5 H+ L+ V I J C
Network 6 H+ L+ V I J A
Network 7 H+ L+ V I J A C

H+: LIGO Hanford at A+ sensitivity.
L+: LIGO Livingston at A+ sensitivity.
V : AdVirgo at the design sensitivity of VIRGO.
I : aLIGO at the design sensitivity of LIGO in India.
J : KAGRA at the design sensitivity of KAGRA.
C : A detector at Blair et al sensitivity in China.
A : A detector at Blair et al sensitivity in Australia.
All these noise curves are shown in Figure 1.7.

poor localization corresponds to 1 event for both 200Mpc and 400Mpc for the second
scenario, and no event for 800Mpc. Interestingly, it can be seen that some events
at 800 Mpc will require less observation time than lower distances. This is because
for BNS mergers at 800Mpc, the SNR requirement for detection effectively requires
detectable events to be positioned at locations with strong detector responses and
favorable orientations.

In Figure 5.3(b), and other similar plots in this section, we use stars and triangles
to represent the median and the mean values of the τtot for sources at the correspond-
ing distances respectively. The positions of the stars and triangles in relation to the
overall distribution indicate how skewed the distributions are. In addition, we present
a statistical summary of the results in Table 5.3 to indicate the fractions of events
for which the values of τtot is below a certain threshold for Network 1 - 4. A similar
table for Network 5 - 7 is given in Table D.1. For BNS mergers at 200 and 400 Mpc
with Network 1, the fraction of the detectable events with corresponding values of
τtot ≤ 103s is 89.0% and 77.1% for the first scenario respectively. Even for the second
scenario, there are still 83.5% and 64.1% of the events requiring τtot less than 103s.
This represents a promising prospect for EM follow-up observations of BNS mergers
with LSST detected with a network of the aLIGO detectors at A+ sensitivity and
AdVirgo at the design sensitivity of AdVirgo.

Adding an extra detector of I or J or both I and J to the network helps improve
the localization as shown in Figures 5.4(a), 5.5(a) and 5.6(a). This is also directly
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reflected by the shorter observation time τtot required, indicated by the positions of
the means and medians shown in Figure 5.4(b), 5.5(b) and 5.6(b). Moreover, the
fraction of events at 200 and 400Mpc with τtot ≤ 103s has increased to ≥ 95% for
both scenarios. The only exception are BNS mergers at 400Mpc with Network 3 for
the second scenario.

However, for BNS mergers at 800 Mpc, the majority of detectable BNS events will
need ≥ 103s to perform the defined procedure for EM follow-up observations. In our
simulation, no events could be followed-up with τtot ≤ 102s. This is because for sources
at such a distance, the sensitivities of aLIGO India, AdVirgo and KAGRA are so weak
that almost all localization information is provided by the two LIGO A+ detectors
in the networks, preventing extremely well localized events (i.e. S ≤ 10 deg2). In
addition, for BNS mergers at 800Mpc, LSST needs longer exposure lengths than the
fiducial exposure time τfid to reach the depth required, which in turn leads to an
increase in the values of τtot.

The almost linear trend of the lines for BNS mergers at 200 and 400Mpc at large
90% credible region (i.e. ≤ 102deg2 indicates that for these events, the time for EM
follow-up observation is mostly spent on tiling the error regions, instead of achieving
depth. In all plots, the lines at small 90% credible region have a linear trend that is
constructed from a series of small step changes. This is because we require a minimal
exposure of 30s. As a result, when the distance of a source is too close, the value of
τtot is dominantly determined by the size of the 90% credible region, even after taking
into account the distance uncertainty ∆dL as derived from the FM. Consequently,
for sources that can be localized within an area that requires the same number of
fields, the values of τtot will be identical. This means, for sources with the size of 90%
credible regions that satisfy the following relation, their corresponding values of τtot

will be equal,
(n− 1)ω < S ≤ nω. (5.10)

When the size of the 90% credible region is increased to an extent where one extra
field is needed to cover the 90% credible region, there will be a sudden jump in the
value of τtot which is similar to a step. However, as the number of fields becomes
large, the extra time induced by one extra field will become relatively less significant.
This explains why the lines transform to be a smooth line when the size of the 90%
credible region becomes larger. The straightness of the lines in the log-log space also
indicates a power law relationship between the size of the 90% credible region and the
values of τtot. For larger distances such as 800Mpc, the values of τtot are determined
by the localization error, the distance and the distance uncertainty.

For a BNS merger, the total observation time τtot is dependent on the distance
of the source and its associated localization errors on the sky. Networks of larger
numbers of detectors with improved sensitivity will improve the localizations and
thus allow LSST to tile the sky with fewer fields, but their extended horizon for BNS
mergers will also entail longer exposure for source located further. Readers who are
interested in how the result will change when more sensitive detectors are included in
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Table 5.3: Statistical summary of EM follow-up observations of BNS mergers
with LSST

Network Scenario
Distance (Mpc)

200 400 800
< 102s < 103s < 102s < 103s < 102s < 103s

Network 1
First 12.9% 89.0% 0.1% 77.1% 0.0% 0.9%

Second 12.9% 83.5% 0.1% 64.1% 0.0% 0.0%

Network 2
First 38.0% 99.6% 0.4% 99.3% 0.0% 7.6%

Second 38.0% 98.8% 0.4% 95.0% 0.0% 0.9%

Network 3
First 29.7% 98.5% 0.2% 95.9% 0.0% 0.6%

Second 29.7% 96.3% 0.2% 88.9% 0.0% 0.0%

Network 4
First 51.3% 99.9% 7.5% 99.7% 0.0% 11.5%

Second 51.3% 99.6% 7.5% 98.5% 0.0% 0.7%

The statistical summary of the results for the simulations for Network 1 - 4.
The networks are defined in Table 5.2. The first and second scenarios are the
scenarios defined by Eq 5.8. The 3rd, 5th and the 7th columns shows the
fractions of detectable events with τtot ≤ 102s, and the 4rd, 6th and the 8th
columns those with with τtot ≤ 103s.

the networks are referred to the Appendix D for the results for Network 5-7. For BNS
mergers at 200, 400 and 800Mpc, the inclusion of two Blair et al detectors further
reduces the size of the 90% credible regions, which further shorten the time to perform
the defined EM follow-up observation. However, even though sources at 1600Mpc can
still be less than 102 deg2, the large distance results in the values of τtot close to or in
the order of O(104).

5.4 Future work

In this chapter, we asked the question of how long the total observation time has
to be for LSST to detect BNS associated kilonovae with luminosity curves similar
to the GW170817 kilonova. As we stated in Section 5.1, there are currently many
uncertainties on the evolution of the luminosities of kilonovae. In practice, it is
possible to detect kilonovae with properties and light curves that are different from
the GW170817 kilonova. Different light curves and their evolution will result in
different apparent magnitude in different observation epochs and thus different values
and distributions of τtot. An approach to solve this problem is to generate a more
general light curve for kilonovae by marginalizing over kilonovae model uncertainties.
Repeating this work using such a model should produce more representative results.
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5.5 Summary

In this work, we have investigated the prospects for EM follow-up observations of BNS
mergers with LSST and detectors that are likely to be operative concurrently. The
analysis include the LIGO detectors at A+ sensitivity, AdVirgo at design sensitivity,
aLIGO India, KAGRA, and two Blair et al detectors in China and Australia (results
for the two Blair et al detectors are presented in Appendix D). We computed the
observation time τobs,5σ required for LSST to achieve the depth required to detect
BNS merger kilonovae with light curves similar to that of the GW170817 kilonova.
We defined a procedure for EM follow-up observation for two different scenarios and
derived the size of 90% credible regions and ∆dL using a FM approach. We then
quantified the LSST observation time τtot for BNS mergers at 200, 400 and 800Mpc
observed with 7 different networks consisting of LIGO A+, AdVirgo, LIGO India,
KAGRA and two Blair et al detectors.

We have found that using LSST and a network of the two aLIGO detectors at
LIGO A+ sensitivity and AdVirgo at its design sensitivity, the prospect for EM
follow-up observations of BNS mergers is promising. Our simulation suggested that
EM follow-up observations with LSST should require ≤ 103s for a large fraction of the
events at 200Mpc and 400Mpc, and ≤ 104s even including BNS mergers at 800Mpc.

Adding detectors such as aLIGO India and/or KAGRA reduces the values of τtot

by improving the localization. The improvement as seen in our simulation is obvious.
The fraction of events at 200 and 400Mpc that require τtot ≤ 103 has been increased
to ≥ 95% for Network 2 and 4 for both scenarios. Similar improvements are seen for
Network 3.

We have also found that for BNS mergers at 200 and 400Mpc, the values of τtot is
largely determined by the size of the 90% credible region since the fiducial observation
time for LSST will be long enough to achieve the necessary depth. For sources at
further distances, i.e. 800Mpc, the values of τtot are determined by the localization
error, the distance and the distance uncertainty combined.

We note that this work is limited by how representative the GW170817 kilonova
is for the population of kilonovae. To extend this work, considering more general
kilonovae light curve models would be a natural extension to this work.



Chapter 6

Summary

The detections of GWs from CBCs with aLIGO and AdVirgo in the recent years
have opened up a new window on the universe and marked the beginning of a new
era in GW astronomy. The discovery of the first BNS mergers and its associated
EM counterpart in wavelengths from gamma-ray to radio has turned a new page
in the history of GW astronomy and multi-messenger astronomy. The network of
advanced detectors is anticipated to observe GW signals from many more sources
including CBCs, spinning NSs, CCSNe and sources that are currently un-modeled
and unknown.

Many GW sources have expected EM signatures across the entire EM spectrum.
CBCs consisting of at least one NS are an important source both for GW astronomy
and multi-messenger astronomy. Their associated EM counterparts include short
GRBs, X-ray and radio afterglows, and optical and infrared kilonovae. It is also pos-
sible for BNS mergers to have neutrino emission. As gravitational and EM emission
will carry with them information that is complementary of their astrophysical origin,
observing these sources both gravitationally and electromagnetically is important in
understanding the physics that governs the emission mechanism and the progenitor’s
environment. GW170817 and the detected associated EM counterparts as the first
source detected both in GWs and EM waves have confirmed the associations of BNS
mergers and their EM counterparts, and provided insight in the physics that govern
the generation of these signals. In addition, CCSNe are expected to be sources of
GW and EM waves.

A challenge of detecting the EM counterparts of BNS merger events is the large
localization errors on the sky. Although prompt localization algorithms such as those
discussed in Chapter 2 are in place to facilitate follow up observations of GW events,
the mismatch between the size of 90% credible region on the sky and the size of FOV
of telescopes indicates that follow-up observations with existing facilities can still be
a demanding task. In Chapter 3, we presented a proof-of-concept demonstration of
an algorithm we developed to alleviate the situation. The algorithm takes as input a
sky map of GW event, and the properties of a telescope such as its sensitivity and the
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size of its FOV. Based on this information, the algorithm will generate a strategic
observation plan that maximizes the detection probability by providing guidance on
the locations of the observing fields and the corresponding observing times to each of
the observing fields.

We applied the algorithm to four ground-based telescope including HSC, DEC,
Pan-Starrs and PTF for three simulated GW events. The 90% credible region of the
events range from 30 deg2 - 300 deg2. Using a greedy algorithm for optimizing the
locations of the observing fields and Lagrange multiplier to allocate the observation
times to each of the fields, we have shown that for each event, there exist a number of
fields at which the detection probability of the target EM counterpart is maximized.

In addition, we also compared two strategies for allocating the observation times
to each of the observing fields. We demonstrated that observing the fields with equal
time can achieve a detection probability close to using Lagrange multiplier, while
the latter always perform marginally better. By presenting our results from another
prospective, we showed that if the size of the FOV is too small compared to the size
of the 90% credible region, the detection probability will be largely determined by
the sensitivity of the telescope.

We have also applied the algorithm to the design of a satellite mission known as
EP for the three simulated GW events. We simulated the performance of EP for
EM follow-up observations targeting an X-ray counterpart by computing the optimal
number of observing fields and estimating the detection probability as a function of
the size of FOV and the sensitivity under simplifying assumptions. We found that
since the FOV of EP within the simulated range is comparable to the localization
error of the simulated GW events, EP will be able to cover the error region of the
simulated BNS events with O(1) observing fields, which leads to the sensitivity being
the only dominant factor of the detection probability.

Localization is one of the key factors to the success of EM follow-up observation of
GW events. We estimate the localization error of BNS mergers with third generation
detectors such as the ET and CE in Chapter 4. Third generation detectors will have
sensitivity improvement throughout the relevant frequency band for ground-based
detectors compared to 2G detectors. The improvement in the low frequency band
(≤ 10Hz) is expected to increase the in-band duration of GW signals from BNS
mergers from minutes to hours or days. The earth’s rotation is therefore important
in the estimates of the localization errors of the sources. This will cause the GWs
received at the detectors Doppler shifted. The antenna pattern during the in-band
duration of the GWs will also become explicitly time-dependent.

Using a FM approach, we studied the localization capability of the ET and CE
individually and as a network for BNS mergers. The BNS mergers simulated are
located at specific distances such as 40, 200, 400, 800 and 1600Mpc and as a popula-
tion distributed uniformly in the comoving volume. We found that the ET alone can
localize the majority of the BNS mergers within 200Mpc to within O(102) deg2 with
90% confidence. This is promising for multi-messenger astronomy with GWs from
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BNS mergers. For BNS mergers at larger distances such as 400, 800 and 1600Mpc,
a network of the ET and CE can localization 100%, 99% and 92% of the detectable
sources to within O(102) deg2 with 90% confidence. We also showed that by turn-
ing off the Doppler effect, the localization improvement is mainly due to the time
dependency of the antenna pattern.

Another emphasis of the work presented in Chapter 4 is on the prospect for early
warning with the ET and CE. Early warning refers to the situations where the
SNR of a CBC event is accumulated to a significant level prior to merger so that
event alert can be released to boost the chance for EM follow-up observations. Hours
or days long in-band duration of signals enabled by the improvement in sensitivity
in the low frequency band increases the possibility of early warnings. By setting
two requirements on the SNR and the localization error, we found that for BNS
mergers within 200Mpc with the ET, a large fraction of the detectable sources can
accumulate enough SNR to be considered significant a few hours prior to merger.
Because of the relatively limited sensitivity of CE in the low frequency band, adding
CE to the network does not alter significantly the results for sources at distance ≤
200Mpc. However, a network of the ET and CE can significantly increase the fraction
of events that satisfy the early warning requirement for BNS at larger distance. This
emphasizes the importance and potential of a network of the ET and CE for BNS
merger events at large distances.

For CBC signals with short duration (e.g. those detected with 2G detectors), we
presented two FM approaches for estimating the localization error from the literature
- Wen and Chen’s approach and Fairhurst’s approach. We applied the former to 10M�
- 10M� BBH mergers at 400Mpc and 30M� - 30M� BBH mergers at 400, 800, 1600
and 3200Mpc with a network of 2G detectors and two Blair et al detectors in China
and Australia. As expected, the localization improves as the number of detectors in a
network increases, and as the sensitivities of the detectors in the network increase. We
also found that for 30M� - 30M� BBH mergers, the 90% localization error is inversely
proportional to the SNR. The only exception in the simulation is the network of
aLIGO and AdVirgo for 30M� - 30M� BBH mergers at 3200Mpc where the increase
in distance from 1600Mpc to 3200Mpc has caused the SNRs for a fraction of events
to drop below the detectable threshold.

In chapter 5, we investigate the capabilities of LSST for performing EM follow up
observations of BNS mergers detected with networks consisting of detector expected to
be operational concurrently with the telescope. We first defined a simple procedure for
EM follow-up observation of BNS mergers with LSST. Combined with the GW170817
kilonova data and the luminosity distance uncertainties from the FM for sources at
200, 400 and 800Mpc, we then computed the time required for LSST to complete
the defined procedure under the assumption that all kilonovae will have luminosity
similar to the GW170817 kilonova.

We found that for a network of the two aLIGO detectors at LIGO A+ sensitiv-
ity and AdVirgo at design sensitivity, at least 83.5% and 64.1% will require LSST
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observation time only ≤ O(103)s to complete the defined EM follow-up observation
procedure for BNS mergers at 200 and 400Mpc. If KAGRA and/or LIGO India are
added to the network, improved localization will reduce the observation time. With
a network consisting of H+ L+ V I J, the fraction of detectable events at 200 and
400Mpc that require τtot ≤ O(103)s has increased to ≥ 98%. The observation time
is mostly spent on tiling the 90% credible region since an exposure of 30s (the fidu-
cial minimum exposure time) with LSST is already enough to reach the necessary
depth. This shows the desirability of LSST for multi-messenger astronomy with BNS
mergers at similar distances. Due to the poor localization for and the increase in the
distance of BNS mergers at 800Mpc and, only ≤ O(10)% can be followed-up with
LSST observation time ≤ O(103)s.
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(a)

(b)

Figure A.1: The optimized locations of the observing fields covering 90% of the
GW probability for telescopes and for simulated GW event 19296. The upper plot
corresponds to HSC and the lower plot DEC. In each plot the GW sky error is shown
as a shaded region with the color bar indicating the value of posterior probability
density.
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(a)

(b)

Figure A.2: The same as Figure A.1. In both plots, the GW sky error for simulated
GW event 19296 is shown as a shaded region with the color bar indicating the value
of posterior probability density. The upper plot corresponds to Pan-Starrs and the
lower plot PTF.
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(a)

(b)

Figure A.3: The same as Figure A.1. In both plots, the GW sky error for simulated
GW event 18694 is shown as a shaded region with the color bar indicating the value
of posterior probability density. The upper plot corresponds to HSC and the lower
plot DEC.
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(a)

(b)

Figure A.4: The same as Figure A.1. In both plots, the GW sky error for simulated
GW event 18694 is shown as a shaded region with the color bar indicating the value
of posterior probability density. The upper plot corresponds to Pan-Starrs and the
lower plot PTF.
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(a)

(b)

Figure A.5: The results of simulated EM follow-up observations for the∼100 deg2 GW
event (ID 19296). We show the optimized EM detection probability as a function of
the number of observing fields (top) and the allocated observing times for the optimal
number of fields (bottom). The total observation time is 6 hrs. The 4 solid curves in
each plot correspond to the optimal time allocation strategy applied to each of the
4 telescopes. The dashed lines show results for the equal time strategy. The solid
markers and the circles indicate the number of observing fields at which the maximum
detection probability is achieved using the optimal time allocation strategy and the
equal time strategy respectively.
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(a)

(b)

Figure A.6: The same as Figure A.5 but the total observation time is 4 hrs.
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(a)

(b)

Figure A.7: The same as Figure A.5 but the total observation time is 2 hrs.
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(a)

(b)

Figure A.8: The results of simulated EM follow-up observations for the ∼30 deg2 GW
event (ID 18694). We show the optimized EM detection probability as a function of
the number of observing fields (top) and the allocated observing times for the optimal
number of fields (bottom). The total observation time is 6 hrs. The 4 solid curves in
each plot correspond to the optimal time allocation strategy applied to each of the
4 telescopes. The dashed lines show results for the equal time strategy. The solid
markers and the circles indicate the number of observing fields at which the maximum
detection probability is achieved using the optimal time allocation strategy and the
equal time strategy respectively.
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(a)

(b)

Figure A.9: The same as Figure A.5 but the total observation time is 4 hrs.
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(a)

(b)

Figure A.10: The same as Figure A.8 but the total observation time is 2 hrs.
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(a)

(b)

Figure A.11: Contours of EM follow-up performance of kilonovae as a function of the
size of telescope FOV and sensitivity assuming a 6 hr total observation. The results
are for simulated GW event 19296, ∼100 deg2. We plot contours of equal detection
probability (top) and the corresponding optimal number of observing fields (bottom).
Overlayed for reference on all plots are the locations of the telescopes considered in
this work (including the proposed LSST).
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(a)

(b)

Figure A.12: The same as Figure A.11 but for simulated GW event 18694.
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(a)

(b)

Figure A.13: Contours of EM follow-up performance of X-ray afterglows associated
with intermediate magnetar from BNS merger as a function of the size of the FOV
of EP and the sensitivity of the WXT. The total observation time is assumed to be
1000s. The simulated GW event is event 19296 (∼100 deg2). In the top panel, we plot
contours of equal detection probability, and in the bottom panel the corresponding
optimal number of observing fields (right).
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(a)

(b)

Figure A.14: The same as Figure A.13. But the simulated event is event 18694
(∼30 deg2).
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Table A.1: The EM detection probability using both the optimal and equal time
strategies

Telescope Event ID Strategy
EM detection probability

Relative Gain
Optimal number of fields

4 hrs

HSC

28700
LM1 58.0% (167)

1.0%
ET2 57.0% (155)

19296
LM 75.1% (100)

1.4%
ET 73.7% (93)

18694
LM 92.7% (45)

1.2%
ET 91.5% (44)

DEC

28700
LM 41.7% (56)

1.0%
ET 40.7% (51)

19296
LM 64.7% (41)

3.8%
ET 60.9% (32)

18694
LM 81.7% (16)

3.0%
ET 78.7% (16)

Pan-Starrs

28700
LM 28.5% (14)

0.5%
ET 28.0% (13)

19296
LM 50.1% (10)

1.0%
ET 49.1% (10)

18694
LM 71.5% (7)

3.7%
ET 67.8% (5)

PTF

28700
LM 13.0% (6)

0.1%
ET 12.9% (6)

19296
LM 25.8% (6)

0.2%
ET 25.6% (5)

18694
LM 50.1% (3)

0.9%
ET 49.2% (3)
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Table A.2: The EM detection probability using both the optimal and equal time
strategies

Telescope Event ID Strategy
EM detection probability

Relative Gain
Optimal number of fields

2 hrs

HSC

28700
LM3 41.6% (94)

0.3%
ET4 41.3% (90)

19296
LM 65.3% (76)

1.6%
ET 63.7% (71)

18694
LM 89.1% (37)

1.7%
ET 87.4% (36)

DEC

28700
LM 28.1% (35)

0.5%
ET 27.6% (34)

19296
LM 52.6% (19)

1.1%
ET 51.5% (17)

18694
LM 73.0% (16)

3.9%
ET 69.1% (13)

Pan-Starrs

28700
LM 19.0% (9)

0.2%
ET 18.8% (9)

19296
LM 36.2% (8)

0.4%
ET 35.8% (7)

18694
LM 59.7% (5)

1.4%
ET 58.3% (3)

PTF

28700
LM 7.1% (3)

0.0%
ET 7.1% (3)

19296
LM 14.6% (3)

0.0%
ET 14.6% (3)

18694
LM 34.9% (3)

1.4%
ET 33.5% (3)
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(a)

(b)

(c)

Figure B.1: The estimate of the 90% uncertainty on the parameters of the BNS
merger at 40Mpc detected with the ET. From the top to the bottom: the log of the
ratio of the 90% distance uncertainties to the true distances; the log of the ratio of
the 90% inclination angle uncertainties to the true inclination angles; the log of the
ratio of the 90% polarization angle uncertainties to the true polarization angles.
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(a)

(b)

(c)

Figure B.2: Similar to Figure B.1. But the network is ET and CE.
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(a)

(b)

(c)

Figure B.3: The estimate of the 90% uncertainty on the parameters of the BNS
merger at 200Mpc detected with the ET. From the top to the bottom: the log of the
ratio of the 90% distance uncertainties to the true distances; the log of the ratio of
the 90% inclination angle uncertainties to the true inclination angles; the log of the
ratio of the 90% polarization angle uncertainties to the true polarization angles.
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(a)

(b)

(c)

Figure B.4: Similar to Figure B.3. But the network is ET and CE.
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(a)

(b)

(c)

Figure B.5: The estimate of the 90% uncertainty on the parameters of the BNS
merger at 400Mpc detected with ET. From the top to the bottom: the log of the
ratio of the 90% distance uncertainties to the true distances; the log of the ratio of
the 90% inclination angle uncertainties to the true inclination angles; the log of the
ratio of the 90% polarization angle uncertainties to the true polarization angles.
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(a)

(b)

(c)

Figure B.6: Similar to Figure B.5. But the network is ET and CE.
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(a)

(b)

(c)

Figure B.7: The estimate of the 90% uncertainty on the parameters of the BNS
merger at 800Mpc detected with ET. From the top to the bottom: the log of the
ratio of the 90% distance uncertainties to the true distances; the log of the ratio of
the 90% inclination angle uncertainties to the true inclination angles; the log of the
ratio of the 90% polarization angle uncertainties to the true polarization angles.
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(a)

(b)

(c)

Figure B.8: Similar to Figure B.7. But the network is ET and CE.



151

(a)

(b)

(c)

Figure B.9: The estimate of the 90% uncertainty on the parameters of the BNS
merger at 1600Mpc detected with ET. From the top to the bottom: the log of the
ratio of the 90% distance uncertainties to the true distances; the log of the ratio of
the 90% inclination angle uncertainties to the true inclination angles; the log of the
ratio of the 90% polarization angle uncertainties to the true polarization angles.
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(a)

(b)

(c)

Figure B.10: Similar to Figure B.9. But the network is ET and CE.



Appendix C

In this section, we will attempt to compare two FM approaches for the estimate of
localization error of BNS with a network of 2G detectors. The first approach is laid
out in [149] and is already presented in Section 4.4.1. We will refer to this approach
as Wen and Chen’s approach. The second approach is developed and described in
[151, 147] and will be referred to as Fairhurst’s approach. This section will be a brief
review of Fairhurst’s approach. Only the relevant equations will be presented along
with explanation. For full description or derivation of the expression, readers are
referred to [151, 147].

C.1 Expression

Assuming a network of detectors is involved in localizing a GW signal, the actual
arrival time of the signal at the Ith detector TI can be expressed as

TI = To − τI = To −
n · rI
c

, (C.1)

where To is the actual arrival time of the signal at the center of the earth. n and r
are already defined in Eq. 4.2. Given the actual arrival times TI , the distribution for
the measured arrival time tI in different detectors in the network can be written as,

p(tI |TI) =
∏
I

1√
2πσI

e
[− (tI−TI )

2

2σ2
I

]
. (C.2)

We can then use Bayes’ theorem to derive the posterior distribution for the actual
arrival times as a function of the measured arrival time as:

p(TI |tI) ∝ p(TI)e
[− (tI−TI )

2

2σ2
I

]
, (C.3)

where p(TI) is the prior distribution for the actual arrival times TI . The measured
arrival times of the GWs tI and the measured location nm of the source have a relation
similar to that in Eq. C.1 which is given by

tI = to −
nm · rI
c

, (C.4)
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Using Eqs. C.1 and C.4, we can eliminate TI and tI in Eq. C.3 . One can
then derive the distribution for the sky location n of a GW signal with a network of
detectors by marginalizing over To.

p(n|nm) ∝ p(n)e−
1
2

(nm−n)TM(nm−n), (C.5)

where Matrix M encodes the orientation and the size of the error region on the
source’s location and takes the following form

M =
1∑
K σ

−2
K

∑
IJ

rIJr
T
IJ

2σ2
Iσ

2
J

, (C.6)

where rIJ is the distance between the Ith detector and the J th detector in the network.
Since the localization depends on the difference in the arrival times between the
detectors in a network, longer distance between detectors will give better localization
performance. σI,J,K is the timing uncertainty σt from a single detector with I, J,K
indicating the detectors and is given by

σt =
1

2πρσf
. (C.7)

where σf is the effective bandwidth of the detector with respect to the signal and ρ
is the SNR of the signal defined in Eq. 4.5. The definition of σf is given by

σ2
f =

(
4

ρ2

∫ ∞
0

df
f 2|h̃(f)|2

S(f)

)
−
(

4

ρ2

∫ ∞
0

df
f |h̃(f)|2

S(f)

)2

. (C.8)

It can be seen from Eq. 4.5, the SNR of a signal is proportional to the amplitude of
the signal (|h̃(f)|), which is inversely proportional to the distance of the source for
close sources where cosmological effects are negligible. Therefore, assuming an SNR
of 8 for an optimally located face-on BNS merger at a distance equal to 490Mpc for
aLIGO, we use the following expression to scale the value of SNR for GW from an
BNS merger detected by a detector at the design sensitivity of LIGO

ρaLIGO =

√(
490Mpc× 8

dL

)
(F+

2 + F×
2), (C.9)

where dL is the luminosity distance of the BNS merger. Similarly, by assuming the
SNR for an optimally located face-on BNS merger at 350Mpc is 8 for a detector at
the design sensitivity of Virgo, we have

ρAdVirgo =

√(
350Mpc× 8

dL

)
(F+

2 + F×
2). (C.10)
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In both equations, F+ and F× represent detector response, which are defined in 1.11.
From Eq. C.6, we can see that for a given signal and a given network, the construction
of the matrix M depends on the distances between the detectors rIJ and the timing
uncertainty from detectors σI . By diagonalizing the matrix M, three orthogonal eigen
directions and eigen values can be obtained. These eigen directions and eigen values
describe ellipsoid of constant likelihood. Since the source is assumed to be located on
the unit sphere, the ellipsoid will intersect the sphere to give an ellipse on the sphere
as the localization error. To do that, the matrix M needs to be projected onto the
direction orthogonal to r using the equation below:

P(r) = I− rrT , (C.11)

M(r) = P(r) M P(r).

Since after projection, the Matrix describes a 2-D probability distribution, one of the
three eigenvalues of the matrix M(r) is equal to zero. The other two eigenvalues
are the localization accuracies of the directions represented by the corresponding
eigenvectors of the matrix M(r). The localization error region can be obtained using
C.12,

Area(p) ≈ 2πσ1σ2[−ln(1− p)], (C.12)

σ1,2 = 1
λ1,2

,

where p is the confidence level, and σ1,2, which are different from σt defined above,
are the inverse of the non zero eigenvalues λ1,2.

C.2 Simulation

To compare the two FM approaches, we have simulated the localization of GW signals
from BNS mergers distributed across the sky with 5 different networks. The networks
simulated are given in Table C.1. Among the simulated detectors, H, L, J and A are
at the design sensitivity of aLIGO while V are at the design sensitivity of AdVirgo.
Note for this particular test, J or A only means that a detector as sensitive as aLIGO
is located in Japan or Australia. It does not refer to any existing or proposed detectors
in those places. They are not to be confused with the definition given in Section 4.4.2.

We will focus our comparison on face-on BNS mergers located at a distance equal
to 160Mpc. Each body of the BNS mergers has a mass of 1.4 M�. We use the
formalism described above for Fairhurst’s approach, and that described in Section
4.4.1 for Wen and Chen’s approach. To determine whether a source is detectable, we
again use the SNR cut described in Section 4.3. The results of the simulations for
the first three networks in Table C.1 are displayed in Figure C.1 and the remaining
networks in Figure C.2. If a source is not detectable, a cross will be marked at its
location. The same row in Figure C.1 and C.2 shows the same network with the
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Table C.1: Simulated Networks

Networks Abbreviation
LIGO Hanford - LIGO Livingston - Virgo HLV

LIGO Hanford - LIGO Livingston - Virgo - Japan HLVJ
LIGO Hanford - LIGO Livingston - Japan - Australia HLJA
LIGO Hanford - LIGO Livingston - Virgo - Australia HLVA

LIGO Hanford - LIGO Livingston - Virgo - Australia - Japan HLVAJ

one on the left showing the estimate from Fairhurst’s approach, and the one on the
right the estimate from Wen and Chen’s approach. For clarity, ellipses obtained using
Fairhurst’s approach are in blue and those using Wen and Chen’s approach are in red.

C.3 Discussion

It can be seen from Figure C.1 and Figure C.2, the estimate of the localization errors
are pretty similar between the two approaches. The biggest discrepancy is seen in the
biggest ellipses with network HLV. The biggest discrepancy occurs at sky positions
to which the sensitivity of one or more detectors in the network is weak resulting in
low SNR in one or more detectors. As discussed in Section 1.6.3, the FM assumes
Gaussianity of the unknown parameter’s distribution. This assumption holds only
when the SNR is moderate or high enough. When the SNR at one or more detectors
is so low that this assumption is no longer valid, the estimate from the FM will
become too optimistic and therefore untrustworthy. For the rest of the ellipses in the
plots, the estimates from both methods agree with each other.

The characterizing feature of Fairhurst’s approach is that the construction of the
FM relies on only a few parameters: the SNR of the signal from an optimally lo-
cated and oriented BNS, the distance dL to it, and the effective bandwidth σf of the
detectors with respective to a signal. The effective bandwidth σf encapsulates the
detectors’ sensitive with respect to a signal. Since the computation of the effective
bandwidth σf of the detectors in a network is just an integration as shown in Eq.
C.8, once a source of which one wants to estimate the localization error is decided,
the computation of the localization can be as simple as the computation of a few
numbers making this approach relatively computationally cheap.

Wen and Chen’s approach incorporates more general situations in the expression
where the time of arrival of GW signals is not the only unknown parameter. It allows
a straightforward relation between the localization error and the frequencies of a GW
signal in the calculations. For example, if one changes the lower limit and the upper
limit of the integrals in Eq. 4.18, it would be possible to observe the evolution of the
FM with the information available and the effect of the information on our current
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(a) (b)

(c) (d)

(e) (f)

Figure C.1: The comparison between the estimates of 90% localization error region
using different Fisher Matrix approaches. The sources are assumed to be face-on
1.4M� - 1.4M� BNS mergers located at a distance equal to 160Mpc. The panels
on the same row display the estimate of localization errors with the same networks:
Panel (a) & (b) : HLV; Panel (c) & (d) HLVJ; Panel (e) & (f) AHJL. The crosses
indicate that the sources at those positions are not detectable. The panels on the left
show the localization errors estimated using Fairhurst’s approach, and the sky maps
on the right Wen and Chen’s approach.
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(a) (b)

(c) (d)

Figure C.2: The same as Figure C.1 but with different networks. Panel (a) & (b) :
AHLV; Panel (c) & (d) AHJLV.
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knowledge. However, including the evolution of the frequency of a GW may cause
problems of computational resources, and thus reduce the speed of Wen and Chen’s
approach.
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(a)

(b)

Figure D.1: Plots showing the results for the simulation for Network 5 (H+ L+ V
I K C). The upper panel shows the cumulative distribution of the size of the 90%
credible regions for detectable BNS mergers. The lower panel shows the values of τtot.
The legends in the plots indicate the true distances of the sources. In the lower panel,
the solid lines shows the values of τtot for the first scenario, and the dashed lines
show that for the second scenario, as indicated in Eq. 5.8. The stars and triangles
indicate the median and the mean values of the τtot respectively (i.e. excluding the
data plotted as dots).
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(a)

(b)

Figure D.2: Similar to Figure D.1. In this case, the network is Network 6 (H+ L+
V I K A).
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(a)

(b)

Figure D.3: Similar to Figure D.1. In this case, the network is Network 7 (H+ L+
V I K A C).
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Table D.1: Statistical summary of EM follow-up observations of BNS mergers
with LSST

Network Scenario
Distance (Mpc)

200 400 800
< 102s < 103s < 102s < 103s < 102s < 103s

Network 5
First 75.6% 99.9% 31.2% 99.8% 0.0% 77.3%

Second 75.6% 99.9% 31.2% 99.4% 0.0% 63.2%

Network 6
First 95.2% 100.0% 68.9% 100.0% 0.0% 95.0%

Second 95.2% 100.0% 68.9% 100.0% 0.0% 90.4%

Network 7
First 98.1% 100.0% 81.7% 100.0% 0.0% 99.7%

Second 98.1% 100.0% 81.7% 100.0% 0.0% 98.9%
1600Mpc

< 102s < 103s

Network 7
First 0.0% 0.0%

Second 0.0% 0.0%

A table similar to Table 5.3 showing the results for the simulations for Network
5 - 7.
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