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Abstract 
 

The main aim of my research, presented here, is to develop proteomic research techniques, 

for their use in biomarker discovery and identification. This is broken down into three 

main chapters: 

• Biomarker Identification in Stroke Brain guided by MALDI-imaging. 

• Evaluation of the Effectiveness of Heat Treatment for Prevention of Proteomic 

Sample Degradation using Label Free Relative Quantitation. 

• Discovery and Identification of Biomarkers for Hypertension  

Within these chapters special attention is paid to sample preparation, development and 

assessment of new methods for biomarkers discovery and identification, the importance of 

experimental design and the application of relevant and useful statistical methods to enable 

the mining of useful information from rich datasets. The biological changes in stroke 

induced mouse brain tissue are studied, the prevention of degradation to tissue samples by 

a novel heat treatment method and changes to plasma samples from hypertensive, wild 

type and a congenic strain of rat are also studied. The outcomes of this work are multiple, 

namely: 

• The identification of a possible marker for stroke from mouse brain tissue 

• The effect of a new heat treatment device on proteomic data obtained from mouse 

brain tissue 

• The novel application of a statistical analysis to a new type of dataset (LC-MS and 

label free quantitation of biological samples) 

• The identification of possible biomarkers for hypertension in rat plasma using this 

method 
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1 Introduction 

Proteomics is a field that has emerged in the post-genomic era (1). The sequencing of the 

human genome revealed that we have around 40 000 genes (2). Subsequently this number 

was reduced to 20 000 to 25 000 (3). Each human gene may encode several different 

proteins, resulting in a huge combination of different proteins in the human body. This 

means that studying genes alone cannot solve the many different mysteries of disease. If 

DNA is the blueprint of life then proteins are the building blocks from which life is 

constructed, and understanding their functions, expression and interactions is vital in the 

quest for information regarding life and disease. 

Proteomics is essentially the study of the complete set of proteins in a cell, organ or 

organism (4), and the phrase was first coined in 1995 by Wasinger et al (5). While the 

genome is static, the proteome is dynamic and ever changing, either as a reaction to 

environment or due to development. Understanding these dynamic processes will be 

important in understanding mechanisms of disease, and one of the most important 

applications of proteomics is the discovery and identification of biomarkers for disease (6). 

Additionally, proteomics encompasses expression patterns, interactions and functional 

states of proteins present in a cell, organism or organ. Problematically the increased 

importance of proteomics has not been accompanied with an improvement in analytical 

tools and methods, in particular if compared to the tools available for the study of 

genomics such as sequencing techniques and expression microarrays. There are many 

challenges and issues to overcome in the study of proteomics. This review of the literature 

concentrates on the technologies and tools used in the research presented here, including 

liquid chromatography, mass spectrometry and label free relative quantitation, as well as 

alternative proteomic methods, such as differential gel electrophoresis, capillary 

electrophoresis and isotopic labelling for quantitation. The theory behind these 

technologies is also covered, as well as the thought process behind biomarker discovery 

and identification. The diseases studied and more specific techniques used are covered in 

the short introduction at the start of individual chapters. 

1.1 Biomarker Discovery 

Diagnosis is one of the most important stages in treating disease, and is the first line of 

defence available to a clinician. Sometimes diagnosis will be visual, or may be the result 

of, for instance, a biopsy. Early diagnosis and selection of appropriate treatment can be 
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critical, and mean the difference between a failing or successful treatment for certain 

diseases. There are many treatments which have been developed, that are not always 

successful due to late diagnosis. It is thought that biomarkers in body fluids may be one of 

the solutions to this problem. 

A biomarker is a something which can be measured and used to diagnose or classify 

disease and also to measure progress and therapeutic response of disease. Body fluids pass 

through tissues, including diseased tissues, and collect biomolecules, including peptides 

and proteins, that can indicate the status of health. If these biomolecules can indicate the 

presence of a disease they are a type of biomarkers. The ideal marker, in the context of this 

work, is a biomolecule that is present only in diseased patients and absent in healthy 

controls, or vice versa. In reality a biomarker will most likely be detected as a change in 

abundance of the marker or relative abundance between markers. Additionally, markers 

can also occur as more than one biomolecule, for instance a disease could be characterised 

by the presence of a set of markers. This means that it is important to characterise as many 

biomolecules as possible, with high accuracy and resolution (7). Biomarkers can be 

detected in different body fluids such as blood, urine, cerebrospinal fluid and saliva. 

Biofluids such as plasma and urine, do not have an associated genome or transcriptome, 

meaning that gene expression measurement is not possible (8). This is why proteomics, as 

well as metabolomics, is such an important field for biomarker discovery in biofluids (9). 

Urine has been an attractive fluid for the study of biomarkers as it is non-invasive to obtain 

in large quantities and is less complex than blood or plasma, due to the much lower protein 

concentration (10). Repeated sampling from the same individual is also commonly 

achievable. A further attractive quality of urine for biomarker discovery is that it contains 

proteins and peptides in their native state that are of a relatively low molecular mass and 

are highly soluble. This means they can be analysed in their natural state with little 

manipulation (11). Urine is also a relatively stable fluid, and the urinary proteome has been 

shown to be stable at 4 ºC for up to 3 days or at room temperature for up to 6 hours. It is 

thought that this is due to its storage for several hours in the bladder, meaning that 

proteolytic degradation by endogenous proteases is complete by time of voiding (11). 

Urine can be especially useful for diagnosis of kidney disease (12). However, urine does 

have certain disadvantages as a fluid for biomarker discovery. Urine samples have a wide 

variation in protein concentration, due to fluid intake of the individual. This can be 

normalised using creatinine concentration (13) or other peptides present in urine (14) but 

this does add an additional complication to the analysis. Urine samples also have 

inconsistent pH levels that can alter protease activity, leading to greater sample variability 
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(15). There are also clear differences between early and mid-stream urine samples (16), 

meaning that sample collection must be well controlled (17). 

Plasma, or serum, is commonly studied with regards to cardiovascular disease (18-23) and 

cancer (24-28), as the biomolecules found in blood directly reflect the health of an 

individual and can indicate the presence and stage of disease. Serum represents the soluble 

fraction of blood that remains following clotting and is therefore simpler than plasma, 

which contains clotting factors. Plasma is obtained from blood following the addition of an 

anti-coagulant, such as heparin or EDTA, in the presence of an inert powder, such as glass 

beads. The advantage of using serum over plasma is its reduced complexity and lower 

protein concentration, however the clotting process is not uniform, unlike the preparation 

of plasma, and interesting proteomic and metabolomic features may be lost with the 

insoluble blood clot (8). Additionally, an array of proteases are activated when clotting 

occurs, generating degradation products, meaning that the protein profile of serum is quite 

different from that of plasma. As a consequence of this the Human Proteome Consortium 

has recommended that plasma is the fluid of choice, as opposed to serum, for proteomic 

studies (29). Plasma potentially contains elements of all proteins in the body meaning 

plasma has a high potential for biomarker discovery. Plasma is studied in the research 

presented here, specifically in Chapter 4, “Discovery and Identification of Biomarkers for 

Hypertension”. 

Cerobrospinalfluid is another alternative for biomarker discovery, particularly with regards 

to neurodegenerative diseases (30). 

Tissue samples are also studied in this work in Chapter 2, “Biomarker Identification in 

Stroke Brain Guided by MALDI-imaging” and in Chapter 3, “Assessment of Denator Heat 

Treatment for Prevention of Proteomic Sample Degradation using Label Free Relative 

Quantitation”.  

The local concentration of any biomarker will be high in the vicinity of the diseased tissue 

itself, particularly with regards to diseases such as cancer or stroke, where a clear site of 

disease is present. Fine-needle aspiration biopsy is a method used to obtain samples from, 

for example, cancerous tumours (31). An obvious disadvantage of this is the invasive 

nature of this procedure. Also, there may be many different classes of cell types present in 

biopsies of this type, hence the development of laser microdissection (LMD) techniques. 

LMD is used to rapidly separate populations of cells from tissue, which has been thinly 

sliced using a cryostat device, for further analysis (32). However, LMD can subject 
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samples to subjective sample processing; both at the selection of relevant cell types and 

also during the dissection process itself. It should be taken into consideration that this can 

have an impact on the quality and results of subsequent studies (33). Formalin-fixed, 

paraffin-embedded (FFPE) tissue is a commonly encountered clinical sample from biopsy 

samples or samples of a surgical origin and can be a valuable resource. Unfortunately the 

protein cross-linking, due to the formalin fixing, makes protein profiling by western blot 

and protein microarray analysis difficult (34;35). Currently, immunohistochemistry is the 

most routinely used method for analysis of FFPE tissue, which is a guided technique, 

whereby a particular protein is stained using tagged antibodies. There remains a lack of 

data about protein expression in normal and cancerous cells, due to the difficulties 

associated with dealing with these samples (36;37). It has been shown to be possible to 

disrupt the cross-linked proteins in FFPE tissue for protein identification using mass 

spectrometry (36), meaning it may be possible to unlock the data potential from these types 

of samples. 

Biological samples and proteins, protein complexes and biomarkers in particular are often 

very complex. This means that an effective, unbiased proteomic profiling approach, 

without any pre-selection, may require a multi-discipline approach to accomplish protein 

identification and quantitation. This means that there are several optimisation steps in 

method and technology development, including sample collection, storage and preparation, 

protein and peptide separation, protein and peptide identification and quantitation, 

including statistical analysis, and finally independent confirmation and validation. These 

steps are discussed further in following sections. 

Clinically relevant biomarkers (i.e. markers that can be measured in a clinical sample, such 

as plasma or urine) can provide a “snap shot” view of a specific stage of disease. Therefore 

it is important to identify specific plasma proteins without complication by the presence of 

abundant plasma proteins. This is discussed in more detail in section 1.10 and additionally 

in Chapter 4, “Discover and Identification of Biomarkers for Hypertension”. Valuable, 

usable biomarkers are specific, sensitive and reproducible. It is worth noting that the 

majority of FDA approved biomarkers for cancer are single proteins found in serum, 

CA19-9 for pancreatic cancer, CA125 for ovarian cancer and PSA for prostate cancer 

(38;39).  

In my work, presented here, an unguided proteomic method is developed and used for 

biomarker discovery, assuming no prior knowledge of disease. This means that not only 

can possible biomarkers be unearthed, but possibly mechanisms of disease can be 
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understood and previously unknown functions of disease discovered. This method has been 

utilised by Kiga et al (40) for the identification of stroke plasma biomarkers in 

spontaneously hypertensive stroke prone rats, which is the same genetic model used in 

chapter 4 of the work presented here. Kiga et al used an unguided biomarker discovery 

method and successfully identified haptoglobin as a biomarker candidate for stroke. This 

identification was validated using traditional biochemical methods. Similarly, Silbger et al 

(41) have used an unguided biomarker discovery method for human myocardial infarction 

plasma samples. The combination of mass spectrometry with bioinformatic methods 

enabled the identification of potential biomarkers. The use of these methods is discussed in 

more detail in the introduction to chapter 4 “Discovery and Identification of Biomarkers 

for Hypertension”. 

1.2 Sample Collection and Storage 

As sample collection and storage is the initial step in any study it is vital that it is 

performed correctly. It has been shown that sampling procedures have the greatest effect 

on proteomic data from plasma samples, whereas handling and storage have relatively 

small effects (42). However, it is still important that standardised protocols for sample 

handling and storage are developed and adhered to, if results are ever to become 

comparable between laboratories (43). Studies have also shown that the standardisation of 

sample tubes is important for reliable plasma analysis (44). It should be considered that 

commercially available blood collection tubes contain many components, including 

silicones, PEGs and polymers, which may interfere with mass spectrometric analysis (45).  

Additionally, the sample tubes used will influence adsorption of plasma protein onto the 

inner surfaces of the tubes. For instance, significant differences have been seen in the mass 

spectrometric data from serum samples collected in glass tubes containing no anticoagulant 

in comparison with plastic serum separator tubes (46). 

A further consideration is the anti-coagulant used, as this can also influence the proteomic 

data obtained from the plasma samples (47). Platelets tend to be more stable in citrate anti-

coagulants, but this is often used in liquid form which dilutes the plasma samples. Heparin 

is used to enhance the activity of antithrombin III, but it also binds to other proteins (48). 

EDTA can lead to platelet clumping and aggregation, meaning that plasma protein profiles 

from samples treated with EDTA are most different from those obtained from samples 

treated with citrate or heparin (42;49). 
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Plasma samples are also affected by storage conditions, with minimal changes detected 

within 6 hours at room temperature, but noticeable changes detected after 8 hours at room 

temperature, with even more pronounced changes after 24 hours (50). For plasma or serum 

stores at 4ºC minimal changes were seen after 24 hours, but more significant changes were 

seen after 48 and 96 hours (51). Samples stored at -20 ºC, -80 ºC or in liquid nitrogen show 

no significant changes, even with long term storage (43;51), however freeze/thaw cycles 

can change sample composition, due to protein precipitation, aggregation and surface 

adsorption (46;47). 

As there are many steps in sample collection and storage that can influence sample 

composition and proteomic profiles it is vital that these steps be kept constant across a 

study, if data is to be in any way comparable. Ideally, universally used standardised 

protocols would be accepted, creating comparable datasets between laboratories.  

The sample collection and preparation methods used in my research will be discussed 

further in the introduction to each chapter. 

1.3 Mass Spectrometry 

Recent advances in mass spectrometry (MS) have been one of the major driving forces 

behind progress in proteomics (52). A mass spectrometer is able to determine the 

molecular weight of chemical compounds by ionising, separating, and measuring ions 

according to their mass-to-charge ratio (m/z). The ions are generated in the ionisation 

source by inducing either a positive or negative charge. Once the ions are formed in the gas 

phase they can be directed into a mass analyser, separated according to mass and finally 

detected. The result of ionisation, ion separation, and detection is a mass spectrum that can 

provide molecular weight or even structural information. 

In the research presented here, an electrospray quadrupole time-of-flight mass 

spectrometer is the main instrument used. This is the main focus of the introduction to 

mass spectrometry discussed here. 

The mass-to-charge ratio of the ions can be determined in several ways, including the exact 

time taken for the ion to reach the detector (used in time-of-flight mass analysers, TOF), or 

by trapping the ions in an electric or magnetic field and sequentially filtering them out 

based on size (with the smallest first) by scanning the rf-voltage making ion trajectories 

sequentially unstable (used in trap analysers). This can then be used to identify an 
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unknown sample, by the mass of the molecule and of the fragments created. The six 

primary components of any mass spectrometer are the vacuum system, sample introduction 

device, ionisation source, mass analyser, ion detector and data collection and storage.  

Until the early 1980’s mass spectrometry was not routinely applied to proteins, as proteins 

were too fragile and of too large a size to withstand the processes of ionisation. 

Developments of ‘soft’ ionisation techniques (53), such as electrospray mass spectrometry 

(ESI-MS) and matrix assisted laser desorption ionisation mass spectrometry (MALDI-MS) 

have overcome these problems, allowing the detailed analysis of proteins. Mass 

spectrometry has now become an important tool for characterisation and identification of 

proteins and peptides from biological samples and advances in this area have enabled the 

identification of proteins with an unprecedented speed and sensitivity. 

1.3.1 Time-of-flight Mass Spectrometry 

The significance of TOF mass analysers has grown over the last 20 years, especially in the 

biomedical fields. The TOF mass analyser was originally described in 1946 by Stephen 

(54). By 1951 Goudsmit et al (55) were using the TOF mass spectrometry to measure the 

time of flight of ions for a number of complete revolutions in a magnetic field allowing, in 

particular, the mass of heavier elements to be determined. 

In a TOF analyser, ions are separated by differences in their velocities as they move in a 

straight path toward a collector in order of increasing mass-to-charge ratio. The first 

commercial instrument was marketed by the Bendix Corporation in 1955, and was based 

on a design by Wiley and McLaren (56). 

Put in the simplest terms, time-of-flight analysis works by accelerating a set of ions to a 

detector with the same amount of energy. As the ions have the same energy but a different 

mass, the ions reach the detector at different times. The lower mass ions reach the detector 

first because of their greater velocity and the higher mass ions take longer. 

The arrival time of an ion at the detector is dependent upon the mass, charge, and kinetic 

energy of the ion. The TOF analyser consists of a field free drift region, D, which is held at 

constant electrical potential, and a source region, S, where a gradient in electrical potential 

exists, Vs.  Ions which are present in the short source region are accelerated into the drift 

region by the action of the electric field, Es.  Analysis is based on the principle that ions of 
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different m/z values will have been accelerated to the same kinetic energy, EK, in the 

source:  

SK zeEE =    (1.3.1) 

 
where e is the charge on an electron in coulombs and z is the number of charges. However, 

ions of different mass will exhibit different velocities (v):   
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where m is the mass of the ion.  The time, t, taken for ions to traverse the length, d, of the 

drift region is also dependent on the mass of the ions: 

dzeE
mt

S

2
1

2 ⎟
⎠
⎞⎜

⎝
⎛=   (1.3.3) 

Thus, the time that is required for each ion to traverse the drift region is different: high 

mass ions take longer to reach the detector than low mass ions.  The basic formula by 

which the time spectrum can be converted to a mass spectrum is given in the equation 

1.3.4: 

( )22 dteEzm S=   (1.3.4) 

A major limitation in achieving higher resolution in TOF mass analysers is the 

consequence of the distribution in time, in space and in kinetic energy of the initial ion 

packet.  It must be assumed for the purposes of calculation that all the ions will be 

accelerated from the same position and have the same EK.  However, this is not the case as 

there are a number of sources producing inaccuracy associated with ion formation and 

acceleration (57). 

1.3.2 Quadrupole Mass Spectrometry 

The quadrupole mass filter was first developed in the 1950s by Paul et al (58). Paul shared 

the Nobel Prize in Physics in 1989 for his work on ion trapping. In a quadrupole device, a 
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quadrupolar electrical field (comprising radiofrequency and direct-current components) is 

used to separate ions (59;60). Another instrument that Paul developed was the quadrupole 

ion trap, which can trap and mass-analyse ions using a three-dimensional quadrupolar 

radiofrequency electric field. The first commercial ion trap system was introduced in 1983 

by Finnigan MAT (San Jose, CAL, USA.), originally as a gas chromatography detector. 

More recently, ion trap instruments serve not only as gas chromatography detectors but 

also as liquid chromatography detectors and stand-alone mass spectrometers (61).  

Quadrupoles are made up of four parallel rods with a direct current (DC) voltage and a 

superimposed radio-frequency (RF) potential. Consequently, adjusting the RF potential 

and the level of the DC field component can effectively scan a mass range. Quadruples are 

tolerant of relatively poor vacuums and this makes them well-suited to electrospray 

ionisation, as the ions are produced under atmospheric pressure conditions.  Quadrupoles 

are now capable of routinely analysing up to a m/z of 3000. This is useful because 

electrospray ionisation of proteins and other biomolecules commonly produces a charge 

distribution below a m/z of 3000. Additionally, the relatively low cost of quadrupole mass 

spectrometers makes them attractive as electrospray analysers.  

Another type of mass spectrometer used in my research is the ion trap. The physics behind 

the quadrupole mass analyser and the quadrupole ion trap mass analyser is very similar. In 

an ion trap the ions are trapped in a radio frequency quadrupole field. One method of using 

an ion trap for mass spectrometry is to generate ions externally before injecting them into 

the trapping volume. The ions are then ejected and detected as the radio frequency field is 

scanned. It is also possible to isolate one ion species by ejecting all others from the trap. 

The isolated ions can subsequently be fragmented by collisional activation and the 

fragments detected to generate a fragmentation spectrum. The primary advantage of 

quadrupole ion traps is that multiple collision-induced dissociation experiments can be 

performed without having multiple analysers. Other important advantages include its 

relatively small size and the ability to trap and accumulate ions to increase the signal-to-

noise ratio of a measurement. Quadrupole ion traps have been utilised in many 

applications, mainly for the analysis of peptides and small molecules. 

MS can be used for peptide mass fingerprinting (PMF) (62). This is a technique that is 

used to identify proteins by matching the masses of the fragments to the theoretical peptide 

masses obtained from a protein database. Specific proteases, such as trypsin, cleave 

proteins at certain points in the amino acid chain. This means that it is possible to 

theoretically digest a protein, and predict the peptides that will be produced. As the masses 
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of amino acids are accurately known, a list of predicted peptide masses can be produced. 

This peptide mass information can be used to produce a unique ‘peptide mass fingerprint’ 

for the protein, which can then be used for fast identification of unknown proteins in a 

sample. Different databases have been developed which contain vast amounts of protein 

data and predicted peptide masses. These can be used to search mass spectrometric data 

against, and therefore identify proteins quickly and uniquely. A statistical scoring system is 

used to determine the accuracy of identifications. 

1.3.3 Tandem Mass Spectrometry 

In tandem mass spectrometry (MS-MS) the ions initially produced are then fragmented and 

analysed further. Tandem in space instruments, such as the Q-TOF, requires more than one 

analyser. The first is required for analyte isolation. The ions then pass through a collision 

cell where they are fragmented with an inert gas such as argon or nitrogen, and a second 

analyser is used for detection of the fragment mass to charge ratios. Quadrupole mass 

filters work well for MS-MS analysis as they can be used to allow only ions in a pre-

defined mass range to pass through the quadrupole, enhancing the sensitivity of the 

technique. 

Additionally, MS-MS can be used in a targeted manner. For instance, if certain features are 

of a particular interest, their masses can be chosen for preferential fragmentation, in order 

to attempt to ensure identifications are made. This method is used in my research presented 

here, namely in chapters 3 and 4.  

One of the major problems with biological samples, such as blood or urine, is that they can 

be extremely complex. This means that a separation technique or pre-fractionation method 

is needed prior to analysis by mass spectrometry. Commonly technologies such as high 

performance liquid chromatography (HPLC) and capillary electrophoresis (CE) are used to 

separate samples. This has resulted in particular interest in the development of methods for 

interfacing liquid separation techniques directly to mass spectrometry. This introduces the 

complication of attempting to maintain a high vacuum within the mass spectrometer, with 

various flow rate interfaces. Capillary electrophoresis uses flow rates of around 100 

nL/min whereas HPLC can use flow rates of over 1 mL/min. An additional consideration is 

the need to vaporise the eluent prior to ionisation.  
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1.3.4 Ionisation for Mass Spectrometry 

There are many different techniques used for ion production in mass spectrometry. These 

include amongst others: electrospray ionisation (ESI) (63-66), micro-electrospray 

ionisation (micro-ESI) (67;68), nano-electrospray ionisation (nESI) (69;70), fast atom 

bombardment (FAB) (71), atmospheric pressure chemical ionisation (APCI) (72), plasma 

desorption (73), laser ablation/desorption ionisation (LA, LDI) (74;75), and the workhorse 

of many biological studies, matrix assisted laser desorption ionisation (MALDI) (76). 

MALDI mass spectrometry is a form of laser desorption mass spectrometry, where sample 

molecules are laser-desorbed from a solid or liquid matrix containing a highly UV-

absorbing substance. The matrix protects the biomolecules from being destroyed by the 

laser beam and also facilitates vaporisation and ionisation, making it a widely used 

technicue in biological analysis. Additional advantages of MALDI mass spectrometry are 

that it is a sensitive technique with low sample consumption and is fairly quick and simple 

to use. 

Electrospray ionisation mass spectrometry (ESI-MS) techniques have had an influential 

impact on the ability to use mass spectrometry for the study of large biomolecules. 

Electrospray has become the most widely used LC-MS interface technique in modern mass 

spectrometry as it is a versatile mode for the production of gas phase analyte ions from 

solutions and is almost ideal for biological analytes.  Chapman may have used some of the 

initial elements of ESI with work performed in 1937 (77). However, it was research by 

Dole and colleagues in the 1960s that is usually credited as the birth of electrospray 

ionisation (78). It was not until the mid 1980s that its use as an interface for mass 

spectrometry was demonstrated by Fenn, revealing the power of the technique (79;80) and 

winning Fenn the Nobel prize for Chemistry in 2002.  

In ESI-MS, highly charged droplets dispersed from a capillary in an electric field are 

evaporated and the resulting ions are drawn into a mass spectrometry inlet. The charged 

droplet travels through the ambient air for a few milliseconds (81). During this time the 

radius of the droplet decreases due to solvent evaporation and the droplet approaches the 

point where the forces of surface tension and the Coulomb repulsion counterbalance each 

other. It then suffers what is commonly referred to as ‘Coulomb explosion’ or ‘Rayleigh 

fission’, after Lord Rayleigh (1882).  
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It has been shown that, under the influence of aerodynamic forces corresponding to ESI-

MS conditions, droplet fission occurs already at charge states of about 80% of the Rayleigh 

limit, where the forces of surface tension and the Coulomb repulsion counterbalance each 

other. All experimental investigations have shown that there was no ‘explosion’ of the 

droplet, but that the droplet surface formed a cone-like shape, from which a number, 

approximately 20, of smaller droplets are ejected (82;83). The primary droplet loses about 

15% of its charge and about 2% of its mass (84). From the primary droplet there are two or 

three successive uneven fissions until the charge state of the droplet becomes too low for a 

further fission. Following the evaporation of the remaining solvent the contents, analyte 

and electrolyte molecules and some additional ions, end up as a lowly charged residue. The 

daughter offspring droplets, however, undergo further fissions following the method of 

evaporation and fission just described. 

Finally, the evaporation of the remaining solvent leads to a ‘charge condensation’ on the 

analyte molecule and hence to a gas-phase analyte ion. It is thought that the resultant 

analyte molecules transferred to the gas-phase are not ‘dry’ gas-phase ions. This is due to a 

gradual transition from a very small charged droplet via a charged solvent-analyte cluster 

to a gas-phase molecule to which a number of charges, are attached (85). This is 

particularly believed to be the case for large biomolecules (86). 

Impurities may also be attached if they are present in the droplet. However, it has been 

reported that when proteins or peptides are the analyte, the impurity must be present in 

orders of magnitude higher concentration before complete suppression of the analyte ion is 

obtained in the mass spectrum. A possible explanation for this fact is that an influence of 

the analyte surface activity may lead to enrichment of analyte molecules in the offspring 

droplets, which are then preferentially released as ions, while the non-surface active 

impurities are more likely to remain in the lowly charged residue (87). 

Following repeated cycles of solvent evaporation and coulombic fissions by the droplets 

the gas-phase ions generated are guided to the counter electrode. The process by which 

gas-phase ions are generated is still under considerable debate with two main theories 

proposed; namely the ion evaporation model and the charge residue model. 

The charge residue model relies on the formation of extremely small droplets, radius of 

approximately 1 nm, which contain only a single ion. Solvent evaporation from the droplet 

will lead to the conversion of the droplet to a gas phase ion. Such a model was assumed to 

be the case by Dole et al (78) who first investigated gas-phase ion production by 
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electrospray. This charge residue model for gas-phase ion generation is now also known as 

the single ion droplet theory (SIDT).  

The ion evaporation model assumes that before the droplet reaches this ultimate stage prior 

to gas-phase ion generation, the field on the droplets surface becomes strong enough to 

overcome solvation forces and lifts a solute ion from the droplet surface into the gas-phase. 

This model was first introduced by Iribarne and Thomson (88) in 1976. Typically the 

droplets from which ion emission/evaporation becomes competitive with Rayleigh fission 

have a radius of R ≈ 8 nm and N ≈ 80 charges (88). It is proposed that under such 

conditions the droplet no longer undergoes further fission but emits gas-phase ions. Also as 

the charge, N, decreases emission can continue as the droplet radius, R, also decreases 

from further solvent evaporation. This model therefore allows the gas-phase ion production 

without the formation of extremely small droplets, R ≈ 1 nm, which contain a single ion. 

Also such emission can occur even when the droplet contains other solutes such as charge-

paired-electrolytes (89). 

At present the general consensus is that neither the charge residue model nor the ion 

evaporation model can account for all the experimental observations, and it has therefore 

been speculated that the two models describe different aspects of the observed process of 

gas-phase ion formation (90). 

In the mid 1990s Wilm and Mann described a revolutionary development to electrospray 

ionisation, which they described as microelectrospray (91). The idea they used was to 

apply a narrow, fused-silica capillary as an ESI emitter, instead of the routinely used, 

relatively wide, steel or fused silica capillaries. This reduced the internal diameter of the tip 

from 100 µm to 20 µm, leading to a decrease in the initial size of liquid droplets. In turn 

this reduced sample consumption and increased the ionisation yield, resulting in higher 

sensitivity of the system. Around the same time, in 1994, Caprioli et al reported a modified 

electrospray ion source, where the fused-silica capillary filled with the reverse phase 

material was used as the emitter needle (92). The same group then reported the sensitivity 

of the nanospray device, demonstrating a successful analysis of a peptide at a concentration 

of 500 zmol/L (93). 

There were further improvements to the nanospray system by Davis et al (94) and Gatlin et 

al (95). These were based on the integration of column packing with the emitter tip, 

resulting in a system free from the after-column void volumes. Reduction of these void 
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volumes to a minimum plays an important role in micro and nanoscale liquid 

chromatography. 

Furthermore, following the development of nanospray electrospray ionisation (nESI) 

greater insight has been gained due to the decreased size of the primary droplet. In 

conventional ESI, with μL/min forced-flow rates, the droplets formed are in the μm range. 

However, for nESI, where the ESI capillary outlet is replaced with a tapered glass pipette 

with a small orifice, within the region of 5 to 15 μm, the resulting flow rate is 

approximately 50 nL/min. In this case the droplet diameter has been estimated at 180 nm 

(91;96). 

The low surface activity of analytes is therefore less problematic when dealing with 

nanospray, as gas-phase ions can be produced directly from primary droplets, unlike ESI 

for which gas-phase ions are produced almost exclusively from offspring and satellite 

droplets. The ionisation efficiency is also greatly increased as there is sufficient time for 

the primary and residue droplet ions to be entirely transferred to the gas-phase, due to their 

very high surface-to-volume ratio. 

There is an increased tolerance to salt contamination when using nESI. This can be 

explained by the theory that the formation of droplets with a diameter one order of 

magnitude smaller means that fewer fission events are necessary before ions are released, 

and each additional fission event results in an increase in salt concentration. 

However, one of the challenges with the development of nESI was that the system could 

not be connected to the typical, analytical HPLC system due to the much higher flow rate 

of the mobile phase. This will be discussed further in the following section. 

To summarise, the ion evaporation model is believed to be the process for gas-phase ion 

formation for small ions (e.g. salt ions); however, the complications of experimental study 

at such small droplet size and charge prevent sufficient empirical results. For macro ions 

(for instance proteins larger than 6500 Da) the charge residue model is more likely (84;96).   
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1.4 Separation Techniques 

1.4.1 Liquid Chromatography 

Liquid chromatography (LC) is an analytical technique, used for separating mixtures of 

many types. In this work it will be applied to body fluids, which can essentially be thought 

of as complex mixtures of biomolecules. Liquid chromatography involves passing a 

sample, in a solution known as the ‘mobile phase’ over a solid ‘stationary phase’, which is 

packed into a column (97). The stationary phase retards the movement of the sample 

selectively. Each sample component has a characteristic time of movement through the 

column, known as the ‘retention time’. In High Performance Liquid Chromatography 

(HPLC) the analyte is forced through a column, containing the stationary phase, at a high 

pressure. Normal phase liquid chromatography was the first HPLC method, which uses a 

polar stationary phase, and a non-polar mobile phase. It is not commonly used now as 

water can alter the hydration state of the chromatographic media, causing problems with 

reproducibility of retention times. Reverse phase (RP) HPLC is now more commonly used. 

RP-HPLC uses a non-polar stationary phase, such as a silica surface modified with long 

chain hydrocarbons, and a polar mobile phase, such as water. The separation is based on 

the hydrophobicity of a sample. The sample components will bind selectively to the 

stationary phase and their movement is slowed through the column. Strongly binding 

components will move slowly and weakly binding components will move quickly. The 

mobile phase is initially a high water content solution. This allows strongly binging 

components to bind to the stationary phase, and weakly binding components to be 

separated. The organic content of the mobile phase is gradually increased, which slowly 

displaces bound components off the column. This ‘gradient’ technique increases the 

resolution, and lowers the peak broadening effects.  

It is well recognised that peak broadening originates from three main sources: 

• Multiple path of an analyte through the column packing 

• Molecular diffusion 

• Effect of mass transfer between phases 
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In 1956 Van Deemter introduced an equation (98) which combined all three of these 

sources. It represented them as the dependence of the theoretical plate height (HETP) on 

the mobile phase linear velocity.  

The plate model supposes that the chromatographic column contains a large number of 

layers, called theoretical plates. There are separate equilibriums of the sample between the 

stationary and mobile phase, which occur on each plate. The analyte moves down the 

column by transfer of the mobile phase from one plate to the next. It is important to 

remember that the plates do not actually exist, but are a theoretical model which is used to 

understand the processes that occur in the column. The plates can also be used as a way to 

measure column efficiency, either by stating the number of plates in a column, N (the more 

plates; the more efficient), or by stating the plate height, HETP (the smaller the plates; the 

more efficient). 

If the length of the column is L, then: 

NLHETP /=   (1.4.1.1) 

The number of theoretical plates that a real column possesses can be calculated using the 

following equation: 

2
2/1

255.5
w

tN r=    (1.4.1.2) 

Where tr is the retention time of the analyte and w1/2 is the half-height peak width of the 

peak in question. As can be seen from this equation, columns have different numbers of 

theoretical plates for different analytes. 

The van Deemter equation was originally written for gas chromatography, but HPLC has 

the same physical processes and the equation also fits. This is explained as follows: 

The analyte will take multiple paths through the column. Band broadening is caused by the 

differing flow velocities through the column: 

pp dH λ2=    (1.4.1.3) 
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Where Hp is the HETP arising from the variation in the zone flow velocity, dp is the 

average particle diameter and λ is a constant, which is close to 1. This shows that Hp may 

be reduced (increasing efficiency) by reducing the particle diameter. λ depends on the 

distribution of the particle size. 

Molecules will disperse due to diffusion. Longitudinal diffusion (along the column) leads 

to band broadening. This is described as follows: 

v
D

H m
d

γ
2=    (1.4.1.4) 

Hd is the HETP arising from diffusion, Dm is the analyte diffusion coefficient in the mobile 

phase, γ is the factor related to the diffusion restriction by column packing and v is the 

flow velocity. It can be seen from this equation that the higher the eluant velocity, the 

lower the diffusion effect is on the band broadening. Molecular diffusion in the liquid 

phase is much lower than in the gas phase, and this effect is close to negligible at standard 

HPLC flow rates. 

Mass transfer is the third parameter of interest. This is the combination of adsorption 

kinetics and mass transfer inside the particles. Adsorption kinetic is almost negligible 

compared to diffusion inside the particles and the band broadening due to this effect is 

expressed as follows: 
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ω=    (1.4.1.5) 

Where dp is the particle diameter, Dm is the diffusion coefficient of the analyte in the 

mobile phase, ω is the coefficient determined by the pore size distribution, shape and also 

particle size distribution and v is the flow velocity. It can be seen from this equation that 

the HETP has a linear dependence on the flow rate, as the slower the velocity, the more 

uniformly analyte molecules penetrate inside the particle and the less the effect of different 

penetration on the efficiency. Conversely, at faster flow rates the elution distance between 

molecules with different penetration depths will be high. 

Each term described above has an effect on the band broadening, so the sum of them all 

gives the total column plate height: 
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The liquid chromatograph can be interfaced with different detectors for analysis of the 

sample. Commonly used detection systems are UV-Visible absorption (99;100), 

fluorescence (101) and mass spectrometry for a more detailed analysis of the sample (102-

104). HPLC is probably the most commonly used separation technique, in conjunction 

with mass spectrometry and it is the method of choice in this work. 

As previously mentioned, with the development of nESI came the need for liquid 

chromatography systems with lower flow rates, and this is the type of instrument employed 

in my research.  

Initially, post column splitters were used to reduce flow rates. However, this reduced the 

sensitivity of the analysis to such a degree to render it useless. The only practical solution 

was to design capillary, high performance liquid chromatography. In theory, this is a 

simple technique. In essence the capillary HPLC system is purchased, connected to a nano-

ESI-MS instrument and sample is analysed. In reality this type of system can have many 

challenges associated with it (105).  

Typical nano-LC systems usually have flow rates ranging from 1µL/min to 10nL/min and 

use very narrow RP columns (often 75 µm internal diameter). The columns used are often 

made of fused silica, and sometimes carbon, titanium or stainless steel. The stationary 

phase is usually made up from beads with diameters of 5 µm, or smaller. An alternative to 

the traditional columns are monolithic column, which are prepared using a polymerized, 

porous filling. Such tiny columns are easily blocked, with even the submicroscopic solids 

causing problems. An additional issue is that there is no possibility to back flush these 

columns, so once blocked they are permanently damaged.  

Further issues can be encountered if the column is overloaded. This should not 

permanently damage the column, however, several blank runs may need to be used to 

‘clean’ the column and prevent contamination in the following samples. Additionally, there 

can be many problems encountered with leakages and void volumes in these tiny systems. 

LC-MS can be used in many different ways for proteomic analysis. One type of LC-MS-

MS analysis that is used in my research, in chapter 2, is known as MudPIT 
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(multidimensional protein identification technology) (106). This involves a 2-dimensional 

separation and is often used to identify proteins and peptides from complex biological 

mixtures. It can be visualised in the following way, with two chromatography steps, as 

shown in figure 1.1: 

 

Figure 1.1: Schematic demonstrating the process of MudPIT (multidimensional protein 
identification technology). It is shown here that the protein samples are digested into 
peptides. Following that there are two separation steps using a Strong Cation Exchange 
Column and also a Reverse Phase Column.  

 
This method is utilised in Chapter 2 in the research presented here. 

1.4.2 Capillary Electrophoresis 

Capillary electrophoresis (CE) has become an important bioanalytical separation 

technique, for proteins and peptides (107). Some of the advantages of CE include that it is 

of a high speed and resolution, it is sensitive and requires only a small amount of reagent, 

and is easily automated for high throughput analysis. Proteins create certain challenges 

from a separations point of view (108), as they can possess a wide range of 

physicochemical properties.  

Capillary electrophoresis is an automated analytical technique that separates sample 

components by applying a voltage across a capillary filled with a buffer solution. The ends 

of the capillary are dipped into reservoirs of the buffer, and electrodes made of an inert 

material are dipped into the buffer reservoirs to complete the electrical circuit. The buffer 

solution will conduct current through the inside of the capillary. The sample is injected into 

one end of the capillary and is separated according to its size and charge. Migration 

through the column is dependent on the electroosmotic flow. In silica capillaries, when a 

buffer solution above around pH 3 is used, the surface silanol groups are ionised forming a 

fixed anion layer on the surface of the capillary. Cations from the buffer solution then form 

a mobile layer next to the fixed anion layer. This layer of cations is pulled towards the 

cathode, pulling the buffer solution and sample with it. This is demonstrated in figure 1.2. 
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Figure 1.2 Electroosmotic Flow 

 
This means that there is little drag from the edges of the capillary giving a very high-

resolution separation. The flow profile in capillary electrophoresis is flat, as opposed to the 

laminar flow profile seen in pressure driven systems such as chromatography. 

Electroosmotic flow does therefore not contribute to band broadening, making CE a 

higher-resolution technique. 

Common modes of detection after separation by CE include UV-Visible absorbance, laser 

induced fluorescence and mass spectrometry (109). UV-Visible absorbance is probably the 

most commonly used detection method for CE and also the most simple, but it is the least 

sensitive detection method. Detection is often measured at 214 nm where absorption is 

proportional to any peptide bonds that may be present. Different types of detection cells 

are available; including the Z shaped cell and the bubble cell. These cells help to increase 

the sensitivity of the detection.  

Laser induced fluorescence (LIF) detection is more sensitive than UV-Visible absorbance, 

but is slightly more complicated to implement (110). However it is simpler to use than on-

line mass spectrometric detection. Since proteins do not produce much natural 

fluorescence, a derivatisation step is often needed, although it is possible to use native 

fluorescence from aromatic residues (such as tyrosine or tryptophan) for detection. LIF as a 

quantitative method is discussed in more detail in section 1.6. 

Mass spectrometry is the detection technique that can give most information about a 

separated proteomic sample, but interfacing between CE and MS can be challenging. CE 

can be coupled online to an electrospray mass spectrometer (111), or to a spotter for 

MALDI mass spectrometry analysis. The drawbacks of coupling CE to online mass 

spectrometry are that a relatively complicated interface is required. Sheath flow interfaces 

are the most popular. This interface implements a sheath liquid that flows around the end 
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of the capillary, therefore completing the electrical circuit and allowing the electrophoretic 

separation to take place. 

1.4.3 Biomarker Discovery using CE-MS and LC-MS 

CE-MS has been successfully used to identify biomarkers for diabetec renal disease by 

Mischak et al  (112). They showed that CE-MS is a viable technique for inspection of 

polypeptides in urine samples, with respect to identifying potential biomarkers for disease. 

A ‘normal’ urinary polypeptide pattern was established and it was shown that for patients 

with diabetic renal disease, and healthy controls, specific patterns of polypeptides could be 

seen. This allows diagnosis of diabetic renal disease from urine samples, and also the 

possibility of distinguishing between different types of renal disease with a high 

specificity.  

Wittke et al (113) have also demonstrated that it is possible to use CE-MS to distinguish 

between patients who have received a successful kidney transplant, and those whose 

bodies are rejecting a transplanted kidney. Diagnosing these conditions by analysis of 

urine, rather than the more traditional diagnosis method of kidney biopsy, has the 

advantage of being less invasive. It also makes it possible to make earlier diagnosis, 

allowing prompt remedial treatment. In addition, Kolch et al (114) have also reported on 

polypeptide patterns that have been identified in other fluids such as plasma and 

cerebrospinal fluid. 

Meier et al (115) have also used capillary electrophoresis coupled to an electrospray time-

of-flight mass spectrometer (CE-ESI-TOF-MS) to identify patterns of polypeptides in 

urine. Patterns were identified for the recognition of diabetic nephropathy. They were able 

to detect, on average, 767 polypeptides in an individual sample. Overall 5076 different 

polypeptides were detected, in the mass range 800 Da – 66.5kDa. Each one was 

characterised by its mass and its CE retention time. This study showed that the urinary 

proteome contains a greater range of polypeptides than previously recognised. A ‘normal 

polypeptide pattern’ was also established, from healthy patients urine samples. 

Ramstrom et al (116) have published work concerning analysis of human body fluids using 

LC and CE coupled to a high resolution mass spectrometry technique, known as Fourier 

Transform Ion Cyclotron Resonance (FT-ICR) mass spectrometry. LC and CE are easily 

interfaced with electrospray mass spectrometry (ESI), and this is a well-documented 

technique. FT-ICR was used because it is a high-resolution technique. Tryptic digests of 



  35 

different body fluids were used including saliva, urine, plasma and cerebrospinal fluid. 

They found that the LC approach gives more information, and accepts a higher sample 

load, whereas the CE experiments are faster to run. It was also shown that it is possible to 

quantify the peptides seen in body fluid samples using labelling methods. It was concluded 

that neither LC nor CE is a ‘better’ separation technique, but they are complementary and 

the best results were obtained when these techniques were used in conjunction with one 

another. However, it must be noted that both technologies may not always be available to 

the researcher, and liquid chromatography remains the more commonly used technique, 

and additionally is the technique used throughout the work described in following chapters.   

1.5 Quantitation using 2D Gel Electrophoresis 

2D gel electrophoresis is a widely used and powerful technique for analysis of protein 

abundance (117), and has for many years been thought of as the ‘gold standard’ for protein 

separation. 2D electrophoresis separates proteins by their isoelectric points and in the 

second dimension by their size and charge. Unfortunately 2D gel electrophoresis is 

expensive, time consuming and labour intensive. It requires many gels to be run, as only 

one sample can be analysed on each gel, and comparisons made. Gels must be stained and 

scanned in order to visualise the protein sample. There is also a certain lack of 

reproducibility between gels. This can cause problems with distinguishing between 

variation in the gels or biological change between samples. 

1.5.1 Differential Gel Electrophoresis 

Fluorescence detection has a high sensitivity and a wide dynamic range, and is an ideal 

detection method for quantification of proteins and peptides in small biological samples. 

Fluorescence detection has previously been widely applied to 2 dimensional 

polyacrylamide gel electrophoresis (2D-PAGE) in proteomics (117).  When fluorescence 

detection is applied in this way it results in a technique known as differential gel 

electrophoresis (DIGE). Fluorescent dyes (Cy dyes DIGE fluorophores) are used to label 

different protein sample sets, and an internal standard is labelled in the same way. These 

samples are then mixed and run at the same time, on the same 2D gel. This allows spot 

matching and minimises gel-to-gel variation. The fluorescent dyes are size and charge 

matched, and are spectrally resolvable. The dyes modify the lysine residues in a peptide or 

protein, via an amide linkage. The same protein labelled with the different Cy dyes will 

migrate to nearly the same point on the 2D gel. The gel can then be scanned at different 
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laser wavelengths, to separately visualise the differentially labelled protein samples. As the 

dyes are linear, sensitive and have a wide dynamic range this makes the DIGE technique 

quantitative. The sensitivity of the Cy dyes can be down to 0.1ng of protein (118), meaning 

that this technique is more sensitive than silver staining (which has a sensitivity of 

1ng(119)). DIGE has the advantage over traditional 2D gels that the gel-to-gel variability is 

eliminated and an internal standard can be run on each gel, along with the samples.  

There are currently 2 different classes of CyDye labels available (117), minimal labelling 

dyes and saturation labelling dyes. There are 3 minimal labelling dyes, enabling analysis of 

three samples on the same gel, although typically the third dye is used for a standard 

allowing two samples to be analysed on each gel. The minimal labelling dyes are capable 

of detecting differences between protein abundance when 50 μg of total protein, or 1 μg of 

individual protein, is present. There are only two saturation-labelling dyes, but they are 

capable of detecting differences on gels when only 5 μg of total protein, or 100 pg of 

individual protein is present. 

In minimal labelling the ratio of dye to protein is kept low, so that only around 3-5% of the 

total protein in a sample is labelled. This is so that protein molecules visualized on a gel 

will be those labelled with mainly single dye molecules. Minimal labelling dyes label the 

lysine residues in a protein, via an amide linkage. This approach is possible due to the fact 

that most proteins have a relatively high lysine content. If all lysine residues in a protein 

sample were to be labelled, this would result in a large consumption of expensive dye. This 

could also lead to insolubility problems. One significant problem with minimal dye 

labelling is that the small proportion of labelled protein molecules will migrate to a slightly 

different point on the 2D gel to the unlabelled protein (120). This can cause problems if 

spot picking is required for post-gel mass spectrometric analysis, as the majority of the 

protein will not be at the points indicated by the dyes, meaning that additional post-

electrophoretic staining are required to locate the majority of the spot. As low amounts of 

protein loading is required for DIGE a sensitive stain, such as SYPRO Ruby is required. 

This adds extra expense, time and experimental complication (121). 

Saturation labelling is used to label all available cysteine residues in a protein. This means 

that a high dye-to-protein ratio must be used. Proteins generally have a relatively low 

cysteine content, meaning that it is reasonably efficient to label all cysteines that are 

present. The saturation CyDyes (see figures 1.3, 1.4) contain a maleimide reactive group 

which forms a covalent bond with the thiol group present in cysteine residues, via a 

thioether linkage. The saturation dyes have a neutral charge and are matched in molecular 
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weight, so all proteins labelled with different dyes will migrate to the same spot on a gel. 

The saturation dyes are normally used when only a very small sample is available. 
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Figure 1.3 Cy5 Saturation dye. Structures obtained from Amersham.com 
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Figure 1.4 Cy3 Saturation dye. Structures obtained from Amersham.com 
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2D gel electrophoresis and DIGE still have limitations. Proteins that are present at a low 

relative abundance in a sample may not be visualised, and pre-fractionation and 

enrichment technologies may still be needed. Large and hydrophobic proteins may also not 

enter the gel. DIGE also has the problem that if a protein contains a large number of lysine 

residues it may be labelled more efficiently compared to a protein will less lysine residues. 

Another point to consider is that if a protein contains no cysteine residues saturation 

labelling will not be possible. 

1.5.2 Alexa Molecule Internal Standard (ALIS) 

An alternative method to DIGE for quantitation on gel has been developed (121), using an 

internal standard method. It is as sensitive as the DIGE minimal labelling method, but use 

of post-electrophoretic stains as apposed to pre-labelling removes the problem of the 

labelled proteins migrating differentially. This method works on the principle that if all 

proteins are absorbed into the IPG strip with equal efficiency, then the incorporation of an 

internal protein standard that has been labelled with a fluorescent Alexa molecule (ALIS) 

can provide a way of quantifying the experimental variability. The sample is spiked with 

the standard prior to 2D gel electrophoresis separation. After the separation the gel is 

stained with a fluorescent protein stain, which is sufficiently spectrally separate from the 

ALIS. The ALIS and the sample protein can be visualised and quantified independently. 

The spot volumes of the total protein can then be normalised with the ALIS output. This 

means that variability between gels can be taken into account in the quantification. As the 

internal standard proteins are labelled there will be a shift on the gel in comparison to the 

unlabelled proteins, but this does not influence the normalisation, as it is not a direct 

ratiometric normalisation that is used, as in DIGE, but a global ratiometric normalisation 

method. This is when a median of a selection of spot volumes is used for normalisation. 

Fluorescent stains that can be used with this method include SYPRO Ruby, RuTBS, Sulfo-

rhodamine G and Deep Purple. One of the main advantages of ALIS to DIGE is that it has 

a much lower cost, as less expensive dye is required. 

1.6 Quantitation with CE-LIF 

Fluorescence detection has been used routinely for quantitation in DIGE, however 

fluorescence detection has not been so widely used with separation technologies such as 

high performance liquid chromatography (HPLC) and capillary electrophoresis (CE). It is 

possible to label proteins and peptides with a fluorescent dye, in the same way as proteins 
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are labelled for DIGE (117). These labelled proteins can then be separated, detected using 

laser induced fluorescence (LIF) detection and identified with mass spectrometry. LIF 

detection is more straightforward to implement than mass spectrometry as a detection 

method, but is more complicated than a UV absorbance detection system, as a 

derivatisation step is usually needed. However, LIF detection has the advantage over UV 

absorbance that it is much more sensitive (109). A LIF detector along with a CE (or 

possibly an LC) separation can be used to detect very low amounts of fluorescent analytes, 

even possibly down to the single molecule level (122-125). 

The theory of LIF is relatively simple (126). Light from a laser of specific wavelength is 

shone onto a sample, containing a known fluorophore. The laser light excites the 

fluorophore to a higher energy level. It then relaxes, emitting fluorescent light, of a longer 

wavelength. This light can then be measured, using a photomultiplier tube, or other 

detector. 

CE-LIF is already used as a powerful and sensitive qualitative tool for separation and 

detection of proteins and peptides (127), and a CE-LIF system can be relatively straight 

forward to build, see figure 1.5. Biological molecules such as amino acids and proteins can 

display native fluorescence. For peptides and proteins the native fluorescence of tyrosine 

and tryptophan residues can be used. However this native fluorescence is often low, and an 

expensive laser may be required in order to excite it in the UV region of the spectrum. This 

means that labelling will usually be necessary. Some of the common fluorescent tags used 

for labelling proteins and peptides are succinimidyl esters (128), isothiocyanates (129) and 

sulphonyl chlorides (130). Dyes such as fluorescein isothiocyante are commonly used as 

they have a relatively low cost, and can be easily excited with a common Argon laser. In 

the analysis of labelled molecules the detection of these molecules is likely to limited by 

the chemistry of the labelling reaction (such as incomplete labelling), and not by the LIF 

detection system (127). 
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Figure 1.5 Schematic showing home built CE-LIF system (127) 

 
One of the major limitations of LIF detection is that the laser wavelengths required may 

not be available, or may be very expensive, restricting their widespread use. Continuous 

wave lasers were traditionally used for CE-LIF, but alternatives have been found such as 

semiconductor lasers. A further alternative for excitation is an optical fibre and a blue light 

emitting diode (LED) (131). The LED can be used as an excitation source, and the optical 

fibre is used to transmit the light to the sample detection window. LEDs can be purchased 

with increased power and with a large range of emission wavelengths. They are of a small 

size and straightforward to use. The LED excitation system also has the major advantage 

of being much cheaper and simpler than a laser excitation source. LEDs are also 

convenient and attractive in regards to miniaturisation of the detection system. However, 

unfortunately all the light coming from an LED cannot be used for excitation. This is due 

to reflectance and scattering increasing background noise and reducing the efficiency of 

the LED excitation. Use of an optical fibre helps to reduce reflectance and light scattering, 

and therefore make the system more flexible, and easier to use. 

CE-LIF has been shown to have many biological applications, for instance it has been 

demonstrated (132) that CE-LIF can be used for quantitative nuclear and cytoplasmic 

localisation of antisense oligonucleotides, by labelling with a fluorescent molecule 

(fluorescein). CE-LIF has also been used for detection and semi-quantitative determination 

of GFAP (glial fibrillary acidic protein) mRNA (133), in mouse brain. It was shown that 

CE-LIF was a sensitive technique, but that care must be taken to remove any possible 

interfering substances prior to analysis. 
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1.7 Stable Isotopic labelling for Quantitation 

Widely used approaches for quantitative proteomics may involve protein separation by 2D 

gel electrophoresis (134), as mentioned previously in section 1.5. These techniques are 

time consuming, labour intensive and expensive. Also, as again mentioned previously, gel 

analysis is not useful for large, hydrophobic or extremely basic or acidic proteins. The gel 

techniques are also biased towards the most abundant proteins present, meaning lower 

abundant proteins are often not identified. This has encouraged the development of gel free 

and mass spectrometric based proteomic technologies, in order to obtain more information 

and decrease analysis times. 

Stable isotope labelling has become a popular method for quantitation (135). This involves 

proteins or peptides, in two, or more, different samples, being differentially labelled using 

stable isotope tags. The tags will produce specific, and known, mass shifts in the mass 

spectra for the labelled peptides. These mass shifts in the spectra can then be used as 

internal standards for relative quantitation. Different methods for stable isotope labelling 

have been developed, and some of these will be reviewed here. 

1.7.1 Isotope Coded Affinity Tags 

One of the commonly used stable isotope labelling methods is based on isotope coded 

affinity tags (ICAT) (136). These consist of three parts, a specific chemical reactivity, an 

isotopically coded linker and an affinity tag, see figure 1.6:  
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Figure 1.6 ICAT reagent (137) 

 
In the light form ‘X’ is hydrogen and in the heavy form ‘X’ is deuterium. The biotin is 

used to enrich for peptides labelled with ICAT reagent and the thiol specific reactive group 

is used to attach the tag to cysteine residues.  
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Two sets of samples are derivatised, one with the heavy reagent and one with the light 

reagent. The samples are then combined and cleaved with an enzyme to generate peptides, 

some of which will be tagged. The tagged peptides (these will be any peptides containing 

cysteine residues) are then isolated using an avidin affinity chromatography column. The 

isolated peptides are then separated using HPLC and analysed by tandem mass 

spectrometry. The quantity and the sequence information of the proteins can then be 

determined using MS-MS. To do this the mass spectrometer operates in a dual mode. It 

changes between measuring the relative quantities of peptides eluting and recording the 

sequence information. The peptides are quantified by measuring the relative peak areas for 

the pairs of identical peptides that are tagged with the light or heavy forms of the ICAT 

reagent. These differ in mass-to-charge ratio by the difference in mass between the light 

and heavy reagents. Sequence information from the tagged peptides is generated by 

selecting ions of a particular mass-to-charge ratio, for fragmentation. These peptides are 

fragmented and the masses of the fragments can be compared with masses from sequence 

databases, in order to identify the protein that the tagged peptide is from. 

One of the main principles behind the ICAT approach to quantitative proteomics is that a 

short sequence of amino acids from a particular protein (this can be between 5 and 25 

amino acids) contains enough information to uniquely identify that protein. Another 

important principle is that pairs of peptides tagged with the light and heavy ICAT reagents 

are chemically identical. This is why they can be used as internal standards for 

quantification. 

The ratio between the intensities of the heavier and lighter peaks can provide an accurate 

measurement of the relative abundance of the peptides in the original samples. This is 

because the MS intensity will be the same, regardless of the isotopic composition. 

Selective enrichment for peptides containing cysteine residues also reduces the complexity 

of the sample.  

It has also been shown (137) that ICAT coupled with three dimensional chromatography 

(cation exchange, biotin affinity, reverse-phase) of an enzymatic digestion of the tagged 

protein sample is a useful technique for analysis of low abundance proteins in proteomic 

samples. This is very useful as low abundance proteins are notoriously difficult to analyse 

using 2D gel electrophoresis coupled to mass spectrometry, as it simply lacks the 

sensitivity required. It must be remembered that the labelling reaction is concentration 

dependent (138), and also that denaturing agents will affect the labelling procedure, for 

instance urea improves the labelling (seemingly by making the sulfhydryl groups more 
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accessible) and SDS compromises the reaction. Minimal reaction time should also be used 

in order to avoid any side reactions, and the reaction can be quenched when complete. 

Despite the many advantages of ICAT there are certain disadvantages associated with this 

technique (139).  Even though the mass difference from labelling with deuterium is small, 

there is still a shift in the mobility of the deuterium labelled peptides in size or mass 

dependent separation technologies. For instance in RP-HPLC the heavy peptide may 

migrate more rapidly than the light peptide, and can elute as a separate fraction. Therefore 

in order to accurately quantify the heavy and light peptide pair, both peptides must elute 

completely, allowing integration of the ion current for each peptide. This means that the 

sequencing of the peptides must be sacrificed in order to get accurate relative 

quantification. If the peptide pair do not co-elute, they do not act as true standards. This 

can reduce the accuracy of the quantification. For instance one peptide of the pair may 

elute with a different peptide that could suppress its ionisation. 

Problems with ICAT can also occur due to the fact that electrospray ionisation mass 

spectrometry can produce peptides with different charge states. This means that the mass 

difference between peptide pairs will be altered depending on the charge state, for instance 

for doubly charged ions the mass difference will be halved, in comparison to singly 

charged ions, meaning software algorithms are needed to compensate for this. 

Since the ICAT reagents tag the thiol group in cysteine residues, peptides that do not 

contain cysteine cannot be analysed. This can be an important issue for consideration, as 

cysteine is a relatively rare amino acid. It has been described how an SH group can be 

incorporated into peptides lacking cysteine, in order to make tagging possible (140). Since 

every tryptic peptide will contain an N-terminal amino group, a simple method for 

converting peptide amino groups into sulfhydryl groups was designed. This means that the 

same ICAT reagents can be used for peptides that lack or contain cysteine.  

A second generation of ICAT reagents has been developed, known as cleavable ICAT 

reagents (cICAT) (141;142). The cICAT reagents consist of a protein reactive group, a 

linker region and a retrieval tag. Nine atoms of either 12C or 13C are incorporated into the 

linker part of the molecule, for differentiation. The samples are treated in the same way as 

the original ICAT reagents, but the biotin affinity tag can be cleaved off after enrichment 

but prior to mass spectrometric analysis. MS is then used to screen for paired isotopic 

peaks that are different in weight by 9 Da. As the biotin tag can complicate fragmentation 

patterns, cleaving it prior to analysis avoids this issue. 
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It is also possible to label an internal standard with a cICAT reagent (141), allowing 

absolute quantification to become possible. However, it must be noted that absolute 

peptide concentration must be extrapolated to absolute protein concentration, and this is 

reliant on factors such as digestion efficiency and sample handling. Therefore samples 

must be processed extremely carefully and reproducibly in order to achieve accurate 

absolute quantification. The peptide to be used for an internal standard must also be 

selected carefully. 

A further ICAT technique that has been developed is the use of visible ICAT reagents 

(VICAT) (140). VICAT reagents contain a visible tag, which allows the position of the tag 

and therefore the tagged peptides to be monitored during separation. They also contain a 

photocleavable linker, meaning that the majority of the tag can be removed prior to mass 

spectrometric analysis, avoiding problems with fragmentation. They also contain an 

isotope tag, but instead of the traditional deuterium atoms they use 13C and 15N, avoiding 

any problems caused by non-comigration of paired peptides. The VICAT reagents are 

designed so that tagged peptides can be initially separated on a gel strip by isoelectric 

focussing. The visible tag allows the position of the tagged peptide to be determined, this 

region can then be excised and the peptides analysed by RP-HPLC-ESI-MS-MS. 

1.7.2 Tandem Mass Tagging 

A different approach to quantitative proteomics, that overcomes some of the problems 

associated with ICAT is tandem mass tagging (TMT) (139). These tags are designed so 

that the same peptides labelled with different tandem mass tags comigrate in all 

separations. The tandem mass tags are peptides made up of a tagging group joined to a 

sensitisation group and a mass normalisation group. Each tag in a pair has the same overall 

mass and atomic composition. A second-generation tag has also been developed that 

contains a fragmentation enhancement group, proline. Proline is used as it enhances 

cleavage of the amide bond on its N-terminal side. When used with a Q-TOF instrument 

the first generation tag, without the proline, only gave consistent fragmentation results 

when high collision energies (70V) were used. But, using high collision energies can 

fragment ions that provide sequence information into smaller fragments, meaning little 

sequence information can be obtained, without a second lower energy scan. Therefore the 

second generation tag which allows fragmentation at lower energies (35-40V) is beneficial, 

as sequence and quantification information can be obtained in one scan. 
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The tags are designed so that when they are analysed by collision induced dissociation the 

tag is released, producing an ion with a specific mass-to-charge ratio. Each tag can also 

have a specific functionality, which can be varied allowing different types of labelling. The 

tag can also contain an affinity ligand, like biotin, as in the ICAT reagents. It is also 

possible to create more than two tags meaning that more than two samples can be 

compared, or an internal standard can be incorporated into the analysis.  

Pairs of TMT peptides have the same atomic composition, but are also identical in mass, 

unlike the ICAT tagged peptides. This means that they will exactly comigrate in 

separations, and can be used as extremely precise internal standards. This can give more 

accurate quantification, than in ICAT. Additionally the MS signal for the two sets of 

tagged peptides is not split into two peaks, giving a higher MS sensitivity. The fact that 

untagged peptides can be ignored in this technique can also help to improve data quality. 

Another advantage of TMT is that the charge state of the peptide does not affect the 

appearance of the TMT fragment after fragmentation. Therefore scanning of the spectrum 

can be done without the need for adjustments to compensate for different charge states of 

every peptide. This can be a problem in ICAT, as mentioned previously. 

1.7.3 Isobaric Tags for Relative and Absolute Quantification 

ITRAQ (143) (isobaric tags for relative and absolute quantification) is another quantitative 

technique that is similar to TMT, and was developed in 2004 (144). ITRAQ involves a set 

of amine reactive isobaric tags, which derivatise peptides at the N-terminus and at lysine 

residues. This means they will label all peptides from a tryptic digest. In MS mode the 

peptides labelled with the tags cannot be differentiated, but upon fragmentation in MSMS 

mode signature ions are produced, in the same way as in TMT. These provide quantitative 

information when the peak areas are integrated. There are four different ITRAQ reagents 

(145), that give four unique reporter ions when fragmented in MS-MS mode.  

1.7.4 Stable Isotope Labelling with Amino Acids in Cell Culture 

Another widely used approach to quantitative proteomics is the stable isotope labelling 

with amino acids in cell culture (SILAC) (134;146-149),  which was first described in 

2002 (147;150). In this simple light or heavy amino acids are incorporated into proteins in 

vivo. The different cell cultures are grown in separate light or heavy cell media. The heavy 

media can contain 2H in place of 1H, 13C in place of 12C or 15N in place of 14N. The isolated 
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proteins are the combined and digested. The samples can then be fractionated and analysed 

by mass spectrometry. As in ICAT the labelled peptides can be identified by the mass 

difference of a known amount, and the peak intensities, or areas, determine their relative 

quantities. The sample complexity is not reduced as in ICAT, but as all peptides are 

labelled the sequence coverage is greatly increased. Again the accuracy of quantitation 

depends on the abundance and signal-to-noise ratio of the peptide pair. SILAC allows 

mixing of labelled and unlabelled cells, meaning that as much care does not have to be 

taken to ensure the two sample sets are fractionated and purified in the same way, as in 

ICAT. However one of the disadvantages of SILAC is that the cell culture system must be 

able to tolerate the isotope substituted media, which can cause problems. A further 

disadvantage is that due to complete labelling being required for reliable quantification the 

method can prove rather expensive.  

A further version of SILAC that uses light, medium and heavy media can be used to 

compare three different samples (147;151). This involved mixing cell lysates that were 

derived from cells labelled with three different isotopic forms of arginine. 12C6
14N4-

arginine was used as the light version, 13C6
14N4-arginine was the medium version, and 

13C6
15N4-arginine was the heavy version. The reproducibility of this method was 

determined and it was found that alterations on protein abundance could be reliably 

measured reproducibly, even when the alterations were only 1.5 or 2 fold changes. 

1.7.5 18O Labelling 

A different form of stable isotope labelling that is performed subsequent to digestion is 18O 

labelling for relative quantification (152;153). As this method is performed post-digest it 

circumvents the possible issues of growing cells in certain media. One part of the digested 

sample can be analysed using MALDI-TOF-MS for fast identification of proteins, while 

the remainder of the sample can be labelled with 18O for relative quantification. This 

means that the set of samples to be compared for relative quantification does not have to be 

decided until after the protein identification stage. Samples can be separated on a gel and 

then tryptically digested, followed by trypsin catalysed 18O labelling. The labelling 

procedure can also be performed during digestion if the whole sample is to be analysed, 

rather than an aliquot used for identification. The labelled and control samples can then be 

directly mixed on a MALDI(152) plate for analysis, or analysed by LC-ESI-MS (153). 

The labelling method uses the premise that trypsin accepts the products of protein cleavage 

reactions as substrates and so catalyses the exchange of hydroxyl groups from 18O water 
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into the C-terminus of peptides until equilibrium is reached.  Two atoms of 18O are 

incorporated into the C-termini of the digested peptides, resulting in a mass shift of 4 Da 

for the labelled peptide fragments. 

18O labelling is very sensitive, and can be used to quantify proteins in the low femtomole 

range, so could be a useful technique when samples are limited. In theory, with this 

method, all tryptically-digested peptides are available for quantification, increasing the 

reliability in the measured values. A disadvantage of this technique is that the labelled and 

unlabelled peptides have only a 4 Da difference, meaning a high resolution mass 

spectrometer may be needed to distinguish the labelled products. 

1.7.6 Isotope Coded N-terminal Sulphonation 

Isotope coded N-terminal sulphonation (ICenS) of peptides is a procedure recently 

developed (154) which has a major advantage of improved peptide identification, 

facilitates de novo sequencing, as well as allowing quantitative analysis. 13C-labelled 4-

sulphophenyl isothiocyanate (13C-SPITC) and unlabelled 4-sulphophenyl isothiocyanate 

were synthesized, see figures 1.7 and 1.8 below:  
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Figure 1.7 13C-SPITC    Figure 1.8 12C-SPITC 

 
The two tags were used to label two sets of peptides independently, these were then 

combined giving a mixture of peptides where each peptide isotope pair is separated by 6 

Da. RPLC-MS-MS is then used to analyse the mixture. Due to the nature of 13C labelling 

the two sets of peptides have nearly identical retention times. As the sulphonation reaction 

is inherently incomplete, the MS spectra can be used to distinguish between sulphonated 

and unmodified peptides. The MS-MS spectra can be used to differentiate between N-

terminal fragments and C-terminal fragments by comparing the fragmentations of isotopic 

pairs. This results in improved pepdtide identification and increased confidence in de novo 

sequencing. Quantitation is performed in the same ways as mentioned previously. 
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1.8 Label Free Relative Quantitation 

In recent years quantitative proteomics without labels has become an emerging area (155), 

as an alternative to stable isotope labelling. The label free technique is appealing as it is 

simple and relatively cost effective, although purchase of software can be expensive. Label 

free quantitation is based on comparing identical proteolytically digested peptides, which 

elute with the same retention time using LC-MS-MS analysis, from different samples. The 

relative ratios of the protein can then be calculated, providing a comprehensive quantitative 

overview of many protein concentrations between different samples. This relies on the 

observation that the peak intensity, or area, is, in most cases, proportional to the 

concentration of the peptide in the sample (156-159). Systematic errors are minimised by 

normalising peak intensities across the entire analysis (160). 

Commonly the mass spectral peak intensities of the peptide ions are used for normalisation 

(161). The peak intensities have been shown to have a good parallel with protein 

abundances in complex samples. Spectral counting is an alternative method for the 

normalisation calculation (162). Spectral count is defined as the sum of all MS-MS signals 

for any peptide, including spectra that take the ion charge state into account. Spectral 

counting has been shown to have good reproducibility between replicate experiments, and 

good linearity in spectral count versus protein abundance. Spectral counting allows the 

opportunity to detect, identify and quantify more proteins compared to peak alignment and 

integration, because in spectral counting peptides in common, between datasets, are not 

required for the ratio calculations. However larger errors in protein ratios are seen in 

spectral counting than in peak area intensity measurements (160), meaning that the two 

methods are complementary to each other. It should also be taken into account that spectral 

counts will be more accurate for proteins with large numbers of spectra, and ratios from 

peak area intensities will be more accurate for proteins with more overlapping peptide ions. 

Protein ratios significant down to around 2.5 fold can be measured with high confidence 

using both methods. This is a lower sensitivity than that achieved by isotopic labelling, but 

label free methods will still be useful when labelling is difficult. It has also been shown 

(163) that linearity and reproducibility of label free protein quantitation methods can be 

improved by removing some of the most abundant proteins from complex samples.  

It is very important to have a highly reproducible nano-flow HPLC separation system, as 

retention times must be reproducible if they are to be compared between samples. An 

additional important factor to consider for label free relative quantitation is the sample 
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processing. It is vital that the sample processing does not introduce false positive or mis-

leading quantitative results. Preferably, a high resolution mass spectrometer should also be 

used, to prevent drifts in mass-to-charge ratio. Regular mass spectrometer calibration can 

also help to prevent this.  Additionally, software tools must be developed to monitor 

changes in protein abundance within complex samples, and some commercial software is 

available (for example DeCyder MS). There are several data processing steps that must be 

performed, including peak detection, peak integration, deconvolution, chromatographic 

alignment of elution profiles, normalisation and statistical analysis (164). Different types 

of statistical analysis are discussed in more detail in following chapters. 

 A typical workflow for a label free quantitation experiment is as follows. Protein extracts 

from different samples are digested, normally using trypsin, giving complex peptide 

mixtures. An aliquot of this, for each sample, is analysed with the LC-MS system for the 

initial data acquisition. Typically, for this initial acquisition, only MS data is collected, as a 

high frequency of MS spectra is required to obtain the required chromatographic resolution 

for peak detection and integration. Following the label free analysis and identification of 

features of interest, the sample aliquot is re-analysed and MS-MS data is selectively 

acquired in a targeted manner. This can cause problems with relating the two datasets, but 

has the advantage that only the features of interest are targeted for identification, due to 

their detected quantitative differences. 

One of the main advantages of label free quantitation is that there is no limit to the number 

of samples analysed, whereas stable isotope labelling methods will always be limited by 

the number of labels available to the researcher (165). There has already been work 

published, where label free quantitation has been used for biomarker discovery in different 

fields. These include breast cancer (166;167), Gaucher disease (168), proteinurea (169), 

schizophrenia (170) and diabetes (171). 

Ru et al (166) developed a label free quantitation method for analysis of breast cancer 

samples. They investigated 120 human sera samples with 49 from invasive breast 

carcinoma patients, 26 from non-invasive breast carcinoma patients, 35 from benign breast 

disease patients and 10 from normal controls. The samples were analysed using a 2D-LC-

MS method. The quantitation method used was a semi-quantitative peptide profiling 

method which was based on comparisons of normalised relative ion intensities. The data 

was analysed using two techniques, known as hierarchical clustering analysis and principal 

components analysis. It was concluded that the method developed has the potential to be 

scaled up for a larger clinical study. 
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Patwardhan et al (167) also used a label free quantitation method to study breast cancer 

samples, however cell lines were the samples used here. The technique employed in this 

case is known as an accurate mass and time strategy. For this strategy Fourier transform 

ion cyclotron resonance mass spectrometry (FT-ICR-MS) is required. This is a very 

accurate type of mass spectrometry (accurate to <1ppm), which is required due to the 

accurate mass and LC elution times being used as peptide identifiers. They combined this 

label free method with 18O labelling in an attempt to obtain a broad quantitative method 

which can be used for a wide range of proteins. The results of this were that multiple 

proteins were identified that were differentially expressed among the cancer and non-

cancer cell lines. However, it was also stated that further validation was required to ensure 

the significance of the identified differences. 

Vissers et al (168) investigated label free quantitation as a method to discover novel 

biomarkers for Gaucher disease. This is a genetic disorder, which results in lipid 

accumulation in certain organs such as the spleen, kidneys, lungs and brain. This is caused 

by a deficiency of the enzyme glucocerebrosidase. Patients with Gaucher disease show a 

large elevation in serum of the protein chitotriosidase. Unfortunately there is a frequent 

deficiency in this protein, with one in every 20 Caucasians expressing no chitotriosidase. 

This means that there is the need for new biomarkers for Gaucher disease. In this work 

serum samples from diseased and control patients were analysed using an LC-MS method. 

Depletion of abundant proteins was also investigated in conjunction with label-free 

quantitation. The results of this work were that condition-unique LC-MS protein signatures 

were established; confirming that label free quantitation is a useful technique for biomarker 

discovery. 

Kemperman et al (169) described a label free quantitation method for the analysis of urine 

samples with reference to proteinuria. The urine samples were separated using LC and 

analysed using electrospray Ion-Trap MS. Additionally, they assessed the lower limit of 

detection and the reproducibility of the method. Principal component analysis was used to 

classify the peaks seen from the analysis. 92 peaks were selected as discriminating the 

sample sets, of which 6 were more intense in the majority of the proteinuric samples. Two 

of these peaks were identified as albumin derived peptides. Other albumin-derived peptides 

were found to be non-discriminatory. The group proposed that this indicated preferential 

proteolysis at certain cleavage sites. 

Huang et al (170) investgated label free quantitation as a biomarker discovery method for 

schizophrenia patients using cerebrospinal fluid samples. Only 20 samples were used in 
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this work, 10 from healthy controls and 10 from diseased patients. They found a clear 

difference between the sample sets. 77 proteins were identified, with seven of these being 

newly identified. However, further development is needed for utilisation of this technique 

as a biomarker discovery method. 

As a final example, Metz et al (171) used untargeted label free quantitation in a pilot 

proteomic analysis of human plasma and serum from control and diabetic patients, with the 

goal of identifying biomarkers for type 1 diabetes. FT-ICR-MS was used and five 

candidate biomarkers were identified. However, it was stated that further validation was 

needed prior to moving forward with these markers. 

In the work described in following chapters a label-free relative quantitation method is 

developed and applied to different datasets, for biomarker discovery for hypertension and 

also for the evaluation of a heat treatment system for prevention of proteomic sample 

degradation. Statistical tools are also applied to the datasets in a novel manner, to identify 

and target differences between sample sets. 

1.9 Protein Fractionation Technologies 

As previously mentioned, complexity of biological solutions can pose problems for 

proteomic analysis and biomarker discovery. It is possible to address the problem of large 

dynamic range of biological samples using protein fractionation prior to analysis. This 

involves isolation of the sample into distinguishable fractions. This sample treatment can 

take many forms, including precipitation, centrifugation, filtration abundant protein 

depletion and protein of interest enrichment. The quantity and quality of protein 

identification and quantitation are directly related to the complexity and reproducibility of 

the samples used, therefore the merits and types of protein fractionation must be 

considered carefully. The selection of the fractionation technique depends on the type of 

sample being analysed, the physicochemical properties of the proteins, their subcellular 

location and the objective of the study in question. There is no general fractionation 

protocol that is universally accepted and widely used (172).  

A relatively simple technique for protein fractionation is sample precipitation. This can be 

performed using acetone, TCA, ethanol, diethyl ether, isopropanol, chloroform, methanol, 

ammonium sulphate or PEG (173;174). Ammonium sulphate is used to induce protein de-

stabilisation, otherwise known as ‘salting out’. Organic solvents are used to increase 

attraction between particles of opposite charge in the sample, which leads to protein 
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precipitation. The sample is then redissolved in a smaller volume. Precipitation is not a 

selective fractionation method, and may not be reproducible between samples. It is, 

however, a quick and simple fractionation technique. 

Samples can also be fractionated into their subcellular fractions (nucleus, mitochondria, 

Golgi apparatus, lysosomes, exosomes, peroxisomes and phagosomes), and is another 

straightforward method by which to simplify proteomic samples. There are two main steps, 

first the disruption of the cellular organisation and secondly the fractionation of the 

homogenate to allow separation of the different organelles. This is often performed using 

centrifugation (175). The cells are collected using a low speed centrifugation step and then 

mechanically homogenised. Following this, the nuclei are removed using low-speed 

centrifugation and can be purified from the cell debris and unbroken cells. The remaining 

supernatant contains the cytosol and other organelles in suspension. These can then be 

separated using differential gradient centrifugation (176). Different media can be used for 

the separation, which will affect the degree of separation attained and sucrose is the most 

commonly used medium. Free flow electrophoresis and immunoisolation have also been 

used for subcellular fractionation of organelles (177). For analysis of the total organelle 

proteome, purity of the isolated organelles is of importance, although cross contamination 

between fractions can make complete purification impossible. This can be monitored by 

the use of markers. Enrichment of certain subcellular fractions can then be used to detect 

proteins of low abundance, and also to track their change in abundance (178). This 

technique has been used to identify proteins from the Golgi location in rat liver (179).  

A more specific method of protein fractionation is the use of beads with differently 

functionalised surfaces (180). This sample process is effective and versatile, and is a useful 

technique for discovery and identification of biomarkers or other proteins of interest. A 

commercial system using magnetic beads with functionalised surfaces known as ClinProt 

has been introduced by Bruker Daltonics (see figure 1.9 below). The body fluid sample is 

incubated with the magnetic beads (available with different functionalised surfaces), and 

washed by manipulating the beads with a magnetic strip. The proteins or peptides of 

interest can then be eluted and analysed using MALDI-TOF-MS. It has been shown that 

using the ClinProt system with Anchor Chip Targets from Bruker and human plasma 

samples can be used to generate reproducible protein/peptide profiles (181), which can be 

used for scanning for potential biomarkers for disease. Differences between diseased and 

normal samples can be seen, when statistical analysis software package (ClinProTools, 

provided by Bruker) is used to analyse the profiles.  
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Figure 1.9 ClinProt Workflow(180). Protein samples are incubated with magnetic beads with 
functionalised surfaces. They are then washed to remove unbound material. (Magnetic 
strips are used to move the beads around). Bound proteins or peptides are then eluted and 
can be spotted onto a MALDI target plate for MS analysis 

 
SELDI-TOF-MS is similar technique to the bead based capture technologies that has been 

used as a biomarker discovery platform. In SELDI-TOF-MS a planar array of different 

surface chemistries are used for simultaneous processing and sample fractionation (180) 

prior to analysis by TOF-MS. Proteins are isolated on the surfaces and can be used to 

reduce sample complexity in the same way as the ClinProt bead system.  Unfortunately 

there is limited binding to the SELDI surfaces and extra noise can be obtained from the 

surfaces. A commercial SELDI system is available from Ciphergen, the ProteinChip Array 

System. This system allows for simple sample preparation, and lessens the need for 

expertise in mass spectrometry (182).  

Different surface chemistries can be used including traditional chromatographic separation 

media, such as reverse phase or ion exchange, or biochemical surfaces, such as antibodies 

or enzymes (see figure 1.10).  

 

Figure 1.10 Possible SELDI surface chemistries (182) 
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The chemical surfaces have broad binding properties and are usually used in protein 

profiling experiments and for biomarker discovery, in a similar way to the ClinProt beads. 

The biochemical binding surfaces are much more specific, so provide high enrichment of 

particular captured analytes. 

There are various methods and technologies used to deplete high abundance proteins and 

enrich for low abundance proteins. Centrifugation forces can be used to force a liquid 

against a semi-permeable membrane, meaning that low molecular weight solutes and the 

liquid will mass through the membrane and high molecular weight solutes and solids will 

be retained, dependent on the pore size of the membrane. These are available with different 

molecular weight cut-offs, and can be used with different centrifugation speeds (183;184). 

This is a simple method that can be used to remove high abundance proteins such as 

albumin from plasma samples, as their molecular weight is known. It must be considered, 

however, that low abundance features with a high molecular weight will also be removed 

from the sample using this method. Additionally, protein-protein interactions may need to 

be disrupted to disassociate low molecular weight proteins from albumin, and allow them 

to pass through the membrane (185). 

Abundant proteins can also be removed from plasma using antibody affinity systems. The 

multiple affinity removal system (MARS) is used to remove the most abundant proteins 

from plasma samples. It has been shown (186) that using the MARS system, prior to mass 

spectrometry analysis gives a good, reproducible proteome coverage. The MARS column 

removes the six most abundant proteins from the plasma samples (albumin, transferrin, 

IgG, IgA, anti-trypsin and haptoglobin) helping to reduce interference from these, and 

allowing proteins of lower abundance to be detected and analysed. The advantages of this 

technique are that it is quick and easy, however it is an expensive technique and the 

columns have a limited capacity. There are also concerns regarding techniques such as this 

when performed under non-denaturing techniques, as low abundance proteins bound to the 

target proteins may be simultaneously removed from the sample, via the ‘albumin sponge 

effect’. It has been shown that about 210 proteins are associated with the six most abundant 

plasma proteins, and also the removal of albumin causes a significant loss of cytokines 

from the sample (187). This and similar techniques for removal of abundant proteins are 

reviewed in more detail in the introduction to the chapter ‘Discovery and Identification of 

Biomarkers for Hypertension’. 
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Another protein enrichment technique is known as N-linked glycopeptide capture (188), 

and can be used for body fluid samples such as plasma and serum. Protein glycosylation is 

a relatively common post-translational modification. Carbohydrates can be linked to serine 

or threonine residues (O-linked glycosylation) or to asparagine residues (N-linked 

glycosylation) (189). Many biomarkers and drug targets are glycoproteins, as N-linked 

glycosylation is often found in extracellular proteins (190), located in body fluids. 

Peptides that are N-linked glycosylated in the native protein can be isolated (after an 

enzymatic digestion), reducing the complexity of the sample, as every serum protein 

contains (on average) only a few N-linked glycosylation sites. The capture of the 

glycosylated proteins is based on oxidation of hydroxyl groups on adjacent carbons of the 

carbohydrate to aldehydes, by sodium periodate. The aldehydes then covalently couple to 

amine or hydrazine containing molecules, immobilised on beads. The formerly N-linked 

glycosylated peptides can be released via a catalysed reaction with PNGase F, for mass 

spectrometry analysis. It was shown by Zhang et al (189) that this method is reproducible 

and gives more information about low abundance proteins in serum samples, compared to 

mass spectrometry analysis of untreated serum samples. It was also shown (188) that the 

peptide pattern of a mouse with cancer could be differentiated from a genetically identical 

mouse without cancer.  

In conclusion, proteomics is an ever-growing field with many exciting and interesting 

applications. In the chapters that follow several of these are examined and developed, 

mainly concentrating on the theme of biomarker discovery for disease. The literature 

reviewed here concentrates on research relating to that in following chapters, and gives an 

interesting context and background in which to place this work. 

The biological changes in stroke induced mouse brain tissue are studied as an introductory 

experimental chapter. This work was a useful preliminary to the following research and 

helped develop experimental knowledge, planning skills and highlighted the importance of 

careful sample preparation. 

 The prevention of degradation to tissue samples by a novel heat treatment method is 

studied. The issue of possible sample degradation was a logical point to address following 

the analysis of stroke induced mouse brain tissue. 

Finally, the changes to plasma samples from hypertensive, wild type and a congenic strain 

of rat are studied. The focus of this chapter is the development of a label free relative 



  56 

quantitation method for analysis of a rich data set. The application of novel statistical 

methods to the data was the main interest, and this is considered to be an under discussed 

and studied area in this field of research. 

Within the chapters that follow the following aims are addressed: 

•  Optimisation of mouse brain tissue sample preparation for proteomic analysis and 

determination of protein concentration in samples 

• Identification of features by LC-ESI-MS-MS analysis, previously discovered by 

MALDI-MSI analysis, followed by confirmation of identifications using traditional 

1D gel and western blotting analysis 

• Evaluation of the overall effect of heat treatment on the mouse brain tissue sub10 

kDa proteome 

• Development of a label free relative quantitation method in order to quantify the 

differences seen between heat treated samples and snap frozen samples in both 

digested and intact sub 10 kDa proteome 

• Optimisation of sample preparation of plasma samples for LC-MS analysis and 

determination of protein concentration in the rat plasma samples used  

• Evaluation of plasma partitioning spin columns using 2D mini gels and LC-MS 

analysis 

• Evaluation of two types of label free quantitation software, followed by label free 

relative quantitation of features within plasma sample as a possible biomarker 

discovery method 

• Development of a novel statistical analysis for the label free relative quantitation 

dataset 

• Targeted MS-MS analysis for identification of any features of interest, followed by 

western blots as validation of any biomarkers discovered 
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In my research presented here, special attention is paid to sample preparation, the 

importance of experimental design and the application of relevant and useful statistical 

methods to enable the mining of useful information from rich datasets.  
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2 Biomarker Identification in Stroke Brain Guided 
by MALDI-imaging 

2.1 Introduction 

Ischaemic stroke is the second most common cause of death and also the most common 

cause of acquired disability in adults (191;192). Additionally in western countries stroke 

causes 10-12 % of all deaths, with 12% of those deaths in the under 65 age range (193). In 

2002, stroke related disability was judged to be the sixth most common cause of increased 

disability adjusted life-years (DALYs). DALYs are the sum of life-years lost as a result of 

premature death and years lived with disability, adjusted for severity (191). Due to the 

increasing elderly population in western societies, it is estimated that by 2030 stroke 

related disability, in western societies, will be rated as the fourth most important cause of 

DALYs (194). Stroke is also very expensive to society, consuming 2-4 % of total 

healthcare costs, worldwide, and in industrialised countries accounting for over 4 % of 

direct healthcare costs. Costs to UK society were estimated at £7.6 billion, based on 1995 

prices, and the costs to US society were estimated at $40.9 billion, based on 1997 prices. 

This relates to a large cost of $100 per head of US population per year (195). Regardless of 

these high costs to society, the proportion of research funds targeted towards stroke 

remains disproportionately low (196).  

Risk factors for stroke can be classified as modifiable (such as hypertension, diabetes and 

smoking) or fixed (atrial fibrillation and transient ischaemic attack). Risk factors that have 

been identified account for only around 60 % of the attributable risk. In contrast about 90 

% of ischaemic heart disease is explained by identifiable risk factors (197;198).  

Strokes can be classified as being either ischaemic or haemorrhagic, and the management 

of these subtypes is quite different. Therefore, the clinical distinction between these types 

is one of the most important steps in stroke management. This distinction has been made 

much easier by the introduction of CT and MRI scanning (199). Haemorrhagic stroke is 

also known as intracerebral haemorrhage, and the most common cause is hypertensive 

small-vessel disease causing rupturing of small lipohyalinotic aneurysms (200). 

Haemorrhage into a previous infarction can be another contributing factor (201). Around 

two thirds of patients with primary cerebral haemorrhage have either pre-existing or 

recently diagnosed hypertension (202). Ischaemic strokes are more common, accounting 

for around 80 % of all strokes (203). The mechanism that causes vessel occlusion, and 
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therefore ischaemic stroke can be cardioembolic, artery to artery ambolism or in-situ small 

vessel disease. The identification of which mechanism is present is important as it can 

influence acute treatments and secondary prevention strategies (192), meaning that a 

biomarker based assay could have life changing implications. Following vessel occlusion, 

a volume of structurally intact but functionally impaired tissue surrounds the ischemic core 

(204). This is commonly known as the ischaemic penumbra. It is often the target for 

therapeutic treatments, as its recovery is associated with neurological improvement. In the 

ischaemic penumbra a cascade of neurochemical events starts with energy depletion. This 

is followed by disruption of ion homoeostasis, release of glutamate, calcium channel 

dysfunction, release of free radicals, membrane disruption, inflammatory changes and 

necrotic and apoptotic cell death triggering. The infarct core contains unsalvageable tissue, 

however in animal models the cascade can be arrested at various points, which can form 

the basis for neuroprotective therapies (205).  

Stroke prognosis is not good, with around a quarter of stroke patients being dead within a 

month, a third within six months and a half within a year (206;207). Prognosis is worse for 

those with intracerebral and subarachnoid haemorrhage, with the one month mortality 

approaching 50 %. The main cause of early mortality is neurological deterioration; in 

addition contributions are made from infections. Later deaths are more usually caused by 

cardiac disease or further complications (207). The main predictors of stroke recovery at 

three months are initial neurological deficit and age, with other factors being high blood 

glucose concentrations, body temperature and history of previous stroke (208). Following 

the occurrence of minor strokes, the risk of further strokes is high, even as high as 30% in 

some subgroups (209-211). Patients at particular high risk of reoccurrence can be 

identified by their age, blood pressure and characteristics of their symptoms, including 

unilateral weakness and speech impairment (212). Imaging strategies, such as magnetic 

resonance imaging are also used to predict possible high risk of recurrence. The presence 

of diffusion weighted image lesions, or of occluded vessels can help to identify these 

patients (213). 

Mortality rates for stroke are fortunately in decline, and the main reason for this is due to 

improved control of risk factors, including hypertension (214) and blood pressure reducing 

agents have been ever increasing in effectiveness since the 1950s (215). Other risk factors 

may also have had an effect, including reduction in smoking rates, cholesterol, diabetes 

and atrial fibrillation (216). It has been suggested that patients with hypertension, without 

previous stroke should be treated with warfarin if they have atrial fibrillation, lipids 
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reduction can be targeted with statins in patients with pre-existing ischaemic heart disease, 

and women over 45 can be treated with aspirin (217-221). 

In the past 30 years there have been advances in the prevention of recurrent stroke. Aspirin 

was introduced as a prevention strategy in 1978 (222). Evidence has also been presented 

showing that oral administration of aspirin within 48 hours of onset of ischaemic stroke 

reduces 14 day morbidity and mortality (223;224). However, this benefit is relatively 

small, as only around 9 patients per 1000 treated are saved from death or disability, and 

after exclusion factors are taken into account, only 4 patients per 1000 treated are saved 

from death or disability (225). Aspirin is a straightforward treatment, as it low cost, easily 

administered and has low toxic effects (225). Aspirin is not only useful for secondary 

prevention, but penumbral salvage may also be possible (226). Further secondary 

prevention strategies include aspirin with dipyridamole (introduced in 1987) (227), 

warfarin for patients with atrial fibrillation (introduced in 1993) (228), carotid 

andarterectomy for symptomatic carotid-artery stenosis of greater than 70 % (introduced in 

1991) (229;230), clopidogrel (introduced in 1996) (231), blood pressure reduction using 

perindopril and indapamide or ramipril (introduced in 2001) (232;233) and cholesterol 

reduction with atorvastatin (introduced in 2006) (234). Most patients will qualify for at 

least one of these secondary prevention strategies. 

A treatment under recent investigation is carotid angioplasty with stenting. This is now 

generally combined with distal protection devices. This is a minimally invasive procedure, 

which may replace carotid endarterectomy as the treatment of choice in many patients. 

Initial trials have suggested that the surgical risks associated with this procedure are similar 

to those seen in carotid endarterectomy (235;236), but it has been suggested that these risks 

may be increased when the procedure is undertaken by less skilled hands (237). 

Surprisingly, prevention of secondary stroke by modification of risk factors such as blood 

sugar reduction in diabetics (238), reduced alcohol consumption, increased exercise and 

smoking cessation is not substantiated with evidence from clinical trials. However, 

observational studies have shown many potential benefits, small costs and small risk of 

adverse effects, meaning that patients should be advised to stop smoking, drink in 

moderation, eat a balanced diet and to exercise (239-242). 

With regards to treatment of stroke there have also been advances in recent years. One of 

the most effective advances has been the routine management of patients in Stroke Care 

Units (SCUs). This is appropriate for all stroke subtypes, reduces mortality by around 20 
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%, and also improves functional output by around 20 % (243). In addition, a space 

identified as an SCU sees improved outcomes when compared with a dedicated stroke 

team visiting patients on general wards (244).  This is thought to be due to strict blood 

pressure control, early mobilisation and good adherence to best practice (245;246). 

Thrombolytic treatment with recombinant tissue plasminogen activator (tPA) is a 

biologically effective treatment for acute ischaemic stroke, if used within a three hour 

window of stroke onset. However, it does not improve mortality rates, only disability rates 

(225;247), and is therefore not widely used as a treatment method. Decompressive surgery 

is another possible intervention method, but is suitable for only a very small proportion of 

patients. These are young patients with malignant middle-cerebral-artery-territory 

infarction and space-occupying brain oedema. This occurs in 1-10 % of patients with 

supratentorial hemispheric infarcts, and usually arises between 2-5 days after stroke (248).  

There are also various intervention treatments currently under evaluation. Haematoma 

growth in the first few hours of onset of stroke has been shown to be a key factor for poor 

clinical outcome (249). Recombinant factor VII is normally given to patients with 

haemophilia, or to reduce haemorrhagic complications of surgical procedures. It has now 

been shown to attenuate haematoma growth, with additional secondary clinical benefits in 

a phase II trial (250). Another treatment that is under evaluation is thrombectomy devices. 

These are mechanical devices which have been developed to enable removal of a blood 

clot from major vessels, including middle-cerebral and basilar arteries. One of these is the 

mechanical embolus removal in cerebral ischemia (MERCI) retrieval catheter (Concentric 

Medical, Mountain View, CA, USA). This device has a corkscrew shape. It has been 

shown, in a phase II trial, that this device could be used to remove the blood clot, with a 

complication rate similar to that seen when the treatment used is intravenous tPA (251). 

This device has now been FDA approved for clot removal, but not as a stroke therapy, 

which has proved to be a fairly controversial decision (252;253). 

In summary, stroke management and treatment has improved over the past 10 years, but 

still poses interesting challenges for clinicians and researchers. In my research stroke brain 

tissue is investigated, using a mouse model, with the aim to identify markers that are 

associated with stroke. It is proposed that the discovery of biomarkers for stroke could aid 

diagnosis and influence early treatment methods, as well as providing further information 

with regards to tissue recovery.  



  62 

 An imaging technique has previously been used to identify features that differ between 

stroke brain and wild type brain (unpublished work by Dr Richard Goodwin, IBLS, 

Glasgow University). Features are categorised by mass only, and it can be a challenge to 

identify these features. In this work, an effort has been made to use downstream proteomic 

techniques to help improve identification of these features. The imaging technique used is 

known as MALDI-MSI (matrix assisted laser desorption ionisation mass spectrometry 

imaging). This is a technique that is used to investigate the distribution of molecular 

features across thin (µm) slices of tissue, using a MALDI mass spectrometer. It was 

pioneered by Caprioli, Chaurand and Stoeckli (254-257), and has been used to detect 

different types of biomolecules including peptides, proteins, lipids and small molecules 

(258-260). Recently, MALDI-MSI has shown potential for detection of disease progression 

and biomarkers (261-268).  

MALDI-MSI uses conventional MALDI-MS technology to collect a mass spectrum over a 

series of points across a thin section of tissue. These spectra can then be used to plot the 

relative intensity of each m/z peak in the mass spectrum across the tissue area. Therefore, 

the distribution of each feature can be visualised across the tissue, using a pixilated 

intensity map for each feature identified. Assuming the sample preparation and mass 

spectra acquisition is reproducible between tissue samples, these intensity maps can then 

be compared between related samples, in this case between a stroke induced mouse brain 

and a normal, wild type mouse brain. In this way markers for disease can be identified. 

One of the major challenges in MALDI-MSI is the MS based identification of the features 

of interest. Currently, performing MALDI MS-MS analysis directly from the tissue has 

been a difficult process (260). In this work, it is proposed that the mass of interest 

discovered using MALDI-imaging can be used to identify the feature using a different 

method of identification, in this case LC-MS-MS analysis. The mass of interest is targeted 

using the conventional proteomic technology. It is suggested that these techniques will 

prove to be complimentary. There are certain disadvantages to this method, which must be 

taken into account. Certain assumptions must be made regarding the mass shown in the 

MALDI-MSI data, for example it must be assumed that the mass imaged directly from the 

tissue relates exactly to the mass targeted using the LC-MS-MS analysis. One of the most 

important steps to take to assure this assumption is true, is to ensure both mass 

spectrometers are calibrated accurately and often. Additionally experiment validation must 

be undertaken. It is proposed here that validation can be performed using quantitative 

western blotting and the traditional biochemical technique of immunohistochemistry.  
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In this work, a stroke-induced mouse model is used, but in the future these techniques 

could have the potential to be applicable to different tissue types, the diagnosis and 

monitoring of many different disease states, and also different types of complex biological 

samples. Excision of regions of interest can also be used in conjunction with these 

techniques to give useful information from specific areas and also to help avoid low 

abundance changes being missed. 
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2.2 Aims 

There are several important aims in this chapter, which will be discussed in more detail in 

the following sections. 

• Optimisation of mouse brain tissue sample preparation for proteomic analysis  

• Determination of the protein concentration in tissue samples 

• Identification of features by LC-ESI-MS-MS analysis, previously discovered by 

MALDI-MSI analysis 

• Confirmation of identifications using traditional 1D gel and western blotting 

analysis 
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2.3 Methods 

2.3.1 Sample Preparation Protocol 

Male ICR mice (6-8 weeks) brain tissue samples were used in this work, and these were 

obtained from Dr Hilary Carswell from the Institute of Pharmacy and Biomedical 

Sciences, University of Strathclyde. Global ischaemia was induced in the mouse brain. 

Both common carotid arteries were isolated and then occluded using microaneurysm clips 

applied bilaterally for 15 minutes. The clips were removed, and blood flow through the 

arteries was confirmed prior to suture of the wound. The body temperature was controlled 

at 37 ºC during the surgical procedure, and then maintained by an incubator until the 

animals had fully recovered from aneathesia. Wild type, healthy mouse brains were also 

used as a control. 6 stroke induced brains and 10 wild types brains were used in this work. 

Mice were euthanatized by cervical dislocation in accordance with the U.K. Animals 

(Scientific Procedures) Act, 1986 and local ethical guidelines. Brains were removed and 

sliced using a cryostat microtome (Leica Microsystems CM 1900UV, UK) maintained at 

minus 15 ºC.  

Two of the stroke induced brains were sliced to a thickness of 10 µm, two were sliced to a 

thickness of 15 µm and two were sliced to a thickness of 20 µm.  The wild type brains 

were sliced in the same way, with the remaining four wild type brains all sliced to a 

thickness of 15 µm. A protein extraction from brain tissue protocol was optimised for LC-

MS-MS analysis. The samples were cooled with ice during handling. The protocol 

consisted of covering the brain slice with 50µl of a solution of 1% formic acid in distilled 

H2O, in a sample tube (Eppendorf) and then centrifuging for 10 seconds at 20,000 g. The 

sample was then vortexed vigorously prior to probe sonication for 5 seconds, on ice. The 

sample was then vortexed vigorously and then centrifuged for 30 minutes at 20,000 g. The 

supernatant was removed, and size filtered using Microcon Nominal Molecular Weight 

Filters, 10,000 Da, (Millipore, YM10) according to manufacturers protocol. The sub 10 

kDa fraction filtrate was then removed and stored at minus 80 ºC prior to analysis.  

2.3.2 Protein Concentration Determination 

Concentration of tissue sample extractions was determined using a standard protein 

concentration assay. This was performed on extracted tissue samples prior to size 
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fractionation, and also following size fractionation, for 10 µm slices of wild type brain 

tissue and also for 20 µm slices of wild type brain tissue. 

10 µl of tissue extraction solution was used for protein concentration determination. BSA 

standards were used with protein concentrations of 0.0625, 0.125, 0.25, 0.375, 0.5 and 0.75 

mg/ml. The absorbtivity measurement of each standard and sample was repeated three 

times, and the mean signal was calculated. A standard curve was created from the 

absorbtivity and concentration of the known standards. The concentration of tissue 

extraction solution was then determined using this curve.  

2.3.3 LC-MS-MS for Protein Identification 

Extracted protein samples were analysed using a Dionex (4 Albany Court, Camberley, 

Surrey) Ultimate nano-flow LC system and an Applied Biosystems (120 Birchwood 

Boulevard, Warrington) Q-Star Pulsar i. A 90 minute gradient (5% solvent A to 80% 

solvent B) was used. The LC separation was performed on a 15cm C18 PepMap reverse 

phase column with a 75 µm internal diameter, (Dionex). Solvent A was a 2 % acetonitrile, 

0.1 % formic acid solution and solvent B was an 80 % acetonitrile, 0.1 % formic acid. The 

loading solution used was a 2 % acetonitrile, 0.5 % tri-fluoroacetic acid solution. The 

loading flow, onto the trap was maintained at 30 µl/min. The column flow was maintained 

at 0.3 µl/min. This LC system does not have a column oven; therefore the column was 

maintained at room temperature throughout the separation.  

MS and MS-MS data was collected in positive ion mode, using the following Q-Star 

settings: 

Accumulation time: 3 seconds, TOF masses: m/z 200 – 1500, Product ion masses: m/z 50 

– 2000, dynamic exclusion was used, and rolling collision energy. Electrospray was 

performed using ‘picotip’ needles (New Objective) and the standard Q-Star electrospray 

source. 

Q-star ‘wif’ files were extracted using Analyst QS MASCOT plug in (v1.1) and searched 

using MASCOT version 2.1 (Matric Science, London, UK) against database NCBInr 

20070413 (4848751 sequences; 1676925347 residues), using MASCOT search settings as 

follows: 
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Species: Rodentia, Enzyme: No enzyme, Report top hits: Auto, Variable modifications: 

Oxidation of Methionine, Charge: 1+, 2+ and 3+, Peptide tolerance: 1.8 Da, MS/MS 

tolerance: 0.8 Da, Instrument: ESI-TOF. 

From the MASCOT results, a list of detected, and identified, features was constructed. The 

equivalent 1+ m/z was calculated and this was cross referenced with the MALDI-MSI data. 

The MALDI-MSI data used, in this instance, was a list of features that demonstrated 

differing intensity distributions between stroke induced and wild type brain. All MALDI-

MSI work was performed by Dr Richard Goodwin (IBLS, Glasgow University) using a 

Bruker Ultraflex MALDI-TOF mass spectrometer. Any features that occurred in the LC-

MS-MS data set were noted. 

A two dimensional MudPIT analysis was also performed on the brain tissue, size filtered 

samples. This process is described in more detail in the introduction section 1.3. For the 

MudPIT analysis the size filtered protein extraction from tissue samples, prepared as 

described in section 2.3.1, were dried down for 30 minutes to remove solvent and 

subsequently resuspended in 50 µl of 25 mM ammonium bicarbonate and digested using 

sequencing grade modified porcine trypsin.  

The mass spectrometer settings used were as previous. A 90 minute gradient was used for 

each salt step in the MudPIT analysis. Sodium chloride solutions were used at the 

following, increasing concentrations: 

0mM, 25mM, 50mM, 100mM, 150mM, 200mM, 250mM, 300mM, 350mM, 400mM, 1M   

2.3.4 1D gels and Western Blotting for Confirmation of 

Identification 

Following identification of features that possibly related back to MALDI-MSI data, 1D 

gels and western blots were performed as a validation method. Samples used were a 10 µm 

brain slice, extracted as previously described in section 2.3.1, and size filtered <10 kDa, a 

20 µm brain slice, extracted as previously and size filtered <10 kDa, a 10 µm brain slice, 

extracted as previously without size filtration, and two 20 µm brain slices, extracted as 

previously described without size filtration. From each sample 4 µl was used, and diluted 

with 16 µl of protein loading buffer before being denatured at 100 ºC for 5 minutes. 

Protein loading buffer consisted of 1.6ml Glycerol, 1.6ml 10% SDS, 0.5ml 1M Tris (pH 

6.8), 3.9ml water, 0.4ml β-mercaptoethanol, and 0.1g of bromophenol blue. This was 
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diluted 1:5 prior to use. Each sample was then split into two 10 µl aliquots. Each sample 

was then loaded onto a 12 % pre-cast polyacrylamide gel (Invitrogen) and separated for 1 

hour at 200 V, using a pre-made MOPS running buffer (Invitrogen). A protein molecular 

weight marker was loaded in the first lane. This was repeated, in an identical manner for 

the 2 aliqouts of each sample, on two separate gels. One gel was used for silver staining for 

protein visualisation and the second gel was used for western blotting.  

Western blots were performed for several proteins: 

Primary antibody: Anti-myelin basic protein (mouse – developed in rat), Secondary 

antibody: Anti-rat IgG horse radish peroxidase conjugate 

Primary antibody: Anti-MHC Class II antigen (mouse – developed in rat), Secondary 

antibody: Anti-rat IgG horse radish peroxidase conjugate  

Primary antibody: Anti-ATP synthase (mouse – developed in chicken), Secondary 

antibody: Anti-chicken IgY horse radish peroxidase conjugate 

Western blots were performed as follows. The gels were immersed in transfer buffer for 15 

minutes at room temperature. The gel size was measured, and filter papers and western blot 

membrane cut to the same size (1 piece of membrane per gel, and 6 pieces of filter paper 

per gel). The filter paper was soaked in transfer buffer for 5 minutes. The membrane was 

wet in methanol for 15 seconds, soaked in water for 2 minutes, and then in transfer buffer 

for 5 minutes. The transfer stack was assembled in the SemiPhor western blot apparatus. 

This consisted of 3 pieces of filter paper, the western blot membrane, gel and 3 further 

pieces of filter paper. 27 mA of current was applied, per gel, for 1 hour. The membranes 

were then removed and left to air dry overnight. The gels were discarded at this stage. The 

membranes were wet in methanol and then immersed in blocking solution for 1 hour. 

Blocking solution consisted of 100 ml PBS with 5 g of dried milk powder. The membranes 

were then removed and washed in PBS with 0.05 % Tween. The membranes were then 

each immersed in the primary antibody wash for 1 hour, consisting of 20 ml PBS with  

0.05 % Tween, 5 % milk and 10 µl primary antibody. The membranes were then washed 6 

times, for 5 minutes each time, in PBS with 0.05 % Tween, and immersed in secondary 

antibody solution for 1 hour. Secondary antibody solution consisted of of 20 ml PBS with 

0.05 % Tween, 5 % milk and 10 µl secondary antibody.  The six 5 minute washes were 

repeated. Each membrane was then covered in Pierce ECL reagent for 60 seconds. 

Membranes were dabbed dry and exposed onto UV film (Kodak) and developed using an 
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Xomat developer. Five 30 second exposures were used initially, followed by five 2 minute 

exposures.  

The 1D gel and western blot for antibody anti-ATP synthase was repeated using laser 

microdissected tissue samples. These samples consisted of 2 wild type samples and three 

stroke samples. All LMD work was performed by Alastair Michael Lang (IBLS, Glasgow 

University). Laser microdissection is a method used to isolate small regions of tissure 

sample and is discussed in more detail in the introduction section 1.1. 

The tissue slices were placed under a microscope and the stroke region of the brain 

identified visually. A laser was then used to outline and exise the region of interest. This 

was then captured in a sample tube. Hence, LMD selects the tiny tissue sample by area 

alone and protein concentration is not considered. 

In this work the stroke regions were microdissected using LMD apparatus, areas of 900 x 

560 µm. Identical sized regions were dissected from the wild type brains, from the 

corresponding brain region. Protein extraction was performed as described previously 

without size filtration. The 1D gel was also performed as described previously. The 1D gel 

was silver stained for visualisation of the protein bands. The western blot was repeated in 

an identical way to the previously described blot. 

An additional western blot was performed, with a protein loading standard, to normalise 

between protein content of samples. The loading standard used was an antibody for anti-

beta tubulin III (developed in rabbit), with a secondary antibody of anti-rabbit IgG horse 

radish peroxidase conjugate. These antibodies were simply mixed with the original 

antibodies (as described previously) and the blot performed in the same way. 
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2.4 Results 

2.4.1 Protein Extraction 

Several differing protein extraction methods were considered in this research, prior to 

finalising the method as described in section 2.3.1.  

Probe sonication time was considered. Sonication times of 2, 5, 10, 20 and 30 seconds 

were trialled. It was found that for sonication times of over 5 seconds that there was a large 

amount of heating of the sample. Even when performed on ice, the sample tube became hot 

to the touch. It was concluded that this would be detrimental to the samples and could 

cause protein degradation. When a sonication time of 2 seconds was used, it could be seen 

that the tissue sample remained in a pellet at the bottom of the sample tube. Therefore, it 

was concluded that an optimal probe sonication time of 5 seconds would be used in the 

final method. This was performed on ice, in order to preserve the sample integrity and to 

keep sample degradation to an absolute minimum. 

Additionally, the time of centrifugation following sonication was considered. This was 

undertaken by initially centrifuging samples for 10, 20 and 30 minutes (all at 20,000 g). 

The supernatant was examined by eye following each centrifugation time. It was observed 

after the 10 and 20 minute centrifugation that the pellet was not fully formed and that there 

were tissue particles present in the supernatant. After 30 minutes of centrifugation the 

pellet was fully formed and the supernatant was clear. Therefore, it was concluded that a 

30 minute centrifugation was necessary for this sample protocol.  

2.4.2 Protein Concentration Determination 

The protein concentration was determined (as described in section 2.3.2) in the samples 

extracted from the mouse brain tissue using a standard Bradford assay. It was found that a 

10 µm brain slice extraction contained 37 (±2) µg of protein and a 20 µm brain slice 

extraction contained 69 (±4) µg of protein. All brain slices were from mid-brain regions. 

See appendix 1 for the standard curve produced for determination of protein concentration. 

Additionally, it was found that the protein content in the size filtered <10kDa extraction 

samples was too low to measure using this method. This is as expected, due to the majority 

of protein in tissue being larger than 10 kDa in size. 
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2.4.3 LC-MS-MS for Protein Identification 

Two brain slices from each stroke induced mouse brain were extracted for LC-MS analysis 

as described in section 2.3.1.  In addition two brain slices from six of the wild type mouse 

brains were extracted for LC-MS analysis. This resulted in four 10 µm slices, four 15 µm 

slices and four 20 µm slices from stroke induced and wild type mouse brains. 

All LC-MS-MS data was searched using MASCOT version 2.1 against database NCBInr 

20070413 (4848751 sequences; 1676925347 residues), as described in section 2.3.3. 

Masses of proteins identified were compared with masses of interest identified using 

MALDI-MSI, from the stroke brain regions.  

A total of 67 proteins were identified. These identifications are shown in appendix 1. Three 

features were identified which matched masses from the MALDI-MSI analysis. These 

features were considered to be possible markers for stroke; that is features that show up or 

down regulation in stroke brain when compared with wild type brain. 

These features were identified by the LC-MS-MS analysis as being the following proteins: 

ATP synthase, MHC Class II Antigen and Myelin Basic Protein. The MASCOT results 

and are shown in figures 2.1 – 2.3. It can be seen that the MASCOT scores for these 

identifications range from 68 to 185. The mass of each identified protein can be seen in the 

top line of each figure. It should be noted that the scores for the peptides seen in ATP 

synthase and Myelin Basic Protein are higher than those seen in MHC Class II Antigen, 

meaning the identifications are more statistically likely for the peptides with higher scores. 

In addition, the differences between the expected and identified peptides for MHC Class II 

Antigen are rather high. 
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Figure 2.1 MASCOT results from mouse stroke brain, extracted and analysed using Dionex 
Ultimate nano-flow LC system and Applied Biosystems Q-Star in MS-MS mode. ATP 
synthase subunit E is identified. 

 

 

Figure 2.2 MASCOT results from mouse stroke brain, extracted and analysed using Dionex 
Ultimate nano-flow LC system and Applied Biosystems Q-Star in MS-MS mode. MHC Class II 
antigen is identified. 

 

 

Figure 2.3 MASCOT results from mouse stroke brain, extracted and analysed using Dionex 
Ultimate nano-flow LC system and Applied Biosystems Q-Star in MS-MS mode. Myelin Basic 
Protein is identified. 
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The MALDI-MSI image of mouse stroke brain is shown in figure 2.4. As mentioned 

previously, this analysis was undertaken by Dr Richard Goodwin. This image shows a 

‘heat map’ of feature with mass 4964 Da.  

The images are successive sections taken from a stroke induced mouse brain. The stroke 

region occurs in the bottom part of the brain image. The heat map indicates decreased 

concentration of the 4964 Da feature in this region. The 4964 Da feature is identified in the 

LC-MS-MS analysis as ATP-Synthase subunit E. However, it must be considered that all 

spatial information is lost in the LC-MS-MS analysis procedure. This means that further 

validation steps are needed to confirm this identification, simply matching the two masses 

together is not sufficient to conclude this investigation.  

In addition, in the LC-MS-MS data there was no signal seen for a 4964 Da protein.  The 

peptides identified by LC-MS-MS are fragments of the ATP-Synthase subunit E, making it 

difficult to come to the conclusion that ATP-Synthase subunit E is also identified in the 

MALDI-MSI data. 

 

    

Figure 2.4 MALDI-MSI image of feature 4964 Da, in mouse stroke brain, possibly relating to 
ATP-Synthase subunit E.  Three successive sections of the brain are shown, with the stroke 
region occurring in the bottom part of the image.  This figure is a heat map based 
demonstration of the concentration of this mass, with the colour scale shown to the left. It 
can be seen that there is a decreased concentration of the feature in the stroke regions of 
all three images of the brain. 
 

The LC-MS-MS identifications reported above were all made using the simpler one 

dimensional LC separation, as described at the start of section 2.3.3.  

It should be noted here that hese samples have not been digested in the traditional 

proteomic way using trypsin, therefore the proteins and protein fragments within the 

sample are not ‘tryptic’.  

Stroke 
region of 
brain 
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In the digestion process the enzyme trypsin cleaves the proteins at the carboxyl side of the 

amino acids arginine and lysine, resulting in tryptic peptides which have terminal groups of 

either arginine or lysine, the structures of these are shown in figures 2.5 and 2.6. 

N

N

N

O

N                                     

O

N

N

 

Figure 2.5 Structure of amino acid arginine         Figure 2.6 Structure of amino acid lysine 

 
The fragments produced in MS-MS fragmentation are dependent on many factors. This 

includes the primary sequence of the peptide, the amount of internal energy, the charge 

state of the ion and the way the energy is introduced into the ion. Additionally, the 

fragments will only be detected if they have at least one charge. The fragmentation method 

used here is collision induced dissociation (CID), which is discussed in the introduction 

section 1.3. This involves collision of the peptide with an inert gas to induce 

fragmentation. This usually occurs preferentially at the peptide bond to produce y and b 

ion fragments as shown in figure 2.7. This nomenclature was introduced by Roepstorff and 

Fohlman in 1984 (269). The sequence of these ions then allows identification of the 

peptide. 

 

Figure 2.7 Cleavage of peptide bond to produce b and y ions,  from Barton and Whittaker 
2008 (270) 

 
Tryptic peptides are particularly well suited to CID MS-MS fragmentation, as used here, 

and are usually identified fairly easily. It is proposed here that the non-tryptic peptides 

produced from the intact samples do not fragment well in this way, and are hence difficult 

to identify in this manner. 

Additionally, a two-dimensional separation was performed, described in the latter part of 

section 2.3.3. This two-dimensional separation had a tryptic digestion step included in the 
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protocol. The problem with using a digestion step, in this type of work, is that the features 

identified by the following analysis will be likely to relate to fragments of those seen in the 

MALDI-MSI, rather than intact features. This means that it is very challenging to relate 

these two types of datasets with one another. Additionally, the two-dimensional analysis is 

very time consuming, taking 24 hours for one separation, in comparison with 90 minutes 

for a standard one dimensional separation. However, the advantages of using the two-

dimensional analysis is that low abundance peptides may be identified, which cannot be 

seen in a conventional 1-dimensional LC-MS-MS analysis. 

The two-dimensional analysis did result in further protein identifications, however, it was 

decided that the results were not suitable for this research due to the digestion step in the 

protocol and the challenges this brings with relating the LC-MS-MS data with the MALDI-

MSI data. For this reason these results will not be considered any further in this research.  

2.4.4 Gels and Western Blots as Confirmation of Identification 

A silver stained 1D gel of laser microdissected tissue (900 x 560 µm in area) from mouse 

stroke brain and wild type brain is shown in figure 2.8 below. All samples were taken from 

10 µm thick tissue slices. As previously mentioned all LMD was performed by Alastair 

Michael Lang. 

Lane 1 shows a protein size molecular marker. Lanes 2 and 3 are from wild type mouse 

brain, and lanes 4, 5 and 6 are taken from the stroke region from stroke induced mouse 

brain. The tissue from the wild type brain was taken from the corresponding brain regions 

to the stroke regions from the stroke brains. 

It can be seen that there are many different bands, as would be expected of a complex 

tissue sample. It is also observed that there are certain bands which are stronger in the wild 

type brain lanes. 

Unfortunately, this gel shows some streaking and overloading. In particular the protein 

marker lane is particularly overloaded. The image of the gel is also not ideal. Towards the 

validation stages of this work the tissue sample amounts available for experimentation 

became extremely limited. Ideally, this gel would have been repeated to obtain a higher 

quality image; however, this was not possible due to sample limitations.   
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Figure 2.8 1D gel of mouse brain samples, laser microdissected. Lanes 2 and 3 are from wild 
type healthy brain. Lanes 4, 5 and 6 are stroke region from stroke induced mouse brain. 
Lane 1 is a protein size molecular marker. Laser microdissected area is 900 x 560 µm. 
Tissue slices are 10 µm thick. The gel was visualised using silver staining as discussed in 
section 2.3.4. 
 

Western blots were performed using three antibodies; ATP synthase, MHC Class II antigen 

and Myelin basic protein, as these were the proteins identified in the LC-MS-MS analysis 

that corresponded to features from MALDI-MSI data. All antibodies used were polyclonal 

and hence will recognise multiple epitopes on any one antigen. The advantages of using 

polyclonal antibodies are that they are more likely to be able to recognise denatured 

proteins and generally provide more robust detection. In contrast monoclonal antibodies 

recognise only one epitope and will therefore give more specific detection than polyclonal 

antibodies. Polyclonal antibodies were used here to attempt to obtain a robust, first 

detection of the proteins in question. 

No clear bands were seen for blots of MHC Class II antigen and Myelin basic protein, 

therefore this data is not presented here. This was thought to be due to poor performance of 

antibodies, which is a well known problem with this type of validation technique. It was 

1    2     3      4     5    6

Protein 
Marker 

Wild Type 
Brain 

Stroke Brain 

 
 
175 kDa 
 
 
83 kDa 
 
 
62 kDa 
 
 
47.5 kDa 
 
 
 
32.5 kDa 
 
25 kDa 
 
16.5 kDa 
 
 
6.5 kDa 
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proposed that these western blots be repeated with alternative antibodies; however this was 

not possible due to lack of sample availability. The initial western blot for ATP synthase, 

using entire brain slices, was very over-exposed, even with a short 30 second exposure 

time and this is not presented here. The repeated western blot for ATP synthase, with laser 

microdissected brain regions is shown in figure 2.9 below. Brain tissue was laser 

microdissected from stroke region of three brain slices, of an area 900 x 560 x 10 µm. This 

was repeated for two wild type brain slices, of an identical size from the same brain region. 

It can be seen that the bands for the wild type brain are larger and more intense than the 

bands for the stroke brain region. This is as predicted by the data obtained from the 

MALDI-MSI.  

 

Figure 2.9 Western blot of laser microdissected stroke induced and wild type mouse brains, 
for ATP synthase. Lanes 1 and 2 are from wild type healthy brain. Lanes 3, 4 and 5 are 
stroke region from stroke induced mouse brain. Laser microdissected area was 900 x 560 
µm. Tissue slices were 10 µm thick. The bands from the wild type mouse brain are more 
intense than those from the stroke induced brains, as predicted by MALDI-MSI.  

 
However, if the corresponding 1D gel image is examined, it can be seen that the wild type 

brain lanes are more intense than those observed in the stroke brain lanes. It is proposed 

that this may be due to oedema in the stroke brain, causing swelling of the tissue. This 

would result in a smaller amount of tissue being sampled in the laser microdissection of an 

equivalent area of stroke brain, as the tissue is sampled by area only and not protein 

concentration. To investigate this, the western blot was repeated using a tubulin loading 

standard. The loading standard will allow confirmation of whether equal protein 

concentrations are being sampled. The results of this are shown in figure 2.10. 

 

1          2           3         4          5 
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Figure 2.10 Western blot of laser microdissected stroke induced and wild type mouse 
brains, for ATP synthase, with a loading standard of Tubulin. Lane 1 is from wild type 
healthy brain. Lane 2 is stroke region from stroke induced mouse brain. Laser 
microdissected area is 900 x 560 µm. Tissue slices are 10 µm thick. The bands from the wild 
type mouse brain are more intense than those from the stroke induced brains, for both ATP 
synthase and for the loading standard, confirming the theory that oedema induced swelling 
has caused a larger amount of tissue to be sampled from the wild type brain with 
comparison to the stroke brain.  

 
The western blot with loading standard concurs with the aforementioned theory of oedema 

induced swelling causing the same area of tissue, but differing overall protein 

concentration to be sampled by laser microdissection.  

It was proposed that western blots be repeated and normalisation performed against 

loading standards. It was also proposed that immunohistochemistry could be used as an 

additional validation technique. Immunohistochemistry would give a direct comparison 

with MALDI-MSI results and would be an ideal validation technique. However, 

unfortunately due to a lack of sample availability this work could not be completed. 

1 2 

Tubulin 

ATP Synthase 
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2.5 Discussion 

The work in this chapter aimed to develop a biomarker identification method, in 

conjunction with, and guided by MALDI-MSI, a previously developed technique. MALDI-

MSI can be used to investigate spatial differences of bio-molecules between diseased and 

healthy tissue samples and identify regions that change and markers that define these 

regions; however it often proves to be a challenge to identify the peptide and protein 

defining differences using MALDI-MSI alone. In this work, a conventional proteomic 

technique LC-MS (described in section 2.3.3) is used in an attempt to identify these 

previously defined features, in this example from mouse stroke induced brain. Previous 

work conducted by Dr Richard Goodwin, found features of interest, but these could not be 

identified.  

LC-MS techniques, including 1D and 2D liquid chromatography were used in an attempt 

to identify the features in question from brain tissue. It was concluded that the 2D analysis 

was not suitable for this type of research, due to the digestion step introducing global 

changes to the sample. This means that the data from the 2D LC-MS cannot be easily 

correlated with the MALDI-MSI data.  

The 1D LC-MS data was searched using MASCOT against NCBInr database, and the 

masses of identified proteins were compared with features of interest previously identified 

in the MALDI-MSI work. 1D gels and western blotting were used to validate the 

identifications made. However, due to lack of sample availability it was not possible to 

complete the validation. It was, however, discovered that samples of different protein 

concentration were unwittingly sampled from the stroke and wild type brain tissue, as 

discussed in section 2.4.4. It was theorized that the stroke induced brain tissue may have 

been swollen due to oedema, causing the difference in sampling by laser microdissection, 

leading to potentially mis-leading results in the western blots. Any future western blots 

from stroke brain tissue will be normalised using a loading standard in order to help to 

avoid this. It was also proposed that immunohistochemistry could be used as a useful 

validation technique, giving a direct comparison to the MALDI-MSI data. 

As this work progressed it became apparent that certain assumptions must be made when 

attempting to relate two datasets of different types. One of the main advantages of 

MALDI-MSI is that spatial information is not lost, allowing features to be investigated in 

their original location. This can allow investigation into different areas of tissue, and is 

very applicable to stroke induced tissue, as the stroke region can be easily visualised. The 
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ideal way to identify these features would be direct MS-MS fragmentation of the feature in 

question from the tissue. In this way it can be certain that the correct feature is being 

targeted for identification. Unfortunately this is a difficult technique to perfect, and often 

direct fragmentation from tissue simply is not possible. When proteins are extracted into 

solution, all spatial information is lost, meaning that the only way to target specific features 

is by mass alone. This has clear disadvantages. Tissue is a complex sample and there are 

likely to be more than one feature with the same mass present in a tissue sample. 

Enzymatic degradation can also cause changes in the features present in samples, and it is 

therefore entirely possible that a feature identified with the same mass by MALDI-MSI 

and LC-MS-MS analysis may in fact be an entirely different feature. For this reason 

validation techniques are vital when using a method such as the one developed here, and in 

this case it is unfortunate that the validation could not be completed.  

During the course of this work direct MS-MS fragmentation from tissue has been 

improved and optimised, and it is thought to be likely that this will be the main target for 

improvement in the future for identification of features found via MALDI-MSI, due to the 

advantages of spatial information, and the reduced need for time-consuming validation 

with traditional biochemical techniques. However, this technique is still only applicable to 

masses above 2.5 – 3 kDa. Additionally, the work here has been a useful exercise in 

developing a method for analysis of brain tissue using LC-MS, and has been applied to the 

following chapter ‘Assessment of Denator Heat Treatment for Prevention of Proteomic 

Sample Degradation using Label Free Relative Quantitation’. In this chapter the issue of 

enzymatic degradation changing the composition of tissue samples is also addressed. This 

is an important issue as uncontrolled sample degradation has been known to give mis-

leading and difficult to interpret results.  

This work in this chapter has clearly demonstrated the importance of sampling issues, as 

changes to tissue due to disease have been seen to cause global changes in protein and 

peptide concentration. Rigorous controls and standards can help to prevent this; however 

physical treatment of biological samples, such as tissue, must also be tightly controlled. 

One of the main conclusions made from this research has been the importance of 

experimental planning and thought prior to experimentation. Sample integrity is one of, if 

not the most important problems in biological proteomic research, and is of vital 

importance when sample availability is limited, as it was here. Prevention of sample 

degradation and maintenance of sample integrity is investigated further in the following 

chapters.            
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3 Assessment of Heat Treatment for Prevention of 
Proteomic Sample Degradation using Label Free 
Relative Quantitation  

3.1 Introduction 

The use of proteomic technologies for analysis of tissue continues to be a growing field 

with many important applications, including biomarker discovery and identification. These 

techniques can be applied to a variety of different disease states and tissue types, such as 

pancreatic cancer, lung cancer, and ovarian cancer (271-274). However, sample 

degradation of protein in tissue samples continues to be an ongoing challenge for 

proteomic analysis, as demonstrated in the previous chapter. Endogenous proteolytic 

enzymatic action can cause large changes in samples following collection and storage to 

point of analysis. Degradation can be rapid and sometimes semi-random, especially if cells 

are ruptured by freeze-thawing or tissue sectioning (275;276). Such degradation can distort 

any qualitative and especially quantitative proteomic analysis, particularly if degradation is 

variable. For instance, if there is the same degree of degradation in each sample this can be 

dealt with, however if degradation is variable between samples, this is when disortion of 

results can be particulary crucial. Traditionally the solution for this problem is to store 

samples at a low temperature (typically below minus 80 ºC) and to use protease inhibitors 

as early in the sample preparation as possible. However this can cause further problems. 

Protease inhibitors can interfere with mass spectrometric analysis, and snap freezing of 

tissue can cause damage and sample loss. Understanding and, if possible, controlling these 

degradation processes will be of significant importance within many areas of proteomic 

research. A sample preservation step that is applied as early as possible after sampling 

would seem like the ideal solution to this problem. 

It has previously been reported that microwave irradiation can prevent changes of labile 

molecules, including cyclic AMP and phosphoproteins (277;278). The principle behind 

this is thermal inactivation of enzymes in the tissue. Further work has demonstrated that 

animals sacrificed with focused microwave irradiation have higher levels of detectable 

neuropeptides, than traditionally sacrificed animals (279-281). Specifically, Svensson et al 

(282) showed that neuropeptides were detected in mice and rats sacrificed using a focused 

microwave irradiation method. A major disadvantage of this method is that the animals 

must be restrained in a stressful manner prior to sacrifice, and additionally the cost of the 
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focused irradiation device (over $40,000). It was hypothesized by Che et al (283) that 

protein degradation occurred in the time between decapitation and dissection of the brain. 

They demonstrated that a conventional microwave oven can be used post-mortem to 

prevent protein breakdown in mouse brain tissue, simply by placing the entire animal head 

in the microwave. The temperature of the brain was monitored using a probe thermometer, 

and varied from 60 – 90 ºC.  This work was a good proof of the principle behind this 

theory, however there were certain issues with the research. Of particular worry is the large 

variation in temperature which cannot be controlled within a microwave oven. 

In my work presented here a denaturing device (Denator AB, Gothenburg, Sweden) has 

been evaluated for sample preservation using brain tissue as a sample tissue. This 

instrument works using a combination of pressure and heat to rapidly and homogenously 

heat the tissue sample preventing proteolytic activity by denaturing enzymes and proteins. 

It is proposed that this fast, homogenous heat distribution will give more effective, 

reproducible sample preservation than alternative denaturing methods, or by sample 

processing at low temperature alone. The use of heat-treatment on tissues immediately 

postmortem, to halt enzymatic degradation by denaturing both enzymes and proteins 

within tissue, is described in this work. The precise and rapid heating of tissue can be 

demonstrated to have a range of beneficial affects such as reducing the number of peptide 

fragments derived from abundant proteins present in samples, and also allowing a 

significant increase in the period that can be spent processing samples at room temperature 

without degradation of protein and peptide molecules. 

High performance liquid chromatography coupled to electrospray mass spectrometry 

(HPLC-ESI-MS) is a well established technique for protein identification, as discussed in 

the previous chapter. It is especially applicable to identification of proteins in complex 

biological mixtures, such as body fluids or tissue extracts, meaning it is an ideal technique 

to quantify differences caused by sample degradation. In this work HPLC-ESI-MS is used 

for identification of proteins, in conjunction with database interrogation. A label free 

relative quantitation method is applied to quantify the differences seen between 

conventionally treated snap frozen samples and heat treated samples, both initially and 

following sample manipulation. Label free relative quantitation is based on the principle of 

comparing identical proteolytically digested peptides, which elute with the same retention 

time using LC-MS analysis, from different samples. The relative ratios of the protein can 

then be calculated. The benefits of label free quantitation are discussed in more detail in 

the introduction in section 1.9. 
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Mouse brain tissue is used from WKY (wild type) mice. In addition, the time the mouse 

brain can be left at room temperature, following heat treatment or snap freezing, without 

detrimental effect on the proteomic data is also evaluated.   
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3.2 Aims 

There are several important aims in this chapter, which will be discussed in more detail in 

the following sections. 

• Evaluate the overall effect of heat treatment on the mouse brain tissue sub10 kDa 

proteome 

• Evaluate the overall effect of heat treatment on the mouse brain tissue digested 

sub10kDa proteome 

• Development of a label free relative quantitation method in order to quantify the 

differences seen between heat treated samples and snap frozen samples in both 

digested and intact sub 10 kDa proteome 
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3.3 Methods 

3.3.1 Sample Preparation 

As described in section 2.3.1, Male ICR mice (6-8 weeks) were euthanatized by cervical 

dislocation in accordance with the U.K. Animals (Scientific Procedures) Act, 1986 and 

local ethical guidelines. The brain was rapidly removed and processed. Brains were 

dissected into the two hemispheres. One hemisphere was heat-treated (using the Denator 

system) and then snap-frozen in liquid nitrogen, while the other hemisphere was only snap-

frozen in liquid nitrogen.  The removal and treatment of the brain was accomplished in 

approximately 60 seconds. Samples were then stored at minus 80 oC until required. All 

subsequent movement of tissue was done on dry ice, with all containers pre-chilled to 

minimize the possibility of localized tissue warming. Tissue sections were cut on a cryostat 

microtome to 10 µm thick sections (Leica Microsystems CM 1900UV, UK), with the 

microtome chamber pre-chilled to minus 20 oC. Samples were then placed directly into 

chilled sample tubes (Eppendorf). 

As a time point study of degradation was to be performed, samples were allowed to thaw at 

room temperature for differing lengths of time: 

• Heat treated   0 minutes at room temperature 

• Heat treated  5 minutes at room temperature 

• Heat treated  10 minutes at room temperature. 

 

• Snap frozen   0 minutes at room temperature 

• Snap frozen   5 minutes at room temperature 

• Snap frozen  10 minutes at room temperature. 

Each group contains 3 biological replicates. Each sample was split into two aliquots to 

create two separate sample sets.  

This allows a comparison of protein degradation over time, between frozen and heat 

treated samples. Samples were then split into two further sets. One set was analysed as 

intact protein samples, and the second set of samples were prepared for tryptic digestion. 

Therefore there will be 3 replicates for each sub sample set. 
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For generation of intact protein samples 50 µl of a 1 % formic acid solution was added to 

the tissue sample, in the sample tube. This was then centrifuged for 10 seconds at 14,000 

rpm, before being vortexed vigorously and centrifuged again. A 10 second probe 

sonication was then used for cell lysis. The sample was then vortexed vigorously and 

centrifuged at 14,000 rpm for 30 minutes at 4 ºC. The supernatant was removed and 

applied to a Microcon 10,000 Da molecular weight filter (as described in section 2.3.1). 

This was centrifuged for 30 minutes at 14,000 rpm at 4 ºC, prior to the addition of 50 µl of 

a 1 % formic acid solution. It was then centrifuged again for 30 minutes at 14,000 rpm at 4 

ºC. The below 10,000 Da molecular weight fraction (the filtrate) was collected and then 

stored at minus 20 ºC prior to analysis. The samples for tryptic digestion were processed in 

the same way except that the 1 % formic acid solution was replaced with a 25 mM 

ammonium bicarbonate solution. Following the size filtration step, 2 µl of a 0.5 µg/µl 

sequencing grade porcin trypsin (Promega, catalogue number V5111) was added to each 

sample, and left to incubate overnight at 37 ºC.  

3.3.2 LC-MS 

Following size filtration and digestion (as described in section 3.3.1) the samples were then 

analysed by HPLC-ESI-MS using a Dionex 3000 LC system and a Bruker (Banner Lane, 

Coventry) HCT Ultra. A 60 minute gradient separation was used (5 % Solvent B to 80 % 

solvent B). The LC separation was performed on a 15 cm C18 PepMap reverse phase 

column with a 75 µm internal diameter (Dionex). This was stored in a 37 ºC oven for the 

duration of the separation. Solvent A was a 2 % acetonitrile, 0.1 % formic acid solution 

and solvent B was an 80 % acetonitrile, 0.1 % formic acid. The loading solution used was a 

2 % acetonitrile, 0.5 % tri-fluoroacetic acid solution. The loading flow, onto the trap was 

maintained at 30 µl/min. The column flow was maintained at 0.3 µl/min. MS data was 

collected from m/z 150-2000, in positive ion mode, with an accumulation time of 3 

seconds. Decyder MS (GE Healthcare, Amersham Place, Little Chalfont, 

Buckinghamshire) was used for label free relative quantitation, using the following 

settings: 

Typical peak width of 0.5 minutes, Trap resolution of 0.4 u, charge states of 1-4, uniform 

background model, signal-to-background detection threshold of 4.0, background subtracted 

quantitation, charge assignment enabled where possible, charge assignment from two 

peaks limited, LC peak shape tolerance of 20 %, m/z shift tolerance of 0.1 u, m/z shape 

tolerance of 5 %, remove peptides below S/N of 4.0, remove peptides of unspecified 
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charge below S/N of 4.0, remove peptides with low quality LC peaks, remove overlapping 

peptides, spectrum vs model tolerance of 15 %. 

Settings for spectrum alignment in Decyder MS were as follows: 

Max/stretch compress: 2, Max leader and trailer: 10 %, Stretch compress penalty: 0.1 

Settings for peptide matching in Decyder MS were as follows: 

Time tolerance: 1 minute, Mass tolerance: 0.5 Da, Use aligned retention times, Cross 

detection: Add peptides to intensity maps if present in 1 map 

Normalisation was performed using a measured intensity distribution. This means that the 

entire peptide population is used for normalisation. It is assumed that most samples contain 

peptides that do not vary in intensity and the normalisation is performed without any 

further specifications. This is the recommended method of normalisation, by the 

maufacturers of the software, unless very few peptides are present in the samples. 

The settings used for the Decyder MS analysis were optimised using instructions and 

advice from the manufacturer. The optimisation process included ensuring the correct peak 

width and resolution are used for the instrument in question. Additionally, it ensures noise 

is filtered efficiently and charge assignment is performed correctly. 
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As previously mentioned there are 6 sample groups, and two separate sample sub-sets. 

This is summarised as follows: 

Heat Treated Snap Frozen 

0 minutes at room temperature        

3 samples – Intact                               

3 samples – Digested 

0 minutes at room temperature         

3 samples – Intact                                 

3 samples – Digested 

5 minutes at room temperature        

3 samples – Intact                               

3 samples – Digested 

5 minutes at room temperature         

3 samples – Intact                                 

3 samples – Digested 

10 minutes at room temperature      

3 samples – Intact                               

3 samples – Digested 

10 minutes at room temperature       

3 samples – Intact                                 

3 samples – Digested 

Table 3.1 Table summarising samples sets 
 

3.3.3 Statistical Analysis of LC-MS data for Label Free 

Quantitation 

The LC-MS data was analysed using one-way ANOVA (Analysis of Variance). This is 

discussed in more detail in the results section 3.4.2. 

3.3.4 LC-MS-MS for Targeted and Untargeted Protein 

Identification, using Ion Trap MS 

Subsequent to masses of interest being identified (as described in section 3.3.2), the 

samples were re-analysed, using the Dionex 3000 nano-flow LC system and a Bruker HCT 

Ultra. As in section 3.3.2, a 60 minute gradient was used. The LC separation was 

performed on a 15cm C18 PepMap reverse phase column with a 75 µm internal diameter, 

from Dionex. This was stored in a 37 ºC oven for the duration of the separation. Solvent A 

was a 2 % acetonitrile, 0.1 % formic acid solution and solvent B was an 80 % acetonitrile, 

0.1 % formic acid. The loading solution used was a 2 % acetonitrile, 0.5 % tri-fluoroacetic 

acid solution. The loading flow, onto the trap was maintained at 30 µl/min. The column 
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flow was maintained at 0.3 µl/min. MS data was collected from m/z 150-2000, in positive 

ion mode, with an accumulation time of 3 seconds. Targeted MS-MS (as described in the 

introduction, in section 1.3) was used in conjunction with MASCOT database searching for 

peptide and protein identification. The targeted MS-MS was performed using a simple 

‘Include List’ strategy, in which the mass spectrometer preferentially performs MS-MS 

fragmentation of the specified masses. Again, this was repeated for the lower than 10,000 

Da tryptically digested fraction, and the lower than 10,000 Da intact fraction.  

Electrospray was performed using a Proxeon 30um x 50mm stainless steel nano-

electrospray emitter. Settings used were as follows: 

Ion Mode: Positive, Enhanced, Mass Range: m/z 500-3000, Max Fill Time: 250 ms, 

MS/MS Scans: 5 per MS (Ultrascan). 

Samples were re-analysed in MS-MS mode, without an include list to identify any peptides 

that were missed in the targeted MS-MS experiment. In this case MS-MS was performed 

on the most intense masses detected, as is the usual setting for MS-MS.  

All files were converted into MASCOT compatible ‘mgf’ files using Data Analysis 

(Bruker). They were then searched with MASCOT version 2.1 against database NCBInr 

20080422 (6468149 sequences; 2207779427 residues), using MASCOT search settings as 

follows: 

Species: Rodentia, Enzyme: Trypsin/No enzyme (depending on sample), Report top hits: 

Auto, Variable modifications: Oxidation of Methionine, Charge: 1+, 2+ and 3+, Peptide 

tolerance: 1.2 Da, MS/MS tolerance: 0.8 Da, Instrument: ESI-Trap. 

3.3.5 LC-MS-MS for Targeted and Untargeted Protein 

Identification using Q-TOF-MS 

The samples were also analysed using a Dionex Ultimate nano-flow LC system and an 

Applied Biosystems Q-Star, again both with and without an MS-MS include list. In this 

case an identical 60 minute gradient was used. The LC separation was performed on a 

15cm C18 PepMap reverse phase column with a 75 µm internal diameter, from Dionex. 

Solvent A was a 2 % acetonitrile, 0.1 % formic acid solution and solvent B was an 80 % 

acetonitrile, 0.1 % formic acid. The loading solution used was a 2 % acetonitrile, 0.5 % tri-

fluoroacetic acid solution. The loading flow, onto the trap was maintained at 0.2 ml/min. 
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The column flow was maintained at 0.3 µl/min. This LC system does not have a column 

oven, therefore the column was maintained at room temperature throughout the separation.  

Q-Star settings used were as follows: 

Accumulation time: 3 seconds, TOF masses: m/z 200 – 1500, Polarity: Positive, Cycle 

time: 15 seconds, Product ion masses: m/z 50 – 2000, dynamic exclusion was used, and 

rolling collision energy. Electrospray was performed using ‘picotip’ needles (New 

Objective) and the standard Q-Star electrospray source. 

Q-star ‘wif’ files were searched against database NCBInr 20080422 (6468149 sequences; 

2207779427 residues), using MASCOT search settings as follows: 

Species: Rodentia, Enzyme: No enzyme or trypsin (as appropriate), Report top hits: Auto, 

Variable modifications: Oxidation of Methionine, Charge: 1+, 2+ and 3+, Peptide 

tolerance: 1.2 Da, MS/MS tolerance: 0.8 Da, Instrument: ESI-TOF 
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3.4 Results 

3.4.1 Visual Evaluation of the Heat Treatment effect on Tissue 

The effect of the heat treatment on the structure of the brain tissue was observed. The 

rigidity of the tissue was seen to increase. Little change was observed in the overall brain 

anatomy. The tissue appeared darker in colour following the heat treatment. Following heat 

treatment the tissue was snap frozen and thawed without cracking or loss of structure that 

is often seen when snap freezing without heat treatment. There was also an observed 

reduction in odor from the thawed tissue when compared with untreated tissue. 

3.4.2 LC-MS and Label Free Relative Quantitation 

The LC-MS data obtained from the tissue samples, as detailed in section 3.3.2, was 

analysed using one-way ANOVA (Analysis of Variance). The one-way ANOVA method 

performs comparisons on an arbitrary number of populations. In Decyder MS, each non-

empty experimental group is considered as an ANOVA population. The ANOVA is used 

for each feature to test the null hypothesis that there is no difference in the abundance of 

the feature between the groups. The test does not indicate which groups are different from 

which other groups; it only indicates that there is an overall difference. The ANOVA null 

hypothesis is that the means of all populations are equal. The test is used to compare the 

variance between populations to the variance within populations. The ratio of these 

variances is known as the F-ratio, and this is used to calculate the p-value. A large F-ratio 

corresponds to a small p-value, which therefore indicates that the variation between 

populations is large in comparison to the variation within populations. This would mean 

that the populations may show a difference in abundance of the particular feature being 

tested. If the ANOVA p-value between two populations is 0.01, then under the null 

hypothesis the probability of obtaining the observed difference in abundance by chance is 

1 in 100. The ANOVA test assumes that the data points are normally (or approximately 

normally) distributed, and also that the variance of the populations are equal. Small 

deviations from a normal distribution are unlikely to affect the calculation greatly. 

However, if the variance among the groups differs greatly the ANOVA p-value may not be 

valid. This must be taken into account when using ANOVA p-values to determine 

differences in feature abundance between groups. In this analysis one of the most 

important decisions to be made is at what level to set a significant p-value. A common 

method is to simply choose an arbitrary value of 0.01, 0.005 or 0.001, and this is the 
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method of choice used in this chapter. This would mean that the probability of obtaining 

the observed difference by chance would be 1 in 100, 0.5 in 100, or 0.1 in 100, 

respectively. 

There are many other ways of statistically analysing data-sets such as these. This is 

explored and discussed more fully in the following chapter, “Discovery and Identification 

of Biomarkers for Hypertension”. However, in this chapter the fairly universally accepted 

method, of using arbitrarily defined ANOVA p-values is the method of choice. 

The samples analysed are summarised as follows 

• Sub 10kDa intact samples (heat treated and snap frozen) see section 3.4.2.1 

• Sub 10kDa digested samples (heat treated and snap frozen) see section 3.4.2.2 

3.4.2.1 Sub 10kDa Intact Sample Results 

The LC-MS datasets, as generated using the sub 10kDa samples (described in section 

3.3.2), were analysed using Decyder MS label free relative quantitation software. Each 

mass detected throughout the dataset will be referred to as a ‘Feature’, as the only 

information available at this stage in the analysis is mass, retention time, and relative 

intensity between groups. 

The total number of features detected across all 18 samples was 6034. An ANOVA score 

was calculated for each feature, across all 6 groups. This indicates whether that particular 

feature has a significant change between the groups. ANOVA calculates the within group 

variance, and compares it to the between groups variance. Therefore, the value does not 

tell us anything about the change in intensity, other than whether it is significant, or not. 

This means that this ANOVA score gives a starting point for the analysis. The expression 

profiles of these significant features must be analysed further for quantitation purposes. 

Various significant p-values were defined, and peptides with a p-value equal to or less than 

this were deemed to have a significant change between sample sets. This is summarised in 

the table 3.2: 
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Significant p value  Number of features with 
significant changes 

Percentage of features 
showing significant changes 

≤ 0.001 50 0.83 % 
≤ 0.005 80 1.33 % 
≤ 0.05 200 3.31 % 

 

Table 3.2 Summary of label free relative quantitation of heat treated and snap frozen 
samples (<10kDa intact samples). Shows three differing arbitrarily defined ANOVA p-values, 
and the affect this has on the percentage of features demonstrating significant changes 
between the six sample groups. (Total number of features identified was 6034) 

 
It is shown that even with a fairly high significant p-value, only 3.31 % of the total features 

identified have significant changes. This indicates that the heat treatment does not 

substantially alter the detected proteome, when compared with the snap frozen samples, 

and that the majority of proteins and peptides in the brain tissue do not degrade, or degrade 

to the same extent, regardless of the treatment applied to the samples. The small percentage 

of features that do have significantly different abundances in the differentially treated 

samples are of interest in this work  These features may be proteins and peptides that are 

either preserved, or stabilised, by the heat treatment, or equally could be destroyed by the 

treatment. The expression profiles across the sample sets are investigated for these 

particular features, and they will also be targeted for identification using MS-MS analysis. 

This will allow the heat treatment system to be assessed, in comparison with the 

conventional snap freezing treatment.   

All expression profiles for the 50 features with p-values ≤ 0.001 are shown in appendix 3.  

From visual examination of the profiles it is demonstrated that 7 show expression profile as 

predicted by figure 3.2 C and 25 show expression profile as predicted by figure 3.2 D. 

Predicted profiles are shown below.  

The average number of detected features across the sample groups is summarised in figure 

3.1. The average number of features detected across all six groups was 1186 with a 

standard deviation of 188.4.  
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Figure 3.1  Bar chart of average number of features detected by label free relative 
quantitation, for samples, sub 10kDa 

 
As the label free relative quantitation gives information for each feature regarding, mass, 

retention time and relative intensity, each feature can be visualised using what is known as 

an ‘Expression Profile’. This allows a simple visualisation of the relative intensity of the 

feature in question between the different groups.   

‘Relative intensity’ is a measure of how abundant the feature is, within the sample.  In 

mass spectrometry the abundance of a feature is measured by the current produced by the 

number of ions arriving at the detector, therefore the relative, not the absolute, intensity is 

measured.  In addition, the LC-MS data expressed here has been normalised against the 

total intensity of all peptides in the sample, as discussed in section 3.3.2, therefore the 

‘relative intensity’ of each feature presented in this work refers to the abundance of each 

feature relative to the other features present in the sample set. 

As mentioned previously the features which change significantly across the sample groups 

are of particular interest here. The predicted profiles that would demonstrate different 

effects caused by the heat treatment process on features within the samples are shown in 

figure 3.2 (A-D): 
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 A      B 
 

      
 C      D 
 

Figure 3.2 D0, D5 and D10 refer to the three timepoints, denator heat treated. F0, F5 and F10 
refer to the three time points, snap frozen.  These potential expression profiles have several 
possible explanations, which are expanded below. 

 
Figure 3.2 (A) shows the predicted expression profile indicating that the heat treatment has 

stabilised this feature prior to, during and following slicing of the tissue. Figure 3.2 (B) 

shows the predicted expression profile indicating that the heat treatment has had no effect 

on the tissue. Figure 3.2 (C) shows the predicted expression profile indicating that the heat 

treatment has stabilised this feature prior to and during slicing of the tissue. Figure 3.2 (D) 

shows the predicted expression profile indicating that the heat treatment has stabilised this 

feature prior to and during slicing of the tissue, suggesting a larger mass has degraded to 

produce a higher intensity of a smaller mass. Conversely, this could show that the heat 

treatment has degraded this feature prior to and during slicing 

In an attempt to focus purely on the features with the largest and most significant changes, 

only those with an ANOVA p-value of < 0.001 were focused upon. Example expression 

profiles for a selected number of these features are shown in figures 3.3 to 3.6.  

These figures relate to the mean relative intensity within each group, with error bars 

representing +/- one standard deviation. The y-axis shows the Average Log2 Intensity, and 

the x-axis represents the six different sample groups. The expression profiles seen here are 

visually compared with the predicted expression profiles shown in figure 3.2. 

D0            D5        D10         F0          F5         F10 

Intensity 

D0            D5        D10         F0          F5          F10 

Intensity 

D0            D5         D10          F0          F5         F10 

Intensity 

D0           D5         D10       F0          F5        F10 

Intensity 
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Figure 3.3 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 1832.980 Da and p value of 1.66E-11. Insert shows predicted 
expression profile for comparison. 
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Figure 3.4 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 1228.512 Da and p value of 1.11E-07. Insert shows predicted 
expression profile for comparison. 
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Figure 3.5 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 2021.021 Da and p value of 1.52E-07. Insert shows predicted 
expression profile for comparison. 
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Figure 3.6 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 543.124 Da and p value of 8.87E-07. Insert shows predicted 
expression profile for comparison. 

 
These selected expression profiles, as seen in figures 3.3 to 3.6, demonstrate that the heat 

treatment has a range of effects on different features. It may degrade some proteins and 

peptides, and conversely it may denature enzymes, stabilising and preserving other 

proteins and peptides. Therefore, the heat treatment may enable detection of features that 

are otherwise degraded prior to mass spectrometry treatment. This may mean detection of 

interesting biomarkers and disease targets. The features that have differing abundances 
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between the groups are targeted for identification, to enable further insight into the effects 

of the heat treatment, as opposed to conventional snap freezing. 

3.4.2.2 Sub 10kDa Digested Sample Results 

The sample data from the digested samples, prepared as described in section 3.3.1, was 

analysed as described in section 3.3.2, using Decyder MS label free quantitation software.  

The total number of features detected across all 18 samples was 4282. Again (as in section 

3.4.2.1), various significant p-values were defined, and peptides with a p-value equal to or 

less than this were deemed to have a significant change. This is summarised in the table 

3.3: 

Significant p value  
(from ANOVA) 

Number of Features with 
significant changes 

Percentage of Features 
showing significant changes 

≤ 0.001 39 0.91 % 
≤ 0.005 104 2.43 % 
≤ 0.05 376 8.78 % 

Table 3.3 Summary of heat treatment analysis of <10kDa digested samples. Shows three 
differing arbitrarily defined ANOVA p-values, and the effect this has on the percentage of 
features demonstrating significant changes between the six sample groups. (Total number 
of features identified was 4282). 

 
The distribution of total features detected is summarised in figure 3.7 below. There are less 

total features detected in the digested samples in comparison to the intact samples; 

however there are more features detected in each individual sample. This indicates that 

there are a larger number of the same features detected in each digested sample in 

comparison to the intact samples. This is possibly due to the tryptic digestion creating 

reproducible samples, which are easier to analyse using LC-MS. Peptide samples may have 

more reproducible LC retention times, and are less likely to block columns and be lost due 

to sample processing, in comparison with the undigested samples.  
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Figure 3.7 Bar chart of average number of features detected by label free relative 
quantitation, for samples, sub 10kDa tryptically digested 

 
Again as in section 3.4.2.1, in an attempt to focus purely on the features with the largest 

changes, only those with an ANOVA p-value of < 0.001 were focused upon. Example 

expression profiles for a selected number of these features are shown in figures 3.8 to 3.11 

below. These are also visually compared with the predicted expression profiles, shown in 

figure 3.2. 

All expression profiles for the 39 features with p-values ≤ 0.001 are shown in appendix 4.  

From visual examination of the profiles it is demonstrated that 6 show expression profiles 

which match figure 3.2 C and 5 show expression profile which match figure 3.2 D. 

Predicted profiles are shown below.  
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Figure 3.8 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 654.489 Da and p value of 4.53E-06. Insert shows predicted 
expression profile for comparison. 
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Figure 3.9 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 289.713 Da and p value8.95E-05. Insert shows predicted expression 
profile for comparison. 
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Figure 3.10 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 1114.749 Da and p value of 0.000127. Insert shows predicted 
expression profile for comparison. 
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Figure 3.11 Expression profile showing relative mean intensity across all six groups of 
the feature with mass 537.157 Da and p value of 0.000646. Insert shows predicted 
expression profile for comparison. 

 
As with the sub10kDa undigested samples, discussed in section 3.4.2.1, these selected 

expression profiles demonstrate that heat treatment will have a differing effect on different 

types of features. It may degrade some proteins and peptides, and conversely it may 

denature enzymes, stabilising and preserving other proteins and peptides. This means that 

the heat treatment may enable detection of features that are otherwise degraded prior to 

mass spectrometry treatment. This may mean detection of interesting biomarkers and 

disease targets. Again, the features that have differing abundances between the groups are 
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targeted for identification, to enable further insight into the effects of the heat treatment, as 

opposed to the traditional snap freezing. 

3.4.3 LC-MS-MS for Targeted Protein ID using Ion Trap MS 

3.4.3.1 <10kDa Intact Sample Results 

It should be noted that the features of interest are identified by mass, retention time and 

relative quantity across the six groups only. There is still no information available 

regarding the actual identity of the feature. To remedy this situation, two separate mass 

spectrometers were used to target the masses of interest for fragmentation and subsequent 

identification. The features within the <10kDa intact samples proved extremely 

challenging to identify. Targeted MS-MS was performed for the features of interest, on 

these samples. Very poor quality MS-MS spectra were obtained, of low intensity. 

Unfortunately no identifications were able to be made from these, and this data is not 

presented here.  

As in chapter 2, the samples here have not been digested in the traditional way using 

trypsin, meaning it can be challenging to identify the peptides using collision induced 

dissociation fragmentation. The reasons for this are discussed in more detail in section 

2.4.3. 

Potentially a different manner of fragmentation could be used to gain identifications, such 

as electron transfer dissociation (284) or electron capture dissociation (285). These 

methods were not available in this research, but could be potential avenues for 

investigation in the future. 

3.4.3.2 Sub 10kDa Digested Sample Results 

Targeted MS-MS was also performed for the features of interest, on the sub10kDa digested 

samples. These features in the digested samples are likely to be tryptic peptides, as 

discussed in section 3.4.2.1, and hence proved rather more straightforward to identify using 

the CID fragmentation method. Therefore, this analysis resulted in the identification of a 

number of the significantly changing features, and these are summarised in table, 3.3. 

Table 3.3 shows that the percentage changes in masses between the original LC-MS data, 

and the following, targeted LC-MS data is very small (less than 0.04 %). This is as 
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expected, as the mass spectrometer was calibrated weekly, to minimise mass inaccuracy. 

The LC retention times show a larger percentage difference between the original LC-MS 

data, and the following, targeted LC-MS data. This is possibly due to slightly differing 

conditions between the two experiments, although in theory this should be minimised with 

strict temperature and flow control on in the LC system. Other possible explanations could 

be slight differences in solvents used, slight voids in the system or slightly differing 

column properties. It can be seen, from examination of table 3.3, that there are several 

identifications which have two peptide identifications. This can be used as a useful 

validation of results, as peptides from the same protein should, show similar expression 

profiles. Identifications were matched back to original expression profiles, and these are 

shown in figures 3.15 to 3.25. 
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Mass 
(Da) 

RT 
(min) Identification gi number 

RT in 
MS-
MS 
run 
(min) 

Change 
in RT 
(min) 

% 
Change 
in RT 

m/z in 
MS-MS 
run 

Mass in 
MS-MS 
run 

Change 
in Mass 
(Da) 

% 
Change 
in Mass 

Higher 
abundance 
seen in: 

Abundance 
difference 
(average 
fold 
change) 

1114.749 13.9 Prosomatostatin gi|207019  15.6 1.7 12.23 558.384 1114.6814 0.0676 0.0061
Heat 

treated 
8.5 

1089.384 27.6 Purkinje cell protein 4  gi|6679227 24.3 -3.3 -11.96 545.87 1089.7254 -0.3414 -0.0313
Heat 

treated
7.1 

1459.848 33.5 Myelin basic protein  gi|199051  31 -2.5 -7.46 487.616 1459.8262 0.0218 0.0015
Snap 

frozen
20.1 

1130.705 15.2 Myelin basic protein  gi|199051  16.6 1.4 9.21 566.34 1130.6654 0.0396 0.0035
Snap 

frozen
7.0 

1153.619 37.7 
Peptidylprolyl isomerase 
A gi|6679439  32.1 -5.6 -14.85 557.886 1153.5655 0.0535 0.0046

Heat 
treated

19.9 

2004.98 52.6 
Peptidylprolyl isomerase 
A gi|6679439  44.5 -8.1 -15.40 669.333 2004.9772 0.0028 0.0001

Heat 
treated

16.0 

1478.882 43.8 Alpha-fetoprotein gi|191765  36.8 -7 -15.98 740.449 1478.8834 -0.0014 -0.0001
Heat 

treated
15.0 

1698.979 38.6 Proprotein convertase gi|7305455  31.8 -6.8 -17.62 850.488 1698.9614 0.0176 0.0010
Heat 

treated
2.1 

1108.863 21.2 Keratin 10 gi|57012436 29.2 8 37.74 555.334 1108.6534 0.2096 0.0189
Snap 

frozen
3.6 

1675.534 30.7 Secretogranin II  gi|6677865 25.7 -5 -16.29 838.953 1675.8914 -0.3574 -0.0213
Heat 

treated
3.1 

2468.978 43.8 Secretogranin II  gi|6677865 36.2 -7.6 -17.35 824.094 2469.2602 -0.2822 -0.0114
Heat 

treated
3.4 

 

Table 3.4 Summary of identifications from targeted MS-MS experiment, for <10kDa digested samples. A proportion of the target masses were identified. It can 
be seen that there is only a very small percentage change in mass from the target mass. However, some of the retention time changes are rather significant. It 
is proposed that this is due to poorly reproducible chromatography. 
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Figure 3.12 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Prosomatostatin with mass 1114.749 Da. Insert 
shows predicted expression profile for comparison. 
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Figure 3.13 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Purkinje cell protein 4 with mass 1089.384 Da. Insert 
shows predicted expression profile for comparison. 
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Figure 3.14 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Myelin Basic Protein with mass 1459.848 Da. Insert 
shows predicted expression profile for comparison. 
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Figure 3.15  Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Myelin Basic Protein with mass 1130.705 Da. Insert 
shows predicted expression profile for comparison. 
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Figure 3.16 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Peptidylprolyl isomerase A with mass 1153.619 Da. 
Insert shows predicted expression profile for comparison.  
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Figure 3.17 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Peptidylprolyl isomerase A with mass 2004.980 Da. 
Insert shows predicted expression profile for comparison.  

 
It should be noted that this particular expression profile is very similar to that seen in figure 

3.19. This is as predicted, as both these peptides are identified as being from the same 

protein. 
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Figure 3.18 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Alpha-fetoprotein with mass 1478.882 Da. Insert 
shows predicted expression profile for comparison.  
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Figure 3.19 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Proprotein convertase with mass 1698.979 Da. Insert 
shows predicted expression profile for comparison.  
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Figure 3.20 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Keratin 10 with mass 1108.863 Da. Insert shows 
predicted expression profile for comparison.  
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Figure 3.21 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Secretogranin II with mass 1675.534 Da. Insert 
shows predicted expression profile for comparison.  
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Figure 3.22 Expression profile showing relative mean intensity across all six groups of 
the feature identified as a peptide from Secretogranin II with mass 2468.978 Da. Insert 
shows predicted expression profile for comparison.  

 
It should be noted here that the only expression profiles, from the predicted profiles, 

identified are as shown in figures 3.2 C, D and B.  

From the top 39 features, with p-values less than 0.001, 6 show expression profile as 

predicted by figure 3.2 C and 5 show expression profile as predicted by figure 3.2 D. The 

remaining profiles show expression profile as predicted by B or are not able to be 

categorised.  

It is therefore concluded that the heat treatment either stabilises the features identified prior 

to and during tissue slicing, degrades the features identified prior to and during tissue 

slicing or has no effect on features identified.  

However, examination of the expression profiles does demonstrate that there are some 

overlapping error bars between sample sets. This is a result of sample variation within the 

sample sets analysed. This analysis would benefit from larger sample numbers to attempt 

to minimise the sample variation within sets. 

It should, again, be noted at this point that the majority of features, not targeted for 

identification, show no significant effect from the heat treatment. Predicted expression 

profiles in figures 3.2 A was not identified in the features targeted for identification.  
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From this, the conclusion can be drawn that if the heat treatment is going to have a 

significant effect on any feature, it will occur prior to, and during tissue slicing. This is as 

predicted, as any enzymes which are inactivated due to the treatment, will be activated 

immediately following dissection and prior to slicing. A further advantage of this effect is 

a more efficient tryptic digestion will take place in the heat treated samples, as opposed to 

the snap frozen samples, as unwanted enzyme action should be minimised.  

Peptides identified from the same protein show similar expression profiles as demonstrated 

in figures 3.16 and 3.17 giving an extra validation to the profiles. 

3.4.4 LC-MS-MS for Targeted and Untargeted Protein 

Identification using Q-TOF-MS 

3.4.4.1 Sub 10kDa Intact Sample Results 

Targeted MS-MS and untargeted MS-MS was performed on an alternative mass 

spectrometer (Applied Biosystems Q-Star) in an attempt to identify features from the <10 

kDa intact fraction. As previously discussed (in section 3.4.2.1), identification of the 

features from these samples proved to be very challenging. The Q-Star mass spectrometer 

also uses CID fragmentation, in the same way as the Bruker HCT. 

Unfortunately, again, no peptides or proteins could be identified using this method. Again 

the spectra obtained were of very low intensity and the data is not presented here. This 

reinforces the conclusion that the poor quality MS-MS data is due to the fact that the non-

tryptic peptides in these samples do not fragment efficiently, using CID fragmentation. 

The conclusion drawn from this is that a different method of MS-MS fragmentation may 

be the only way to obtain identification of the features in the intact <10kDa samples used 

in this work. As mentioned previously in section 3.4.2.1 possible choices for this could be 

electron transfer dissociation or electron capture dissociation fragmentation. It was 

unfortunate that these methods were not available in this research; however they could 

provide a future investigation. 
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3.5 Discussion 

In my research presented here a heat treatment system (Denator AB) has been evaluated in 

comparison with conventional snap freezing for preservation of proteomic data in tissue 

samples, specifically mouse brain tissue. This evaluation was undertaken using LC-MS 

and Label Free Relative Quantitation, using Decyder MS software from GE Healthcare. 

From this analysis it is concluded that the treatment has little affect on the sub 10 kDa 

proteomic data. This conclusion was reached, due to the fact that for over 6000 detected 

features in the intact sample and over 4000 detected features in the digested samples, less 

than 1% of features show significant changes between the groups, when an ANOVA p-

value of 0.001 is set.  This is discussed in sections 3.4.2.1 and 3.4.2.2. 

It should be noted at this stage that the changes in intensity discussed here, relates to the 

relative signal intensity between groups and not the absolute intensity of the features in 

question. The features that do show significant changes between the sample groups showed 

a number of different types of expression profiles, varying from showing feature 

preservation when the heat treatment is used, to sample degradation when the treatment is 

used. An additional conclusion, as discussed in section 3.4.3.2 was that if any significant 

effect was observed on a a feature, it occurred prior to and during tissue slicing. This was 

as hypothesized, as any enzymes that are denatured by the heat treatment will be active in 

the untreated tissue immediately following dissection and prior to tissue slicing. An 

advantage of this effect is thought to be that a more efficient tryptic digestion will take 

place in the heat treated samples, as any unspecific enzyme action should be minimised.  

It is concluded from this work that the heat treatment system may be a useful technique 

when particular targets cannot be detected using conventional snap freezing treatment. 

However, for analysis of the sub 10 kDa LC-MS proteomic data from brain tissue sample 

studied here, it is not expected that the Denator heat treatment will become a widely used 

sample preparation technique, due to the small change it demonstrates on the majority of 

the data.  

This result can be compared with work undertaken by Goodwin et al (286), who studied 

the effects of heat treatment on proteomic samples using MALDI-MS imaging and 2D-

DIGE. It was concluded in this work that rapid and controlled heat treatment of brain tissue 

reduces the non-specific proteomic degradation caused by endogenous enzyme action, 

making the Denator heat treatment system a useful process for quantitative proteomic 

analysis and may also increase the opportunity for tissue handling at room temperature, 
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such as sample dissection. However, it was also found that the heat treatment system did 

reduce the quality of tissue sections that could be obtained for MALDI-MS imaging. This 

result confirms the conclusion reached in the work presented here, that the Denator heat 

treatment system may prove useful in certain types of analysis for particular targets, 

however it may not be necessary or may even prove detrimental to other studies. 

It has also been found here that MS-MS identification of non-tryptically digested protein 

and peptide fragments in sub 10 kDa brain tissue samples is extremely challenging. The 

use of trypsin for protein analysis generates peptides with a basic C-terminal amino acid 

(287). When these peptides are protonated and fragmentated a predominant y-ion series is 

formed, simplifying the interpretation of the product ion spectra. It has been reported 

previously (288) that fragmentation of non-tryptic peptides can result in a mixture of b and 

y fragment ions, which can prevent unambiguous assignment of fragment ion types.  This 

phenomenon may impede the interpretation of the product ion spectra. 

Two different types of mass spectrometer were used in this work, in an attempt to identify 

features of interest from these samples. However, it proved to not be possible with either of 

these methods. As discussed in section 3.4.2.1, this is thought to be due to poor 

fragmentation from non-tryptic peptides and protein fragments by collision induced 

dissociation. Different techniques have been developed that may help to alleviate this 

problem such as electron transfer dissociation fragmentation (289), electron capture 

dissociation fragmentation (290), charge-directed fragmentation (291) and sodiation 

induced tryptic peptide-like fragmentation (288). Unfortunately, these techniques were not 

available in this work however they could be possible future avenues of investigation. 

It is also possible that the features of interest in these samples may not be peptides or 

protein fragments, and they may in fact be other types of molecules, such as lipids. This 

would explain why these features could not be identified using the proteomic MS-MS 

techniques employed in this research. This could potentially indicate that the heat 

treatment may have a more significant effect on molecules which are not peptides and 

proteins. This concept has not been investigated in this work, but could prove to be an 

interesting future project. 

As this work progressed it became apparent that the widely used ANOVA statistical 

analysis may not be the most appropriate method to discover significant differences in 

datasets of this type, even though this is a widely accepted and utilised method. Further 

ways of discovering significant changes in datasets such as this one, especially in datasets 
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with multiple groups, has been further and fully investigated. This is discussed and 

implemented in chapter 4, entitled ‘Discovery and Identification of Biomarkers for 

Hypertension’. 
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4 Discovery and Identification of Biomarkers for 
Hypertension 

4.1 Introduction 

Systemic hypertension is one of the most common diseases in the developed world, and is 

responsible for many symptoms including heart failure and stroke. Hypertension is defined 

as persistent raised blood pressure of ≥ 140/90 mm Hg (292). Worldwide, the number of 

adults with hypertension by 2025 is expected to increase by up to 60 %, to a total number 

of 1.56 billion (293). By this time cardiovascular disease is predicted to be the most 

common cause of death worldwide, with hypertension being the most reversible factor 

(293).  The risks of raised blood pressure are well documented and studied (294;295). 

Meta-analysis of pooled data sets has confirmed the relationship between continuous raised 

blood pressure and cerebrovascular disease and coronary heart disease (296). Hypertension 

has also been shown to be directly related to left ventricular hypertrophy, heart failure, 

peripheral vascular disease, renal disease and atherosclerosis (294). Hypertensive patients 

are also more likely to have type 2 diabetes and lowered levels of high density lipoprotein 

cholesterol (297), the common factor may be insulin resistance, due to high levels of co-

existing hypertension and obesity (298). 

In recent years there has been a greater emphasis on prevention of hypertension (299). In 

order to accomplish this goal it is important to be able to understand the mechanisms of the 

disease, as well as to establish new screening techniques which can predict the occurrence 

of hypertension. Essential hypertension has many causes (300), that can differ greatly from 

patient to patient, and not all are well understood or documented. The relationship between 

high levels of dietary salt and increased blood pressure has been well documented for 

many years (301-305). The current opinion being that a high level of dietary salt is 

associated with increased blood pressure in later life, and other cardiovascular diseases 

(301). In order to understand the reasons for this relationship, it is first important to discuss 

the mechanisms that actually lead to abnormal arterial constriction and elevated blood 

pressure. The pressure required to circulate the blood is provided by the pumping of the 

heart (known as cardiac output) and the tone of the arteries (known as peripheral 

resistance). The cardiac contraction propels the blood through the arteries, but it is the 

dynamic regulation of artery diameter, especially in the smaller arteries that regulates flow 

in the periphery and hence blood pressure. Due to the episodic ejection of blood from the 



116 

heart, pressure in the vessels has a periodic variation. These peaks and troughs of pressure 

refer to the systolic and diastolic pressures that can be measured intra-arterially or by a 

blood pressure cuff. Blood pressure is closely regulated in the body to ensure continuous 

perfusion of the vital organs (306).   

In the short term, flow and blood pressure can be adjusted via the control of neural and 

humoral factors that can rapidly constrict or dilate arteries in order to meet short term 

circulatory demands (307).  Baroreceptor reflexes then play an important role in resetting 

blood pressure, following acute changes, and could also have a role in long term blood 

pressure regulation via sympathetic nerve activity and renal Na+ excretion in hypertension 

(308). Over the long term blood pressure is primarily controlled by water and salt balance, 

due to the infinite gain property of the kidneys to rapidly eliminate excess water and salt. If 

renal function is reduced this results in an increase in the extra-cellular fluid volume 

(ECV), inevitably causing a rise in blood pressure (309). It has long been known that total 

body sodium content determines extra-cellular fluid volume (ECV), via osmotic activity 

(302). Hypertension that results from salt retention is preceded by a rise in total plasma 

volume (310). In this state the elevated blood pressure promotes a pressure natriuresis, 

meaning that normal ECV is restored, at the expense of elevated pressure. The basis of the 

ECV is an isotonic salt solution, mainly consisting of NaCl. As the kidneys are the primary 

regulator of salt and water balance, it follows that renal function and salt are widely 

recognised as critical factors in the pathogenesis of hypertension. It has also been known 

for sometime that diuretic/natriuretic agents, such as hydrochlorothiazide, which 

counteract the tendency for salt and water retention, can be effective treatments for 

hypertension (299;311). In addition renal transplantation studies in rats and humans show 

that the hypertension travels with the hypertensive donor kidney (312-314). 

There is substantial evidence implicating genetic causes of hypertension. Monogenic 

defects in renal salt transport have a clear effect on blood pressure, those that promote salt 

retention being associated with hypertension and conversely those that promote salt 

wasting are associated with hypotension (306;315;316). Additionally, mutation or knock 

out of genes which affect blood pressure induce either salt dependent hyper or 

hypotension, or unusual forms of salt independent alterations in blood pressure. These 

unusual forms are, in general, associated with genes that affect the synthesis and secretion 

of humoral vasoconstrictors or vasodilators (317). Further evidence of genetic influence on 

hypertension comes in the form of twin studies, showing a greater concordance of blood 

pressures of monozygotic than dizygotic twins (318), and population studies, showing a 

greater similarities of blood pressures within families, than between families (319). 
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In western societies the frequency of hypertension increases with age. It has been 

suggested that the reason for this may be that the primary cause of  the disease, in many 

patients, is from a subtle renal injury rather than a genetic cause (320). To summarise, 

hypertension is a complex disease with genetic and environmental influences in which the 

role of the kidneys and the salt/water balance is central. 

Genetic studies in hypertension, especially in humans, can be very complex, due to 

multifactorial determination. A variety of factors, in addition to genetic, may contribute to 

hypertension, including environmental and demographic.  Therefore genetic study design 

in the general population is, at best, challenging. One possible approach is to investigate 

rare forms of blood pressure variation, in which a single gene mutation causes large 

changes. Success in this work has been able to define pathways fundamental to 

hypertension (306), in particular 8 genes have been identified in this way that cause 

hypertension in humans. Interestingly, all of these 8 genes act in the same pathway in the 

kidneys, which alters net renal salt reabsorption. As mentioned previously the kidneys play 

a vital role in maintaining the salt/water balance in the kidneys. In a normal day they filter 

around 170 litres of water, containing 23 moles of salt. To maintain salt homeostasis (on an 

average diet) the kidneys must re-absorb 99.5 % of the filtered salt. The kidneys 

accomplish this via a system of ion channels, exchangers and transporters, with 60 % of 

the filtered sodium reabsorbed in the proximal tubule of the nephron, mainly by Na+/H+ 

exchange and 30 % in the thick ascending limb of Henle by Na-K-2Cl co-transport. A 

further 7 % is reabsorbed by Na-Cl co-transport in the distal convoluted tubule. The final 2 

% is reabsorbed through the epithelial Na+ channel in the cortical collecting tubule. 

Although this final step accounts for the smallest fraction of salt reabsorption, it is also the 

main site where net salt balance is determined. Mutations that affect the pathway involved 

in the reabsorption at this site have been identified by investigation of families with 

extreme variations in blood pressure (either high or low), firmly establishing this pathway 

as central in hypertension. Increased net renal salt reabsorption causes increased water 

reabsorption to maintain plasma sodium concentration. This results in increased 

intravascular volume, increasing blood return to the heart and raising cardiac output. This 

then leads directly to elevated blood pressure. 

Further genetic mutations involved with hypertension have been identified, including 

mutations affecting circulating mineralocorticoid hormones (which is the main regulator of 

the epithelial Na+ channel) (321-324) and mutations affecting the mineralocorticoid 

receptor (325). This mutation affecting the mineralocorticoid receptor is involved with 

hypertension which is exacerbated in pregnancy (pre-eclampsia), which occurs in 6 % of 
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all pregnancies and is a major cause of maternal and foetal morbidity. Although these 

genetic mutations have been very insightful to certain pathways surrounding hypertension, 

and also tend to cause large blood pressure changes in the individuals involved, they are 

actually very rare. Hence, they likely account for a very small percentage of patients with 

hypertension in the general population.        

As discussed more extensively in the main introduction, in recent years, focus has started 

to turn to proteomics as a tool to understand disease (1), and also to identify possible 

biomarkers to diagnosis and monitor disease (6).  Problematically the increased importance 

of proteomics has not been accompanied with an improvement in analytical tools and 

methods, in particular if compared to tools available for the study of genomics, meaning 

method development in this field is as, if not more, important than the biological research 

itself. The theory behind biomarker discovery is in essence very simple. Body fluids pass 

through diseased tissue and collect biomolecules, such as peptides, that can indicate status 

of health. If these biomolecules can indicate the presence of a disease they are called 

biomarkers. A biomarker is used as a way to diagnose, classify disease and also to measure 

progress and therapeutic response of disease. The ideal biomarker is a substance or 

symptom that is present only in diseased patients and absent in healthy controls, or vice 

versa. In this work biomarkers are considered as biomolecules and in this respect a 

biomarker will often be a change in biomolecule abundance, meaning that it is important to 

characterise as many biomolecules as possible, with high accuracy and resolution (7). 

There have been past studies which have identified possible biomarkers for hypertension, 

such as C-reactive protein, which is a marker for inflammation, serum aldosterone, which 

has a neurohormonal activity, and brain natriuretic peptide, which is an indicator of 

ventricular wall stress. These have been seen at elevated levels, prior to the onset of 

hypertension in humans (326-329). These types of studies are often limited by their focus 

on only one pathway, or marker. It is thought that a multi-marker process would be able to 

give a more accurate prediction of the occurrence of hypertension. A study conducted by 

Wang et al (330) did just that. The levels of nine previously detected biomarkers were 

measured in a large group of non-hypertensive individuals. From this, a set of three 

markers were detected to be strongly associated with the risk of development of 

hypertension. The nine initial possible markers investigated were C-reactive protein 

(inflammation), fibrinogen (inflammation and thrombosis), plasminogen activator 

inhibitor-1 (fibrinolytic potential), aldosterone, rennin, B-type natriuretic peptide, and N-

terminal proatrial natriuretic peptide (neurohormonal activity), homocysteine (renal 

function and oxidant stress) and urinary albumin/creatinine ratio (glomerular endotheliar 
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function). These possible markers were all taken from pathways previously implicated in 

the pathogenesis of hypertension. The levels of these markers were measured in 1456 

patients, of which 232 developed incident hypertension over three years. Of the nine 

potential markers, three were found to be significantly related to incident hypertension; C-

reactive protein, plasminogen activator inhibitor-1 and urinary albumin/creatinine ratio. 

Higher levels of these three biomarkers were found to be strongly associated with the 

development of incident hypertension.  

One of the major limitations of this work is that the biomarker discovery step is guided by 

previous knowledge and availability of arrays alone. As the occurrence of, and possible 

predisposition to, hypertension is not fully understood this may limit possible biomarker 

discovery significantly.  

An unguided biomarker discovery process has been utilized and reported by Kiga et al (40) 

to identify haptoglobin as a biomarker for stroke. In this work changes in the expression of 

plasma proteins in spontaneously hypertensive stroke-prone rats were investigated using 

surface-enhanced laser desorption/ionization time-of-flight mass spectrometry. The study 

found that decreased levels of haptoglobin were seen in the diseased rats compared with 

the wild type controls. This finding was validated using the traditional biochemistry 

technique of western blot analysis.  This result shows that unguided biomarker discovery 

can be used in a meaningful way to identify biomarkers and learn more about disease.  

Unguided methods have also been used and reported for other applications, such as 

detection of preeclampsia (331).  In this work by Carty et al urine samples taken from 

women throughout pregnancy. The samples were analysed using capillary electrophoresis 

coupled to time-of-flight mass spectrometry and disease specific peptide patterns were then 

generated using support vector machine-based software. Potential biomarkers were then 

identified using liquid chromatography and tandem mass spectrometry. A model of 50 

biomarkers was developed which could be shown to predict preeclampsia from gestational 

week 28, however it was noted that further validations were required. 

Silbeger et al (41) have reported the use of surface enhanced laser desorption/deionisation 

time of flight mass spectrometry in an unguided manner to identify differentially expressed 

proteins in human myocardial infarction plasma samples. In this case statistical analysis 

was used to identify potential biomarkers for early stage acute myocardial infarction, 

however it was noted that the sample size used was rather small and further validation 

would be required. 
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Dayarathna et al (332) have reported the use of an unguided biomarker discovery 

technique to quantify differences in plasma samples between several disease groups; 

obesity, diabetes and hypertension. In this work human plasma samples from the three 

disease states and healthy controls were analysed using liquid chromatography and tandem 

mass spectrometry. In addition, the use of depletion of abundant proteins was used (this 

method is dicussed in more detail in the following pages). Dayarathna et al were able to 

identify changes in the level of several proteins. Angiotensinogen was found to be present 

at high levels in patients with obesity, diabetes and hypertension. Apolipoprotein CI was 

shown to be elevated in all disease groups. These findings were supported by a review of 

the literature. 

It is proposed here that biomarkers for hypertension are currently still not particularly well 

characterised. In the work presented here biomarkers for hypertension are investigated in a 

completely unguided manner. A label free relative quantitation method is used to examine 

differences between diseased and healthy samples, mainly concentrating on plasma 

samples. In this instance, no previous knowledge of the disease is used, meaning that it is 

possible to discover entirely new markers, which may come from unknown functions of 

hypertension. This not only enables biomarker discovery for early detection of disease, but 

also a new method for understanding hypertension and identifying new disease 

pathologies. This unguided biomarker discovery method could be applied to any disease 

state in the future, without the requirement of prior knowledge of the disease in question.  

To perform these studies a rat model is used. The model systems are a Stroke Prone 

Spontaneously Hypertensive Rat (SHRSP), Wistar-Kyoto wild type (WKY) and a 

congenic strain showing intermediate symptoms. The effect of salt treatment on the 

peptides in this study is also investigated, as salt/water balance and renal function is so 

pivotal to the mechanisms surrounding hypertension. In this model, a major technique used 

for identifying genetic determinants which underlie disease is the identification of 

quantitative trait loci (QTL). This is then followed by the development of the congenic and 

sub-strains in order to evaluate candidate genes (333). 
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Genetic models used were as follows, and as pictured in figure 4.1: 

• SHRSP – Spontaneously Hypertensive Rat Stroke Prone 

• Wistar Kyoto Rat (wild type) 

• Congenic Strain – SP.WKYGla2k 

 

Figure 4.1 Schematic demonstrating genetic models used in this study. The genetic models 
used are SHRSP, WKY and a congenic strain where WKY segments are introgressed into 
the SHRSP strain genetic background. The congenic strain is discussed in more detail in 
section 4.3.1. 

 
The SHRSP strain is a well characterised model for essential hypertension. It is known to 

show left ventricular hypertrophy, endothelial dysfunction and salt sensitivity (334-336). 

The WKY rat model has a contrasting phenotype, and demonstrates less of a blood 

pressure response to salt treatment (334). In a study by Clark et al (334) quantitative trait 

loci were identified for baseline and salt-sensitive blood pressure on rat chromosome 2. 

Following this, these quantitative trait loci were confirmed, using reciprocal chromosome 2 

congenic strains (336;337). Studies combining congenic mapping and microarray analysis 

identified the functional candidate gene Gstm1 (337;338). This gene is involved in the 

endogenous defence against oxidative stress. A combined strategy of congenic substrain 

production and microarray expression profiling has identified two positional candidate 

genes (Edg1 and Vcam1) for salt sensitive hypertension in the SHRSP model (333).  

Congenic strains are models where the chromosomal region containing the quantitative 

trait loci of interest in one strain (recipient) has been replaced by the homologous region 

from a second strain (donor). If the blood pressure of the congenic strain is significantly 

different from the recipient strain, it can be inferred that this chromosomal fragment does 

possess a quantitative trait loci which contributes to a difference in blood pressure between 

the donor and recipient strains. The traditional way to produce congenic strains is to 
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serially backcross the donor and recipient strain, at every generation selecting for progeny 

heterozygous for the desired chromosomal region. Mendelian principles dictate that 8 to 12 

backcrosses are necessary, in order to ensure that > 99 % of the donor strain’s genetic 

background is replaced by that of the recipient strain. After these backcrosses brother/sister 

mating is used to make the desired chromosomal region homozygous for the donor strain’s 

alleles (336). The samples used in this work are created using a ‘speed’ congenic breeding 

strategy. The theory of this strategy is based on calculations by Lander and Schork (339) 

which showed that the congenic strain production can be speeded up, using repeated 

screening of polymorphic marker loci distributed throughout the genetic background, 

allowing specific selection of a male from each backcross with the fewest amount of donor 

alleles remaining in the genetic background. Breeding these males would then allow the 

rate of background donor elimination to be accelerated. This, in turn, reduces the number 

of generations necessary for creation of a congenic strain. 

In my research presented here, an animal model is used for biomarker discovery which can 

be problematic. The differences between a study performed on a set of human samples and 

animal samples are multiple. One of the reasons for choosing to use an animal model is to 

minimise the sample heterogeneity. Human samples may differ in many ways that cannot 

be controlled and that can significantly affect the outcome of a study. For instance lifestyle 

choices such as diet and exercise and underlying genetic differences can cause large 

differences between individuals. In contrast, conditions surrounding animals can be tightly 

controlled and maintained. This should help to minimise the sample variance, meaning that 

the disease being studied should cause any significant differences between sample groups 

(340). Clearly, experimental design will be simpler when using an animal model, as the 

sample sets are clearly defined from the start of the experiment, as opposed to in an 

‘observational’ human study, in which a large group is monitored over a significant time 

period. Additionally, an animal model study can be conducted over a much shorter period 

of time. It must, however, be considered that using an animal model for biomarker 

discovery does not give a true view of the normal sample variation between individuals. It 

is therefore often used as a precursor to a wider, human study. 

However, experimental design must still be carefully considered even when using an 

animal model for a biomarker discovery study, to avoid bias in the results. Certain threats 

to a valid study have been reported (340) as being ‘chance’, ‘generalizability’ and ‘bias’. 

Chance refers to a type I error, otherwise known as a false positive result, or a type II error, 

which is known as a false negative result. These ‘chance’ errors cannot be completely 

avoided, but can be minimised by increasing sample size. A further chance based error, 
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more specific to the discovery based ‘-omics’ type research, is known as over-fitting (341). 

Over-fitting can occur when multivariate models are made to fit a data set, in order to 

discriminate one set from another. Sometimes a pattern will discriminate between the two 

sample sets purely by chance, and will not be reproducible in any other sample sets. To 

avoid this error, a validation sample set should be used in order to assess reproducibility of 

the results. The second type of possible error is ‘generalizability’, and is also known as 

‘external validity’ (340). This refers to who the results of the study would apply to. For 

instance, if an animal model is used initially, the results of the study may not be applicable 

to humans with the same disease. This is perfectly acceptable as a proof of principle study, 

and it would be expected that positive results could then be moved forward to a more 

expensive, larger study in humans, giving the results a wider generalizability. It has been 

proposed that this step-wise method for biomarker discovery is the most efficient and cost-

effective way of conducting such a study (342). Bias is a more difficult error to monitor, as 

it is usually unintentional and unconscious. It can be defined as ‘the systematic erroneous 

association of some characteristic with a group in a way that distorts a comparison with 

another group’ (340). The most important step to avoid bias in a study is to keep every 

possible factor throughout the study as equal as possible, during the design, conduct and 

also the interpretation of results. In addition, randomisation of the order of sample analysis 

is important to help avoid the introduction of bias into the study.   

In my research presented here, plasma is the sample of choice. This further complicates 

experimental design as plasma can be a difficult sample to analyse. Plasma is an interesting 

biofluid, in many senses. It is complex, containing a wide dynamic range of proteins, 

spanning over ten orders of magnitude. The complexity of plasma samples is even more 

problematic when subjected to LC-MS analysis, as the samples will often be protease 

digested, adding an additional level of complexity to the samples. This makes the high 

dynamic range of proteins even more challenging to cope with experimentally. Plasma also 

contains ‘leakage proteins’ from tissue, meaning as well as the classical plasma proteome, 

it also contains a sub-set of tissue proteomes. It is also notoriously difficult to analyse due 

to the high percentage presence of a single protein, albumin (343).  One of the greatest 

challenges in biomarker discovery from plasma is identifying these low abundance 

proteins, that make up less than 1 % of the entire plasma proteome, whereas the 20 most 

abundant plasma proteins make up the remaining 99 % of the proteome (344;345). 

Biomarker discovery can be assisted by removal of these highly abundant, well 

characterised proteins from biological solutions (346). Potential markers and interesting 

proteins may be masked by the presence of this small number of highly abundant proteins. 

Protein depletion has been used in the past to remove albumin from plasma for biomarker 
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discovery (347;348), but the removal of more than simply albumin may be desirable. There 

are a number of different strategies available to the researcher for plasma depletion, also 

known as protein pre-fractionation. Removal of the abundant proteins is probably the most 

common technique used. There are different depletion systems available, and they are 

mostly centred around antibody affinity. Depletion systems that remove one (349), two 

(350-352), three (353), six (350;351;354-356), seven (357), 12 (356;358;359), 14 (360), 20 

(361) and 58 (362) abundant proteins have been described. Alternatively, ProteoMiner 

beads is a new technology available for plasma depletion (363). They use a library of hexa-

peptides coupled to beads, with each bead being present in equal numbers. As proteins 

bind to the peptide ligands, proteins are retained on the beads. As there is a limited number 

of each bead, only a limited number of each protein will be retained, reducing the high 

dynamic range of proteins present without removing any specific protein. The 

disadvantage of this system is that protein concentration differences between samples may 

be altered, making downstream quantitation difficult. A further strategy is as an alternative 

to removing abundant proteins, is to attempt to enrich for interesting proteins. This is done, 

for example, by enriching for carbonylated proteins. Reactive oxygen species (ROS) are 

well known for their role in diseases such as cancer, heart disease and Alzheimer’s (364-

366). Exposure to ROS can cause irreversible oxidation of amino acid side chains, which 

introduces aldehyde or ketone groups (367). Biotinylation of oxidised proteins with biotin 

hydrazide and affinity selection with monomeric avidin affinity chromatography can be 

used to enrich carbonylated proteins from plasma. They may then be analysed using LC-

MS-MS. It was shown (368) that when this enrichment was performed 92 % of the 146 

proteins identified were tissue derived, and not classical plasma proteins, showing the 

potential of this method for biomarker discovery. However, as the enrichment is for a 

specific modification, the method is somewhat limited. Other types of pre-fractionation 

used are peptide based. In general this is used to reduce complexity caused by digestion, or 

can also be used to target and enrich sub-proteomes within the plasma. This can take the 

form of cysteine containing peptide enrichment (369). This has been shown to have no 

positive effect on the number of proteins identified (351), suggested to be due to the fact 

that 95 % of cysteinyl peptides in human plasma are from two abundant proteins, albumin 

and transferrin.    

Combined protein/peptide pre-fractionation can also be used. Around 50 % of all proteins 

are thought to be glycosylated (370), and glycoproteins secreted into plasma are a main 

part of the plasma proteome. As protein glycosylation is known to play an important role in 

disease, such as cancer (371) these can be an interesting set of proteins to analyse. 

Enrichment for glycoproteins is mainly based around lectin affinity (372), hydrazide 
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affinity (373) or other carbohydrate affinity (374;375). These techniques both reduce the 

complexity of plasma by looking at a sub-proteome and also reduce the additional 

complexity caused by digestion, meaning the end enriched product is only the glycosylated 

peptides from the glycoproteins.  

Metal affinity based fractionation is used quite frequently in proteomics (376), however to 

date immobilized metal affinity chromatography has only been used in a limited number of 

studies with plasma or serum samples, and these are primarily with MALDI-TOF-MS 

(377-379).  

It must, however, be considered that plasma depletion or pre-fractionation for biomarker 

discovery may not always be advantageous. Additional sample processing steps can cause 

sample loss and poor sample reproducibility. In addition, removal of abundant proteins 

may cause further loss of less known and low abundance associated proteins and peptides 

(380) . Another disadvantage of plasma depletion is the high cost. This can be around £12 

for each 15 µl sample, as for the spin columns evaluated in my research, making it an 

expensive step in sample preparation, especially for the high number of samples that must 

be analysed for biomarker discovery. In this work Beckman Coulter plasma partitioning 

spin columns are evaluated, this is discussed further in section 4.3.2. These are based on 

antibody affinity capture, and remove the seven most abundant proteins from rat plasma.  
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4.2 Aims 

The main aims in this chapter are as follows: 

• Optimisation of sample preparation of plasma samples for LC-MS analysis 

• Determination of protein concentration in the rat plasma samples used  

• Evaluation of plasma partitioning spin columns using 2D mini gels and LC-MS 

analysis 

• LC-MS analysis of plasma samples 

• Evaluation of two types of label free quantitation software 

• Label free relative quantitation of features within plasma sample as a possible 

biomarker discovery method 

• Development of a novel statistical analysis for the label free relative quantitation 

dataset 

• Targeted MS-MS analysis for identification of any features of interest 

• Western blots as validation of any biomarkers discovered 
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4.3 Methods 

4.3.1 Sample Preparation 

Samples for this study were provided by Dr Martin McBride of the Institute of 

Cardiovascular and Medical Sciences, Glasgow University. Inbred colonies of SHRSP and 

WKY rats have been kept at the Cardiovascular Research Group, in the University of 

Glasgow since 1991. Strain SP.WKYGla2a and SPWKYGLA2c* are generated using the 

marker-assisted ‘speed’ congenic strategy, where WKY segments are introgressed into the 

SHRSP strain genetic background (339). The strains are named with the first abbreviation 

belonging to the recipient strain, and the second abbreviation belonging to the donor strain. 

Gla indicates that the strain originates from Glasgow colonies, and the number 2 refers to 

rat chromosome 2. Congenic substrains are generated by backcrossing male 

SP.WKYGla2a congenic rats with SHRSP females. Progeny generated from this are 

heterozygous throughout the congenic interval. Brother/sister mating is carried out to 

generate and fix substrains, which contain smaller congenic intervals. These include 

SP.WKYGla2b, SP.WKYGla2e, SP.WKYGla2f, SP.WKYGla2g, SP.WKYGla2i and 

SP.WKYGla2k. In this research the substrain used is the SP.WKYGla2k. A genetic map of 

the congenic strains is shown in figure 4.2 (taken from Graham et al (333)). 

 

Figure 4.2 Comparison of chromosome 2 genetic map among SP.WKYGla2a, SP.WKYGla2k, 
and SP.WKYGla2c* strains. Dark gray bars indicate regions of WKY homozygosity. Lighter 
gray bars represent regions of SHRSP homozygosity. Hatched bars represent regions of 
recombination and heterozygosity. To the right, a physical map of an _6-Mb region, which 
delineates the different lower boundary markers between the SP.WKYGla2c* strain and the 
SP.WKYGla2a or SP.WKYGla2k strains, is expanded to illustrate a selection of genes 
contained within this congenic interval. The location of Gstm1 is indicated outside of the 
implicated region. From Graham et al (333). 
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From weaning the rats were fed on normal rat chow. All rats were euthanized at 21 weeks 

old. A salt treatment was carried out on a proportion of the animals. This involved a 1 % 

NaCl solution as drinking water from 18 weeks onwards. A total of 38 rat plasma samples 

were used in this work, shown in table 4.1.  

Prior to euthanasia blood was obtained by resection at the end of the rat tail under 

anesthesia and collected into EDTA-tubes. Plasma was separated by centrifugation (3000g, 

10min) and then stored at minus 80ºC until further analysis. The rearing of rats and 

collection of plasma was undertaken by Dr Martin McBride (Institute of Cardiovascular 

and Medical Sciences, University of Glasgow). 

From this point forwards the congenic SP.WKYGla2k strain is referred to simply as 

Congenic Strain. Blood pressure was measured using the Dataquest IV telemetry system, 

implanted at 12 weeks of age. This directly measures systolic blood pressure. An example 

of blood pressure differences recorded by the Cardiovascular Research Group at Glasgow 

University is shown in figure 4.3 (taken from Graham et al (333)).  

WKY no 
salt 

WKY salt SHRSP no 
salt 

SHRSP 
salt 

Congenic 
(SP.WKYGla2k) 
no salt 

Congenic 
(SP.WKYGla2k) 
salt 

A4659 A4631 C5952 C5847 N6690 N6686 
A4660 A4637 C5953 C5848 N6692 N6687 
A4695 A4803 C5989 C5849 N7036 N6688 
A4696  C6157 C5850 N7037 N6718 
A4792  C6169 C5851  N6839 
A4798   C5990  N6840 
A4800   C5991  N6841 
A4802   C5992  N6842 
   C6155   
   C6156   

Table 4.1 Hypertension study sample numbers 
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Figure 4.3 This figure shows an example of blood pressure levels in the strains of rat used 
in this work and was produced by the Cardiovascular Research Group at Glasgow 
University. Systolic blood pressure measured by radiotelemetry in male SHRSP (n_13), 
SP.WKYGla2a (n_8), SP.WKYGla2c* (n_12), and SP.WKYGla2k (n_7) strains. Baseline 
systolic blood pressure was significantly reduced in SP.WKYGla2a (F_12.98; P_0.002), 
SP.WKYGla2c* (F_6.35; P_0.021), SP.WKYGla2k (F_4.47; P_0.049), and WKY (F_130.8; 
P_0.00001) strains vs SHRSP (repeated-measures ANOVA). Systolic blood pressure was 
significantly lower in WKY rats vs SHRSPs during the salt-loading period (F_110.3; 
P_0.00001). Salt-loaded systolic blood pressure was significantly and equivalently reduced 
in SP.WKYGla2a (F_18.82; P_0.0001) and SP.WKYGla2k (F_11.06; P_0.004) strains but was 
not significantly reduced in SP.WKYGla2c* (F_1.94; P_0.179; repeated-measures ANOVA) vs 
SHRSP strains. From Graham et al (333). 

 
All plasma samples were aliqouted into 50 µl portions and stored at minus 80ºC until 

required for analysis. For initial work plasma samples were treated with protein de-salting 

spin columns (Pierce, product number 89849) as described by the manufacturer’s protocol. 

All plasma samples were tryptically digested for LC-MS analysis, using a trypsin to 

protein ratio of 1:100 by weight. Sequencing grade porcine trypsin (Promega, as used in 

chapter 3) was dissolved in 25 mM ammonium bicarbonate, added to plasma samples and 

left to digest overnight at 37 ºC. 

4.3.2 Determination of Plasma Protein Concentration  

Concentration of plasma samples was determined using a standard protein concentration 

assay, as used in chapter 2 (Bradford Assay). 1 µl of each plasma sample was diluted to 

100 µl with distilled water. 10 µl of this was then used for protein concentration 

determination. BSA standards were used with protein concentrations of 0.0625, 0.125, 

0.25, 0.375, 0.5 and 0.75 mg/ml. The absorbtivity measurement of each standard and 

sample was repeated three times, and the mean signal was calculated. A standard curve 
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was created from the absorbtivity and concentration of the known standards. The 

concentration of plasma samples was then determined using this curve.  

4.3.3 Plasma Partitioning Spin Columns – 2D mini gels and LC-

MS analysis 

Plasma partitioning spin columns were purchased from Beckman Coulter (ProteomeLab 

IgY Spin Columns). The effectiveness of this process was evaluated using 2D mini-gel 

electrophoresis along with LC-MS analysis. The columns are designed to deplete the seven 

most abundant proteins from rat plasma samples via an affinity capture method. These 

proteins are albumin, IgG, Transferrin, Fibrinogen, IgM, a1-antitrypsin and haptoglobin. 

Plasma samples were depleted in 15 µl portions, following the protocol given by the 

manufacturer. This effectively partitions the plasma sample into the abundant protein 

fraction and the remaining plasma fraction, with additional wash fractions. As the 

‘depleted’ proteins are recovered and available for analysis, the protocol is referred to as 

partitioning rather than depletion.  

This affinity capture plasma partitioning was compared with a simpler, size fractionation 

of plasma samples. The size separation was performed using Microcon Nominal Molecular 

Weight Filters, 30,000 Da Microcon (Millipore, YM30). These filters separate the plasma 

sample into 2 fractions, based on the molecular weight of the component molecules, in this 

case less than, and above 30kDa. Again, these were used as directed by the manufacturer.  

Each of the fractions from the plasma partitioning spin column and the Microcon Nominal 

Molecular Weight Filter fractionation, as well as an untreated plasma sample was 

separated using a 2D mini gel, 4-12 % gradient (Invitrogen) with a pH 4-7 isoelectric 

focussing strip. One plasma sample was used only, from a WKY rat (A4696). For the 

untreated plasma sample 3 µl of plasma was diluted to 20 µl with water. For the partitioned 

sample fractions 15 µl of each fraction (from an original plasma sample of 15 µl) was 

diluted to 20 µl with water. For the size filtered samples, 15 µl of untreated plasma was 

size fractionated and the resulting fractions diluted to 20 µl with water.  

Each of these 20 µl samples was then diluted to 125 µl by addition of rehydration buffer. 

This consisted of Urea (7 M), Thiourea (2 M), CHAPS (4 %), bromophenol blue (0.002 

%), DTT (100 mM) and IPG buffer (0.5 %). The samples were vortexed and each was 

layered onto a separate ceramic focussing strip holder. The plastic backing was removed 

from the IPG strips (pH 4-7) (GE Healthcare), and these were then placed, gel side down, 
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on top of the samples. Each sample and strip was then overlaid with 1 ml of oil. The 

samples were then left to focus overnight on an IPG machine, until 20,000 Vhrs were 

accumulated with program 30 V step and hold for 12 hours, 300 V step and hold for 2 

hours, 1000 V gradient for 2 hours, 8000 V gradient for 5 hours, 8000 V step and hold for 

8 hours and 1000 V step and hold for 24 hours.. The strips were then removed and placed 

in plastic tubes, with the plastic backing against a wall. The strips were washed briefly in 

running buffer, consisting of 6.06 g Tris, 28.8 g Glycine, 4 g SDS in 2 litres of water. The 

strips were then covered with 10 ml of equilibration buffer, with the addition of 100 mg 

DTT, and left to rock for 15 minutes. Equilibration buffer consisted of Tris HCl (50 mM), 

Urea (6 M), Glycerol (30 % v/v), SDS (2 % w/v) and bromophenol blue (0.002 % w/v). 

The strips were removed and washed in running buffer. They were again covered with 10 

ml of equilibration buffer, with the addition of 250 mg of iodoacetamide, and left to rock 

for 15 minutes. The strips were then applied to the pre-cast 4-12 % gradient 

polyacrylamide gels (Invitrogen), with the plastic backing in contact with the backplate, 

and sealed with agarose gel. The gel tanks were filled with running buffer (as previous). A 

voltage was applied to the gels of 200 V for 2 hours to separate the samples. Finally, the 

gels were stained using a coomassie blue stain, scanned on the G-Box scanner from 

Syngene and evaluated visually.  

The same samples were also all tryptically digested and analysed using a Dionex 3000 

Nano-flow Liquid Chromatography (LC) system and a Bruker High Capacity Trap (HCT). 

The LC separation was performed on a 15 cm C18 PepMap reverse phase column with a 

75 µm internal diameter, from Dionex. This was stored in a 37 ºC oven for the duration of 

the separation. Solvent A was a 2 % acetonitrile, 0.1 % formic acid solution and solvent B 

was an 80 % acetonitrile, 0.1 % formic acid. The loading solution used was a 2 % 

acetonitrile, 0.5 % tri-fluoroacetic acid solution. The loading flow, onto the trap was 

maintained at 30 µl/min. The column flow was maintained at 0.3 µl/min. The sample was 

loaded onto the pre-column trap and washed for 15 minutes, before the valves were 

switched to allow the sample to flow onto the column. Initially the ratio of solvents was 95 

% solvent A and 5 % solvent B. Between 15 and 70 minutes, this ratio was increased to 50 

% of each solvent. At 70.1 minutes, the ratio was increased to 90 % solvent B, and 

maintained there till 75 minutes. This was then decreased to 5 % at 80 minutes, and 

maintained there till 90 minutes. This gives a total LC method of 90 minutes. The mass 

spectrometer was set in standard (enhanced) mode, with positive polarity, scanning from 

m/z 100 – 2000, a maximum accumulation time of 100 ms and 8 average spectra. 
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The MS-MS data was converted to an mgf file in Data analysis (Bruker). It was then 

searched using MASCOT version 2.1, against database NCBInr 20090424 (8300899 

sequences; 2858238196 residues).  

MASCOT search settings were as follows: 

Species: Rodentia, Enzyme: Trypsin, Report top hits: Auto, Variable modifications: 

Oxidation of Methionine, Charge: 1+, 2+ and 3+, Peptide tolerance: 1.2 Da, MS/MS 

tolerance: 0.8 Da, Instrument: ESI-Trap 

4.3.4 LC-MS of Plasma samples for Label Free Quantitation using 

MicroTOFq, HCT and Q-Star 

Initially, plasma samples were analysed using a Dionex Ultimate Nano-flow Liquid 

Chromatography system and an Applied Biosystems Q-Star. Repeatability and 

reproducibility of this system was evaluated using standard BSA digest samples and 

plasma samples. Base peak chromatograms were created for each sample, and overlaid for 

comparisons. This was repeated for: 

• the same sample analysed on the same day 

•  the same sample analysed on different days 

•  different samples, from the same sample set, analysed on the same days 

 The LC method used was identical to that in the previous section, 4.3.3, although the 15 

minute de-salting wash on the trap was not included in the method. MS data was collected 

from m/z 150-2000, in positive ion mode, with an accumulation time of 3 seconds.  

Plasma samples were also analysed using a Dionex 3000 Nano-flow Liquid 

Chromatography system and a Bruker High Capacity Trap (HCT). Again repeatability and 

reproducibility of this system were evaluated using standard BSA digest samples and 

plasma samples. Base peak chromatograms were created for each sample, and overlaid for 

comparisons. This was repeated, as described previously, for: 

• the same sample analysed on the same day 
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• the same sample analysed on different days  

• different samples, from the same sample set, analysed on the same days 

Plasma sample de-salting was also evaluated. A comparison was made of the use of 

previously mentioned (section 4.3.3) Pierce de-salting spin columns, and an automated de-

salting step, incorporated into the liquid chromatography. The LC method used was 

identical to that in the previous section, 4.3.3, although initially the 15 minute de-salting 

wash on the trap was not included in the method. The mass spectrometer was set in 

standard (enhanced) mode, with positive polarity, scanning from m/z 100 – 2000, a 

maximum accumulation time of 100 ms and 8 average spectra. 

For the label free quantitation analysis plasma samples were analysed using the same 

aforementioned Dionex 3000 Nano-flow Liquid Chromatography system, coupled to a 

Bruker MicroTOFq. Every plasma sample was analysed, using the automated de-salting 

step. The LC method used was identical to that in the previous section, 4.3.3. 

The sample order (of all 38 samples) was randomised, to help prevent bias (as discussed in 

the introduction section 4.1) in the results. MS data, only, was collected on the 

microTOFq. Mass range used was m/z 150-3000. Each MS data file was converted to an 

‘mzxml’ file which is compatible for import into label free quantitation software. 

4.3.5 Label Free Relative Quantitation 

Label free relative quantitation, as discussed in the main introduction, is a technique used 

to identify differences between samples. In this study two different types of software are 

evaluated for this purpose. These are Progenesis LC-MS from Non-Linear Dynamics and 

Decyder MS from GE Healthcare. The outcome of this is discussed in the results section 

4.4.4.   

Each MS data file was input into the label free quantitation software for analysis, therefore 

for each feature there exists a m/z ratio, a retention time and an intensity signal. This 

information is used to create a 3 dimensional map for each sample. 

Peptide detection settings were optimised for the particular dataset used here, in order to 

minimise false positive and false negative detections. Settings for Peptide Detection in 

Decyder MS were as follows: 
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Typical peak width: 0.5 minutes, TOF, resolution: 8000, Charge states: 1-10, Uniform 

Background model type, Signal-to-background detection threshold: 4.0, Background 

subtracted quantitation, Enable charge assignment where possible, Charge assignment 

from two peaks: Limited, LC peak shape tolerance: 20 % , m/z shift tolerance: 0 u, m/z 

shape tolerance: 5 %, Remove peptides below S/N of 4.0, Remove peptides of unspecified 

charge below S/N of 4.0, Remove peptides with low quality LC peaks, Remove 

overlapping peptides, Spectrum vs model tolerance: 15 % 

Settings for spectrum alignment in Decyder MS were as follows: 

Max/stretch compress: 2, Max leader and trailer: 10 %, Stretch compress penalty: 0.1 

Settings for peptide matching in Decyder MS were as follows: 

Time tolerance: 1 minute, Mass tolerance: 0.5 Da, Use aligned retention times, Cross 

detection: Add peptides to intensity maps if present in 1 map 

Normalisation was performed using a measured intensity distribution, as in chapter 3. This 

means that the entire peptide population is used for normalisation. It is assumed that most 

samples contain peptides that do not vary in intensity and the normalisation is performed 

without any further specifications. This is the recommended method of normalisation, by 

the maufacturers of the software, unless very few peptides are present in the samples. 

4.3.6 Targeted MS-MS for Protein Identification 

Following identification of features of interest, these were targeted for identification using 

an MS-MS method. A Dionex 3000 Nano-flow Liquid Chromatography system was used, 

in conjunction with an Applied Biosystems Q-Star. The targeted MS-MS was performed in 

two ways, initially targeting the features of interest via their masses alone, known as the 

‘include list strategy’, and secondly using retention time windows in conjunction with the 

feature mass, known as the ‘retention time strategy’. The resulting MS-MS data was then 

searched against the MASCOT database for possible identifications.  

The LC method used for this experiment was identical to that used in the initial MS 

experiment.  

Settings on the Q-Star for the Include List Strategy were as follows: 
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Acquisition time: 90 minutes, Accumulation time: 3 seconds, TOF masses: 200 – 1500 

m/z, Polarity: Positive, Cycles: 360, Cycle time: 15 seconds, Product ion masses: m/z 50 – 

2000  

The masses for the include lists were taken from the results of the statistical analysis for 

label free relative quantitation. Retention times were not specified. Samples analysed 

included one from each sample group.  

Settings on the Q-Star for the retention time strategy were the same as above, with the 

exception that the product ion scans were divided into 10 minute windows with 4 product 

ion masses in each. The method was set to scan through each mass in turn. 

All MS-MS data was searched using MASCOT version 2.1, against NCBInr database 

20090424 (8300899 sequences; 2858238196 residues). The search settings were as 

follows: 

Species: Rodentia, Enzyme: Trypsin, Report top hits: Auto, Variable modifications: 

Oxidation of Methionine, Charge: 1+, 2+ and 3+, Peptide tolerance: 1.2 Da, MS/MS 

tolerance: 0.8 Da, Instrument: ESI-TOF 

4.3.7 Western Blots as a Validation Technique 

In order to confirm the quantitation and identification achieved by mass spectrometry and 

label free quantitation western blots were used as a validation technique for two of the 

proteins identified.  

For the western blot analysis plasma samples from each group were pooled together. 50 µl 

of each plasma sample was taken and combined with the relevant samples, giving 6 

samples WKY no salt, WKY salt, Congenic no salt, Congenic salt, SHRSP no salt, SHRSP 

salt. From each samples 1 µl of plasma was taken, and diluted to 10 µl with water. 1 µl of 

this diluted sample was then made up to 10 µl with protein loading buffer. The plasma 

samples were heated to 99 ºC for 5 minutes, to denature the protein. The samples, along 

with a protein molecular weight ladder, were loaded onto a 4-12 % pre-cast 

polyacrylamide gel, from Invitrogen. This was replicated 4 times, to allow for 2 western 

blots, and two coomassie stained gels. The gels were immersed in pre-mixed SDS running 

buffer, also from Invitrogen. A voltage of 200 V, and the samples were left to separate on 

the gel for 2 hours. Following the separation, the gels were extracted from the plastic 
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casing, and the top part of the gel cut away. Two of the gels were immersed in Coomassie 

stain for 2 hours, followed by Coomassie de-stain for 30 mins, or until bands were visible. 

The gels were then scanned and visually evaluated. The second two gels were retained for 

western blot transfer. These gels were immersed in transfer buffer for 15 minutes at room 

temperature. The gel size was measured, and filter papers and western blot membrane cut 

to the same size (1 piece of membrane per gel, and 6 pieces of filter paper per gel). The 

filter paper was soaked in transfer buffer for 5 minutes. The membrane was wet in 

methanol for 15 seconds, soaked in water for 2 minutes, and then in transfer buffer for 5 

minutes. The transfer stack was assembled in the Semi-Phor western blot apparatus. This 

consisted of 3 pieces of filter paper, the western blot membrane, gel and 3 further pieces of 

filter paper. 27 mA of current was applied, per gel, for 1 hour. The membranes were then 

removed and left to air dry overnight. The gels were discarded at this stage. The 

membranes were wet in methanol and then immersed in blocking solution for 1 hour. 

Blocking solution consisted of 100 ml PBS with 5 g of dried milk powder. The membranes 

were then removed and washed in PBS with 0.05 % Tween. The membranes were then 

each immersed in the primary antibody wash for 1 hour, consisting of 20 ml PBS with 0.05 

% Tween, 5 % milk and 10 µl primary antibody. The membranes were then washed 6 

times, for 5 minutes each time, in PBS with 0.05 % Tween, and immersed in secondary 

antibody solution for 1 hour. Secondary antibody solution consisted of of 20 ml PBS with 

0.05 % Tween, 5 % milk and 10 µl secondary antibody.  The six 5 minute washes were 

repeated. Each membrane was then covered in Pierce ECL reagent for 60 seconds. 

Membranes were dabbed dry and exposed and scanned using the G-Box scanner, from 

Syngene. Five 30 second exposures were used initially, followed by five 2 minute 

exposures. The primary antibodies used were chicken anti-rat hemopexin and chicken anti-

rat fibrinogen alpha-1-isoform. The secondary antibody used was chicken IgY horse-radish 

peroxidase conjugate. 

Quantitative information was extracted from the western blots by measuring the total raw 

pixel volume from each band. This was background corrected by subtracting an identical 

total pixel volume, taken from a background region of the blot. The data was normalised 

against the total pixel volume intensities from one band, taken from each sample, from the 

appropriate coomassie blue stained gel. These were then plotted in an expression profile 

style, for comparison with the expression profiles obtained from the label free relative 

quantitation experiment. 
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4.4 Results 

4.4.1 Protein Concentration in Plasma Samples 

Protein concentration was determined in all plasma samples. The results from the protein 

concentration assay of all rat plasma samples are shown in figure 4.4 below. The overall 

average protein concentration is 55.2 mg/ml with a standard deviation of 8.3 mg/ml. 
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Figure 4.4 Results of protein concentration assay, across all plasma samples. The mean 
protein concentration within the labelled group is shown. Error bars represent ± one 
standard deviation.  

 
As expected there is a high concentration of protein in the plasma samples. As previously 

mentioned, in section 4.1, plasma contains a wide dynamic range of proteins. Depletion of 

the most abundant proteins should be considered, in order to investigate the low 

concentration proteins which may be masked. Otherwise, the plasma samples must be 

diluted significantly prior to LC-MS analysis. As mentioned in the main introduction 

(section 1.4) nano-LC columns are easily blocked and overloaded, and the concentration of 

the plasma samples must be considered carefully prior to analysis to prevent damage. 

4.4.2 Evaluation of the Effectiveness of Plasma Partitioning using 

2D mini gels and LC-MS analysis 

Plasma partitioning spin columns from Beckman Coulter (ProteomeLab IgY Spin 

Columns) were evaluated using 2D mini-gel electrophoresis in conjunction with LC-MS 

analysis.  

The results of the 2D mini-gel analysis are shown in figures 4.5 – 4.8. The different 

samples separated and visualised on the 2D gels were an untreated plasma sample, plasma 



138 

with abundant proteins removed, the wash step from the partitioning column and the 

removed abundant proteins.  

                             

Figure 4.5 2D mini gel of untreated plasma sample, stained with Coomassie blue  

 

 
              
Figure 4.6 2D mini gel of plasma sample with seven abundant proteins removed using the 
Beckman Coulter IgY plasma partitioning spin column, stained with Coomassie blue. 

 

 

Figure 4.7 2D mini gel of wash step from plasma sample when treated with the Beckman 
Coulter IgY plasma partitioning spin column, when treated with Coomassie blue. 
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Figure 4.8 2D mini gel of the seven abundant proteins removed from plasma using the 
Beckman Coulter IgY plasma partitioning spin column, stained with Coomassie blue.

 
The 2D mini gels emphasize the complexity of the plasma samples, and also the high 

abundance of certain proteins, seen as larger smears on the gels. The large black smear 

seen in the centre of all the gels is presumed to be albumin, as it is seen in such high 

abundance. It is present even in the gel of the plasma sample treated with partitioning spin 

columns, where in theory it should be removed. This demonstrates that although the 

columns undoubtedly remove a proportion of the abundant proteins from the plasma 

samples, it is clear this is not a completely efficient process. From examination of the gel, 

of the sample consisting of the abundant, removed, proteins it is clear that there are more 

than seven spots present on the gel. Some of these may be due to modified versions of the 

abundant proteins, but it is proposed that some of these spots may be proteins that have 

been associated with the abundant proteins, and were unintentionally removed from the 

plasma samples. This type of pre-treatment causes problems when the samples are to be 

analysed quantitatively. If differing amounts of low abundance proteins, or indeed the 7 

high abundance proteins, are removed from plasma samples, this could indicate artificial 

quantitative differences in the samples. It is suggested here that this type of plasma 

partitioning is not appropriate to be used in a quantitative biomarker discovery study, due 

to the differing amounts of protein that is removed from each sample, and also due to 

unintentional removal of low abundance proteins which may be of relevance.  

Each fraction from the depletion column separation was also analysed using LC-MS-MS 

analysis and the results searched against the MASCOT database. Table 4.2 shows in which 

fraction each of the 7 abundant proteins was identified as being present: 
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Protein Fractions Identified 

Albumin Wash fraction, Abundant proteins 

IgG None 

Transferrin None 

Fibrinogen All fractions 

IgM None 

A1-antitrypsin Wash fraction, Abundant proteins 

Haptoglobin None 

Table 4.2 Seven abundant proteins as partitioned by the Beckman Coulter IgY plasma 
partitioning spin column. Shown here is a summary of which fractions the proteins were 
identified in, to help evaluate the efficiency of the column. 

 
It can be seen from table 4.2 that the only three proteins identified in the ‘abundant 

proteins’ fraction are albumin, fibrinogen and a1-antitrypsin. Fibrinogen is also identified 

in all other fractions, indicating that it has certainly not been efficiently removed from the 

plasma sample. IgG, Transferrin, IgM and Haptoglobin were not identified in any of the 

fractions. It is proposed here that this indicates that these proteins are all in fact present in 

the abundant protein fraction, as indicated by the 2D mini gel, but are unable to be 

identified due to the high abundance of albumin and fibrinogen also present in this 

fraction. That they are not identified in the depleted plasma fraction may indicate that they 

have been efficiently removed from this sample, however this is a rather tenuos conclusion 

as no identifications were made of these proteins. The results presented here only 

emphasise the difficulties and challenges encountered when attempting to analyse plasma 

samples in this method. 

It is concluded from the study and results presented in this section, that this type of plasma 

partitioning is not appropriate for use in a quantitative biomarker discovery study. This is 

predominantly due to the differing amounts of abundant proteins that are removed from 

each sample, which would undoubtedly distort any attempt at a quantitative analysis. 

Additionally, the unintentional removal of interesting low abundance proteins is a 

significant disadvantage to this type of experimental procedure.  

A second, simpler type of plasma partitioning was also evaluated using a 2D mini gel. This 

was a molecular weight separation strategy, using Microcon Nominal Molecular Weight 

Filters. This separates the plasma sample into two separate fractions, one above 30 kDa in 

size and one below. The fraction above 30 kDa can be seen in the figure, 4.9, below: 
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Figure 4.9 2D mini gel of plasma sample. (>30 kDa) after being size fractionated using 
Microcon Nominal Molecular Weight Filters 

 
It can be seen, if compared with the untreated plasma gel in figure 4.5, that the majority of 

the proteins spots seen in the untreated plasma gel are also present in the above 30 kDa 

fraction gel. If low abundance, small proteins are to be targeted for identification, this 

could be an effective way of removing the majority of the protein contingent from the 

plasma sample. Additionally, this method is much cheaper and less labour intensive than 

the partitioning columns evaluated above. 

However, it has been decided, for this study, that this is not an appropriate sample 

preparation method. The research presented here is an unguided, biomarker discovery 

project and therefore the removal of potentially interesting proteins could be detrimental to 

the project. Additionally, it has also been decided that the samples should be manipulated, 

and treated, as little as possible for this work. This will minimise the chance of artificial 

differences and bias being introduced into the samples. However, it is suggested that if 

depletion is a sample pre-treatment strategy of choice, then size fractionation may be a 

cheaper and more efficient method than antibody affinity partitioning.   

4.4.3 LC-MS - Repeatability and Reproducibility Evaluations 

A high level of repeatability and reproducibility in the LC-MS system is of vital 

importance for a label free quantitation experiment, due to the need to compare samples 

analysed at slightly different times. The reproducibility must be evaluated and kept to as 

high a level as possible throughout the biomarker study, to avoid introducing bias, or 

artificial, distorted differences into the results. The repeatability of the protocol was 

evaluated on different LC systems and compared, prior to the main sample analysis.   
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The repeatability of the Dionex Ultimate LC system and the Applied Biosystems Q-Star 

was evaluated, by analysing the same sample on three separate days. A base peak 

chromatogram was created for each sample and these were overlaid, as can be seen in the 

figure, 4.10, below. A base peak chromatogram monitors the most intense peak in each 

spectrum. Therefore when a base peak chromatogram is plotted it represents the intensity 

of the most intense peak at every point in the analysis. Base peak chromatograms are often 

used as they focus on a single analyte at each point in the analysis, meaning the 

background signal is reduced. 

Examination of figure 4.10 shows that the repeatability of this system is not ideal. This is 

presumed to be due to the fact that the LC system does not have a good level of flow 

control. The column is also not temperature controlled, meaning analyte retention times are 

unlikely to be highly reproducible.   
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Figure 4.10 Base peak chromatogram from plasma sample analysed using Dionex Ultimate 
LC system and Applied Biosystems Q-Star. The different colour represent data collected on 
different days, with the dates depicted in the legend to the right. It can be seen that the day-
to-day repeatability of this analysis is poor. This is thought to be due to due to the poor flow 
control and lack of temperature control on this LC system. 

 
The repeatability of a Dionex 3000 LC system coupled to a Bruker High Capacity Trap 

(HCT) was also evaluated. Initially this was performed using a standard BSA digest 

analysed on the same day. The base peak chromatogram created from this experiment is 

shown in figure 4.11. On examination of figure 4.11 it can be seen here that there is a 

much higher level of repeatability when compared with figure 4.10. This is due to the fact 
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that this LC system has a high level of flow control and, in addition, the LC column is 

contained in a temperature controlled oven, minimizing temperature differences between 

samples. 

 

Figure 4.11 Base peak chromatogram from BSA digest (used as a standard sample) 
analysed using a Dionex 3000 LC system and a Bruker High Capacity Trap (HCT). Again the 
different colours represent data collected on different days. A higher level of repeatability 
can be seen with this LC system, as is has better flow control, as well as a temperature 
controlled oven for the column. This combination gives a higher level of repeatability. 

 
Also shown, in the figures 4.12 and 4.13, is an enlarged extracted ion chromatogram from 

a particular peptide (421.5 Da) from the BSA digest, from two separate, and also six 

separate samples analysed on the same day. In an extracted ion chromatrogram a single 

analyte is monitored throughout the entire analysis. The total intensity (within a mass 

tolerance window) around the mass of interest is plotted at each point in time. 

Again, this demonstrates that this system has a highly reproducible retention time for a 

particular peptide. 
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Figure 4.12  XIC of Trypsin peak 421.5 Da, from a BSA digest sample analysed using a 
Dionex 3000 LC system and a Bruker High Capacity Trap (HCT), on one day. The different 
colours represent the same analysis repeated twice on the same day. This shows the high 
level of repeatability of retention time from a particular peptide. 

 

 

Figure 4.13  XIC of Trypsin peak 421.5 Da, from a BSA digest sample analysed on the 
same day. The different colours represent the same analysis repeated on the same day. This 
shows the high level of repeatability of retention time from a particular peptide. 

 
In the next repeatability test, the BSA digest was analysed using the Dionex 3000 LC 

system coupled to a Bruker High Capacity Trap, on a day-to-day basis. Again, the base 

peak chromatogram of two samples can be seen in figure 4.14. On examination of this base 

peak chromatogram, it can be seen that the day-to-day repeatability is slightly lower than 

that of the same day repeatability. The retention times seem to be slightly shifted between 

days. This, however, is not a big problem for the label free relative quantitation performed 
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in this work, as the software can be used to align small retention time shifts between 

samples. 

 

Figure 4.14 Base peak chromatogram from BSA digest analysed on a Dionex 3000 LC and 
Bruker HCT, showing day-to-day repeatability. The two different colour represent data 
collected on different days. 

 
Following this, the repeatability of plasma samples was analysed, again using a 3000 LC 

system coupled to a Bruker High Capacity Trap. The results of overlaid base peak 

chromatogram from this can be seen in the figures 4.15 and 4.16. To evaluate the 

reproducibility of the sample preparation protocol, one plasma sample was separated and 

treated with the Pierce de-salting columns, and again the base peak chromatograms were 

overlaid. Examination of figure 4.15 shows that this process has a slightly lower level of 

reproducibility. This is thought to be due to differing protein sample loss from the de-

salting columns. This is not acceptable for this type of study, due to possible artificial 

differences being introduced into the samples. Following this, the same experiment was 

repeated, however, as an alternative to the de-salting columns, an automated de-salting step 

was used, incorporated into the LC method. This involved loading the digested plasma 

sample onto the LC-MS trap, and washing for 15 minutes, prior to separation on the 

column. It is demonstrated by the base peak chromatogram (shown in figure 4.16) from 

this experiment, that this process improves the reproducibility of the sample preparation 

protocol to an acceptable level for this study. 
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Figure 4.15 Base peak chromatogram from one plasma sample prepared and analysed three 
times using the Dionex 3000 LC system and Bruker HCT, showing a lower level of 
reproducibility, thought to be due to sample loss during the de-salting step of the protocol. 
The different colours represent data collected from one sample multiple times on the same 
day. 
 

 

Figure 4.16 Base peak chromatogram from one plasma sample prepared, without de-salting 
columns and with automated de-salting LC method, and analysed three times using the 
Dionex 3000 LC system and Bruker HCT, showing a higher level of reproducibility, thought 
to be due removal of the de-salting step of the protocol. To replace this, a de-salting step is 
included in the LC separation. The different colours represent data collected from one 
sample multiple times on the same day. It can be seen that the chromatograms overlay 
closely on top of one another. 
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concluded that using an automated de-salting step with the LC system is preferable to de-

salting spin columns, which seem to alter the samples somewhat.  

It should be noted at this point that the mass spectrometer used is not important for the 

repeatability and reproducibility of the experiment. This LC system can be coupled to any 

electrospray mass spectrometer, and should still give the same high level of repeatability 

and reproducibility. For the MS and label free quantitation experiment the Dionex 3000 LC 

system is used coupled to a Bruker MicroTOFq mass spectrometer, and for the targeted 

MS-MS experiment the same LC system is used, this time coupled to the Applied 

Biosystems Q-Star.  

4.4.4 Evaluation of Label Free Relative Quantitation Software 

As previously mentioned, in the method section 4.3.5, in this study two different types of 

software were initially evaluated for the label free relative quantitation study. These were 

Progenesis LC-MS from Non-Linear Dynamics and Decyder MS from GE Healthcare. 

However, all data presented in this work is obtained from Decyder MS. The reasons for 

this are discussed in the following paragraphs.  

There are significant differences to the way these two softwares work, although the basic 

principle behind both of them is the same. Label free relative quantitation is based on the 

principle of comparing identical proteolytically digested peptides, which elute with the 

same retention time using LC-MS analysis, from different samples. The relative ratios of 

the protein can then be calculated. 

Progenesis LC-MS was the first software to be evaluated in this project. It is user friendly 

software, designed to be simple to use, even for a user with no previous experience of label 

free quantitation. It has an appealing user interface, and the statistical output is straight-

forward to interpret. However the disadvantage of this software is that it is very inflexible. 

Settings are all standardised and cannot be adjusted. It is also difficult to export data for 

further analysis.  

Decyder MS is a more specialised tool for label free quantitation, designed for use by a 

user with specific needs. The mass spectrometer type used is definable, for instance a trap, 

time-of-flight or FT-ICR mass spectrometer. If MS-MS has been performed on the data 

set, the sampling can be easily evaluated visually, as this is displayed in a 2D LC-MS plot. 

Detection parameters can be set by the user, for instance typical peak width, resolution and 
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desired range of charge states. Decyder MS also has an advanced detection parameters tab 

allowing advanced parameters to be defined, for instance, background correction 

algorithm, signal to background detection threshold, whether charge assignment is 

required, increased sensitivity for small peptides, charge state matching parameters, m/z 

shift tolerance, m/z shape tolerance and filtering parameters. Following peptide detection 

manual editing can be performed, meaning charge assignments can be manually modified 

and comments can be added. MS-MS identification can be performed through Decyder MS 

with either Mascot or Sequest databases. Time alignment parameters are also user defined. 

Time alignment parameters refer to maximum stretch/compression allowed, maximum 

leader and trailer and stretch/compress penalty. Following peptide matching cross-

detection can be performed. This adds matched peptides present in at least a user specified 

number of intensity maps to all other intensity maps. The intensity values for these 

peptides are then measured. Cross detection is essential for statistical evaluation of 

presence/absence experiments. Peptides detected can be ordered according to many more 

parameters in Decyder MS, than in Progenesis LC-MS, including number of profiles 

present in, mass and retention time. Expression profiles can be viewed in two ways, either 

as individual peptides or experimental groups. Decyder MS allows normalization to be 

performed in a user defined manner. This gives the option to use internal standards for 

normalization, or alternatively the entire peptide population. Decyder MS reports ANOVA 

and t-test statistics, along with average difference and average ratio of peptides. Decyder 

MS data is easily exportable into excel format for further statistical analysis. 

For these reasons it was decided that Decyder MS is more suitable for use in this study and 

all biological replicates and final data was analysed with Decyder MS. The main steps in 

label free quantitation using Decyder MS are: 

• Peptide detection in each sample 

• Definition of experimental groups 

• Alignment of intensity maps 

• Matching of detected peptides 

• Cross-detection of matched peptides 

• Evaluation of matched result 

• Statistical analysis 
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4.4.5 MS and Label Free Relative Quantitation for Biomarker 

Discovery in Plasma 

MS data for all 38 samples was collected in a randomised manner, using the Dionex 3000 

LC system, coupled to the Bruker MicroTOFq. The randomisation of the samples was used 

to prevent the introduction of bias into the quantitative results. The MS data from each 

sample was converted into an ‘mzxml’, compatible for import into Decyder MS. From this, 

a 2D map was created for each sample with the axes being m/z and retention time. The 

features in each map were automatically detected across each sample, before being 

retention time aligned. Cross-detection across all samples was then performed, and a 

summary of features detected in each sample group is shown in the figure 4.17. The 

average number of features detected in each sample is between 8880 with a standard 

deviation of 947.  

 

 

 

 

 

Figure 4.17  Graph demonstrating the average number of features detected in each 
sample group, with error bars representing ± one standard deviation. It is shown that 
between 8000 and 10,000 features are detected within each sample group.  

 
The large number of features detected in the plasma samples is as expected, due to the high 

level of complexity of the samples and the wide dynamic range of proteins present. It can 

be seen from examination of figure 4.17 that a higher number of features were detected in 

the congenic plasma samples, when compared with the wild type samples. In addition the 

SHRSP samples show a higher number of detected features when compared with the wild 

type samples. The reason for these differences is unclear at this stage.  
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4.4.6 Statistical Analysis of LC-MS data for Label Free 

Quantitation 

The LC-MS data from the different groups of plasma was analysed in several different 

ways. Initially a simple one-way analysis of variance (ANOVA) calculation was 

performed. The principle behind ANOVA analysis is described in detail in the previous 

chapter ‘Assessment of Denator Heat Treatment for Prevention of Proteomic Sample 

Degradation using Label Free Relative Quantitation’.  

In this analysis a decision must to be made regarding what level to set a significant p-

value. As previously stated, a common method is to simply choose an arbitrary value of 

0.01, 0.005 or 0.001. This would mean that the probability of obtaining the observed 

difference by chance would be 1 in 100, 0.5 in 100, or 0.1 in 100, respectively. This 

decision is somewhat further complicated by the number of features present, and therefore 

ANOVA calculations present in the dataset. In this case there are around 12,000 features 

present in the dataset, meaning that determining the significance of features detected can 

be somewhat complicated, as if enough tests are performed it is inevitable that a 

‘significant’ feature will be found eventually, simply by chance. The researcher must be 

aware of attaching too much weight to a lone, or a few, significant results amongst a large 

amount of ‘non-significant’ results. One method of helping to determine true significance 

is reducing the significance level of the p-value, based on the number of tests performed. 

This is known as the Bonferroni correction. The Bonferroni correction is based on the 

reasoning (381-383) that if a null hypothesis is true, i.e. there is not a change in abundance 

between populations, then a significant difference, p < 0.05, will be observed by chance 

once in every 20 experiments. This is known as the type I error, or α. When 20 

independent tests are performed, or in this case 20 different features are tested for 

significance, and the null hypothesis is true for all 20, then the chance of each test being 

determined as significant is no longer 0.05, but 0.64. The formula for this error rate is       

1-(1-α)n, where n is the number of tests performed. However, the Bonferroni adjustment 

reduces the α applied to each feature, so the error rate across the experiment remains at 

0.05. The reduced significance level is 1-(1-α)1/n, giving 0.00256 in this case. This is often 

approximated as α/n (0.0025). Therefore, for this dataset (with around 12,000 features) the 

reduced significance level could be approximated as 0.05/12000 = 4.16x10-6. This would 

clearly give an extremely reduced number of ‘significant’ features, when compared with a 

standard p-value of 0.05. In this dataset if the p-value used is 0.05 there are over 5000 

features deemed to be ‘significant’. In comparison if the Bonferroni method is used as 
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described above this is reduced to around 500, which is clearly a much more manageable 

number to target for identification. 

There is, however, an alternative school of thought, which suggests that the Bonferroni 

correction is not appropriate in many cases (384;385). The Bonferroni adjustment implies 

that any comparison will be interpreted in a different way, depending on the number of 

tests that are performed. Furthermore, type I errors cannot be decreased without the 

inflation of type II errors.  

Type II errors refer to the probability of accepting the null hypothesis when it is not true. In 

this case, this would mean that the chance of not detecting a change in feature abundance 

when it is in fact present would be increased. Most advocates of the Bonferroni correction 

would include all statistical tests in a given report as a basis for the n-number by which to 

adjust p values. This in itself can cause further complications, as further tests may have 

been performed that were not included in the publication, or were included in other, related 

papers, meaning that a decision must be made regarding the value of the true n-number. 

A further statistical method that has been developed in order to control the high false 

positive rate in microarray data is known as the False Discovery Rate (FDR) (386). The 

false discovery rate of a test is defined as the expected proportion of false positives within 

the declared significant results (387-389). Therefore the FDR can be a more useful 

statistical value than a p-value. The data set collected here, via LC-MS, has certain 

parallels which can be drawn with microarray data. Microarray data sets tend to test a large 

number of genes, which can be related to the high number of LC-MS features tested here. 

It is proposed here that using a statistical method designed for microarray data may be the 

most appropriate way of dealing with this type of LC-MS dataset. 

FDR was originally described in 1995 by Benjamimi and Hochberg (387) and is a 

statistical method used in multiple hypothesis testing to identify the expected proportion of 

false positives among all significant hypotheses. For example if 100 observations were 

predicted to be different and a maximum FDR for these observations was 0.1 then the 

expectation would be that 10 of the observations were false positives. 

Benjamimi and Hochberg then went on to demonstrate that the FDR can be developed into 

a simple and powerful procedure. It has since been used routinely for many microarray 

applications (386;390-393). More recently, this type of statistical analysis developed for 

use with microarrays has been applied to proteomics data (394-397). 
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In my research presented here, the false discovery rate calculation has been used in two 

separate ways. Both methods use multiple pairwise comparisons between the six groups, 

instead of the previous general comparison across all six groups. The pairwise comparisons 

can be visualised using a set of three Venn diagrams as shown in figures 4.18 to 4.20.  

 

Figure 4.18 Venn Diagram number 1, showing pairwise comparisons of salt treated samples. 
Features are deemed to be significant between different sample groups based on a 5% FDR 
cut off value. 

 

 

Figure 4.19 Venn diagram number 2 showing pairwise comparisons of untreated samples. 
Features are deemed to be significant between different sample groups based on a 5% FDR 
cut off value. 
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Figure 4.20 Venn diagram number 3, showing pairwise comparisons between salt treated 
and untreated samples. Features are deemed to be significant between different sample 
groups based on a 5% FDR cut off value. 

 
Each part of the Venn diagram can be thought of as the statistically significant features 

from one pairwise comparison. The features are defined as significant in two separate 

ways, firstly using a pairwise Student’s t-test and false discovery rate, and secondly with a 

method known as RankProducts analysis (RP) and false discovery rate.  

The Student’s t-test (henceforth referred to as t-test), is a commonly used statistical test. It 

is similar to the previously mentioned one-way ANOVA test, but it may only be used on 

two populations. It is used to test whether there is any significant difference between the 

means of the two populations. In this case a t-test is performed for each feature, for each 

pairwise comparison, as defined by the Venn diagrams. A small t-test p-value would 

indicate that there could be a significant difference between the two groups. The t-test used 

here is an equal variance two-tailed test, meaning it considers both increases and decreases 

in intensity. The t-test requires a minimum of two data points in each population, and in 

general the statistical significance will improve with the number of data points. The t-test 

null hypothesis is again similar to that of the one-way ANOVA, being that there is no 

change in feature abundance between the populations.  

The RankProducts analysis was originally developed for use with microarray data 

(398;399). It is known as a ‘primary’ method for identification of differential genes 

between small groups of biologically replicated samples. It has been shown that the 

‘significant’ lists of samples achieved using RP analysis are superior to those obtained 

using standard t-tests, if the number of biological replicates is less than ten.  
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In RP analysis it is assumed that only a minority of features will demonstrate expression 

changes, measurements are independent between replicate samples, most changes are 

independent of one another and measurement variance is roughly equal for all features. 

The method used to identify differentially expressed features within the dataset is based on 

the assumption that it is extremely unlikely to observe a single feature with a higher 

intensity in one set of samples compared with another if none of the the features are in fact 

present in different intensities, i.e. if all null hypothesis are true. A list of features can be 

created with the top feature showing the largest intensity difference between the two 

sample sets, the second feature showing the second largest intensity difference and so on 

down the list. These RP values assigned to each feature can then be used to sort the 

features by the likelihood of observing them so high on the list by chance. 

Both the pairwise t-tests and the RankProducts analyses were conducted using a false 

discovery rate with a 5 % cut off value. All RankProducts analyses was undertaken by Dr 

McClure (Institure of Cardiovascular and Medical Science, University of Glasgow) using a 

Perl script and a corresponding Windows executable system developed by R Breitling 

(Bioinformatics Research Centre, Institute of Biomedical and Life Sciences, University of 

Glasgow). 

From this statistical analysis lists of significant features were composed. The most 

‘interesting’ features were defined as those in which the congenic strain either behaved as 

the WKY strain, or showed an intermediate behaviour between the WKY and the SHRSP 

strains. The congenic strain has a background from the SHRSP strain with chromosome 2 

from the WKY strain. These specific features should occur in the AB and ABC portions of 

Venn diagrams 1 and 2 (see figures 4.18 to 4.20). Therefore, the features occurring here 

were focussed upon. The individual expression profile for each feature was evaluated 

visually and a decision made regarding its interest. These feature lists were then used for 

targeted MS-MS analysis for peptide and protein identification. 

As mentioned earlier, the initial statistical analysis of this dataset was to perform a simple 

ANOVA calculation across all six sample sets. This is shown in the figure, 4.21, below. It 

is seen here that, if even a fairly strict, p-value of 0.001 is set, there are still around 2000 

features deemed to have significant changes across the six sample sets. 2000 features are 

far too many to target for further investigation and identification, in any sort of efficient 

manner. This prompted the move to investigate further statistical methods of analysis.As 

discussed above, this can be visualised in the form of three Venn diagrams. These three 
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Venn diagrams are repeated twice, using pairwise t-tests and 5 % FDR and also 

RankProducts analysis and 5 % FDR. The results of this analysis are shown in the Venn 

diagram format, with the numbers present in each section representative of the number of 

features deemed as having a significant difference between groups. This is shown in 

figures 4.22 – 4.27. 

 

 

 

 

 

Figure 4.21 Graph displaying results from one-way ANOVA analysis of LC-MS analysis. This 
demonstrates that with a significant p value of 0.001 there are around 2000 features deemed 
to be significant. 

 
 

 

Figure 4.22 Venn diagram showing the no salt pairwise t-test statistical analysis with a 5 % 
FDR cut off value. Numbers represent the number of features determined as significant 
using each statistical test. 
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Figure 4.23 Venn diagram showing the salt pairwise t-test statistical analysis with a 5 % FDR 
cut off value. Numbers represent the number of features determined as significant using 
each statistical test. 

 
 

 

Figure 4.24 Venn diagram showing the salt vs no salt pairwise t-test statistical analysis with 
a 5 % FDR cut off value. Numbers represent the number of features determined as 
significant using each statistical test 
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Figure 4.25 Venn diagram showing the no salt pairwise RP statistical analysis with a 5 % 
FDR cut off value. Numbers represent the number of features determined as significant 
using each statistical test. 

 
 

 

Figure 4.26 Venn diagram showing the salt pairwise RP statistical analysis with a 5 % FDR 
cut off value. Numbers represent the number of features determined as significant using 
each statistical test. 
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Figure 4.27 Venn diagram showing the salt vs no salt pairwise RP statistical analysis with a 
5 % FDR cut off value. Numbers represent the number of features determined as significant 
using each statistical test. 

 
From visual examination of any features falling into the AB or ABC parts of Venn 

diagrams 1 and 2, for the RP and t-test analysis, the following features were identified as 

possible interesting targets for LC-MS: 
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AB - Match 
Number  Mass (Da) 2+ 3+ 

Retention Time 
(min) 

1762 360.197 181.098 121.066 59.201
2212 1279.121 640.560 427.374 62.745
2348 931.457 466.729 311.486 56.532
3573 972.719 487.360 325.240 66.335
4263 1393.236 697.618 465.412 50.259
5007 440.231 221.115 147.744 58.908
5780 2232.123 1117.061 745.041 56.840
6441 1016.013 509.006 339.671 60.347
6699 444.273 223.136 149.091 57.399
6892 425.219 213.609 142.740 61.802
7065 1351.687 676.843 451.562 57.928
7195 790.450 396.225 264.483 59.945
7467 640.301 321.151 214.434 47.652
7539 2185.062 1093.531 729.354 47.977
7588 1247.683 624.841 416.894 58.977
7637 848.462 425.231 283.821 59.987
7854 769.444 385.722 257.481 60.702
7880 766.409 384.205 256.470 57.658
7957 1533.844 767.922 512.281 59.499
8259 408.207 205.104 137.069 62.690
8270 894.463 448.232 299.154 58.591
8770 475.207 238.604 159.402 58.913
8788 431.210 216.605 144.737 57.220
9193 1705.823 853.911 569.608 48.768

Table 4.3 Table of features of interest from AB Venn diagram untreated samples and 
pairwise t-test analysis 

 
ABC - Match 
Number  

Mass 
(Da) 2+ 3+ 

Retention Time 
(min) 

2304 1508.827 755.414 503.942 62.720 
6668 447.230 224.615 150.077 56.086 
7679 2150.106 1076.053 717.702 59.419 
7840 1307.587 654.793 436.862 60.932 

Table 4.4 Table of features of interest from ABC Venn diagram untreated samples and 
pairwise t-test analysis 

 
AB - Match 
Number  

Mass 
(Da) 2+ 3+ 

Retention Time 
(min) 

2620 1119.178 560.589 374.059 58.947 
2749 1127.779 564.889 376.926 73.518 

Table 4.5 Table of features of interest from AB Venn diagram salt treated samples and 
pairwise t-test analysis 

 
ABC - Match 
Number  

Mass 
(Da) 2+ 3+ 

Retention Time 
(min) 

2797 946.619 474.309 316.540 56.569 

Table 4.6 Table of features of interest from ABC Venn diagram salt treated samples and 
pairwise t-test analysis 
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AB - Match 
Number  

Mass 
(Da) 2+ 3+ 

Retention Time 
(min) 

1696 700.542 351.271 234.514 55.445 
2258 1044.964 523.482 349.321 51.490 
3992 2154.372 1078.186 719.124 67.930 

Table 4.7 Table of features of interest from AB Venn diagram untreated samples and 
pairwise RP analysis 

 
AB - Match 
Number  

Mass 
(Da) 2+ 3+ 

Retention Time 
(min) 

1951 1086.758 544.379 363.253 55.152 
2698 2109.122 1055.561 704.041 54.492 
2024 1807.877 904.939 603.626 61.047 
2369 1790.967 896.483 597.989 54.570 
1615 1274.231 638.116 425.744 70.261 
2969 2148.369 1075.184 717.123 58.640 
2056 2268.298 1135.149 757.099 61.475 
4167 3700.054 1851.027 1234.351 53.897 
2981 1636.020 819.010 546.340 56.122 
1346 685.709 343.855 229.570 62.257 
1243 811.537 406.769 271.512 68.022 
4280 1451.477 726.738 484.826 58.977 
4012 946.110 474.055 316.370 68.698 
1600 942.445 472.222 315.148 61.127 
2220 843.127 422.564 282.042 60.506 

Table 4.8 Table of features of interest from AB Venn diagram salt treated samples and 
pairwise RP analysis 

 
ABC - Match 
Number  

Mass 
(Da) 2+ 3+ 

Retention Time 
(min) 

4371 677.063 339.531 226.688 57.400 

Table 4.9 Table of features of interest from ABC Venn diagram salt treated samples and 
pairwise RP analysis 

 
Expression profiles of selected features are shown in the figures 4.28 to 4.33. All of these 

features, in tables 4.4 to 4.10), were subsequently targeted for MS-MS identification. 
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Figure 4.28 Expression profile of feature 1696. This shows the differing intensities across 
the three relevant sample groups 
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Figure 4.29 Expression profile of feature 2348. This shows the differing intensities across 
the three relevant sample groups 
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Figure 4.30 Expression profile of feature 3573. This shows the differing intensities across 
the three relevant sample groups 
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6699 AB Expression Profile from Venn
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Figure 4.31 Expression profile of feature 6699. This shows the differing intensities across 
the three relevant sample groups 
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Figure 4.32 Expression profile of feature 2620. This shows the differing intensities across 
the three relevant sample groups 
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Figure 4.33 Expression profile of feature 4012. This shows the differing intensities across 
the three relevant sample groups 

 
Examination of figures 4.28 to 4.33 demonstrates that the features selected show different 

expression profiles across the sample groups. The features shown in figures 4.28, 4.29, 

4.30 and 4.32 show an intermediate intensity in the congenic samples, when compared to 
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the wild type and SHRSP samples. The features shown in figures 4.31 and 4.33 show a 

similar intensity in the congenic and wild type samples and a different intensity in the 

SHRSP samples. It is concluded that any of these features could be possible markers for 

disease. However, it is now important to gain identifications of these features. This will be 

discussed in the following section 4.4.7. 

4.4.7 Targeted MS-MS for Protein Identification in Plasma 

Targeted MS-MS analysis was performed, on the Dionex 3000 LC-MS coupled to the 

Applied Biosystems Q-Star. The MS-MS data from each sample was searched using 

MASCOT version 2.1 against NCBInr database 20090424. The identified peptides were 

then matched to the features of interest, using mass and retention time.  

From this analysis, four features were identified as being from specific proteins. Their 

expression profiles and MASCOT identifications are shown in figures 4.34 to 4.41. 
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Figure 4.34 Expression profile from feature number 7065, 1351.687 Da (57.9 mins), from 
Pairwise t tests AB 

 

 

Figure 4.35 MASCOt results showing feature number 7065, identified as contrapsin-like 
protease inhibitor. Analsyed using Dionex 3000 LC system and Applied Biosystems Q-Star 

 
Examination of the expression profile in figure 4.34 shows that the selected feature, with 

mass 1351.687 Da, has an increased intensity in the SHRSP no salt samples, when 
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compared with the WKY no salt samples. Additionally, the feature has an intermediate 

intensity in the congenic no salt samples. Therefore, the selected feature is a potential 

marker for hypertension. Figure 4.35 shows the identification of this feature from targeted 

MS-MS analysis. The mass of 1351.7936 Da corresponds to a peptide from the protein 

contrapsin-like protease inhibitor. 
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Figure 4.36 Expression profile from feature number 7679, 2150.106 Da (59.4 mins) from 
pairwise t tests ABC analysis 

 

 

Figure 4.37 MASCOT results showing feature number 7679, identified as fibrinogen alpha 
chain isoform 1. Analsyed using Dionex 3000 LC system and Applied Biosystems Q-Star 

 
Examination of the expression profile in figure 4.36 shows that the selected feature, with 

mass 2150.106 Da, has an increased intensity in the SHRSP no salt samples, when 

compared with the WKY no salt samples. As for figure 4.34, the feature has an 

intermediate intensity in the congenic no salt samples. Therefore, as before, the selected 

feature is a potential marker for hypertension. Figure 4.37 shows the identification of this 
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feature from targeted MS-MS analysis. The mass of 2150.3782 Da corresponds to a 

peptide from the protein fibrinogen alpha chain isoform 1. 

It should, however, be noted that the identification of this peptide is questionable. The 

difference between the predicted and observed mass is rather large, at 0.6273, and in 

addition the score of 15 is lower than the expected score.  

As several other peptides have also been identified from this protein, it would be possible 

to examine their expression profiles and compare them with the expression profile shown 

in figure 4.36. This could be a potential avenue for future research. 
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Figure 4.38 Expression profile from feature number 2369, 1790.967 Da (54.5 mins) from 
pairwise RP AB analysis. 

 

 

Figure 4.39 MASCOT results showing feature number 2369, identified as pregnancy zone 
protein/alpha-1-macroglobulin. Analsyed using Dionex 3000 LC system and Applied 
Biosystems Q-Star 

 
Examination of the expression profile in figure 4.38 shows that the selected feature, with 

mass 1790.967 Da, has an increased intensity in the SHRSP salt samples, when compared 

with the WKY salt samples, however the error bars from the SHRSP samples do overlap 
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with the lower intensity signals from the WKY and wild type samples, which could mean 

the higher intensity observed is questionable. In this example the feature has similar 

intensities in the congenic salt samples and the WKY samples. This feature has still been 

included here as a potential marker for hypertension, as as mentioned previously the 

congenic strain has a background from the SHRSP strain with chromosome 2 from the 

WKY strain. Figure 4.39 shows the identification of this feature from targeted MS-MS 

analysis. The mass of 1790.0276 Da corresponds to a peptide from the pregnancy zone 

protein, although the difference between the predicted and observed mass of this peptide is 

rather larger than the ideal. 
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Figure 4.40 Expression profile from feature number 2749, 1127.779 Da (73.5 mins) from 
pairwise t tests AB analsyis. 

 

 

Figure 4.41 MASCOT results showing feature number 2749, identified as Hemopexin. 
Analsyed using Dionex 3000 LC system and Applied Biosystems Q-Star 

 
Examination of the expression profile in figure 4.40 shows that the selected feature, with 

mass 1127.779 Da, has an increased intensity in the SHRSP salt samples, when compared 

with the WKY salt samples. As for the previous example the feature has similar intensities 
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in the congenic salt samples and the WKY samples. This means that the selected feature is 

a potential marker for hypertension, as for the feature in figure 4.38. Figure 4.41 shows the 

identification of this feature from targeted MS-MS analysis. The mass of 1127.5834 Da 

corresponds to a peptide from the hemopexin protein, however it should be noted that the 

score of 14 for this identification is rather lower than the expected score of 67, which is not 

ideal for a peptide identification. 

The possible biological significance of these proteins is discussed in section 4.4.9. 

From these four identifications of possible biomarkers, antibodies were available for two 

of them, hemopexin and fibrinogen alpha-1-isoform. 

4.4.8 Western Blotting for Confirmation of Protein Identifications 

The western blots of hemopexin and fibrinogen alpha-1-isoform are shown in figures 4.42 

and 4.43. Lanes 1 to 6 represent the six different sample groups WKY no salt, WKY salt, 

Congenic no salt, Congenic salt, SHRSP no salt and SHRSP salt. It was expected that the 

results from these western blots would mimic the quantitation data from the label free 

relative quantitation expression profiles.  

 

 

Figure 4.42 Quantitative western blot for fibrinogen alpha-1-isoform. Lane 1 is WKY no salt, 
lane 2 is WKY salt, lane 3 is congenic no salt, lane 4 is congenic salt, lane 5 is SHRSP no 
salt and lane 6 is SHRSP salt. 
 

 

 

Figure 4.43 Quantitative western blot for Hemopexin. Lane 1 is WKY no salt, lane 2 is WKY 
salt, lane 3 is congenic no salt, lane 4 is congenic salt, lane 5 is SHRSP no salt and lane 6 is 
SHRSP salt. 
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Visual examination of the western blots confirms that the two proteins, fibrinogen alpha 1 

isoform and hemopexin, are present in all 6 samples. It is difficult to draw any further 

conclusions from the blots using only a visual analysis. Quantitative information was 

extracted from these western blots, using the total pixel intensity from each band. This was 

then plotted in an expression profile style for comparison with the label free relative 

quantitation results. This is shown in figures 4.44 and 4.45, error bars shown ± one 

standard deviation.  
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Figure 4.44 Expression profile from quantitative western blot for Fibrinogen 
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Figure 4.45 Expression profile from quantitative western blot for Hemopexin 

 
It can be seen that the pattern of the expression profiles from the quantitative western blots 

does not directly mimic the expression profiles seen from the label free quantitation data. 

However, in both western blots, the intensity is higher in the SHRSP samples, relative to 

the WKY and congenic samples. This is as predicted by the relative label free quantitation 

experiment. The profiles may not be exactly the same as those seen in the label free 
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quantitation experiment for several reasons. The quantitation from the western blots may 

not be entirely accurate due to the fact that pooled samples were used as opposed to 

western blots being performed against every sample available, and average results being 

taken. It is also possible that the label free relative quantitation may not be entirely 

accurate, due to the relatively low number of replicate samples available. Unfortunately 

this could not be avoided in this case, but it should be noted for future work that a higher 

number of replicate samples in each sample set would be preferable.  

The western blot serves as a good validation method for the quantitative data previously 

collected. However, it should be taken into consideration that if the results do not exactly 

mimic each other, it can be challenging as to what conclusions to draw. 

4.4.9 Biological Significance of the Identified Proteins 

4.4.9.1 Hemopexin 

The main function of hemopexin is known to be binding heme and transporting it to the 

liver, for breakdown and iron recovery. Following this the free hemopexin is returned to 

circulation. Hemopexin is expressed by the liver and secreted in the plasma. It is a plasma 

glycoprotein, and is has the highest known heme affinity. It is also known to be an acute 

phase protein, with levels being increased in correlation with inflammation (400;401).  

4.4.9.2 Fibrinogen alpha-1-isoform 

Fibrinogen is known to have two functions, yielding monomers that polymerize into fibrin 

and also acting as a co-factor in platelet aggregation (UniProt Protein Knowledgebase, 

http://www.uniprot.org). 

4.4.9.3 Pregnancy zone protein (Alpha-1-macroglobulin) 

Pregnancy zone protein is known to inhibit all four classes of proteinases using a unique 

'trapping' mechanism. It has a peptide stretch, called the 'bait region' which contains 

specific cleavage sites for different proteinases. When a proteinase cleaves the bait region, 

a conformational change is induced in the protein trapping the proteinase. The entrapped 

enzyme remains active against low molecular weight substrates (although activity against 

high molecular weight substrates is greatly reduced). Following cleavage in the bait region 

a thioester bond is hydrolyzed and mediates the covalent binding of the protein to the 
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proteinase. It is found in plasma, and is found in high abundance during the late stages of 

pregnancy (UniProt Protein Knowledgebase, http://www.uniprot.org). 

4.4.9.4 Contrapsin-like-protease inhibitor 

Contrapsin-like-protease inhibitor (alternative name Serine protease inhibitor A3K) is 

known to bind to and inhibit kallikreins. It inhibits trypsin but not chymotrypsin or 

elastase. It is found in the liver and in plasma. Its level is known to be reduced by 

inflammation. Its level is also known to be higher in male rats, than in female (402-405).  



171 

4.5 Discussion 

This work has had several aims, all of which have been achieved. Firstly, the efficiency of 

two different plasma partitioning strategies have been evaluated, using 2D mini gel and 

LC-MS analysis. It was concluded that although plasma partitioning has its place as a 

sample preparation method, neither antibody affinity partitioning or size separation 

depletion are appropriate for use in a quantitative biomarker discovery project, such as this 

one. This is for several reasons, the prime one being the possibility of the introduction of 

artificial differences into the sample set. This has the possibility of causing misleading 

results, and also may mask true, biological differences between the samples. A second 

reason that plasma partitioning is not appropriate for biomarker discovery projects is due to 

what may be lost with the removed fractions. The removal of abundant proteins is likely to 

also remove interesting, low abundance proteins, which are associated with the more 

abundant proteins. Therefore, it was concluded that plasma partitioning, or depletion, 

would not be used in this project. 

Secondly, the repeatability and reproducibility of two nano-flow liquid chromatography 

systems were evaluated. This is a step which cannot be under-estimated when label free 

quantitation is performed. If the liquid chromatography is not reproducible, none of the 

quantitation results will be accurate. It was concluded from this, that the Dionex 3000 

nano-flow liquid chromatography system, with a 15 cm C18 column was the most 

appropriate system for this work available, and the Dionex Ultimate nano-flow liquid 

chromatography system was not appropriate, due to poor flow control and lack of 

temperature control. It was also concluded that automated de-salting gave better sample 

reproducibility than manual de-salting spin columns. Ensuring reproducibility of results is 

a vital step in this type of analysis, and should perhaps consume the majority of 

experimental time. Following assurance of reproducibility biological replicates can be 

analysed relatively quickly, with minimal changes to the equipment to help ensure valid 

results are obtained. Additionally, degradation of samples should be closely monitored to 

help prevent mis-leading results. 

Thirdly, LC-MS data was collected for all rat plasma samples available. This was analysed 

using Label Free Relative Quantitation software, Decyder MS. This software was also 

thoroughly evaluated and it was decided to be the most appropriate software available for 

this project.  
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One of the main novel aspects of this research is the new application of statistical methods 

to a relatively new type of dataset. LC-MS and label free relative quantitation of biological 

samples, such as plasma, produce a wealth of information. There have been many different 

ways of analysing datasets such as this reported, ranging from simple ANOVA analysis 

(406), statistical tests such as the Mann-Whitney U test (40) or partial least-squares 

discriminant analysis (407) to more complicated statistical analysis involving different 

ways of filtering the dataset and techniques such as FDR (41). 

One of the largest challenges here is extracting data in a useful and meaningful way, in 

order to conduct biomarker research. It is certainly not as straightforward as may initially 

be imagined, and mining this data for useful changes in abundance needs careful 

experimental planning and additionally, the extremely careful application of the correct 

statistical techniques. Simply using a certain technique because it is widely accepted in the 

field is not an acceptable selection technique. Careful thought and research must be applied 

to statistics, and it should be one of the most important parts of the data analysis, and not 

simply an afterthought. Additionally, perhaps statisticians will begin to be incorporated 

further into biological research, to help enable a fresh view point on these challenging 

datasets, and more importantly an expert application of the techniques, and possibly even 

development of new, tailor-made statistical analysis.  

In the work presented here a great deal of thought, discussion, expert advice and trialling 

of different methods has gone into the statistical analysis performed. It is proposed here 

that the most appropriate method available has been chosen to attempt to identify 

interesting changes in abundance from this complicated dataset. Different statistical 

analysis including ANOVA and sets of pairwise t-tests and RankProducts with false 

discovery rate were evaluated. It was decided that a simple ANOVA calculation was not 

useful with this dataset, even though it is the most widely accepted and used type of 

analysis in this field, mainly because it did not specifically target the interesting features of 

the dataset. Both the pairwise t tests and RankProducts analysis with a 5% FDR helped to 

target these features in a more specific manner.  

For future work it would be possible to investigate the use of two or three-way ANOVA to 

identify features of interest. A significant p-value resulting from a one-way ANOVA test 

indicates that a feature is present at a significantly different level in at least one of the 

groups analyzed. However, if there are more than two groups being analyzed, the one-way 

ANOVA does not specifically indicate which pair of groups exhibits statistical differences. 

Two-way ANOVA tests (also called two-factor analysis of variance) can be used to 
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measure the effects of two factors simultaneously, for example the effect of the disease and 

the salt treatment. Two-way ANOVA is able to assess both disease and salt treatment in 

the same test, and also whether there is an interaction between the parameters. Three-way 

ANOVA works in a similar way for three factors. These methods were not applied in this 

work, in order to keep the statisical analysis used simple and, in addition, to investigate the 

effect of using RankProducts and FDR anaylsis on the dataset. The two or three-way 

ANOVA could be a possible future avenue for investigation. 

Following the statistical analysis, a targeted MS-MS strategy was used to attempt to 

identify the features of interest. This resulted in four identifications of possible biomarkers. 

This was then followed up by two separate quantitative western blots to validate these 

results; however the quantitation could not be exactly replicated. Validation of these results 

using traditional biochemical techniques is a vitally important part of the experiment and is 

widely used (40;41). It will take some time, if ever, before label free relative quantitation is 

accepted as a stand-alone technique through which to discover and monitor changes in 

peptide abundance. It is likely, due to expense and the expert operation required that it will 

always remain as a tool for the research laboratory, and will not spread into the clinical 

field. However, these methods can still play an important role in the future of proteomic 

research into diseases such as hypertension and many others. It will not be possible to 

investigate the levels of certain molecules in biological samples through other techniques, 

and the application of proteomics to biomarker discovery is expected to continue to grow 

over the coming years. Following the perfection of techniques, such as the one described 

here, it will be simple to apply these to a wide variety, if not all, human diseases. There is a 

huge amount of knowledge to be obtained in this way, and the continuation of focussed 

research is vitally important to our continued improvements in treatment of disease. 

It is concluded that label free relative quantitation is a valid tool for biomarker discovery, 

for a disease such as hypertension. Different types of statistical analysis can be used to 

target the results in a specific way, by identifying potential markers showing certain types 

of expression. This is a particularly useful type of analysis when there is more than two 

sample sets, as in this case. This method could be applied to any disease state, where 

multiple samples are available. As this is an unguided biomarker discovery method, no 

previous disease knowledge is required, making it a particularly useful and powerful 

technique. 
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5 Conclusions and Discussion 

 
The work presented here has been broken down into three main chapters, namely: 

• Biomarker Identification in Stroke Brain guided by MALDI-imaging 

• Assessment of Denator Heat Treatment for Prevention of Proteomic Sample 

Degradation using Label Free Relative Quantitation 

• Discovery and Identification of Biomarkers for Hypertension 

Between these three chapters runs a joint theme, with all the work presented aiming to 

better proteomic research relating to biomarker discovery. This is with reference to sample 

preparation, the importance of experimental design (especially when working with limited 

samples) and the application of relevant and useful statistical methods to help mine into 

rich datasets.  

The importance of investigating and learning about ischemic stroke was emphasised, and 

the current challenges facing researchers when attempting to gain identification of 

interesting up or down-regulated biomolecules seen in diseased tissue, using a fairly new 

technique known as MALDI-MSI. It is certainly not a straight forward process and 

obstacles were encountered. One of the important challenges in this work was the changes 

the disease made to the physicality of the tissue, causing global changes to protein levels in 

the samples used. The only way to overcome this issue is to use strict controls and 

meticulous experimental design. A further challenge in this part of the research was severe 

lack of sample availability, resulting in the work not being fully completed. This signifies 

the importance of precise experimental design, prior to practical experimentation. 

Following on from this was the investigation into a new heat treatment device, aiming to 

prevent sample degradation. This is an important issue in any sort of research conducted 

using biological samples, as the researcher will wish to analyse the samples with as few 

artificial changes as possible. Enzymatic action causes large changes in samples following 

collection and storage to point of analysis. This degradation is important as it can give mis-

leading results in any qualitative or, more importantly, quantitative proteomic analysis. In 

the past, the way to avoid this has been to store samples at a low temperature and to apply 

protease inhibitors, causing problems with mass spectrometric interference and possible 
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sample loss. Controlling the degradation processes will be of significant importance within 

many areas of proteomic and other types of biological research. A sample preservation step 

that is applied as early as possible after sampling was investigated as a possible solution to 

this problem. A denaturing device (Denator AB, Gothenburg, Sweden) was evaluated for 

sample preservation using mouse brain tissue as the subject. This instrument works using a 

combination of pressure and heat to rapidly and homogenously heat the tissue sample 

preventing proteolytic activity. It was proposed that this fast, homogenous heat distribution 

may give more effective, reproducible sample preservation. The use of heat-treatment on 

tissues immediately postmortem, to halt enzymatic degradation by denaturing both 

enzymes and proteins within tissue, was described here. To assess this device and process, 

in comparison with conventional snap freezing, LC-MS and Label Free Relative 

Quantitation were employed.  

It was concluded that the heat treatment had little affect on the sub 10 kDa proteomic data. 

The features that did show significant changes between the frozen and heat treated groups 

showed a number of different types of changes, varying from showing feature preservation 

when the heat treatment is used, to sample degradation by the treatment. It was concluded 

that the heat treatment could potentially be a useful technique when particular targets 

cannot be detected using conventional snap freezing treatment. However, for analysis of 

the sub 10 kDa LC-MS proteomic data from mouse brain tissue sample studied here, it is 

not expected that the heat treatment system will become a popular sample preparation 

technique, due to the small change it demonstrates on the majority of the data and the 

additional expense it incurs to the research laboratory.  

A further conclusion was that MS-MS identification of non-tryptically digested protein and 

peptide fragments can be challenging, as it was not possible to identify these features, 

using the techniques employed in this work. Additionally, it must be considered that the 

features under investigation were biomolecules such as lipids, and not proteins or peptides, 

as assumed. This could potentially be investigated in the future, along with the heat 

treatment affect on these types of molecule. Statistical analysis techniques were also 

investigated here, and the outcome of this was carried forward into further work conducted 

in the proceeding chapter regarding biomarkers for hypertension in rat plasma samples. 

Hypertension was an interesting disease to study, due to its common occurrence and also 

its link with coronary heart disease, ventricular hypertrophy, heart failure, peripheral 

vascular disease, renal disease and atherosclerosis. To enable the prevention of these 

diseases, increased understanding of hypertension is paramount. Additionally, the 
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relationship with dietary salt is of interest, as the current opinion is that a high level of 

dietary salt is associated with increased blood pressure in later life. Previously conducted 

studies into biomarkers for hypertension have been limited in the fact that they have been 

guided by previous knowledge alone. As the occurrence of, and possible predisposition to, 

hypertension is not fully understood this must have limited possible biomarker discovery 

significantly. It was proposed here that biomarkers for hypertension are currently not 

particularly well characterised. In my research, biomarkers for hypertension were 

investigated in a completely unguided manner, which is not a common practice. A label 

free relative quantitation method was again used, this time to examine differences between 

diseased and healthy samples, mainly concentrating on plasma samples. In this work a rat 

model was used, and the effect of salt treatment was also investigated. The advantages and 

disadvantages of the use of an animal model were also discussed, with the main reason, in 

this case, for using an animal model being the reduction of sample heterogeneity. 

Additionally, the importance of experimental design was discussed, with emphasis put on 

the avoidance of introducing bias into an experimental study such as this. In this work 

plasma samples were used, and the challenges and issues of this type of sample were also 

discussed. The main challenge of analysing plasma samples was stated as being the the 

extremely high dynamic range of the samples and the high abundance levels of a small 

number of proteins. Different types of sample depletion and enrichment were considered 

and investigated. The efficiency of two different plasma partitioning strategies was 

evaluated, using two types of analysis, a traditional 2D mini gel and an LC-MS analysis. It 

was found that while plasma partitioning may have a place as a possible sample 

preparation method, neither antibody affinity partitioning or size separation depletion are 

particularly appropriate for use in a quantitative biomarker discovery project. The main 

problem with this type of sample preparation is the possibility of introducing artificial 

differences into the samples, in turn giving potentially mis-leading results. Additionally, 

important parts of the sample may be lost using this type of sample preparation. Hence, 

plasma depletion was not used in this work. 

Repeatability and reproducibility was emphasised as being a vitally important part of the 

biomarker discovery process, and it was proposed that this should not be underestimated 

as, perhaps, one of the most important parts of the research. This was fully investigated 

prior to collection of biological replicate samples, and should ensure consistent results 

throughout the work. Another important part of this work is the selection of the most 

appropriate statistical method, and this was also fully discussed and investigated. The 

methods used were pairwise t-tests and RankProduct analysis, developed for use with 

microarray data. 
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The outcome of this work was that several features were found to be differentially 

regulated between diseased and healthy animals. These were subsequently identified as 

being from the following proteins: 

• Hemopexin 

• Fibrinogen alpha-1-isoform 

• Pregnancy zone protein (alpha-1-macroglobulin) 

• Contrapsin-like-protease inhibitor 

The biological significance of these markers was summarised in chapter four. A future 

possible project will be further investigation into the significance of these, and possibly 

even their occurrence in humans.  

Ultimately, however, this project has not been a biological one. The development and 

perfection of techniques has been the main goal throughout, and the biological samples 

applied are somewhat irrelevant. The perfected proteomic biomarker discovery and 

identification project could therefore be applied to any disease of interest in the future.  
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Appendix 1 – Biomarker Identification in Stroke 
Brain Guided by MALDI imaging 

The graph below shows the standard curve used for determination of protein concentration 

in mouse brain tissue, as discussed in section 2.4.2. 

Standard Curve
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Appendix 2 – Biomarker Identification in Stroke 
Brain Guided by MALDI imaging 

The following table shows 67 proteins identified from LC-MS-MS data searched using 

MASCOT version 2.1 against the NCBInr database 20070413 as detailed in section 2.3. In 

addition, selected mascot results for the identified proteins are shown below the table. 
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Proteins Identified Gi Identification Number 
from NCBInr 20070413 

Mass (Da) Mowse Score 

Beta 1 Globin  gi/4760586 15699 491 

Hemoglobin alpha chain gi/122421 15076 609 

Complexin 1 Mouse gi/31542416 15140 167 

Microtubule associated protein 
2, isoform 2 

gi/68341935 

 

49306 342 

Predicted: Solute carrier 
family 25 (mitochondrial 
carrier, adenine nucleotide 
translocator) 

gi/82917337 

 

27960 119 

ATP Synthase, H+ 
transporting, mitochondrial FO 
Complex, subunit F 

gi/7949005 

 

12489 

 

66 

FABP-I, fatty acid binding 
protein (N-terminal) 

gi/404383 

 

3733 65 

Hemoglobin beta chain 
complex 

gi/ 158969 15969 

 

144 

Ig Heavy Chain V region gi/90771 

 

12993 65 

Peptidylproyl Isomerase A gi/8394009 17863 91 

Hemoglobin alpha 2 chain gi/60678292 15275 240 

Myelin Basic Protein gi/293725 3956 82 

Myelin Basic Protein gi/4454311 14184 230 

Cytochrome C Oxidase Subunit 
Viic 

gi/6680991 

 

7328 86 

Eukaryotic translation 
initiation factor 5A 

gi/4503545 

 

16821 65 

Polyglutamine containing 
protein 

gi/60223071 

 

81444 86 

Atp5b protein gi/17390926 10152 65 

37kd Protein gi/205964 7428 125 

Mitochondrial malate 
dehydrogenase 2, NAD 

gi/89574115 

 

31657 
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DJ – 1 Protein-Rat gi/16924002 19961 81 

H(+) – ATP Synthase subunit e 
(N terminal)-rat 

gi/258788 

 

 4964 79 

Migration Inhibitory Factor gi/191491 11877 68 

MHC Class II Antigen – rat gi/18958188 6937 68 

Atp2b3 protein gi/111600317 121813 52 

Aspartate aminotransferase gi/871422 

 

46203 149 

Predicted Similar to Ubiquitin 
– protein ligase EDDI – mouse 

gi/94399459 333979 64 

Chain A, Macrophage Migration 
Inhibitory Factor Y95f Mutant 

gi/5822092 

 

12349 

 

102 

Phosphoglycerate mutase, p29 gi/235503 

 

1328 84 

Gln Synthetase gi/228136 40411 78 

Actin, gamma, cytoplasmic gi/123298588 16723 65 

Profilin 1 gi/56206029 11813 98 
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Actin, gamma, cytoplasmic gi/123298588 16723 87 

Triosephosphate Isomerase gi/538426 26904 70 

Ubiquitin carboxyl-terminal 
hydrolase isozyme L1 (UCH-L1) 

gi/1717867 

 

1815 

 

67 

Rod Outer segment membrane 
protein 1 (ROSP1) 

gi/417693 

 

37242 65 

Claudin 11 gi/6679186 22099 65 

Predicted Similar to 
Glyceraldehyde-3-phosphate 
dehydrogenase 

gi/109484558 

 

35760 104 

Predicted similar to NADH-
ubiquinone oxidoreductase 
MLRQ subunit 

gi/109471761 

 

8984 82 

Cytochrome c oxidase, subunit 
7a 3 –rat 

gi/11968072 9347 64 

GAPDH protein gi/66364570 14920 155 

Ubiquitin carboxy-terminal 
hydrolase L1 

gi/6755929 

 

24822 

 

155 

Predicted similar to 
glyceraldehyde-3-phosphate 
dehydrogenase 

gi/51769013 

 

35807 149 

Pyruvate kinase gi/16757994 57781 145 

Creatine Kinase-B gi/203476 40598 141 

Pgam1 Protein gi/45767854 22401 138 

Microtubule associated protein 
2 

gi/6981182 198446 131 

Unnamed protein product gi/12842521 9854 114 

Enolase 2, gamma gi/26023949 47111 83 

Choline transporter-like 
protein 2 (solute carrier family 
44 member 2, inner ear 
supporting cell a) 

gi/73918927 

 

79918 

 

77 

Glyoxylase 1 –rat gi/46485429 20806 75 

Beta Actin gi/28950674 11856 140 

Creatine Kinase, Brain gi/31542401 42685 111 

Actin Cytoplasmic, 1 (Beta 
actin) 

gi/1351867 

 

41711 99 

Mlrq like protein gi/1401252 8509 72 

Macrophage migration 
inhibitory factor 

gi/694108 

 

12538 65 

Myelin Basic Protein Isoform 6 gi/69885073 14202 85 

ATP Synthase, H+ 
Transporting, mitochondrial F1 
complex, beta subunit 

gi/54792127 

 

56318 143 

DJ-1 Protein-rat gi/16924002 19961 78 

Pyruvate kinase muscle –rat gi/16757994 57781 76 

Macrophage Migration 
inhibitory factor homolog –rat 

gi/285058 

 

2904 74 

VN Precursor – rat gi/1334229 13072 66 

Beta globin gi/193767 5687 135 

Calm2 protein gi/14715123 11067 70 

Myelin basic protein isoform 5 gi/8393759 

 

14202 91 
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Selected mascot results for the identified proteins are shown below: 

 

 

 

Ulip2 Protein gi/1915913 62132 95 

Alpha Globin gi/30027750 9346 133 
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Appendix 3 – Assessment of Heat Treatment for 
Prevention of Proteomic Sample Degradation 
using Label Free Relative Quantitation 

The figures shown below demonstrate the expression profiles exhibited by the 50 features 

with p-values ≤ 0.001 from the sub 10kDa intact samples, as discussed in section 3.4.2.1.  

From visual examination of the profiles it is demonstrated that 7 show expression profile as 

predicted by figure 3.2 C and 25 show expression profile as predicted by figure 3.2 D. 
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Expression profile from significant feature 2 from sub 10kDa intact samples 
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Appendix 4 – Assessment of Heat Treatment for 
Prevention of Proteomic Sample Degradation 
using Label Free Relative Quantitation 

The figures shown below demonstrate the expression profiles exhibited by the 50 features 

with p-values ≤ 0.001 from the sub 10kDa digested samples, as discussed in section 

3.4.2.2.  From visual examination of the profiles it is demonstrated that 6 show expression 

profile as predicted by figure 3.2 C and 5 show expression profile as predicted by figure 

3.2 D. 
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