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Abstract 

 

This thesis represents computational studies of the mechanisms of chlorination in the 

FAD-dependent enzyme PrnA using QM, MD and QM/MM methods. It also contains 

Time-Dependent Density Functional Theory (TDDFT) spectra and conformational 

analysis of the fluoro-imine derivatives of pyridoxal 5’-phosphate (PLP). 

Chapter 1 gives a brief introduction of the theoretical methods used in the thesis and 

an explanation of their implementation in Computational Chemistry. Chapter 2 

presents an overview of the variety of halogenated natural products and halogenating 

enzymes. This chapter takes a closer look at the group of the FAD-dependent 

enzymes and in particular at PrnA. All the feasible mechanisms of regioselective 

chlorination of tryptophan in PrnA are thoroughly discussed. In Chapter 3 model 

reactions for the chlorination of the substrate tryptophan at the DFT level are 

investigated. Two different chlorinating agents are proposed and the reaction energies 

and barriers for the halogenating reactions are calculated. A simple comparison of the 

chlorinating agents at the QM level without the enzyme is given. Chapters 4 and 5 are 

devoted to MD simulations on PrnA for equilibration of the solvated protein and 

QM/MM modelling with the AM1/AMBER03 and the DFT/AMBER03 methods. The 

QM/MM methods gave the opportunity of studying the reaction mechanisms with the 

account of the environment of the enzyme. All the steps along the mechanisms of 

chlorination with the possible chlorinating agents were investigated. 

In chapter 6 TDDFT has been used to calculate the electronic spectra of PLP and its 

derivatives. PLP is co-factor in a diversity of enzymes with different biological 

function. In the alanine racemase it takes part in the racemisation of L-alanine to D-

alanine. The latter is a building block of the bacterial cell wall. A novel method of 

blocking the function of the enzyme is the use of the β,β,β-trifluoroalanine inhibitor 

which forms an external aldimine with PLP. A mechanism of the β,β,β-

trifluoroalanine inhibitor activity was proposed by Faraci and Walsh.1 The spectra at 

all the steps along the proposed mechanism with intermediates in different 

protonation states were calculated.  



 iii 

Chapter 7 focusses on the examination of the conformations of the PLP derivatives 

and the energetics of these compounds. The preference of gauche conformation in β- 

fluoroimines was studied. In this chapter are presented empirical (X-ray) and 

theoretical (DFT) evidence for the gauche effect in β- fluoroimines. NCCF bond 

rotational profiles of acetaldehyde-derived imines and β- fluoropyridoximine at the 

DFT level were analysed. NBO analysis of the investigated compounds proved the 

Dunathan’s stereoelectronic hypothesis. 



 iv 

 

Content: 
 

Abstract………………………………………………………………………………..ii 

List of figures………………………………………………………………………...vii 

List of tables……………………………………………………………………........xiv 

Acknowledgments…………………………………………………………………...xvi 

Author’s declaration……………………………………………………………...…xvii 

Chapter 1 Methods .........................................................................................................1	
  
1.1 Quantum Chemistry Theory ................................................................................1	
  
1.1.1 Electronic structure and wavefunction..............................................................1	
  
1.1.2 Born-Oppenheimer approximation ...................................................................2 
1.1.3 The Slater determinant......................................................................................4 
1.1.4 Density Functional Theory (DFT) ....................................................................5	
  
1.1.4.1 Hohenberg-Kohn theorems............................................................................5	
  
1.1.4.2 Kohn-Sham approach.....................................................................................8	
  
1.1.4.3 Exchange-correlation functionals ..................................................................9	
  
1.1.4.3.1	
   The Local Density Approximation (LDA) ..............................................9	
  
1.1.4.3.2	
   The Generalised Gradient Approximation (GGA) ................................10	
  
1.1.4.3.3	
   Hybrid functionals .................................................................................11	
  
1.1.5 Time-Dependent Density Functional Theory (TDDFT).................................12	
  
1.1.6 Semi-empirical Methods.................................................................................16	
  
1.1.7 NDDO formalism............................................................................................17	
  
1.1.7.1.1	
   AM1 .......................................................................................................20	
  
1.2 Molecular Mechanics (Empirical force fields) ..................................................21	
  
1.3 QM/MM methods ..............................................................................................24	
  
1.4 Molecular dynamics...........................................................................................27	
  
1.4.1 Simulation protocol.........................................................................................30	
  
1.4.2 Statistical mechanics.......................................................................................31	
  
1.4.2.1 Microcanonical (NVE) ensemble ................................................................31	
  
1.4.2.2 Canonical (NVT) ensemble and Boltzmann factor......................................32	
  
1.4.2.3 Isothermal-isobatic (NPT) ensemble ...........................................................33	
  
1.4.2.4 Temperature coupling ..................................................................................33	
  
1.4.2.4.1	
   Berendsen temperature coupling............................................................33	
  
1.4.2.4.2	
   Nosé-Hoover thermostat ........................................................................34	
  
1.4.2.4.3	
   Pressure coupling ...................................................................................34	
  
1.4.2.4.4	
   Berendsen barostat .................................................................................35	
  
1.4.2.4.5	
   Parrinello-Rahman thermostat ...............................................................35	
  
1.4.3 Applications of Molecular Dynamics .............................................................35	
  

Chapter 2 Enzymatic halogenation ..............................................................................37	
  
2.1 Halogenation in nature and halogenated natural products.................................37	
  
2.2 Halogenation strategies......................................................................................41	
  



 v 

2.2.1	
   Halogenation by Hypohalite, XO– (X+).......................................................41	
  
2.2.1.1	
   Haem-Dependent haloperoxidases............................................................41	
  
2.2.1.2	
   Vanadium-dependent haloperoxidases .....................................................43	
  
2.2.1.3	
   Flavin-dependent halogenases ..................................................................44	
  
2.2.1.3.1	
   PyrH .......................................................................................................46	
  
2.2.1.3.2	
   RebH ......................................................................................................47	
  
2.2.1.3.3	
   PrnA .......................................................................................................49	
  
2.2.2	
   Halogenation via Halogen, X˙ .....................................................................54	
  
2.2.3	
   Halogenation via Halide, X– ........................................................................55	
  
2.3 Electrophilic aromatic substitution ....................................................................57	
  
2.4 Possible electrophiles involved in the tryptophan chlorination at position C7..58	
  

Chapter 3 QM calculations on PrnA ............................................................................60	
  
3.1 Introduction........................................................................................................60	
  
3.2 Computational methodology..............................................................................62	
  
3.2.1 Computational models and augmented basis set ............................................62	
  
3.2.2 COSMO (Conductor-like Screening Model) calculations..............................62	
  
3.2.3 Transition state search.....................................................................................65	
  
3.3 Results and Discussion ......................................................................................66	
  
3.3.1 Stabilities of chlorinated indoles.....................................................................66	
  
3.3.2 Possible electrophiles involved in the indole chlorination .............................67	
  
3.3.3 Energy profiles for electrophilic chlorination of indole .................................69	
  
3.3.4 Transition state search with ChemShell ..........................................................73	
  
3.3.5 Pre-Reaction Complexes.................................................................................75	
  
3.4 Conclusions........................................................................................................76	
  

Chapter 4 Classical Molecular Dynamics simulations on PrnA monomer..................78	
  
4.1 Introduction........................................................................................................78	
  
4.2 Computational methodology..............................................................................79	
  
4.2.1 Residues building............................................................................................80	
  
4.3 Results and Discussion ......................................................................................83	
  
4.3.1 MD simulations with FADHOOH in the PrnA monomer ..............................83	
  
4.3.1.1 Preparation of the initial structure for MD simulations and simulation 
parameters ................................................................................................................83	
  
4.3.1.2 Total RMSD from X-ray structures .............................................................88	
  
4.3.1.3 RMSD values of the protein residues ..........................................................90	
  
4.3.1.4 RMSD values of the ligands ........................................................................92	
  
4.3.1.5 Deviation in the Lys78 residue ....................................................................93	
  
4.3.1.6 The chloride binding site .............................................................................93	
  
4.3.1.6.1   LYN ........................................................................................................93	
  
4.3.1.6.2   LYP.........................................................................................................95	
  
4.3.2 MD simulations with FAD in the PrnA monomer and dimer.........................98	
  
4.4 Conclusions......................................................................................................100	
  

Chapter 5 QM/MM modelling on PrnA dimer ..........................................................102	
  
5.1 Introduction......................................................................................................102	
  
5.2 Computational methodology............................................................................104	
  
5.2.1 Validation of O-O torsional parameters........................................................105	
  
5.2.2 Preparation of the system for the QM/MM simulations ...............................107	
  
5.3 Results and Discussion ....................................................................................109	
  
5.3.1 Nucleophilic attack of the chloride on FADHOOH .....................................109	
  



 vi 

5.3.2 Water networks and protonation state of Lys78 ...........................................112	
  
5.3.3 Attack of the hypochlorous acid on the Lyn78 residue ................................114	
  
5.3.4 Formation of the Lyn78-chloramine intermediate........................................116	
  
5.3.5 Formation of the Tryptophan σ- complex ....................................................119	
  
5.3.5.1 (Chloroammonio)lysine78 as chlorinating agent.......................................119	
  
5.3.5.2 Hydrogen-bonded hypochlorous acid as chlorinating agent......................121	
  
5.4 Conclusions......................................................................................................123	
  

Chapter 6 Pyridoxal derivatives: Structural and spectroscopic investigation............128	
  
6.1 Introduction......................................................................................................128	
  
6.2 Computational methodology............................................................................133	
  
6.3 Results and Discussion ....................................................................................133	
  
6.3.1 Validation spectra .........................................................................................134	
  
6.3.2 External aldimines’ structures and spectra ...................................................141	
  
6.3.3 Structures and spectra of quinonoids (1a).....................................................144	
  
6.3.4 Structures and spectra of β-difluoro-α,β-unsaturated imine.........................147	
  
6.3.5 Structures and spectra of the enzyme-pyridoxal aldimine complexes..........148	
  
6.3.6 Structures and spectra of (3a) .......................................................................150	
  
6.3.7 Structures and spectra of the inactive complex (4).......................................152	
  
6.4 Conclusions......................................................................................................153	
  

Chapter 7 Theoretical and X-ray crys-tallographic evidence of a fluorine-imine 
gauche effect: an addendum to Dunathan’s hypothesis .............................................156	
  

7.1 Introduction......................................................................................................156	
  
7.1.1 Experimental structures in the solid state .....................................................157	
  
7.2 Computational methodology............................................................................159	
  
7.3 Results and Discussion ....................................................................................159	
  
7.3.1 Computational conformational analysis .......................................................159	
  
7.3.1.1 Conformational preferences of β-fluoroimines..........................................159	
  
7.3.1.2 Natural Bond Orbital analyses ...................................................................162	
  
7.3.1.3 Conformational preferences of β-fluoropyrido- ........................................163	
  
ximine ....................................................................................................................163	
  
7.3.1.4 C–F activation in β-fluoropyridoximine ....................................................168	
  
7.4 Conclusions......................................................................................................170	
  

 
References…………………………………………………………………………..171 

Appendices………………………………………………………………………… 177 

 

 

 

 

 

 



 vii 

 

List of Figures 
 

Figure 2-1. Chlorinated dioxins and benzofurans........................................................37	
  

Figure 2-2. Chlorinated compounds isolated from lichen (1) and fungi......................38	
  

Figure 2-3. Clorinated antitumor agent Cryptophycin-1 discovered in the alga .........38	
  

Figure 2-4. Organohalogens, produces by bacteria with HIV-inhibitor (4) and 
antibiotic (5) activities39.......................................................................................39	
  

Figure 2-5. The organohalogens telfairine (6) and a monotermane (7) isolated from 
inmarine organisms39 ...........................................................................................39	
  

Figure 2-6. Organohalogens in human: the thyroid hormone thyroxine (8) and 
bromoester found in the cerebrospinal fluid and responsible for the REM sleep 
(9)39 ......................................................................................................................40	
  

Figure 2-7. a) caldariomycin; b) monochlorodimedone; c) 2-chloro-1,3-
cyclopentanedione42.............................................................................................42	
  

Figure 2-8. Formation hypochlorous acid by haem-dependent chloroperoxidases45,52

..............................................................................................................................43	
  

Figure 2-9. Formation of vanadium bound hypobromite by vanadium-dependent 
haloperoxidase45,52 ...............................................................................................43	
  

Figure 2-10. Enzymes from the flavin-dependent halogenase family, catalysing 
regioselective chlorinations49,63 ...........................................................................46	
  

Figure 2-11. PyrH dimer structure downloaded from PDB (2WET.pdb)66 .................47	
  

Figure 2-12. Crystal structure of the active centre of PyrH with Cl–, FAD and 
tryptophan bound, downloaded from PDB (2WET.pdb)66 ..................................47	
  

Figure 2-13. RebH structure with bound FAD and Cl–, downloaded from PDB 
(2OAL.pdb)66 .......................................................................................................48	
  

Figure 2-14. Formation of 7-chlorotryptophan as a first step of the biosynthesis of 
rebeccamycin by RebH68 .....................................................................................49	
  

Figure 2-15. Stereo pictures of the PrnA monomer. A) The N-terminus of the enzyme 
is coloured in blue and the C-terminus in red, the chloride is a pink sphere, FAD 
and 7-chlorotryptophan are represented in sticks. B) The FAD and chloride (B1) 
and the substrate-binding (B2) sites of the enzyme are shown in sticks. The 
hydrogen bonds are shown as dotted lines64 ........................................................50	
  

Figure 2-16. Biosynthesis of the natural antibiotic pyrrolnitrin in P. fluorescens42 ....51	
  



 viii 

Figure 2-17. Formation of 7-chlorotryptophan: A) Chlorination by the free HOCl; B) 
Walsh and co-workers mechanism of chlorination through a formation of 
chloramine with the participation of Lysine78;68 C) Naismith et al. mechanism 
of chloronation with hydrogen bound HOCl to the Lysine78 residue64 ..............53	
  

Figure 2-18. Non-haem dependent halogenase in which previous to the halogenation 
the substrate has to be bound to the thiolation domain of the SyrB1 carrier50 ....54	
  

Figure 2-19. Mechanism of halogenation by X˙ of non-haeme iron O2
– and α-

ketoglutarate-dependent halogenases52 ................................................................55	
  

Figure 2-20. Fluorinase mechanism of halogenation involving transformation of F- 
and SAM to 5’-FDA and L-methionine and further metabolism of 5’-FDA to 
fluoroacetate and 4-fluorothreonine50 ..................................................................56	
  

Figure 2-21. Mechanism of elecrophilic aromatic substitution ...................................57	
  

Figure 2-22. Formation of hypochlorous acid .............................................................58	
  

Figure 2-23. Hydrogen bond between the hypochlorous acid and the Lys78-residue.58	
  

Figure 2-24. Reaction between protonated Lys78-residue and the hypochlorous acid
..............................................................................................................................58	
  

Figure 2-25. Rection between between the hypochlorous acid non-protonated Lys78
..............................................................................................................................59	
  

Figure 3-1. Active centre in the crystal structure of PrnA...........................................60	
  

Figure 3-2. Formation of 7-Chlorotryptophan from the attack of different 
halogenating agents on tryptophan ......................................................................61	
  

Figure 3-3. The model compounds used for the reaction of chlorination of tryptophan 
to 7-chlorotryptophan occurring in the active centre of the PrnA .......................61	
  

Figure 3-4 The investigated positions for the indole chlorination...............................66	
  

Figure 3-5. Formation of hypochlorous acid ...............................................................68	
  

Figure 3-6. Reaction between hypochlorous acid and non-protonated Lys78.............68	
  

Figure 3-7. Reaction scheme for the formation of protonated hypochlorous acid ......68	
  

Figure 3-8. Formation of hypochlorous acid ...............................................................68	
  

Figure 3-9. Formation of a chloramine ........................................................................68	
  

Figure 3-10. Formation of (chloroamino)methane ......................................................68	
  

Figure 3-11.Formation of protonated hypochlorous acid ............................................69	
  

Figure 3-12. Potential energies of the σ-complexes of 7-chloroindole and products of 
hypochlorous acid + indole and (chloroammoinio)methane + indole reactions, 
relative to the reactants at the TPSS/def2-TZVP+//IEFPCM(εr = 78.4) level of 
QM theory............................................................................................................70	
  



 ix 

Figure 3-13. Energy profiles with optimised geometries at each point at the 
TPSS/def2-TZVP+ level with constraints of: A)(chloroammonio)methane + 
indole and B) hypochlorous acid + indole reactions............................................71	
  

Figure 3-14. Energy profiles with optimised geometries at each point at the 
TPSS/def2-TZVP+ level with the restraints of: A) (chloroammonio)methane + 
indole and B) hypochlorous acid + indole reactions. The profiles start on the 
right side with the reactants and move along the curve in the direction of the 
products on the left side .......................................................................................72	
  

Figure 3-15. Starting structures and numbering of the atoms in the reactants: A) 
hypochlorous acid + indole; B) (chloroammonio)methane + indole ...................73	
  

Figure 3-16. Transition state of hypochlorous acid + indole reaction at the TPSS/def2-
TZVP+ level in IEFPCM continuum water .........................................................74	
  

Figure 3-17. Transition state of (chloroammonio)methane + indole reaction at the 
TPSS/def2-TZVP+ level in IEFPCM continuum water ......................................74	
  

Figure 3-18.Pre-reaction complex of (chloroammonio)methane and indole at the 
TPSS/def2-TZVP+ level in IEFPCM continuum water ......................................76	
  

Figure 3-19.Pre-reaction complex of hypochlorous acid and indole at the TPSS/def2-
TZVP+ level in IEFPCM continuum water .........................................................76	
  

Figure 4-1. Optimised FAD structure at the HF/6-31G** level ..................................81	
  

Figure 4-2. Optimised ZTRP structure at the HF/6-31G**//IEFPCM(εr= 4.24) level 81	
  

Figure 4-3. FADHOOH optimised structure at the HF/6-31G** level with 105.1° 
value of the C-O-O-H torsion ..............................................................................82	
  

Figure 4-4. FADHOOH optimised structure at the HF/6-31G** level with –78.9° 
value of the C-O-O-H torsion ..............................................................................82	
  

Figure 4-5. X-ray and initial LYP-system structure after adding hydrogens and 
building the peroxy group of FADHOOH...........................................................86	
  

Figure 4-6. Minimised LYN and LYP structures with steepest descent using 
ffAMBER03. Hydrogen-bonding interactions of the chloride (orange)..............87	
  

Figure 4-7. Lys78 structures: A) X-ray structure; B) and C) Initial LYN78 and LYP78 
structures; D) and E) Minimised LYN78 and LYP78 structures using 
ffAMBER03.........................................................................................................88	
  

Figure 4-8.Total RMSD for all the protein atoms except the hydrogen from the 
production run......................................................................................................89	
  

Figure 4-9. RMSD’s averaged over the final 5ns of LYN and LYP protein heavy 
atoms from the X-ray structure per residue .........................................................90	
  

Figure 4-10. Positions of protein residues with high RMSDs. A) Deviation of the last 
snapshot of the simulated PrnA monomer (cyan) from the X-ray-structure (gray). 
The deviated residues are shown in green for the simulated PrnA, and in magenta 



 x 

for the crystal structure; B) PrnA dimer. The deviated residues are shown in red
..............................................................................................................................92	
  

Figure 4-11. Chloride surroundings in the X-ray structure (A), after the initial 
minimisation(B) and after the production run of the MD simulation with LYN- 
last snapshot (C)...................................................................................................94	
  

Figure 4-12. Chloride-water distances in the chloride binding site of LYN78 in the 
last 5ns of the simulation .....................................................................................95	
  

Figure 4-13. Distribution of the distances between the chloride and the oxygen atoms 
of water molecules 536, 563 and 700 in the LYN system...................................95	
  

Figure 4-14. Chloride surroundings in the X-ray structure (A), after the initial 
minimisation (B) and after the production run of the MD simulation with LYP- 
last snapshot (C)...................................................................................................96	
  

Figure 4-15. Chloride-waters distances in the chloride binding site of LYP78, in the 
last 5ns of the simulation .....................................................................................97	
  

Figure 4-16. Distribution of the distances between the chloride and the oxygen atoms 
of water molecules 536, 563 and 700 in the LYP system....................................97	
  

Figure 4-17. Comparison between Cl--O distances in the chloride environment ........98	
  

Figure 4-18. Position of the chloride through the simulation in LYN78. The initial 
position is shown in green and every 100th frame (every 100 ps) is in orange....98	
  

Figure 5-1. QM regions in the optimised initial structures at the AM1/AMBER03 
level along the mechanism of the chlorination in PrnA.....................................103	
  

Figure 5-2. Mechanisms of the reactions, subject to QM/MM studies......................104	
  

Figure 5-3. Structure of 5-methyl-4α-peroxy-10-H-isoalloxazine ............................105	
  

Figure 5-4. Scans with B3LYP, AM1 and PM3 ........................................................106	
  

Figure 5-5. PrnA dimer setup system ........................................................................108	
  

Figure 5-6. Optimised QM/MM FADHOOH and chloride reactants........................109	
  

Figure 5-7. Optimised transition state structure for the attack of Cl519 on FADHOOH 
at the AM1/AMBER03 level .............................................................................110	
  

Figure 5-8. QM/MM optimised structures of the products of HOCl formation ........111	
  

Figure 5-9. Water networks connecting Lyp78 and Glu345, after an optimisation at 
the AM1/AMBER03 level .................................................................................113	
  

Figure 5-10. Net reaction of proton transfer between Lyp78 and Glu345.................113	
  

Figure 5-11. Adduct structures of the hypochlorous acid attacking Lyn78 with 
TPSS/def2-TZVP+/AMBER03 .........................................................................115	
  

Figure 5-12. Product A of the HOCl attack on Lyn78 with TPSS/def2-
TZVP+/AMBER03............................................................................................116	
  



 xi 

Figure 5-13. Optimised QM/MM structure in PrnA of the (chloroamino)lysine 
product A with TPSS/def2-TZVP+/AMBER03 ................................................117	
  

Figure 5-14. Optimised product B of (chloroammonio)lysine in PrnA with 
AM1/AMBER03................................................................................................118	
  

Figure 5-15. Optimised product B of (chloroammonio)lysine in the enzyme with 
TPSS/def2-TZVP+/AMBER03 .........................................................................118	
  

Figure 5-16. Starting QM/MM structure of the electrophilic attack on tryptophan at 
the DFT(TPSS/def2-TZVP+)/AMBER03 level ................................................119	
  

Figure 5-17. AM1/AMBER03 optimised structures of A) the (chloroammonio)lysine-
tryptophan complex; B) the transition state of the (chloroammonio)lysine + 
tryptophan reaction and C) the products (the σ-complex of 7-chloroindole and 
Lyn78)................................................................................................................120	
  

Figure 5-18. QM/MM Optimised Lyp78, HOCl and tryptophan and chloride reactants
............................................................................................................................121	
  

Figure 5-19. Optimised transition state structure of the attack of HOCl on tryptophan 
at the AM1/AMBER03 level .............................................................................122	
  

Figure 5-20. AM1/AMBER03 optimised structures of the products of the attack of 
HOCl on tryptophan...........................................................................................123	
  

Figure 6-1.Vitamin B6 (pyridoxine) and its derivatives.............................................128	
  

Figure 6-2. Reactions with PLP as a co-factor in variety of enzymes129 ...................129	
  

Figure 6-3. Mechanism of β-Replacement for tryptophan synthase129......................130	
  

Figure 6-4. Resonance stuctures of the deprotonated external aldimine ...................130	
  

Figure 6-5. Spectrum of a mixture of 4.96 x 10-5 M PLP and 0.02 M diethyl 
aminomalonate at pH 6.2. The time in minutes is given by each curve130 ........131	
  

Figure 6-6. Mechanism of inhibition of alanine racemase involving β,β,β-
trifluoroalanine1 .................................................................................................132	
  

Figure 6-7. Calculated absorption spectrum of H3P at the M06-2X/6-311+G(2df, p) 
level in gas phase ...............................................................................................136	
  

Figure 6-8. Molecular orbitals’ representations of H3P generated at the M05-2X/6-
311+G(2df, p) level in gas phase: A) Excited state 2: λ= 303.74 nm, f= 0.19, E= 
4.08 eV, 64 → 65 orbitals transition, CI= 0.70; B) Excited state 6: λ= 199 nm, 
f=0.15, E= 6.23 eV, 64 → 66 orbitals transition, CI= 0.50; C) Excited state 7: λ= 
196 nm, f= 0.12, E= 6.34 eV, 59 → 65 orbitals transition, CI= 0.25 ................137	
  

Figure 6-9. A) Resonance structures of H2P±; B) A final structure after an 
optimisation of H2P± at the M06-2X/6-311+G(2df, p) level in gas phase ........138	
  



 xii 

Figure 6-10. Experimentally measured spectrum of the most anionic form of PLP; the 
major band corresponds to the aldehyde and the small bands are the covalent 
hydrate136............................................................................................................139	
  

Figure 6-11. Calculated spectra of PLP or pyridoxal: A) Optimised PLP in gas phase 
with spectrum calculated in gas phase; B) Optimised pyridoxal in gas phase with 
spectrum calculated in IEFPCM water; C) Optimised pyridoxal in IEFPCM 
water and spectrum in IEFPCM water...............................................................139	
  

Figure 6-12. External aldimines. Tautomeric forms of the first intermediates of the 
mechanism of inhibition of alanine racemase, proposed by W. S. Faraci and C. 
T. Walsh1 in their possible protonation states depending on the pH .................141	
  

Figure 6-13. Calculated spectra of the external aldimines with M06-2X/6-311+G(2df, 
p) in IEFPCM continuum water.........................................................................142	
  

Figure 6-14.Orbitals, generated at the M05-2X/6-311+G(2df, p) level in gas phase, 
corresponding to the first two peaks in the B1 (1) spectrum: A) Excited State 2: 
E= 3.3568 eV, λ= 369.35 nm, f= 0.2840, 75 -> 76 orbitals transition, CI= 
0.69921; B) Excited State 4: E= 4.9073 eV, λ= 252.65 nm, f= 0.1760, 73 -> 76 
orbitals transition, CI= 0.68291 .........................................................................143	
  

Figure 6-15. Tautomerisation of B1 (1a) to quinonoid structure B2 (1a) optimised 
with M06-2X/6-311G(2df, p) in gas phase........................................................144	
  

Figure 6-16. Structures of deprotonated external aldimines (1a) intermidites (second 
step in the mechanism of the alanine racemase inhibition)1 ..............................144	
  

Figure 6-17. Calculated spectra of the (1a) compounds at the M06-2X/6-311G(2df, p) 
in IEFPCM continuum water .............................................................................145	
  

Figure 6-18. Orbital at the M05-2X/6-311+G(2df, p) level in gas phase of the first 
excited state in the quinonoid form (1a): Excited State1: E= 3.0614 eV, λ= 405 
nm, f= 0.8761, 75 -> 76 orbtials transition, CI= 0.70307..................................145	
  

Figure 6-19. Reaction energies of the protonation/deprotonation against 
CH3NH3

+/CH3NH2 of aldimines and quinonoids of A2 and B2 at the M06-2X/6-
311G(2df, p) level in vacuum ............................................................................146	
  

Figure 6-20. Structures of β-difluoro-α,β-unsaturated imine intermediates (compound 
2) optimased with M06-2X/6-311G(2df, p) in vacuum (third step mechanism 
proposed by Wash et al. for the alanine reacemase inhibition)1........................147	
  

Figure 6-21. Calculated spectra of the β-difluoro-α,β-unsaturated imines in IEFPCM 
continuum water using M06-2X/6-311G(2df, p)...............................................147	
  

Figure 6-22. Addition products from the reaction between the enzyme residue and the 
pyridoxal-inhibitor complex in the Walsh et al. mechanism1............................148	
  

Figure 6-23. Calculated spectra of the (3) structures in different protonation states in 
IEFPCM continuum water using M06-2X/6-311G(2df, p) ...............................149	
  



 xiii 

Figure 6-24. Mulliken atomic charges of the structures A2 (3) and C (3) before and 
after a nucleophilic attack ..................................................................................149	
  

Figure 6-25. Resonance structures of B2 (3) .............................................................150	
  

Figure 6-26. Bond distances in B2 (3) before (A) and after the optimisation (B) at the 
M06-2X/6-311G(2df, p) level in gas phase .......................................................150	
  

Figure 6-27. Structures of (3a) compounds, deprotonated intermediates with B2 (3a) 
and C (3a) quinonoid structures ........................................................................151	
  

Figure 6-28. Calculated spectra of (3a) species with M06-2X/6-311G(2df, p) in 
IEFPCM continuum water .................................................................................151	
  

Figure 6-29. Final products (4) of the mechanism of inhibition of the alanine 
racamase by β,β,β-trifluoroalanine1 ..................................................................152	
  

Figure 6-30. Resonance forms of B2 (4) product ......................................................152	
  

Figure 6-31. Calculated spectra of (4) compounds at the M06-2X/6-311G(2df, p) level 
in IEFPCM continuum water .............................................................................153	
  

Figure 7-1. The Dunathan Hypothesis to correlate reaction specificity and 
conformation in PLP-dependent enzymes141 .....................................................157	
  

Figure 7-2 Newman projections of β-fluoroimines 6, 7 and 8...................................158	
  

Figure 7-3. Bond rotation profiles of acetaldehyde-derived imines (F vs. H), 
calculated in vacuum at the M06-2X/6-311G(2df, p) level...............................160	
  

Figure 7-4. Bond rotation profiles of β-fluoropyridoximine tautomers 8a and 8b, 
calculated in water at the M06-2X/6-31+G(d, p) level. Relative energies of 
stationary points using the larger 6-311G(2df, p) basis set differ by <1 kJ mol–1 
(data not shown).................................................................................................166	
  

Figure 7-5. Bond rotation profiles of the quinoid β-fluoropyridoximine tautomers (E)- 
and (Z)-8c, calculated in water at the M06-2X/6-31+G(d, p) level. Data for both 
isomers are plotted relative to the lowest stationary point at this level of theory, 
(–ac)-(E)-8c. Full black symbols show conformer energies obtained with the 
larger 6-311G(2df, p) basis set, relative to lowest stationary point at that level, 
which is (syn)-(E)-8c..........................................................................................167	
  

Figure 7-6. Unfavourable interactions responsible for the highest NCCF rotational 
barrier in (E)- and (Z)-8c, respectively. .............................................................168	
  

Figure 7-7. Variation of the C–F bond length with NCCF torsion in (E)-8c, calculated 
using M06-2X/6-31+G(d, p) in IEFPCM continuum water. .............................169	
  

Figure 7-8. Illustration of the stereoelectronic C–F activation in (E)-8c at φNCCF = 90°. 
Shown are the occupied πNC and the vacant σ*CF NBOs. ..................................169	
  

 



 xiv 

List of Tables 
 
Table 2-1. FAD-dependent halogenases ......................................................................45	
  

Table 3-1. Exponents added to the diffused functions in the def2-TZVP+ basis set ..62	
  

Table 3-2 Calculated and experimental solvation free energies and deviations..........63	
  

Table 3-3. Calculated and experimental solvation energies with different radii .........64	
  

Table 3-4. Default and optimised solvation radii used in the calculations ..................65	
  

Table 3-5.Stability of the chlorinated compounds relative to 7-chloroindole (C7) at 
the TPSS/def2-TZVP+ level in IEFPCM water ..................................................67	
  

Table 3-6. Distances in reactants, transition states and products of the chlorinating 
process, with two different chlorinating agents ...................................................74	
  

Table 4-1. pKa values for the important residues ........................................................79	
  

Table 4-2. Volumes of box types for the PrnA monomer............................................83	
  

Table 4-3. Description of LYN and LYP systems.......................................................84	
  

Table 4-4.Simulation parameters .................................................................................85	
  

Table 4-5. Deviation of all protein atoms except hydrogen of LYN and LYP systems 
from the X-ray structure, during the final 5 ns of the simulations.......................90	
  

Table 4-6. RMSD values per protein residue for the protein atoms except hydrogen 
averaged over the final 5 ns of the simulations....................................................91	
  

Table 4-7. RMSD values of the ligands over the final run trajectory..........................93	
  

Table 4-8. RMSD values of the lysine 78 residue in LYP and LYN from the X-ray 
structure................................................................................................................93	
  

Table 4-9. Average RMSD values of the residues present in the dimer interface in 
various molecules. (Chain A: Residues 1 to 521 Chain B: Residues 522 to 1042)
..............................................................................................................................99	
  

Table 4-10. RMSD values of ligands in monomer and dimer system.......................100	
  

Table 5-1. Energy barriers and bond lengths for AM1 and B3LYP..........................107	
  

Table 5-2. Setup of the system for QM/MM simulations..........................................107	
  

Table 5-3. Active atoms in the protein.......................................................................108	
  

Table 5-4. Hydrogen bond interactions for the QM/MM optimised reactants in Å ..110	
  



 xv 

Table 5-5. Hydrogen bonds between the chloride and ambient water in the active site 
in the AM1/AMBER03 transition state structure ..............................................111	
  

Table 5-6. Hydrogen bond distances in the QM/MM simulated products ................112	
  

Table 5-7. Reaction energies for the protonation of Lys78 with AM1/AMBER03 and 
TPSS/def2-TZVP+/AMBER03 .........................................................................114	
  

Table 5-8. Reaction energies and barriers relative to the free reactants in kJ/mol of all 
the steps along the mechanism of chlorination of tryptophan in PrnA using 
QM/MM methods ..............................................................................................126	
  

Table 6-1. Experimental (aqueous solution)135,136 and calculated (gas phase) spectra 
with M06-2X/6-311+G(2df, p) of pyridoxal 5’-phosphate ...............................135	
  

Table 6-2. Experimental135,136 and calculated spectra using with M06-2X/6-
311+G(2df, p) method of pyridoxal in IEFPCM continuum water ...................140	
  

Table 6-3. Energies of the A and B relative to the most stable tautomers at the M06-
2X/6-311G(2df, p) level in vacuum...................................................................142	
  

Table 7-1. Selected X-ray data for fluoroimines 6, 7, and 8, produced by Gilmour and 
co-workers169......................................................................................................158	
  

Table 7-2. Calculated relative conformational energies and torsion angles of 
ethylimines derived from selected aldehydes RCOH. The results were obtained 
with M06-2X/6-311G(2df, p) in vacuum...........................................................160	
  

Table 7-3. Calculated relative stabilities of tautomeric and protonation forms of 
neutral pyridoximine 8 in vacuum and water. The relative energies of the most 
stable conformer of each form at the M06-2X/6-311+G(2df, p) level in vacuum 
and continuum water respectively .....................................................................164	
  

Table 7-4. Calculated relative conformational energies of different forms of β- 
fluoropyridoximine 8. The results were obtained with M06-2X/6-311G(2df, p) in 
vacuum and in continuum water (values in parentheses). Energies are relative to 
the most stable conformer of the respective form in vacuum or water, 
respectively ........................................................................................................165	
  

 
 
 
 
 



 xvi 

Acknowledgements 
 

This thesis would not be completed without the help of any of the persons who I am 

about to acknowledge. First, I would like to express my gratitude to my supervisor Dr. 

Hans Martin Senn for all of his support and encouragement during the last four years. 

I am very grateful for all the time he spent helping me understand the theoretical 

chemistry. Secondly, I want to thank Prof. John McGrady and all the member of his 

group for creating pleasant working atmosphere while they were still in Glasgow. I 

would also like to acknowledge the project students working on the PrnA project 

(Christopher and Sarath), as well as all the other project students who shared the 

office with me. My thankfulness is extended to the members, students as well as staff, 

at the Glasgow University who have all made my stay in Glasgow a lot easier. I want 

to extend my gratitude to Craig and Derek for their help to correct my endless 

mistakes in English and make this manuscript easier to read. I promise, I will read, 

“Guide to the Queen’s English” one day. 

Last but not least I want to thank my parents and my brother for encouraging me and 

being supportive in anything I have set my mind to in the last 29 years. 

 

 

 

 

 

 

 

 

 

 



 xvii 

Author’s Declaration 
 

The work presented in this thesis is original, except if it was stated otherwise by the 

added references. No part of this work has previously been submitted for any other 

degree. 

 

Some of the results presented here have appeared in the following publication: 

Theoretical and X-ray Crystallographic Evidence of a Fluorine-Imine Gauche Effect: 
An Addendum to Dunathan’s Stereoelectronic Hypothesis, Sparr, C.; Salamanova, E.; 
Schweizer, W. B.; Senn, H. M.; Gilmour, R. Chem.- Eur. J. 2011, 17, 8850. 
 
 

Evdokiya K. Salamanova 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 xviii 

 

 

 

To my father Krasimir… 

 

 

Returning home, to childhood’s only place, 
when evening’s timid flame is slowly fading 

and silent night, in silent, soft embrace 
unfolds to comfort mournful and forsaken. 

To throw aside the weary load of hard 
and blackened days, bequeathed by grief and care, 

and stir with gentle footsteps through the yard 
a gentle joy to see a loved one there. 

 

Dimcho Debelyanov 

 

Да се завърнеш в бащината къща, 
 когато вечерта смирено гасне 

 и тихи пазви тиха нощ разгръща 
да приласкае скръбни и нещастни. 
Кат бреме хвърлил черната умора, 
що безутешни дни ти завещаха – 

ти с плахи стъпки да събудиш в двора 
пред гостенин очакван радост плаха. 

 

 

Димчо Дебелянов 

 



 1 

 

Chapter 1 Methods 
 
1.1 Quantum Chemistry Theory 

 
1.1.1 Electronic structure and wavefunction 

 
Fundamental in quantum mechanics is to describe the electronic structure of many-

body system. Central equation in this area is the time-independent, non-relativistic 

Schrödinger equation:2 

 

ĤΨ = ΕΨ  (1-1) 

In this equation H
∧

 represents the Hamiltonian operator, Ψ is the wavefunction and E 

is the energy, eigenvalue of the Hamiltonian operator. The Hamiltonian can be written 

as a sum of kinetic and potential energies of the nuclei and electrons: 

 

Ĥ = T̂n + T̂e + V̂ne + V̂ee + V̂nn  (1-2) 

 

where the first two operators correspond to the kinetic energies of the nuclei ( T̂n ) and 

electrons ( T̂e ). The next expressions represent the interactions between the nuclei and 

the electrons (V̂ne ), the electron-electron Coulomb interaction (V̂ee ) and the nucleus-

nucleus repulsion term (V̂nn ). The mathematical representation of the H
∧

can be 

written as: 

 



 2 
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2me
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i=1
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∑ +
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∑
 
(1-3) 

 

where A and B run over the M nuclei and i and j- over the N electrons. MA is the mass 

of the nucleus, Z the atomic number,    is the Planck’s constant divided by 2π, and me 

is the mass of the electron. riA, rij and RAB are respectively the distances between two 

particles. The Laplace operator ∇i
2  denotes the sum of differential operators with 

respect to the Cartesian coordinates: 

 

∇i
2 =

∂2

∂xi
2 +

∂2

∂yi
2 +

∂2

∂zi
2

 
(1-4) 

 

The wavefunction Ψ is a function of 3 (M+N) spatial coordinates and N spin 

coordinates. Due to this, the exact solution to the Schrödinger equation is known for 

the hydrogen atom, but is not known for any system bigger than this. In the cases 

where larger systems are being looked at, there is the need to find as accurate an 

approximation as possible, in order to obtain satisfactory results. 

 

1.1.2 Born-Oppenheimer approximation 
 
In the Born-Oppenheimer approximation3 it is assumed that the nuclei of the system 

are fixed in position and only the movement of the electrons needs to be accounted 

for. The mass of a proton is 1800 greater than the mass of the electron and therefore 

the nuclei move at a rate considerably slower than the rate at which the electrons 

move. The kinetic energy in this case is almost zero and the nucleus-nucleus repulsion 

is constant. As a result of this, the Hamiltonian is reduced to the electronic 

Hamiltonian: 
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Ĥelec =
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2me
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(1-5) 

 

where V̂nn  is now omitted because it is a constant. Using the electronic Hamiltonian to 

solve the Schrödinger equation will yield the electronic energy Eelec and the electronic 

wave function Ψelec: 

 

ĤelecΨelec = EelecΨelec  (1-6) 

 

The nuclear energy is a constant: 

 

Vnn =
e2ZAZB

RABB>A

M

∑
A=1

M

∑  (1-7) 

 

and the total energy of the system is: 

 

Etot = Eelec +Vnn  (1-8) 

 

Without the Born-Oppenheimer approximation, the calculation of the total energy 

would be very computationally demanding. 
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1.1.3 The Slater determinant 
 

All the electrons are characterised by a spin quantum number. Their spin could be 

±1 / 2  and their spin functions (α and β) are orthonormal: 

 

α α = 1       β β = 1       α β = 0       β α = 0  (1-9) 

 
According to the Pauli exclusion principle, two electrons cannot have the same set of 

quantum numbers. The electrons are fermions and the interchange of any two 

electrons brings about a change in the sign of the wavefunction Ψ i.e. the function is 

antisymmetric: 

 

 
 Ψ x1,

x2( ) = −Ψ x2, x1( )  
(1-10) 

 

in the coordinates both, the spatial and the spin coordinates are encountered: 

 

 
xi = (

ri , si )  (1-11) 

 

A way of writing the appropriate functional form of the ground state (Ψ0) of a 

polyelectronic system with N number of electrons and χ1, χ2, …, χN spin orbitals, 

satisfying the antisymmetry principle, is the Slater determinant,φSD:4 
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Ψ0 ≈ ΦSD =
1
N !

χ1(
x1) χ2 (

x1)  χN (
x1)

χ1(
x2 ) χ2 (

x2 )  χN (
x2 )

  
χ1(
xN ) χ2 (

xN ) χN (
xN )  

(1-12) 

 

Each of the one-electron spin orbitals  χi (
xi )  can be written as a product of its spacial 

orbital φi (
r ) and one of the spin functions, either α(s) or β(s): 

 

 χ(
x)=φ(r )σ (s)         σ =α,β  (1-13) 

 

1.1.4 Density Functional Theory (DFT) 
 

1.1.4.1  Hohenberg-Kohn theorems 
 
Using the Schrödinger equation and its Hartree-Fock approximation to solve chemical 

problems is rather difficult and computationally costly. Based on the non-observable 

wave function, they treat every electron individually. On the other hand, DFT created 

by Hohenberg and Kohn in 1964 uses the physical observable electron density (ρ) to 

describe the energy of a many-electron systems.5 The electron density reduces the 

problem to three dimensions and can be measured experimentally by X-ray 

diffraction. Integrating the electron density over all space gives the total number of 

electrons: 

 

 
N = ρ(r )dr∫  

(1-14) 

 

Hohenberg and Kohn derived two theorems, which laid the foundations of the Density 

Functional Theory. The first theorem, called the “Existence” theorem, states that the 

external potential  Vext (
r )  determines the ground state density. Hohenberg and Kohn 



 6 

used reductio ad absurdum to prove their theorem i.e. the assumption of the opposite 

leads to a contradiction, which proves that it is true. We consider two different 

external potentials, Vext  and ′Vext , which describe the same non-degenerate ground 

state density ρ0. The two external potentials are part of the Hamiltonian Ĥ , which 

gives the value of the ground state wave function Ψ0 and its associated eigenvalue of 

energy E0. The different external potentials are associated with two different 

Hamiltonians Ĥ  and ′Ĥ , which correspond to two wave functions Ψ0 and ′Ψ0  and 

their energies E0  and ′E0 . The variational principle states that: 

 

E0 < ′Ψ Ĥ ′Ψ = ′Ψ Ĥ ′Ψ + ′Ψ Ĥ − ˆ ′H ′Ψ  (1-15) 

 

this integral can be written in terms of the ground state density: 

 

 
E0 < ′E0 + Vext (

r ) − ′Vext (
r )[ ]ρ0 (r )dr∫  

(1-16) 

 

If we utilise the equation above for ′Vext  we get the corresponding equation: 

 

 
′E0 < E0 + ′Vext (

r ) −Vext (
r )[ ]∫ ρ0 (

r )dr  (1-17) 

 

Adding the two equations will lead us to the conclusion: 

 

E0 + ′E0 < ′E0 + E0  (1-18) 

 

which by itself is a contradiction and proves that it is not possible that two different 

external potentials Vext  may yield the same ground state electron density ρ0. Via this 
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proof, it can be categorically stated that the external potential is a unique functional of 

the electron density. 

The ground energy expression includes two components- those, which depend on the 

actual system, such as the nuclei-electron attraction potential energy VNe[ρ0], and 

those, which are system independent - the electron kinetic energy T[ρ0] and the 

electron-electron repulsion potential energy Eee[ρ0] : 

 

 
E0[ρ] = ρ0 (

r )VNe d
r + T [ρ0 ]+ Eee[ρ0 ]∫  

(1-19) 

 

The system independent part of the equation can be collected together and placed into 

a functional called Hohenberg-Kohn functional FHK[ρ0]: 

 

 
E0[ρ] = ρ0 (

r )VNe d
r + FHK [ρ0 ]∫  

(1-20) 

 

The electron-electron interaction functional Eee[ρ] can be written as: 

 

Eee ρ[ ] = J ρ[ ] + Encl ρ[ ]  (1-21) 

 

where J[ρ] is the classical Coulomb integral and Encl[ρ] is the non-classical 

representation of the electron self-interaction, exchange and Coulomb correlation. 

The second Hohenberg-Kohn theorem represents the variational principle. This 

theorem states that FHK[ρ] gives the lowest energy only if the input density is the true 

ground state density, ρ0: 

 

 E0 ≤ E[ ρ] = T [ ρ]+ ENe[ ρ]+ Eee[ ρ]  (1-22) 
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This states that any trial density  ρ(
r ) , which is associated with some external 

potential  Vext , gives energy greater than or equal to the true ground state energy E0. 

 

1.1.4.2  Kohn-Sham approach 
 

Year later, after the Hohenberg-Kohn theorems appeared, in 1965 Kohn and Sham 

introduced an approach for describing the kinetic energy within the Density 

Functional Theory in a more accurate and efficient way.6 They presented the idea of a 

non-interacting system built from one-electron functions (orbitals) similar to the 

concept of the Slater determinant ΦSD in the Hartree-Fock method.  

The Hamiltonian of the non-interacting reference system in KS approach takes the 

following expression: 

 

 
ĤS = −

1
2

∇i
2

i

N

∑ + VS (
ri )

i

N

∑
 
(1-23)

 
 

where the electrons in the non-interacting system are in the field of an effective local 

potential  Vs (
r ) .

 
Analogously to the Hartree-Fock the spin orbitals can be presented as follows:

 
 

f̂ KSϕ i = εiϕ i  (1-24)
 

 

and the one-electron Kohn-Sham operator is defined as:
 

 

 
f̂ KS = −

1
2
∇2 +VS (

r )  (1-25)
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Connecting our non-interacting reference system, built from KS orbitals, to the real 

system with interacting electrons is possible by choosing an effective local potential 

 Vs (
r )  such as the sum of the moduli of the KS squared orbitals, which will give the 

exact ground state density of the real system:
 

 

 
ρS (
r ) = ϕ i (

r , s) 2
s
∑ = ρ0 (

r )
i

N

∑  (1-26)
 

 

Going back to the original idea of using the kinetic energy on a non-interacting 

system to express the total energy, Kohn and Sham introduced the following 

separation of the functional to encounter the difference between the true kinetic 

energy and the kinetic energy of the non-interacting system: 

 

 F ρ(r )[ ] = TS ρ(r )[ ] + J ρ(r )[ ] + EXC ρ(r )[ ]  (1-27) 

 

where EXC is the exchange-correlation functional and it is determined as: 

 

EXC ρ[ ] ≡ T ρ[ ]− TS ρ[ ]( ) + Eee ρ[ ]− J ρ[ ]( ) = TC ρ[ ] + Encl ρ[ ]  (1-28) 

 

where the kinetic energy of the non-interacting system TS is added to the non-classical 

electrostatic interactions and it is not part of the true kinetic energy TC. Thus the 

exchange-correlation functional contains everything that is unknown in the system. 

 

1.1.4.3  Exchange-correlation functionals  
 

1.1.4.3.1 The Local Density Approximation (LDA) 
 
These types of functional are based on the so-called uniform electron gas in which the 

electron density is a constant everywhere. The total exchange-correlation energy can 

then be integrated all over the space:7 
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EXC ρ[ ] = ρ(r )εXC (ρ(

r ))dr∫
 
(1-29)

 
 

in the equation  εXC (ρ(
r )) is exchange-correlation energy per electron as a function of 

the density in the uniform gas.
 The exchange-correlation energy per electron of the uniform electron gas is known 

from different approaches such as quantum Monte Carlo methods. An example of a 

LDA functional is VWN (Vosko, Wilk and Nuisair).8 

 

1.1.4.3.2 The Generalised Gradient Approximation 
(GGA) 

 
The Local Density Approximation is insufficiently accurate to solve the majority of 

the problems in chemistry. That was the reason for developing a new type of 

functionals, the so-called “non-local” functionals. Commonly used types of non-local 

functionals are the gradient-corrected functionals (GGA), which depend not only on 

the value of the density at each point of the space but on its gradient as well. The 

correlation and exchange are usually separated in these functionals. Usually they are 

built by adding a term to a LDA functional i.e.,
  

 
EX
GGA ρ(r )[ ] = ELDA

X − F(sσ )ρ
4 /3
σ∫

σ
∑ (r )dr  (1-30)

 
 
That expression for the exchanged part of EXC is based on the reduced gradient F with 

spin σ. sσ inhomogeneity parameter equal to:
 

 

 
sσ (
r ) =

∇ρσ (
r )

ρσ
4 /3(r )  (1-31)
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Widely used GGA functionals are the Lee-Yang-Parr (BLYP),9 the Filatov and Thiel 

(FT97),10 the Perdew-Wang PW91,11 Perdew-Burke-Ernzerhof functional,12 etc. 

 

1.1.4.3.3 Hybrid functionals 
 
The important feature of DFT compared to Hartree-Fock is the inclusion of the 

correlation effects. However, the Hartree-Fock method provides an exact treatment of 

the exchange contribution. The exchange contribution to the EXC energy is 

significantly larger than the correlation contribution. Thus using the Slater 

determinant of KS type of orbitals, it is possible to give more accurate description of 

the exchange-correlation. The EXC energy in this case has an exact exchange EX
exact  

and approximate correlation EC
KS  terms:

 
 

EXC = EX
exact + EC

KS  (1-32)
 

 
This “half-half” theory provides better results than the alternative methods. Becke 

derived the mixed exchange-correlatation HF, LSDA (Local Spin Density 

Approximation) and GGA functionals:
  

EXC = EXC
LSDA + a0 (EX

exact − EX
LSDDA ) + axΔEX

GC + acΔEC
GC  (1-33)

 



 12 

 

where EX
LSDA  is the exchange energy under local spin density approximation, ΔEX

GC  is 

the gradient correction for exchange, ΔEC
GC  is the gradient correction for the 

correlation and a0, ax and ac are coefficients, obtained from least-square fitting to 

experimental data. 

Currently the most popular hybrid functionals are B3LYP9, M05(6)-X(2X),13 the 

TPSS hybrid functional-TPSSH.14 

 

1.1.5 Time-Dependent Density Functional Theory 
(TDDFT) 

 

The foundations of TDDFT were laid by Runge and Gross in 1984,15,16 who derived a 

Hohenberg-Kohn-like theorem for the time-dependent Schrödinger equation: 

 

 
i ∂
∂t

Ψ(r ,t) = Ĥ (r ,t)Ψ(r ,t)  (1-34) 

 

The main variable in TDDFT is as in DFT - not the wavefunction but the electron 

density. The Runge-Gross theorem proves that there is a one-to-one mapping between 

the external time-dependent potential Vext of an electric field and the time-dependent 

density. If the external time-dependent potential is “small”, the time-dependent Kohn-

Sham equations’ solutions can be avoided by using the linear response theory. This is 

the case for photoabsorption spectra. In the case where there is a “strong” external 

field (laser beam), the response is no longer linear and a full solution to the time-

dependent Kohn-Sham equations has to be sought. 

Runge and Gross applied the KS approach to a time-dependent Schrödinger equation: 
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i ∂
∂t
ϕ i (
r ,t) = ĤKS (

r ,t)ϕ i (
r ,t)  (1-35) 

 

where ϕ i  represents the KS orbitals and ĤKS
 is the KS Hamiltonian, which can be 

written as: 

 

 
ĤKS (

r ,t) = −
∇2

2
+VKS n[ ](r ,t)  (1-36) 

 

where VKS  is the KS potential, that as in the KS scheme for the ground state can be 

written as a sum of three terms, the external potential, the classical electrostatical 

interaction and the exchange-correlation term : 

 

 VKS n[ ](r ,t) = Vext (r ,t) +VHartree n[ ](r ,t) +VXC n[ ](r ,t)  (1-37) 

 

The excitation energies of a system can be obtained by knowing how the system 

responds to a small time-dependent perturbation. At time t<t0 the time-dependent 

potential is zero i.e. the system is subject only to the nuclear external potential and the 

density is the ground state density n(0). At t0 we apply an external field with  V
(1) (r ,t)  

and the total external potential in this case is  V (
r ,t) = V (0) (r ) +V (1) (r ,t) . The external 

potential will cause a change in the density. Then we can present the density as an 

expansion of perturbative series: 

 

 n(
r ,t) = n(0) (r ) + n(1) (r ,t) + n(2) (r ,t) +…,  (1-38) 
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where n(1) is a component of  n(
r ,t)  that depends linearly on V(1), n(2) depends 

quadratically, etc. If the perturbation is weak, we can only be concerned with the 

linear term. 

The response of the density to a weak optical external field in TDDFT is characterised 

by the imaginary polarizability, part of the photo-absorption cross-section tensor: 

 

σ (ω ) = 4πω
c
Im αγ (ω )

γ
∑  (1-39) 

 

where ω stands for the angular frequency, σ(ω) is the ptotoabsorption cross section, c 

is the speed of light γ= x, y, z and the polarisability αγ(ω) is given by the following 

equation; σ, σ′ are the spin variables: 

 

 
αγ (ω ) = − d 3r d 3 ′r rγ χσ ′σ (

r , ′r ,ω ) ′rγ
σ ′σ
∑∫∫

 
(1-40) 

 

where χ is the linear response function, which measures the change in the density δn  

perturbed by a change in the external field: 

 

 
δnσ (
r ,ω ) = d 3 ′r χσ ′σ (

r , ′r ,ω )δVext ′σ (
r ,ω )

′σ
∑  (1-41) 

 

in terms of Kohn-Sham orbitals the linear response function can be written as follows: 

 

 
χKSσ ′σ (

r , ′r ,ω ) = δσ ′σ ( fkσ − f jσ )
ϕ jσ (
r )ϕ jσ

* ( ′r )ϕkσ (
′r )ϕkσ

* (r )
ω − (ε jσ − εkσ ) + iηjk

∞

∑  (1-42) 
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ϕjσ and εjσ are the ground-state Kohn-Sham orbitals and energies, fj is the occupation 

number of the jth orbital, and η is a positive infinitesimal.  

Using the KS potential it is possible to obtain the linear change in the KS potential: 
 

 

δVKS (
r ,ω ) = δVextσ (

r ,ω ) + d 3 ′r
δn( ′r ,ω )
r − ′r∫ +

+ d 3 ′r fXCσ ′σ (
r , ′r ,ω )δn ′σ (

′r ,ω )∫
′σ
∑  

(1-43) 

 
In the previous equation the exchange-correlation kernal fXC was introduced and the 

using Fourier transform the XC kernel can be presented as follows: 

 

 
fXCσ ′σ n[ ](r ′r ,t ′t ) = δVXC (

r ,t)
δn( ′r , ′t )  

(1-44) 

 

The density response function  (I-41) has poles at frequencies that correspond to the 

energies of the interacting system and the KS response function has poles at the 

diffrence of KS eigenvalues (Ejσ-Ekσ). Thus the change in the density can be expressed 

as KS transitions: 

 

 
δn(r ,ω ) = ξiaσ (ω )ϕaσ

* (r )ϕ iσ (
r ) + ξaiσ (ω )ϕaσ (

r )ϕ iσ
* (r )⎡⎣ ⎤⎦

ia
∑

 
(1-45) 

 

where i stands for the occupied. a for the virtual state and ξ are the solution vectors 

(ξiaσ is the excitation particle- hole and ξaiσ is the deexcitation hole- particle). 

Inserting this expression in equation (I-41) yields two coupled matrix equations: 

 

A B
B* A*

⎛

⎝⎜
⎞

⎠⎟
−ω −1 0

0 −1
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

X
Y

⎛
⎝⎜

⎞
⎠⎟
= − δv

δv*
⎛

⎝⎜
⎞

⎠⎟  
(1-46) 
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where the matrices A and B are denied in the product space of the occupied and 

virtual states and can be defined as : 

Aiaσ , ′i ′a ′σ = δ i ′i δa ′a δσ ′σ (εaσ − εiσ ) + Kiaσ , ′i ′a ′σ ,
B = Kiaσ , ′i ′a ′σ ,X = ξiaσ ,Y = ξaiσ  

(1-47) 

and 

 
Kiaσ , ′i ′a ′σ = d 3r d 3 ′r ϕaσ

*∫ (r )ϕ iσ (
r ) 1
r − ′r

+ fXCσ ′σ (
r , ′r ,ω )

⎡

⎣
⎢

⎤

⎦
⎥ϕ ′a ′σ (

r )ϕ ′i ′σ
*∫ (r )  

(1-48) 

with 

 
δυaiσ (ω ) = drϕaiσ (

r )ϕaiσ
* (r )δVext (

r ,ω )∫
 
(1-49) 

 

The eigenvalues of these equations are the squared of the excitation energies and 

eigenvectors can be used to calculate the oscillator strength. 

Most of TDDFT calculations agree with the experiments. No physical theory works 

for all the systems and TDDFT is not an exception. TDDFT is an exact reformulation 

of the time-dependent Schrödinger equation and in that sense it fails where the QM 

does not work. The key approximation is the approximation of VXC and therefore the 

errors in the calculations depend on the functional that was used. 

 

1.1.6 Semi-empirical Methods 
 

Back in the early days of theoretical and computational chemistry using Hartree-Fock 

formalism was a challenging task, due to resource limitations. The first step in the 

simplification of the problem was to consider only the valence electrons of the system 

and the core electrons are treated by reducing the nuclear charge or by introducing 

functions to model the combined repulsion between the nuclei and the core electrons. 

This type of approximation is part of the Extended Hückel Theory (EHT).17 The 

majority of the semi-empirical methods use just s- and p-basis function and the 

functions are represented by Slater-type orbitals (STO-orbitals). The second so-called 

numerical approximation is made in order to set some integrals in the Hartree-Fock 
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calculation to zero. The most computationally demanding part of the Hartree-Fock 

calculations is the solution to the two-electron (four-index) integrals J and K, 

responsible for the electron-electron repulsion and exchange interaction. These 

integrals scale the calculations to the fourth power of the number of basis functions 

N4 if N is the number of basis functions. With respect to the Coulomb and exchange 

integrals, which describe the interaction between two electrons in the space defined 

by their basis functions, when the two electrons are far away from each other, the 

basis functions in these instances can be set to zero. The same could be done with 

one-electron integrals describing the interaction between the nuclei and electrons but 

that would not speed up the calculation as much as the cancelation of the J and K 

integrals does. Despite this, the semi-empirical methods were still designed because 

of the lack of computational power available. They are still widely-used in the present 

day due to their speed and efficiency.18 

 

1.1.7 NDDO formalism 
 

 NDDO (neglect of diatomic differential overlap) formalism neglects the differential 

overlap between atomic orbitals on different atoms. The main idea of this method is a 

replacement representation of the elements in the HF secular equation. The secular 

equation takes the following form of a determinant: 

 

 

H11 − ES11 H12 − ES12  H1N − ES1N
H21 − ES21 H22 − ES22  H2N − ES2N
   

HN1 − ESN1 HN2 − ESN2  HNN − ESNN

= 0

 

(1-50) 

 

where Hµν and Sµν are the “resonance” integral and the “overlap” integral, 

respectively. These integrals can be expressed as follows: 
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Hµν = ϕµĤϕν d

r∫  (1-51) 

 

 
Sµν = ϕµϕν d

r∫  (1-52) 

 

where ϕi and ϕj are the atomic basis set functions and aµν is the basis function 

coefficient in the linear combination of the atomic orbitals (LCAO). In the Roothan-

Hall equations these integrals take the form of matrices and they are called Fock and 

overlap matrices (Fµν and Sµν). The overlap between the basis functions is not 

necessarily zero, e.g. they can be situated on different atoms. The energy of the 

system is then: 

 

E =
aµνHµν

µν
∑

aµνSµν
µν
∑  (1-53) 

 

The purpose of the secular equation is to find the coefficients in the equation: 

 

aµν (Hµν − ESµν ) = 0
µ=1

N

∑
 
(1-54) 

 

To find the unknown, in this case the coefficients, we form the secular determinant 

and set it to zero. 
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In the NDDO formalism the Fock matrix elements are equal to: 

 

Fµµ = H
core
µµ + Pλσ µµ | λσ( ) − 1

2
Pλσ (µλ | µσ )

⎡
⎣⎢

⎤
⎦⎥
+

σonA
∑

λonA
∑ Pλσ µµ | λσ( )

σonB
∑

λonB
∑

B≠A
∑

 

(1-55) 

 

For µ and ν on the same atom (both on A): 

 

Fµν = H
core
µν + Pλσ µν | λσ( ) − 1

2
Pλσ (µλ |νσ )

⎡
⎣⎢

⎤
⎦⎥
+

σonA
∑

λonA
∑ Pλσ µν | λσ( )

σonB
∑

λonB
∑

B≠A
∑

 

(1-56) 

 

For µand ν on different atoms (A and B): 

 

Fµν = H
core
µν −

1
2

Pλσ (µσ |νλ)
σonA
∑

λonB
∑

 
(1-57) 

 

where µ and ν are the basis functions for the first electron and λ and σ are the basis 

functions for the other, P is the density matrix formed from the basis functions 

coefficients, Hcore is the core Hamiltonian that includes the one-electron integrals, 

which do not depend on P. The kinetic energy with the removal of the interactions of 

nuclei other than A gives an empirically defined parameter Uµν. 

The two most widely used NDDO models are MNDO19 and AM1.20
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1.1.7.1.1 AM1 
 
The Austin Model was designed by Dewar and co-workers in 1985 to eliminate 

some of the errors associated with MNDO in the calculations of the electron-

electron repulsion. In a distance of the sum of the van der Waals radii (2-3 Å) 

between two atoms, the repulsion was too high. The solution was to modify the 

core-core functions, using Gaussian repulsive and attractive functions. The attractive 

functions were designed to be larger in the region where the repulsive interactions 

were too great. The repulsive functions were centred at smaller internuclear 

distances. After the modifications the core-core term took the following expression: 

 

EAB = EMNDO +
ZAZB

RAB

×  

× KAi exp −LAi RAB − MAi( )2⎡
⎣

⎤
⎦ + KBj exp −LBj RAB − MBj( )2⎡

⎣
⎤
⎦j

∑
i
∑

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪  
(1-58) 

 

The additional terms are spherical Gaussian functions, determined by the L parameter. 

The original MNDO parameters were improved after optimisations. 
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1.2 Molecular Mechanics (Empirical force 
fields) 

 
Many of the systems encountered in computational chemistry are too large to be 

considered, using quantum chemistry methods. In this case an empirical force field 

can be applied. Molecular mechanics is the preferred method for many-particle 

systems as proteins, nucleic acids, polymers, etc., when the calculations are 

considerably time-consuming. The reason for the fast speed and simplicity of the 

calculation is the fact that the electronic structure is ignored. The energy of the 

systems is calculated as a function of the nuclear position. The atoms are represented 

by balls and the bonds by springs. Molecular mechanics cannot describe properties, 

which are related to the electronic structure of the molecule, such as bond-forming or 

bond-breaking, electronic spectra, etc. It gives satisfactory results for systems with 

many atoms and for conformational analysis. The parameters in the force fields are 

fitted to experimental data or high-level ab initio calculations. The main principle in 

the force fields is the transferability, e.g. the parameters are developed for small type 

of molecules and then are applied to bigger structures.7,18 

The potential energy of the force field can be represented as a five-component picture: 

 

 

EMM = Ebonds + Eangles + Etorsions

bonded
  

+ Evdw + Eelectr

non−bonded
  

 
(1-59) 

 

The first three terms correspond to the bonded terms and consist of bond, angle and 

torsion terms. The last two terms are the non-bonded components, known as the van 

der Waals and electrostatic interactions. 

The bond energy obeys Hooke’s law and its potential energy curve has a parabolic 

shape. In Hooke’s formula, the potential energy varies with the square of the 
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displacement l from the reference bond length l0 and the strength of the bond is 

expressed by the force constant k: 

 

Ebonds =
k
2
(l − l0 )

2

bonds
∑

 
(1-60) 

 

The true bond potential is not harmonic, because the energy does not have an infinite 

positive value at infinite distance. A better representation is the Morse potential: 

 

Ebonds = De 1− exp −a(l − l0 )[ ]{ }2
bonds
∑

 
(1-61) 

 

De is the depth of the minimum and a =ω µ / 2De  where µ is the reduced mass and 

ω is the frequency of the bond vibration. ω is related to the force constant by 

ω = k / µ . The Morse potential requires three parameters per bond, which limits its 

computational efficiency. 

Hooke’s law also describes the angle potential with the force constant k and the angle 

reference value θ0: 

 

Eangles =
k
2
(θ −θ0 )

2

angles
∑

 
(1-62) 

 

Bond stretching and angle bending require a lot of energy for their distortion. The 

main changes to the bonded terms during an energy minimisation are due to a change 

in the torsion angles. Not all the force fields have torsion potentials and the 1,4-atom 

interactions can be described by non-bonded interactions. However, most of the 

“organic” force fields have a torsion term with a cosine series expansion: 
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Etorsions =
k
2
1+ cos(nφ − δ )[ ]

tosions
∑

 
(1-63) 

 

where k is the barrier, n is the periodicity, φ is the torsion angle and δ is the phase. 

The periodicity values mark the number of minima on the rotation energy profile of 

360°. The δ factor shows where these minimums are and their shift from zero degrees.  

The van der Waals interactions are a balance between attractive and repulsive forces. 

The attractive forces are known as dispersive or London forces. The dispersive 

interactions are due to instantaneous induced dipoles. One such instantaneous dipole 

induces a dipole in a neighbouring part of the molecule and that is followed by an 

attractive interaction. The repulsive contribution to the van der Waals interaction 

occurs at small distances, around 3Å (the sum of the van der Waals radii of the 

atoms). When the atoms approach one another at such small distances, the energy 

increases sharply. The explanation for the repulsive forces is in the Pauli exclusion 

principle, which states that two electrons cannot have the same four quantum 

numbers. The most commonly used function for van der Waals attractive and 

repulsive interactions is the Lennard-Jones 12-6 potential: 

 

Evdw = 4ε σ
r

⎛
⎝⎜

⎞
⎠⎟
12

−
σ
r

⎛
⎝⎜

⎞
⎠⎟
6⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥  

(1-64) 

 

The Lennard-Jones parameters are the collision diameter σ (the distance at which the 

energy is zero) and well depth ε. The well depth gives the value of the energy at the 

equilibrium distance. Each atom can be assigned a partial charge q and the 

electrostatic interaction between two atoms A and B can be expressed, using 

Coulomb’s law: 
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Eelectr =
qAqB
εrAB  

(1-65) 

 

The choice of which force field to use depends on the system under investigation. 

There are specialised force fields for biomolecules (CHARMM, GROMOS, AMBER, 

OPLS), for organic molecules (MM2, MM3) and general force fields (UFF, ESSF). 

More specialised force fields are used most often, due to their accuracy. 

 

1.3 QM/MM methods 
 

The combined quantum mechanical/molecular mechanical methods make it possible 

to deal with systems of 1 000 000 atoms and it is also possible to look at reactions of 

bond-breaking, bond-forming, charge transfer or electronic excitations. Most of the 

systems treated by QM/MM are biopolymers, such as enzymes with an active centre, 

where a specific reaction takes place.21 The QM method treats the active site and its 

neighbours in the enzyme, forming the inner subsystem (I). The rest of the system, 

called the outer region (O) is described by force fields (MM). The inner and outer 

regions, combined, form the entire system, marked as (S). These two regions are also 

known as QM and MM regions, or primary and secondary subsystems. The 

expression for the QM/MM energy is not just a sum of the energies of the inner and 

outer regions, coupling terms are also needed. There are two schemes that can express 

the QM/MM energy- subtractive and additive. The subtractive scheme22 requires a 

MM calculation to be performed on the entire system, a QM calculation to be 

performed on the inner system and a MM calculation to be performed on the inner 

subsystem. The subtractive expression can be written as follows: 

 

EQM /MM
sub (S) = EMM (S) + EQM (I + L) − EMM (I + L)  (1-66) 
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The subscript in the equation indicates the types of methods to be used and the letters 

in brackets represent the subsystem. The letter L marks the link atom. It caps the QM 

subsystem when it is cut through a covalent bond. The main idea is that the inner 

region is cut out and treated at the QM level. No explicit coupling terms are needed 

because it is handled at the MM level, but MM parameters for the inner region have to 

be derived, which can sometimes result in complications. 

The additive scheme is the other way in which the system’s energy could be 

expressed: 

 

EQm /MM
add (S) = EMM (O) + EQM (I + L) + EQM −MM (I ,L)  (1-67) 

 

In this case only the outer subsystem is treated at MM level, with EQM −MM (I ,L)  being 

the coupling term. The coupling describes both the bonded and non-bonded 

interactions occurring between the two subsystems. The most important of these 

interactions is the electrostatic interactions; it divides the QM/MM methods into two 

groups; the group of mechanical embedding and the group of electrostatic 

embedding.23 In the mechanical embedding, the QM calculations are performed in the 

absence of the MM subsystem and the Coulomb interactions are calculated as MM 

electrostatics. The first drawback of the mechanical coupling is that when the 

electronic structure in the inner region changes, that does not mirror a charge 

distribution change of the MM parameters. The second drawback is connected with 

the lack of potential perturbation of the inner system by the charges of the outer 

region. 

These problems are solved with the implementation of electrostatic embedding. The 

MM point charges are represented as a one-electron term in the Hamiltonian: 

 

EQM −MM
el =

qJ
ri − RJ

+
qJQa

Rα − RJJ∈O

L

∑
α∈I +L

M

∑
J∈O

L

∑
i

N

∑
 
(1-68) 
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qj represents the MM point charges at position RJ; Qα represent the QM nuclear 

charges at positions Rα ; i runs over N electrons, J over L point charges and α over M 

QM nuclei. In the electrostatic embedding, no MM electrostatic parameters are 

required. The electronic structure of the QM region is polarised by the environment. 

The disadvantages associated with electrostatic embedding are: 1) the computational 

cost is greater in comparison to the cost of mechanical coupling; 2) The MM charges 

are not polarised by the inner region electronic structure, they remain fixed and they 

do not change dynamically during the reaction; 3) The MM charges on the boundary 

can cause an overpolarisation of QM density. 

The other interactions between the two regions include the van der Waals and bonded 

interactions, which are handled at the MM level. They are more easily described. 

They are either short range or occur between bonded atoms. The question is this: how 

these interactions are affected by the varying of the atom types present along the 

pathway in the QM region. A solution to this problem is to move the QM/MM 

boundary further away from the QM region. 

An interesting problem is how to treat the boundary between the QM and the MM 

regions. In the ideal scheme, the boundary does not pass through a covalent bond e.g. 

a molecule solvated in explicit water, or biomolecular systems with substrates and co-

factors, which are not covalently bound to the enzyme, catalysing the reaction. On 

many occasions, the frontier has to pass through a covalent bond and in some of the 

cases, even through an ionic bond. This causes problems as 1) In the QM region there 

is no saturated bond; 2) In the electrostatic embedding the QM region could be 

overpolarised by the MM point charges near the boundary; 3) Double counting of the 

interaction has to be avoided because the bonded MM terms include atoms from both 

regions.  

There are several ways of treating the QM/MM boundary, but the most popular are 

the link-atom24 and the frozen localised orbitals methods.25 The link-atom method 

introduces an additional one-free-valence atom or group. Usually the link atom is a 

hydrogen atom. The boundary atom, in principle, should bring three new degrees of 

freedom but this is eliminated, placing it at a defined distance between the QM atom 

and MM atom at the frontier. This distance is precisely scaled by a factor, proposed 

by Morokuma and co-workers. In the link-atom scheme, the QM density in the 
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boundary could be overpolarised by the nearby MM point charges. Several solutions 

to this problem are known: deleting one-electron integrals associated with the link 

atom, omitting the MM charges at the boundary, or shifting the charge to 

neighbouring atoms. The deletion of the MM charges right next to the boundary is 

widely used in force fields like CHARMM22,26 where the parameters are set to zero 

whole groups of atoms. Deleting the group of charges, connected to the MM 

boundary atom does not change the total charge of the system. For a force field 

without a neutral-group feature, a shift scheme can be applied. In such a force field 

the MM point charge is shifted onto the next atoms. 

The frozen localised orbitals approaches place the hybrid orbitals on the QM or MM 

frontier atoms and keep them frozen so that they do not participate in the SCF. In the 

local self-consistent field (LSCF) approach,27 the bond orbital consists of only the 

frontier atoms, it does not take part in the SCF and it is orientated along the QM-MM 

vector. Another method is the generalised hybrid orbital (GHO) method.28 In essence, 

this involves an sp3 hybrid orbital assigned to each of the MM boundary atoms. The 

orbital pointing towards the QM atom participates in the SCF. 

 

1.4 Molecular dynamics 
 

It is found that at 0 K, molecules vibrate and this is known as the zero-point 

vibrational effect. For small molecules, the potential energy surface (PES) is narrow 

and deep, so vibrating the molecule samples structures very close to the minimum. 

Large molecules such as proteins or nucleic acids are very flexible with many degrees 

of freedom. They have a wide variety of conformers, existing in physiological 

conditions. This range of structures will give different local minima on the PES at 

non-zero absolute temperature. To describe the motion of the molecules, in molecular 

dynamics Newton’s second law of motion is used e.i. classical mechanics 

description:7,18,29 

 

Fi = miai  (1-69) 
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where F is the acting force, m is the mass, a is the acceleration and i runs over all the 

coordinates of all the particles in the system. The acceleration is the first derivative of 

the velocity and second derivative of the positions (R) with respect to the time: 

 

ai =
dv
dt

=
d 2Ri
dt 2

= Ri
••

 
(1-70) 

 

The updated coordinates are used to evaluate the potential energy. The coordinates as 

a function of time represent the trajectory of the system. 

In dynamics, we propagate the present position R(t) and velocities V(t), during a time 

step Δt to obtain the new position R(t + Δt) and velocities V(t + Δt). The choice of the 

time step is very important as it depends on the fastest motion in the system. The time 

step has to be shorter in time than this motion, so that no change to the system is 

missed. Usually the fastest motion is C-H vibration with frequency ν=3000 cm-1 with 

a period T≈10 fs.  This suggests that the time step should be 1-2 fs. 

To try to obtain the new positions as a function of time along the trajectory, our first 

guess would be to use a second order Taylor expansion of the position coordinate: 

 

 
Ri (t + Δt) = Ri (t) + Ri (t)Δt + Ri (t)

Δt 2

2
+O(Δt 3)

 
(1-71) 

 

But using this truncated Taylor expansion leads to an accumulation of errors and this 

brings the necessity of a new integrator. A “good” integrator would be an integrator 

that conserves the total energy through the simulation and is time reversible. 

The most widely used method for integrating the equation of motion in molecular 

dynamics is the Verlet algorithm.30 It is time-reversible and energy conserving, so we 

can trace back the positions along the trajectory and it keeps the total energy constant. 

The Verlet algorithm uses the positions and accelerations at time t, and the positions 
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from the previous time step R(t - Δt), to calculate the new positions at time t + Δt, R(t 

+ Δt). We can write the two equations of the Taylor expansions in the forward and 

backward direction: 

 

 
Ri (t + Δt) = Ri (t) + Ri (t)Δt + Ri (t)

Δt 2

2
+ R(t)Δt

3

6
+O(t 4 )  (1-72) 

 
Ri (t − Δt) = Ri (t) − Ri (t)Δt + Ri (t)

Δt 2

2
− R(t)Δt

3

6
+O(Δt 4 )  (1-73) 

After adding the two equations we will obtain the Verlet algorithm: 

 

 Ri (t + Δt) = 2R(t) − Ri (t − Δt) + Ri (t)Δt
2 +O(Δt 4 )  (1-74) 

 

The velocities do not appear explicitly in the Verlet algorithm. As they are not used to 

propagate the positions, they are not available. The velocities are important because 

they are needed for the calculation of the kinetic energy, which is part of the total 

energy of the system. There are many ways to obtain them, but the most popular 

method is to divide displacement from previous to next steps by 2Δt: 

 

 
Ri =

Ri (t + Δt) − Ri (t − Δt)
2Δt  

(1-75) 

 

Another problem of the Verlet algorithm is that we have to subtract two almost equal 

numbers 2R(t) and R(t-Δt). 

A variation of the Verlet algorithm is the leap-frog method.31 First the velocities are 

calculated at half step and then the positions are obtained from these velocities by 

adding them to the positions at time t: 
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Ri (t +

Δt
2
) = Ri (t −

Δt
2
) + R(t)Δt

 
(1-76) 

 
Ri (t + Δt) = Ri (t) + Ri (t +

Δt
2
)Δt

 
(1-77) 

 

The advantage of the leap-frog algorithm is that both the position and the velocities 

are present and there is no subtraction type of error. The only disadvantage is that at 

given time step the velocities and the position are not available simultaneously. 

 

1.4.1 Simulation protocol  
 

Molecular dynamics follow the next five steps: 

1. Establish the initial configuration of the system. It can be obtained by 

experimental data, a theoretical model or both. The positions of the atoms have to 

be chosen so that here are no atoms that overlap. To avoid that in future, a simple 

optimisation is performed. 

2. Assign the initial velocities. It is done randomly by selecting the velocities from 

the Maxwell-Boltzmann distribution at a given temperature. 

3. Equilibration of the system. The simulation continues until a steady state is 

reached and there are no big fluctuations in the selected variables. 

4. Production run. After the system was equilibrated the needed measurements of the 

properties of interest are collected. 

5. Data analysis. When the information is available, the final values of the properties 

can be calculated and compared. 
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1.4.2 Statistical mechanics 
 

During the MD simulations different properties such as the pressure and the heat 

capacity of the system are determined through the position and momenta of N number 

of particles. 6N-dimentional space defined by the position and the momentum 

coordinates is called “phase space” of the system. At any time a particle occupies a 

point in this space: 

 

 X = (r1,r2 ,r3,…,rN , p1, p2 , p3,…, pN )  (1-78) 

 

were ri is the position and pi is the linear momentum coordinates. 

Using different ensembles it is possible to derive all the states with different positions 

and momenta for a system keeping some of system’s properties constant. 

 

1.4.2.1 Microcanonical (NVE) ensemble 
 
In the microcanonical ensemble the number of particles N, the volume V and the 

energies remain constant during the simulation. This is the most common ensemble 

having in mind that the Newton’s dynamics is energy-conserving. The total energy of 

the system Etot is a sum of the kinetic energy ET and the potential energy EV: 

 

 Etot ( R,R) = ET ( R) + EV (R)  (1-79) 

 

The potential energy is a function of the positions R  and the kinetic energy depends 

on the velocities  R  of the system’s particles. 
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1.4.2.2 Canonical (NVT) ensemble and Boltzmann factor 
 
In the canonical ensemble the properties that are kept unchanged are the number of 

Particles N, the volume V and the temperature T. The probability density function ρ  

for the NVT ensemble is proportional to the Boltzmann factor:29 
 

ρNVT (X) ∝ exp(−βE(X))  (1-80) 

 

where E is the total energy of the system and β = 1 / kBT . 
In a system the ratio between two different states X and X’ is as follows: 
 

ρNVT (X)
ρNVT ( ′X )

= e−ΔE (r ,q)/kBT

 
(1-81) 

 

where 
 

ΔE = E(X) − E( ′X )  (1-82) 

 
the normalisation factor in the proportion of all the states over the phase space is 

nothing else but the total partition function QNVT: 

 

ρNVT (X) =
1

(h3N )N !
exp(−βE(X))

QNVT

 (1-83) 

 
where h  is the Planck constant and N! reflects the indistinguishability of the N 

particles. 
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1.4.2.3 Isothermal-isobatic (NPT) ensemble 
 

In the NPT ensemble the number of particles, the pressure P and the temperature T 

are kept constant. This allows a change in the volume of the simulated box. 

 

1.4.2.4 Temperature coupling 
 

The temperature coupling of the system is accomplished by a simulation of an 

exchange of heat with the so-called “external bath”. 

 

1.4.2.4.1 Berendsen temperature coupling 
 
The Berendsen thermostat32 is based on the deviation of the temperature T of the 

system from the temperature T0 of an external bath: 
dT
dt

=
T0 − T
τ

 (1-84) 

 
in this equation τ  is a time constant, which is the intervals of contact of the system 

with the external bath. The greater τ , the weaker is the coupling. This type of 

thermostat keeps the temperature constant, scaling the velocities with a factor λ : 

 

λ = 1+ Δt
τ

To
T

−1⎛
⎝⎜

⎞
⎠⎟  (1-85) 

 

The Berendsen thermostat keeps the overall temperature constant but does not 

maintain the fluctuations of the temperature canonical. For this purpose the Nosé-

Hoover thermostat is generally used. 
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1.4.2.4.2 Nosé-Hoover thermostat 
 
It is a good idea to use a better canonical thermostat once the system is relaxed. First 

Nosé33 proposed an extended thermostat for canonical simulations. Later this 

thermostat was modified by Hoover.34 The Hamiltonian in the Nosé-Hoover coupling 

is extended by introducing a thermal reservoir and a friction force, proportional the 

product of each particle’s velocity and friction termξ . The friction term ξ  is a 

dynamic quantity and thus has its own equation of motion. 
Hoover’s equation of motion is as follows: 

 

 mi
R = F − ξmi

Ri  (1-86) 
 

and the equation of motion for the heat bath is: 

 
dξ
dt

=
1
Q
(T − T0 )  (1-87) 

 
where T and T0 are the instant and the reference temperatures and Q is a constant that 

determines the coupling strength. The Nosé-Hoover thermostat conserves the energy 

of the extended system. 

 

1.4.2.4.3 Pressure coupling 
 

The same idea as in the temperature coupling can be applied in the pressure coupling- 

the system is coupled to an external barostat. The generally used barostats are the 

Berendsen and the extended Parrinello-Rahman barostat. 
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1.4.2.4.4 Berendsen barostat 
 

The Berendsen algorithm32 rescales the coordinates and box vectors every step to 

reach a reference pressure P0 of the external barostat: 

 

dP
dt

=
Po − P
τ p

 (1-88) 

 

in the equation τ p  is the coupling constant. 

 

1.4.2.4.5 Parrinello-Rahman thermostat 
 

As the Berendsen thermostat, the weak coupling of the Berendsen barostat does not 

give exact canonical ensemble. The Parrinello-Rahman barostat35 is analogous to the 

Nosé-Hoover in the pressure coupling.  
In the Parrinello-Rahman barostat, the box vectors are expressed by the matrix b, 

which obeys the matrix equation of motion:36 
 

db2

dt 2
= VW −1 ′b −1(P − Pref )

 
(1-89) 

 
where V is the volume of the box, W is the matrix that determines the coupling 

strength and P and Pref are the instant and reference pressures. 

 

1.4.3 Applications of Molecular Dynamics 
 

Molecular dynamics serve different purposes in chemistry and the most common are 

stated below:37 

1. Conformational sampling: the temperature gives the system additional kinetic 

energy and makes possible overcoming barrier and exploring the potential energy 
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surface. The trajectory contains the information of the conformational changes in 

the system. 

2. Explicitly time-dependent properties: the MD simulations have memory of the 

system through the trajectory and that gives the opportunity to investigate many 

time dependent properties as diffusion coefficients, vibrational spectra, etc. 

3. Sampling from statistical-mechanical ensembles: MD can be used to calculate 

ensemble averages. 
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Chapter 2 Enzymatic halogenation 
 

2.1 Halogenation in nature and 
halogenated natural products 

 
Halogenated molecules are widespread in nature, numbering over 400038 known 

compounds. In nature halogenated compounds can be found in fungi, lichen, bacteria, 

marine organisms, insects, higher animals, volcanoes and sediments, etc. Volcanoes 

generally emit inorganic halogenated products such as hydrochloric acid (HCl) and 

hydrofluoric acid (HF). Gases emitted by the Santiago volcano in Guatemala include 

organohalogens such as CF2=CF2, CF3CF=CF2, CHF2Cl, CClF=CF2, CH3Cl, CFCl3, 

CCl2=CHCl and CCl2FCClF2.39 Their formation is probably due to the high-

temperature and -pressure reactions between HCl and HF and the organocompounds 

from the fossil soil. 

Halogenated fulvic acids have been found in groundwater samples that date from 

around 5200 years ago.39 Trichloroacetic acid has been shown to exist in some 

environmental compartments, including bog water, snow, rain and soil. 

During a forest fire, the burning of biomass produces a large quantity of CH3Cl. 

Dioxins and polychlorinated dibenzofurans are present in small quantities and it is for 

this reason they cannot be isolated (Figure 2-1) 

 

 

Figure 2-1. Chlorinated dioxins and benzofurans 
 

Biosynthesised organohalogen compounds can be isolated from a variety of sources 

and may have diverse biological activity. Fungi and lichen living in symbiosis can 

yield different organocompounds. The lichen Neophora laevigatum synthesises 1 and 

falconensin E (2) from the soil fungus Emericella falconensis (Figure 2-2).  

O

O

O

ClCl ClCl
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Falconensin E is an azaphilone, which inhibits diacylglycerol acyltransferase and 

acyl- CoA- cholesterol acyltransferase.39 

 

 

Figure 2-2. Chlorinated compounds isolated from lichen (1) and fungi  

(Falconensin E (2))39 

 

Cryptophycins (3) are found in the alga Nostoc sp. GSV 224.40 These compounds 

have strong antitumour activity. The first compound from this class that has been 

isolated is cryptophycin (Figure 2-3) and later 21 other analogues were isolated. 

 

 

Figure 2-3. Clorinated antitumor agent Cryptophycin-1 discovered in the alga  

Nostoc sp.39 
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Streptomyces sp., bacteria synthesise the chlorinated hexapeptide Chloropeptin I (4), 

which inhibits the HIV- replication in the peripheral human lymphocytes. It could be 

put in combination with reverse transcriptase and protease inhibitors.41 Another 

bacterium- Streptomyces venezuelae produces the chlorinated antibiotic 

Chloramphenicol (5)(Figure 2-4).42 

 

 

Figure 2-4. Organohalogens, produces by bacteria with HIV-inhibitor (4) and 
antibiotic (5) activities39 

 

Plants are a great source of halogenated compounds. Marine plants contain large 

quantities of organohalogens. Plocamium telfairiae synthesises telfairine (6), which is 

an insecticide, analogous to the industrial product lindane.39 Monoterpene (7) from 

Portiera hornemannii has been shown to have anti-cancer activity (Figure 2-5).39 

 

 

Figure 2-5. The organohalogens telfairine (6) and a monotermane (7) isolated from 
inmarine organisms39 
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In humans the only organohalogens produced are thyroid hormones (8) as well as 

recently isolated bromoester (9), which is purported to play a role in inducing REM 

(rapid-eye-movement) sleep (Figure 2-6).39 

 

Figure 2-6. Organohalogens in human: the thyroid hormone thyroxine (8) and 
bromoester found in the cerebrospinal fluid and responsible for the REM sleep (9)39 

 

Chlorinated natural products typically predominate over brominated, iodinated and 

fluorinated ones. The type of halogen present in the natural product depends on the 

environment and the amount of halide present there. For example most bromides are 

synthesised from marine organisms, such as Ptychodera flava laysanica,39 compared 

to chlorinated products, which can be found in terrestrial organisms. There are some 

mixed halogenated compounds that are known to exist in the literature. An example is 

a monoterpene in Aplysia californica with effective defence against predation 

activity.43 The edible Hawaiian seaweed Asparagopsis taxiformis produces around 

100 organohalogens.39 Recently, first the fluorinase enzyme was identified in the 

bacterium Streptomyces cattleya,44 which is involved in the production of a natural 

fluorinated compounds. The biological activity of the chlorinated molecules could be 

antitumor (rebeccamycin, cryptophycin), anti-HIV (chloropeptin I, ambigol A) or 

antibiotic (pyrrolnitrin, pyoluteorin, chloramphenicol).38 
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2.2 Halogenation strategies 
 

Classification of halogenating enzymes can be done, based either on the co-substrate 

of the reaction or the species of the halogenating donors. Halogenating enzymes can 

be divided according to the first classification into hydrogen peroxide (H2O2)-

requiring haloperoxidases (haem-dependent or vanadium-dependent), the oxygen-

dependent halogenases (flavin-dependent or non-haem iron-dependent) and the 

nucleophilic halogenases. The second category will be the one studied in this thesis 

and it includes enzymes that use hypohalite (X+), the halogen radical (X•) or halide 

(X–) as halogenating donors. 

 

2.2.1 Halogenation by Hypohalite, XO– (X+) 
 

The main type of halogenation is related to production of hypohalite (XO–). The 

enzymes catalyze the two-electron oxidation of halide (X–) to hypohalites (XO–).45 In 

this way the X+ electrophile attacks electron-rich carbon atoms and does the 

halogenation. The two classes of enzymes, which could use hypohalites, are 

haloperoxidases and flavin-dependent halogenases. 

 

2.2.1.1 Haem-Dependent haloperoxidases  
 

Haem-dependent haloperoxidases are found in plants, fungi, bacteria and animals. 

Hager and co-workers discovered the first enzyme from that group in Caldariomyces 

fumago.46-51 The enzyme catalyses the chlorination of late intermediate part of the 

biosynthesis of the natural antibiotic caldariomycin (Figure 2-7a). Thus the enzyme 

was named “chloroperoxidase”. The enzyme is able to catalyse reactions with the use 

of bromide and iodide but not fluoride. The characterization of chloroperoxidases was 

made using monochlorodimedone (Figure 2-7b), that is structurally similar to 2-

chloro-1,3-cyclopentanedione (Figure 2-7c), an intermediate of the caldariomycin 

biosynthesis. The chlorination of monochlorodimedone can be monitored 

spectroscopically and used to indentify the haloperoxidases in range of organisms. 
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Figure 2-7. a) caldariomycin; b) monochlorodimedone; c) 2-chloro-1,3-
cyclopentanedione42 

 

The general mechanism of heme-dependent haloperoxidases includes oxidation of 

chloride and bromide using hydrogen peroxide (H2O2). The hypohalous acid formed 

in the reaction leaves the active site of the enzyme and attacks the substrates activated 

for an electrophilic substitution in a nonenzymatic reaction:50 

 

Enzymatic reaction: 

 

Nonenzymatic reaction: 

 

X=Cl, Br or I 

 

Inside the enzyme the first reaction represents formation of HOX (Figure 2-8). First, 

the FeIII is oxidised. A molecule of water is then eliminated and a FeIV-oxo compound 

is formed. A halide is then transformed into a hypohalite. The resultant hypohalite 

could be the halogenating agent, but it was proved that it provides a hypochlorous 

acid, which is the actual halogenating agent.51 Franssen and van der Plas42 could not 

measure the Km (Michaelis-Menten constant) of the halogenation step of the pathway, 

which led them to believe that the chlorination step is done outside the enzyme, 

through formation of hypochlorous acid.45 The haem-dependent haloperoxidases are 

not substrate specific or regioselective, which is another proof that the real 

halogenating agent is the hypohalous acid. Moreover, the crystallographic studies 
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revealed a possible binding site for hydrophobic substrates - when the concentration 

of substrate is smaller, the chlorination lowers. That could be explained just with 

chlorination in the enzyme.49 

 

 

Figure 2-8. Formation hypochlorous acid by haem-dependent chloroperoxidases45,52 

 

2.2.1.2  Vanadium-dependent haloperoxidases 
 

Most of the haloperoxidases have a haem co-factor, a specific subgroup of 

haloperoxidases exists, that are vanadium-dependent (Figure 2-9).46,47,49,50,53 

Vanadium-dependent peroxidases were isolated from fungi and algae by Vilter.54 The 

enzyme in the alga Ascophyllium nodosum was first identified as iodoperoxidase but 

later after reaction with monochlorodimedone was proven to actually be a 

bromoperoxidase.55 Afterwards many vanadium-dependent haloperoxidases were 

found in marine algae, lichen and bacteria. In this class of enzymes the vanadium ion 

is bound to the imidazole ring of a histidine residue of the enzyme. The process of 

halogenation occurs in the same way as in the heme-dependent haloperoxidase, but 

without a change in the oxidation state of the vanadium ion. The product of 

halogenation is hypobromite. 

 

 

Figure 2-9. Formation of vanadium bound hypobromite by vanadium-dependent 
haloperoxidase45,52 
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Experimentally these enzymes showed signs of regioselectivity or enantioselectivity. 

The first crystal structure of a vanadium-dependent haloperoxidase was solved for the 

chloroperoxidase from Culvularia inaequalis.56 The vanadate-binding site is at the 

end of a ∼10 Å solvent-accessible tunnel. It is proposed that this channel has an 

influence on the substrate specificity. 

Vanadate bromoperoxidases seem to be important in the formation of marine natural 

products, e.g. in the halogenation and cyclisation of terpenes. After the discovery of 

such an enzyme in Xanthoria parietina, it was found that this group of enzymes exist 

in terrestrial species as well. 

The nomenclature of the haloperoxidases is based on the most electronegative halide 

oxidised by the enzyme. Thus chloroperoxidases catalyse the oxidation of chloride, 

bromide and iodide, while bromoperoxidases catalyse only the oxidation of bromide 

and iodide. Hydrogen peroxide is not able to oxidise fluorine. 

  

2.2.1.3  Flavin-dependent halogenases  
 

Halogenation by hypohalite can also occur in the presence of FAD (flavin adenine 

dinucleotide), which is essential co-factor for the group of the flavin-dependent 

enzymes.45,48,49,53,57 There are two subclasses of flavin-dependent halogenases, one 

that catalyses the chlorination of small free molecules (RebH and PrnA) and the other 

that reacts with substrates attached to the thiolation domain in nonribosomal 

polypeptides synthase (NRPS) systems (PltA,58 Sgc359). RebH catalyses the 

halogenation step in the biosynthesis of the antitumor agent rebeccamycin from 

Lechevalieria aerocolonigenes. PrnA and PrnC are both enzymes that participate in 

different stages of the pyrrolnitrin biosynthesis in Pseudomonas fluorescens B1915.60 

PyrH and Thal catalyse chlorination at positions 5 and 6 of tryptophan in the 

pyrroindomycin biosynthesis in Streptomyces regosporus and thienodolin 

biosynthesis in Streptomyces albogriseolus. PltA is a pyoluteorin biosynthesising 

enzyme in Pseudomonas fluorescens Pf-5 along with HalB that catalyses the 

pentachloropseudilin biosynthesis in Actinoplanes sp. ATCC 33002.61 
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Flavin-dependent enzymes are regioselective. The main substrate of their activity is 

tryptophan. Halogenations at positions 5, 6 and 7 in the indole ring are currently 

known (Figure 2-10). The general mechanism of halogenation includes FAD, O2 and 

Cl-. 

Enzyme Organism Substrate Product Structure Comments 

RebH Lechevalieria 

aerocolonigenes 

tryptophan 7-chloro- 

tryptophan 

62 - 

PyrH Streptomyces 

regosporus 

tryptophan 5-chloro- 

tryptophan 

63 - 

Thal Streptomyces 

albogriseolus 

tryptophan 6-chloro- 

tryptophan 

- - 

PrnA Pseudomonas. 

fluorescens 

tryptophan 7-chloro- 

tryptophan 

64 - 

PrnC Pseudomonas. 

fluorescens 

aminopyrrol

nitrin 

monodechloro 

aminopyrrolnit

rin 

- - 

PltA Pseudomonas 

fluorescens Pf-5 

Pyrolyl-S-

PltL 

5-

chloropyrrolyl-

S-PltL 

intermediate; 

4,5-dichloro 

pyrrolyl-S-PltL 

product 

- NRPS, 

Double 

chlori- 

nation, 

requires 

PltL 

 

HalB Actinoplanes sp. 

ATCC 33002 

monodechlo

roamino 

pyrrol 

nitrin 

aminopyrrol 

nitrin 

- - 

Sgc3 Streptomyces 

globisporus 
β-tyrosyl-S-

SgcC2 

(S)-3-chloro-β-

tyrosyl-S-

SgcC2 

- NRPS; 

requires 

O2, Sgc2 

carrier 

Table 2-1. FAD-dependent halogenases 
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Figure 2-10. Enzymes from the flavin-dependent halogenase family, catalysing 
regioselective chlorinations49,63 

 

2.2.1.3.1 PyrH 
 

The crystal structures of two native enzymes and one mutant E46Q of PyrH have 

been solved.63,65 The resolutions of the three structures are 2.4 Å, 1.7 Å and 2.5 Å 

respectively. In the crystal structure PyrH is a dimer of dimers. PyrH is a dimer like 

PrnA and RebH with 40% sequence identity with PrnA, which is due mainly to 

similarities in the FAD binding domain (Figure 2-11). Tryptophan is situated at 9 Å 

distance from the FAD. The residues of primary importance for the mechanism of 

chlorination in PrnA- K79 and E346 are conserved in PyrH as K75 and E354 (Figure 

2-12). Overall the secondary structure of PyrH remains without major changes 

compared to PrnA and RebH but the difference comes from the connecting loops. 

Among all the tryptophan flavin-dependent halogenases PyrH is the only one with C5 

regioselectivity because of shielding of the other possible substitution positions in 
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tryptophan. PyrH binds its substrate in such a way that C5 is in the best position to 

react with the key residues (glutamate and lysine) proposed to participate in the 

mechanism of the reaction. 

 

Figure 2-11. PyrH dimer structure downloaded from PDB (2WET.pdb)66 

 

Figure 2-12. Crystal structure of the active centre of PyrH with Cl–, FAD and 
tryptophan bound, downloaded from PDB (2WET.pdb)66 

 

2.2.1.3.2 RebH 
 

RebH catalyses the chlorination step in the pathway of the biosynthesis of the 

indocarbazole natural product rebeccamycin (Figure 2-14).67 It is a dimer with 

structure similar to PyrH and PrnA. It has been isolated from Lechevalieria 
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aerocolonigenes. The structures of apo-RebH and RebH have been solved with 

resolutions of 2.5 Å and 2.15 Å (Figure 2-13).62 The RebH structure has bound FAD 

and chloride. RebH shows 55 % sequence identity and 0.68 Å root mean square 

deviation (rmsd) compared to PrnA. The dimer in solution is stabilised by 14 

hydrogen bonds and a salt bridge between Arg387 and Glu432 residues. The 

differences in the structures of RebH and PrnA are: 1) A solvent-exposed loop in 

RebH (86-105) is expanded by eight residues compared to PrnA (87-97); 2) A 

difference in conformation of a loop that in PrnA forms hydrogen bonds with the 

FAD co-factor and with waters connected to FAD, but adopts an open conformation 

in RebH without any connections to FAD, making the co-factor binding site 

accessible to water. Difference exists between apo-RebH and RebH and it is 

consistent with changes in the tryptophan-binding site (residues 111-114). The 

tryptophan binding changes the position of the carbonyl group of Gly112 and moves 

the side chain of Leu113 5 Å.62 The loop becomes more rigid, which reflects in well-

defined charge density of that loop. The result of these structure rearrangements is 

that the substrate and water stabilising its position, become trapped inside the enzyme. 

The enzyme binds reduced FAD (FADH2), oxygen, chloride (Cl–) and tryptophan. 

Halogenation by this enzyme requires the presence of RebF (Flavin reductase), which 

catalyses the NADH-dependent reduction of FAD to FADH2.64,68,69 

 

 

Figure 2-13. RebH structure with bound FAD and Cl–, downloaded from PDB 
(2OAL.pdb)66 



 49 

 

Figure 2-14. Formation of 7-chlorotryptophan as a first step of the biosynthesis of 
rebeccamycin by RebH68 

 

2.2.1.3.3 PrnA  
 

PrnA is an enzyme with a dimer structure in solution and has 538 amino acid residues 

per chain of the dimer (Figure 2-15). The enzyme takes part in the biosynthesis of the 

natural antifungal agent pyrrolnitrin, produced by the bacterium Pseudomonas 

fluorescens. The PrnA structure was solved with 1.95 Å resolution.64 The structure 

includes residues from 2 to 518. It contains two domains; one is the FAD-containing 

domain and another that binds the tryptophan molecule. The flavin-binding module is 

constructed by β-sheets and α-helixes. The substrate-binding site of the enzyme 
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contains just α-helices.46 The chloride is bound in a pocket facing isoalloxazine ring 

of FAD. In this pocket the chloride is solvent-protected from the FAD co-factor and it 

does not have real contact with it. The tryptophan-binding domain is 10 Å from the 

FAD co-factor. A channel connects the cofactor and the substrate-binding sites.52,70-75 

A) 

 

B1)                                                            B2) 

 

Figure 2-15. Stereo pictures of the PrnA monomer. A) The N-terminus of the enzyme 
is coloured in blue and the C-terminus in red, the chloride is a pink sphere, FAD and 
7-chlorotryptophan are represented in sticks. B) The FAD and chloride (B1) and the 
substrate-binding (B2) sites of the enzyme are shown in sticks. The hydrogen bonds 

are shown as dotted lines64 
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PrnA catalyzes the first step of the biosynthesis of pyrrolnitrin- the chlorination of 

tryptophan to 7-chlorotryptophan. The other steps of the pathway are catalysed by 

PrnB, PrnC and PrnD (Figure 2-16). PrnC is a chlorinating enzyme as well, but it 

belongs to a different group of halogenases. It catalyses the chlorination of pyrrol ring 

in monochloroaminopyrrolnitrin in another step further along the pathway. The 

analysis of the gene clusters encoding the PrnA and PrnC enzymes showed strong 

homologies in both enzyme gene sequences.38 They have weak similarities with the 

flavin-containing monooxyganeses such as para-hydroxybenzoate hydroxylase 

(PHBH).64 The monooxygenase family of enzymes uses reduced FADH2 to bind 

oxygen to form a hydroperoxyflavin reactant (FAD-4α-HOOH) like the 7-

chlorotryptophan halogenases. The difference between the monooxygenases and PrnA 

is that the monooxygenases do not have a separated substrate-binding domain in their 

structure. The investigation of the chlorinating activity PrnA and PrnC in vitro in a P. 

fluorescens mutant clarified the difference to chloroperoxidases in requiring NADH, 

O2 and chloride (but not H2O2) to regioselectively produce 7-chlorotryptophan and 

aminopyrrolnitrin, respectively.57 

 

Figure 2-16. Biosynthesis of the natural antibiotic pyrrolnitrin in P. fluorescens42 
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The formation of 7-chlorotryptophan occurs in several steps (Figure 2-17). The 

enzyme needs FADH2 as a co-factor for the reaction. For this purpose, FAD is 

reduced to FADH2 by flavin reductase with the participation of NADH (reduced 

nicotineamide dinucleotide). The reduced cofactor binds oxygen to form an oxidised 

compound (FAD-4α-HOOH). A hypothesis that was later rejected suggested а direct 

reaction with the substrate to form an epoxide. The oxygen atom in the arene oxide 

would be substituted by chloride (Cl–), leading to formation of the product. This 

mechanism was rejected after experimental kinetics studies showed no direct 

interaction between tryptophan and FAD-4α-HOOH. The latest mechanistic 

suggestions include the formation of hypochlorous acid (HOCl) after an attack of a 

chloride (Cl–) on the hydroperoxyflavin. The acid could then directly react with 

tryptophan, form a hydrogen bond with a lysine residue in the enzyme; or produce a 

chloramine after a reaction with this residue. Chloramine is a strong electrophile and 

an electrophilic aromatic substitution could occur between it and the tryptophan 

molecule. The primary product of the reaction is a σ-complex of 7-chlorotryptophan. 

After a proton elimination 7-chlorotryptophan is formed. 
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Figure 2-17. Formation of 7-chlorotryptophan: A) Chlorination by the free HOCl; B) 
Walsh and co-workers mechanism of chlorination through a formation of chloramine 
with the participation of Lysine78;68 C) Naismith et al. mechanism of chloronation 

with hydrogen bound HOCl to the Lysine78 residue64 
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2.2.2Halogenation via Halogen, X˙  
 

The activity of a non-haem iron-dependent halogenase was first encountered by 

Vaillancourt in 2005.76 This group of enzymes uses O2 and α-ketoglutarate to 

incorporate chloride at inactivated carbon centres. They contain non-haem iron. 

Representative of this class is the SyrB1/SyrB2 halogenases in Pseudomonas 

syringae, responsible for the production of the lipononapeptidolactone syringomycin 

E. SyrB2 catalyses the chlorination of the γ-methyl group of L-threonine but does not 

accept free L-threonine as a substrate. Threonine has to be bound to the 

phosphopantethenyl group of the thiolation domain of SyrB1 (Figure 2-18). The 

reaction mechanism suggests the formation of a substrate radical by abstraction of an 

H-radical by the FeIV=O intermediate. The substrate radical recombines with a Cl 

from the FeIII-OH intermediate (Figure 2-19). A similar enzyme is CytC3, which adds 

two chlorine atoms to L-aminobutyric acid, which is attached to the thiolation domain 

of CytC2 in the biosynthesis of amentomycin by Streptomyces sp. RK95-74. The non-

haem iron halogenases also catalyse the formation of cyclopropane-containing 

bacterial metabolites. An example of that is the formation of coronamic acid by 

CmaC in Pseudomonas syringae.50 

 

 

 

Figure 2-18. Non-haem dependent halogenase in which previous to the halogenation 
the substrate has to be bound to the thiolation domain of the SyrB1 carrier50 
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Figure 2-19. Mechanism of halogenation by X˙ of non-haeme iron O2
– and α-

ketoglutarate-dependent halogenases52 

 

SAM is involved in the formation of monohalomethane but in this case as a methyl 

donor. The first methyltransferase was discovered by Wuosomaa and Hager77 and 

isolated from the rot fungus Phellinus promaceus. 

Non-enzymatic reactions of transfer of halides ions to organic compounds were 

detected as a part of the biosynthesis of cyanosporasides A and B from Salinispora 

tropica.46 

 

2.2.3Halogenation via Halide, X– 
 

A pathway with a halide ion acting as a nucleophile is the fluoroacetate biosynthesis 
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deoxyadenosine synthase (5’-FDAS) or the so-called fluorinase, whose structure was 

solved in 2004. Two conditions have to be satisfied for the reaction to be possible. 

Firstly, F- must be stabilised and solvated inside the active site; secondly, an 

electrophilic carbon must be present in the organic co-substrate that F– can attack. The 

stabilisation is provided by a serine side chain in the active site through a possible 

hydrogen bond and the electrophilic co-substrate is S-adenosylmethionine (SAM). 

The mechanism is consistent with SN2 substitution of SAM. 5’-fluoro-5’-

deoxyadenosine (5’-FDA) is formed as an intermediate and metabolised afterwards to 

4-fluorothreonine and fluoroacetate via fluoroacetaldehyde (Figure 2-20).50 

  

 

Figure 2-20. Fluorinase mechanism of halogenation involving transformation of F- 
and SAM to 5’-FDA and L-methionine and further metabolism of 5’-FDA to 

fluoroacetate and 4-fluorothreonine50 
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2.3 Electrophilic aromatic substitution 
 

An electrophile can be a positively charged ion. Three groups of electrophiles in 

electrophilic aromatic substitution exist: 1) Electrophiles taking part in both activated- 

and deactivated-aromatic ring substitutions; 2) electrophiles taking part in activated-

aromatic ring substitution; and 3) electrophiles participating in aromatic substitution 

with strongly activated aromatic rings. The mechanism of electrophilic aromatic 

substitution involves several steps. A formation of π- and σ-complexes is included at 

some stage in the reaction pathway. The formation of a π-complex does not 

necessarily occur. It is a donor-acceptor type of complex and its formation is quite 

reversible. The electron donor is the aromatic ring. The electrophile in this case is 

situated perpendicular to the aromatic ring. The next stage of the reaction is the 

formation of a σ-complex, which is a cationic intermediate. The carbon is bound to 

the electrophile and the hydrogen at the same time. The positive charge is delocalised 

over the whole molecule (Figure 2-21). The formation of the σ-complex may be 

reversible as well. The way of the reaction depends on the chosen electrophile. The 

formation of the σ-complex is usually the rate-determining step of the reaction. The 

last step in the reaction is a proton extraction. Before this final step a π-complex can 

be again formed as an intermediate.78 

 

 

Figure 2-21. Mechanism of elecrophilic aromatic substitution 
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2.4 Possible electrophiles involved in the 
tryptophan chlorination at position C7 

 

In our electrophilic aromatic substitution the possible chlorinating agents for 

producing 7-chlorotryptophan are free hypochlorous (HOCl) acid; HOCl hydrogen 

bonded to the Lys78 residue of the enzyme or the chloramine (-NHCl) formed from 

the Lys78 and the hypochlorous acid. 

  Hydroperoxyflavin (FADHOOH) reacts with chloride (Cl–) to form the 

hypochlorous acid (Figure 2-22). The acid could remain free or react with the lysine 

residue in the enzyme. It could possibly form a hydrogen bond with Lys78 and in this 

case the acid is positioned so as preferentially to react with the tryptophan at the 7-

position (Figure 2-23). Alternatively a chloramine could be produced from the 

reaction between the acid and the enzyme residue. The chloramine can exist either 

protonated (Figure 2-24) or non-protonated (Figure 2-25). 

 

Figure 2-22. Formation of hypochlorous acid 

 

 

Figure 2-23. Hydrogen bond between the hypochlorous acid and the Lys78-residue 

 

 

Figure 2-24. Reaction between protonated Lys78-residue and the hypochlorous acid 

FADHOOH + Cl- FADHO- + HOCl

HOCl + Lys78-NH3 Lys78-NH2
H O

Cl

H
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Figure 2-25. Rection between between the hypochlorous acid non-protonated Lys78 

 

In Chapter 3 will be discussed the results of the calculations considering the possible 

mechanisms of the reaction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

HOCl + Lys78-NH2 Lys78-NH2 Cl + HO-

Lys78-NH Cl +HA H2O + A-



 60 

Chapter 3 QM calculations on PrnA 
 
3.1 Introduction 

 

The previous chapter gave an overview of the different halogenating enzymes and in 

particular, an insight into the PrnA halogenating system. In this chapter a closer look 

will be carried of the active centre of PrnA, the reactions occurring there, the 

transition states and the products of the enzymatic activity of PrnA. In the active 

centre, the co-factor FAD, the chloride anion, the substrate tryptophan (ZTRP) and 

the Lys78 residue play the main role (Figure 3-1).  

 

 

Figure 3-1. Active centre in the crystal structure of PrnA 
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As we discussed in Chapter II, the tryptophan-chlorinating agent can be the free 

hypochlorous acid, the acid, hydrogen bonded to residue Lys78, or the chloramine, 

formed from the Lys78 and acid (Figure 3-2). The Lys78 residue is situated in the 

channel, connecting FAD and tryptophan. The Lys78 residue is a weak base and can 

adopt either the protonated or non-protonated form. 

 

Figure 3-2. Formation of 7-Chlorotryptophan from the attack of different 

halogenating agents on tryptophan 

 

Models for the QM-calculations were defined. Indole, (chloroammonio)methane and 

hydrogen peroxide were used as computational models instead of tryptophan, Lys78-

NH2Cl+ and FADHOOH (Figure 3-3). 

 

 

Figure 3-3. The model compounds used for the reaction of chlorination of tryptophan 
to 7-chlorotryptophan occurring in the active centre of the PrnA 

 

The reactions in the active centre were investigated at QM level. Reaction energies, 
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regioselectivities and stabilities of the products of the chlorination, catalysed by PrnA 

will be investigated as well. 

 

3.2 Computational methodology 
 

3.2.1 Computational models and augmented basis set 
 

The TURBOMOLE program package79-83 was used for DFT calculations with the 

standard TURBOMOLE’s optimizer Relax,84 running a Jobex script. The optimisations 

were performed in internal redundant coordinates. The calculations were carried out 

with the TPSS (meta-GGA functional of Tao, Perdew, Staroverov and Scuseria) 

functional,85 employing the def2-TZVP (triple ζ-valence polarization) basis set and 

def2-TZVP auxiliary basis set.86 The basis set was augmented by diffuse functions of 

s- and p-type on all the atoms to def2-TZVP+ level (Table 3-1). 

 

Exponent 

Atom s p 

H 3.2466181x10–2 - 

C 3.9421656x10–2 3.5011523x10–2 

N 5.5356409x10–2 4.8837750x10–2 

O 7.3678273x10–2 5.7711255x10–2 

Cl 6.4237604x10–2 4.4417963x10–2 

Table 3-1. Exponents added to the diffused functions in the def2-TZVP+ basis set 

 

3.2.2 COSMO (Conductor-like Screening Model) 
calculations 

 

The QM-COSMO model,87 and experimental data, were used for validating the 

solvation radii of the elements, from which the investigated compounds were built. 

COSMO is a continuum solvent model that builds a cavity around the compounds. 
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The surrounding space has a dielectric constant equal to that of water, εr= 78.4. The 

compounds were optimized in a gas phase, and in a solvent, in order to obtain the 

solvation energies, which represent the difference between both energies.  

 

(3-1) 

 

The computed solvation energies were compared to the experimental data, for 

calibration. The investigated default radii for the atoms in the structures were as 

follows: Cl= 2.05 Å, O= 1.72 Å, N= 1.83 Å (Table 3-2). 

 

Compound 

Calculated solv. 

Energy in kJ/mol 

Experimental solv. 

Energy in kJ/mol88 Deviation(ΔG) 

Chloride anion –325.28 –311.70 –13.58 

Hydroxide anion –407.60 –438.06 30.47 

Methylamine –14.55 –19.10 4.55 

Methylammonium –302.57 –319.70 17.13 

Chlorobenzene –12.98 –4.69 –8.29 

Pyridine –21.96 –19.70 –2.26 

Water –33.54 –26.40 –7.14 

Table 3-2 Calculated and experimental solvation free energies and deviations 

 

The results showed that it was needed a reparameterization of the atom radii, 

comparing the calculated solvation energies to the experimental ones. We tried to 

obtain energies closer to the experimental values by altering the radii. 

 

 

 

Gsolvation =Gsolvent !Ggas
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Compounds with Chlorine 

Radius 

(Cl)/ Å 

Calculated 

solv.energy in 

kJ/mol 

Experimental 

solv.energy in 

kJ/mol Deviation (ΔG) 

Chloride anion 2.10 –318.15 –311.7 –6.45 

Chlorobenzene 2.10 –12.78 –4.69 –8.09 

Chloride anion 2.15 –311.34 –311.70 0.36 

Chlorobenzene 2.15 –12.60 –4.69 –7.91 

Chloride anion 2.20 –304.79 –311.70 6.91 

Chlorobenzene 2.20 –12.51 –4.69 –7.82 

Compounds with Nitrogen 

Radius 

(N)/ Å 

Calculated 

solv.energy 

Experimental 

solv.energy Deviation (ΔG) 

Methylamine 1.75 –15.51 –19.10 3.59 

Methylammonium 1.75 –304.01 –319.70 15.69 

Pyridine 1.75 –23.55 –19.70 –3.85 

Methylamine 1.70 –16.14 –19.10 2.96 

Methylammonium 1.70 –304.37 –319.70 15.34 

Pyridine 1.70 –24.61 –19.70 –4.91 

Table 3-3. Calculated and experimental solvation energies with different radii 

 

As can be seen (Table 3-3), a better fit to the experimental data was obtained by 

changing the chlorine radius to 2.15 Å. At this point, the deviation of the chloride 

anion is 0.4 kJ/mol, and –7.9 kJ/mol for chlorobenzene. The results for chlorobenzene 

are better when the radius of the chlorine is 2.2 Å but with this radius of the chloride 

anion the energies of the other compounds get worse, so compromised decision would 
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be to keep the radius of the chlorine at the value of 2.15 Å. The same was the 

situation with the nitrogen. The best results obtained- a radius of nitrogen- 1.70 Å. 

The final reparametrisaion of the atom radii to get close to the experimental solvation 

free energies are given in Table 3-4. 

 

Rsolv/Å 

Atom Default Optimized 

H 1.30 1.30 

C 2.00 2.00 

N 1.70 1.83 

O 1.72 1.72 

Cl 2.05 2.15 

Table 3-4. Default and optimised solvation radii used in the calculations 

 

3.2.3 Transition state search 
 

For the purpose of the transition state searches, energy profiles with constraints, and 

restraints, with the possible chlorinating agents, were made. TURBOMOLE’s package 

was used for the constrained calculations with one bond distance fixed. The restrained 

calculations were done with ChemShell,89,90 with fixed one- and two-bond 

differences. Starting points for the transition state searches were the top stationary 

points of the restrained energy profiles. For the transition state searches 

TURBOMOLE provided energy and gradient for a microinterative algorithm in 

HDLCs (Hybrid Delocalized Internal Coordinates)91 and HDLCopt optimiser91 with 

low memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) optimiser92,93 for linear 

scaling geometry minimisation and partitioned rational function optimiser (P-

RFO)94,95 for transition state searches implemented in Chemshell. After the transition 

states were found, numerical frequency calculations with the NumForce96,97 module 

with TURBOMOLE, were performed to prove the transition states. Another tool, 

which was used to verify the transition states, was the TURBOMOLE’s tool Screwer, 
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which distorts the transition state along to the imaginary vibrational mode. It was by 

this method that a search was done for the directly connected minima-products and 

reactants of our system. 

 

3.3 Results and Discussion 
 

3.3.1 Stabilities of chlorinated indoles 
 

One of the main aspects of the project, in the beginning, was to perform calculations 

in order to investigate the stability of the tryptophan, chlorinated in different 

positions. Indole was used as a computational model (Figure 3-4). The type of 

reaction taking place is an electrophilic aromatic substitution, and minimisations of 

the σ-complex and product structures were conducted. The energies of the substituted 

chloroindole σ-complexes and products are put into a table and listed as a deviation 

from the most stable σ-complex and product (Table 3-5). The calculations showed 

that the most stable σ-complex is the σ-complex of 3-chloroindole. The second best is 

the σ-complex of 7-chloroindole. The most stable product is 7-chloroindole. In the 

enzyme 7-chlorotryptophan is formed because of its regioselectivity. The formation of 

7-chlorotryptophan as product out of the enzyme confirms the theory that an enzyme 

does not change the intrinsic regiopreference of the reaction; it just lowers the energy 

barrier. Tryptophan chlorinating enzymes such as PyrH and Thal that do change the 

regioselectivity, catalysing the formation of 5 and 6 tryptophan substituted products. 

 

 

 

 

 

Figure 3-4 The investigated positions for the indole chlorination  
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Table 3-5.Stability of the chlorinated compounds relative to 7-chloroindole (C7) at 
the TPSS/def2-TZVP+ level in IEFPCM water 

 

3.3.2 Possible electrophiles involved in the indole 
chlorination 

  

The possible reagents involved in electrophilic aromatic substitution in the system 

investigated for producing 7-chlorotryptophan were: 1) the free hypochlorous acid 

(HOCl); 2) the chloramine (-NH2Cl+) formed from the Lys78 residue of the enzyme 

and hypochlorous acid. 

There are several possible reactions that could take place during the chlorinating 

process. Hydroperoxyflavin (FADHOOH) reacts with chloride to form the 

hypochlorous acid (Figure 3-5). The acid could stay free or interact with the Lys78 

residue in the enzyme. It could form chloramine after a reaction between the acid and 

the enzyme residue Lys78 (Figure 3-6). The last possibility is the formation of a 

protonated hypochlorous acid (Figure 3-7) 

 

 σ-complex Product 

Position of the 

substitution in the indole 

ring 

Energy in kJ/mol Energy in 

kJ/mol 

C2 28.14 48.06 

C3 –13.18 45.12 

C4 29.98 33.07 

C5 35.40 35.91 

C6 26.70 35.86 

C7 0 0 
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Figure 3-5. Formation of hypochlorous acid 

 

 

Figure 3-6. Reaction between hypochlorous acid and non-protonated Lys78 

 

 

Figure 3-7. Reaction scheme for the formation of protonated hypochlorous acid 

 

Calculations of forming the different chlorinating agents were made with our 

computational models: 

 

 

Figure 3-8. Formation of hypochlorous acid 

 

 

Figure 3-9. Formation of a chloramine 

 

Figure 3-10. Formation of (chloroamino)methane 

FADHOOH + Cl- FADHO- + HOCl

HA

+ A-FADHOH

Lys78-NH2 + HOCl Lys78-NH2 Cl + HO-

Lys78-NH Cl + HA

A- HA

H2O + A

HOCl + Lys78-NH3 H2OCl + Lys78-NH2

HOOH + Cl- HOCl + OH- + 64kJ/mol

HOCl + CH3NH2 CH3NH2Cl + OH- + 55kJ/mol

CH3NHCl + H2O -142kJ/molCH3NH2Cl + OH-
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Figure 3-11.Formation of protonated hypochlorous acid 

 

The central process in the mechanism of chlorination in PrnA is the formation of 

hypochlorous acid (Figure 3-8). (Chloroammonio)methane has an exothermic energy 

of formation (Figure 3-9). It is a product of a reaction between hypochlorous acid 

methylamine with reasonably high reaction energy. The reaction energy of the 

chloramine proves that it can be considered as a possible reagent, because of its 

possible existence in the solution. The chloramine could quite easily be an 

intermediate in a reaction with (chloroamino)methane as a final product (Figure 

3-10). The protonated hypochlorous acid had a high energy of formation (Figure 

3-11). It was found, after a literature search, that the existence of the protonated 

hypochlorous acid is under doubt. Previous calculations showed that the gas-phase 

proton affinity of HOCl is 153.1 kcal/mol at the CCSD(T)/6-311++G(3df, 

3pd)//CCSD(T)/6-311(2df, 2p) level.98 Spectroscopic results revealed that in low 

concentration chloride ion solutions, there are three species present: HOCl, OCl– and 

Cl2 (aq). Even at very low pH, the third species present was not H2OCl+, as was 

expected to be.99 In the solution was found only Cl2 (aq) instead. From the results 

obtained, it was decided to rule out the protonated hypochlorous acid as being a 

possible halogenating agent. 

 

3.3.3 Energy profiles for electrophilic chlorination of 
indole 

 

The chosen reagents were (chloroammonio)methane + indole and hypochlorous acid 

+ indole. The type of reaction is an electrophilic aromatic substitution. The first step 

represents the formation of a σ-complex and the second step involves a proton 

abstraction.  

HOCl + CH3NH3 H2OCl + CH3NH2 + 237kJ/mol
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Figure 3-12. Potential energies of the σ-complexes of 7-chloroindole and products of 
hypochlorous acid + indole and (chloroammoinio)methane + indole reactions, relative 

to the reactants at the TPSS/def2-TZVP+//IEFPCM(εr = 78.4) level of QM theory 

 

A comparison of the energies of formation of the σ-complexes and the products of the 

chlorination of indole to 7-chloroindole with chlorinationg agents- hypochlorous acid 

and (chloroammonio)methane was made. The transition states of the two proposed 

mechanisms were localised on the PES (Potential Energy Surface). The calculated 

energies of formation showed that the reaction energy ΔEr of the σ-complex of 7-

chloroindole with (chloroammonio)methane and indole as reactants was less 

endothermic (24 kJ/mol) than ΔEr with hypochlorous acid and indole (78 kJ/mol) 

(Figure 3-12). The energy barriers ΔE‡ of the 7-chloroindole σ-complex formation 

with hypochlorous acid and (chloroammonio)methane were 83 kJ/mol and 30 kJ/mol 

respectively. The formation of the σ-complex is the step that determines the energy of 

the overall reaction and would reveal the preference to either the 

(chloroammonio)methane or hypochlorous acid, as a chlorination agent. In this case, 

the formation of the σ-complex of (chloroammonio)methane is more favourable than 

the σ-complex of hypochlorous acid. The proton abstraction and formation of 7-

chloroindole are strongly exothermic: –255 kJ/mol and –159 kJ/mol. 

Reactants

83kJ/mol

30kJ/mol

78kJ/mol

24kJ/mol

-159kJ/mol

-255kJ/mol

TS

TS

Products

Products

!-complex

!-complex

Indole + HOCl

Indole + CH3NH2Cl+

prereaction complex

-22kJ/mol

-4kJ/mol

7-Chloroindole + H2O

7-Chloroindole + CH3NH3
+
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In order to obtain reaction profiles, constrained and restrained optimizations with 

TURBOMOLE and ChemShell were performed. The constrained calculations were 

along the C7-Cl bond distance (Figure 3-13). It was performed in order to locate a 

maximum along the chosen reaction coordinate. The first reaction that we looked at 

was the synthesis of the σ-complex of the pathway. Initially, in order to obtain the 

curve, the atom of chlorine was moved at different distances from the molecule of 

indole, freezing the distance between the atom of chlorine and the atom of carbon at 

position seven at the indole ring. Two curves were obtained, which showed the 

energies of the system as function of the distances between these atoms. Each of the 

points on the curves corresponded to the optimised geometries with the frozen Cl-C7 

distances. That was done for both possible reactants and two plots were obtained. 

A) 

 

Cl-C7 distance in the indole ring in Å 

B) 

 

Cl-C7 distance in the indole ring in Å 

Figure 3-13. Energy profiles with optimised geometries at each point at the 
TPSS/def2-TZVP+ level with constraints of: A)(chloroammonio)methane + indole 

and B) hypochlorous acid + indole reactions  
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No maximum with constrained coordinates was found and for this reason restrained 

calculations were performed. The software used was ChemShell. The difference 

between the bonds of C7-Cl and Cl-O (N) in the reactions between hypochlorous acid 

and indole and (chloroammonio)methane and indole, was restrained. A harmonic 

restraint was applied. The force constant used was 30 Hartree/Bohr2 (Figure 3-14).  

A) 

 

B) 

 

Figure 3-14. Energy profiles with optimised geometries at each point at the 
TPSS/def2-TZVP+ level with the restraints of: A) (chloroammonio)methane + indole 
and B) hypochlorous acid + indole reactions. The profiles start on the right side with 

the reactants and move along the curve in the direction of the products on the left side 

 

Stationary points for both the (chloroammonio)methane + indole reaction and the 

hypochlorous acid + indole reaction were obtained as points at which the first 

derivative of the energy is equal to zero. These points were later used as staring points 

of the transition state searches. 
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3.3.4 Transition state search with ChemShell 
 

The micro-iterative algorithm91,100 with ChemShell was used to perform a transition 

state search. The system was split into a reaction core containing very few atoms and 

an environment. While the environment was relaxed and the geometry was optimised 

using low memory Broden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm, the core 

was kept fixed. The optimisation of the environment was fallowed by one step at a 

time decoupled from the environment optimisation using the partitioned rational 

function optimiser (P-RFO) algorithm. The core atoms were the atoms forming the 

reaction core, in which a TS search was performed. The core atoms for hypochlorous 

acid+indole were 4, 11, 17, 18, 19 and for (chloro-ammonio) methane- 4, 11, 17, 18, 

19, 20, 21, 22, 23, 24 (Figure 3-15). 

A) 

 

B) 

 

Figure 3-15. Starting structures and numbering of the atoms in the reactants: A) 
hypochlorous acid + indole; B) (chloroammonio)methane + indole 
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We successfully found the transition states of the hypochlorous acid+indole (Figure 

3-16) and (chloroammonio)methane + indole (Figure 3-17) reactions. 

 

Figure 3-16. Transition state of hypochlorous acid + indole reaction at the TPSS/def2-
TZVP+ level in IEFPCM continuum water 

 

Figure 3-17. Transition state of (chloroammonio)methane + indole reaction at the 
TPSS/def2-TZVP+ level in IEFPCM continuum water 

 

Compounds CH3NH2Cl+ HOCl 

Bond C7-Cl Cl-N C7-Cl Cl-O 

Distance in 
Reactants 

- 1.76 Å - 1.61 Å 

Distance in 
Transition state 

1.85 Å 3.37 Å 1.85 Å 4.07 Å 

Distance in 
Products 

1.83 Å - 1.83 Å - 

Table 3-6. Distances in reactants, transition states and products of the chlorinating 
process, with two different chlorinating agents 
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In the transition state structures, Cl is at a distance of 1.85 Å from C7 for both 

reagents (Figure 3-5). The transition state structures are close to the products, where 

this bond length is 1.83 Å. According to the Hammond’s postulate, the transition state 

is expected to be close to the products for an endothermic reaction.101 This is in good 

agreement with our results. For the transition state with hypochlorous acid, the 

hydrogen of the hydroxide anion is orientated to the chlorine at a distance of 3.33 Å 

and this is not consistent with being a hydrogen bond present between the hydrogen 

of the hydroxide and the chlorine. In both transition state structures, the carbon C7 is 

pyramidalised and the hydrogen atom in the C7-H bond is no longer in the plane with 

the ring, as in the indole reactant. The Cl-O bond length of the hypochlorous acid in 

the reactant is 1.61 Å, and in the transition state that distance is 4.07 Å. The Cl-N 

bond in (chloroammonio)methane is 1.76 Å, and in the transition state this bond 

length becomes 3.37 Å. 

 The barrier, relative to the reactants for the hypochlorous acid and indole reaction, is 

83 kJ/mol, and for the (chloroammonio)methane and indole reaction, it is 30 kJ/mol. 

There is a difference between the two barriers of 53 kJ/mol.  

To confirm the transition states, NumForce calculations were performed with 

TURBOMOLE. The vibrational frequency calculations of the transition states of 

indole + hypochlorous acid and indole + (chloroammonio)methane yielded each, one 

imaginary frequency of –42.88 cm–1 and –49.90 cm–1. 

 

3.3.5 Pre-Reaction Complexes 
 

The TURBOMOLE calculations performed on both reactants separately, and in one 

calculation, showed that between the reactants and the transition states there are 

stabilised structures present, which are pre-reaction complexes. The pre-reaction 

complexes have energies lower than the transition states and the reactants. The pre-

reaction complex of (chloroammonio)methane is favoured over the reactants by 22 

kJ/mol (Figure 3-18). The pre-reaction complex of the hypochlorous acid is 4 kJ/mol 

more favourable than the reactants (Figure 3-19). 



 76 

 

Figure 3-18.Pre-reaction complex of (chloroammonio)methane and indole at the 
TPSS/def2-TZVP+ level in IEFPCM continuum water 

 

Figure 3-19.Pre-reaction complex of hypochlorous acid and indole at the TPSS/def2-
TZVP+ level in IEFPCM continuum water 

 

A comparison of the energies of the pre-reaction complexes of both chlorinating 

agents showed that the pre-reaction complex of (chloroammonio)methane, like the 

transition state, is of lower energy than the pre-reaction complex and transition state 

of the hypochlorous acid. The pre-reaction complexes proved yet again that the 

(chloroammonio)methane could be a better chlorinating agent than the hypochlorous 

acid. 

3.4 Conclusions 
 

The objectives for performing the calculations, presented in this chapter were to find 

whether the regioselectivity of forming 7-chlorotryptophan is intrinsic or enzyme-
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induced and to investigate the reactions with possible chlorinating agents at the QM 

level as a preparation for QM/MM modelling. 

A model system with indole for tryptophan and methylamine for the side chain of 

Lysine78 was used to investigate the chlorination of tryptophan. The calculations 

were performed at the TPSS/def2-TZVP+ level with QM-COSMO continuum model 

for water, using TURBOMOLE. The relative energies of all the monochloro-indole 

derivatives were calculated along with their cationic σ-complex intermediates. The 

most stable σ-complex was that of 3-chloroindole, and 7-chloroindole was the second 

best. The preferred product of the chlorination of indole was 7-chloroindole, proving 

that the intrinsic reactivity matched the product in the enzyme. The possible 

chlorinating agents H2OCl+, HOCl and CH3NH2Cl+, generating the “Cl+” for the 

electrophilic aromatic substitution in the indole ring were investigated. The 

protonated hypochlorous acid showed results of very high energy of formation and 

was ruled out as chlorinating agent. The hypochlorous acid was regarded to be formed 

after a nucleophilic attack of “Cl–“ on FADHOOH in the enzyme. If the acid reacts 

with the adjacent Lysine78 residue - the other viable chlorinating agents is formed: 

Lysine78NH2Cl+ ((chloroammonio)methane was used as a model). 

The chlorination of indole with both chlorinating agents- HOCl and CH3NH2Cl+ is an 

electrophilic aromatic susbtitution. The electrophile is “Cl+”. After the attack on the 

indole ring, a pre-reaction complex was formed, followed by the formations of the σ-

complex of 7-chloroindole and the product 7-chloroindole. The reaction energies were 

strongly exothermic: –159 kJ/mol with HOCl as chlorinating agent and –255 kJ/mol 

with the electrophile CH3NH2Cl+. The energy barriers and the reaction energies for 

the formation of the σ-complex of 7-chloroindole were: 30 kJ/mol and 24 kJ/mol for 

the (chloroammonio)methane + indole reaction, and 83 kJ/mol and 78 kJ/mol for the 

hypochlorous acid + indole reaction respectively. The (chloroammonio)methane is the 

favoured chlorinating agent over the hypochlorous acid but both are plausible. It 

means that probably the chlorinated lysine residue of the enzyme is a better 

chlorinating agent than the free hypochlorous acid. 

As a future work other functionals could be tried and the results could be compared to 

those presented in this chapter. For our purpose the TPSS local functional was used 

because RI is implemented in TURBOMOLE only for pure functionals. 
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Chapter 4 Classical Molecular Dynamics 
simulations on PrnA monomer 

 

4.1 Introduction 
 

Initial preparation of the PDB (Protein Data Bank)66 file of the halogenase PrnA 

(PDB ID 2AQJ) had to be done before any computational studies on the enzyme 

could be carried out. The work was accomplished by Christopher Hamilton.102 It 

included assigning the protonation state of the enzyme’s residues by adding hydrogen 

atoms and deciding on the correct orientation of the side-chain of the amino acid 

residues. The programs Reduce,103 What If,104 PropKa,105,106 MCCE (Multi 

Conformational Continuum Electrostatics)107 and H++108 were used. 

It is easy to predict the position of the unambiguous hydrogen (without any free 

degree of rotation). Polar hydrogen atoms are, on the other hand, quite problematic, 

especially if they have rotational degrees of freedom. These atoms’ orientations 

usually depend on local hydrogen bond networks and steric effects in the structure. 

The preparation of an enzyme structure passed through the following steps: 

1. Validation of the PDB structure 

2. Cleanup- removing all the artificial residues from the structure 

3. Positioning of the unambiguous hydrogen atoms 

4. Checking for flipped amide and imidazole chains- those chains that can be 

found in residues as Asn, Gln and His 

5. Positioning of polar hydrogen atoms of Ser and Tyr  

6. Positioning of ionisable atoms of His, Asp and Glu 

 

All these steps were executed during the preparation of the PrnA structure. The data 

were compared after each step of the process. The titratable residues’ protonation 

states were decided using the Henderson-Hasselbalch equation: 
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pH = pKa + log
A−⎡⎣ ⎤⎦
HA  (4-1) 

 

PrnA has a functional pH of 7.2.64 From the equation above it can be concluded that 

any residue with pKa greater than pH+2 would be fully protonated and deprotonated 

if it has a pKa less than pH-2. That determined a range of pKa (5.2-9.2), which gives 

definite information about the protonation state of the amino acid- from definitely 

protonated to definitely non-protonated. 

The most interesting results concerned the protonation states of the two residues 

involved in the possible mechanism of chlorination- Glu 345 and Lys78 (Table 4-1). 

The results suggested that Glu345 would be deprotonated, but the protonation state of 

the Lys78 remained unresolved. 

 

   PropKa MCCE H++ 

Residue pKa pKa pKa 

GLU 345A 0.53 <0 –19.39 

GLU 345B 0.89 2.01 –19.38 

LYS 78A 5.48 8.30 16.94 

LYS 78B 5.48 8.27 15.62 
Table 4-1. pKa values for the important residues 

 

4.2 Computational methodology 
 
Classical Molecular Dynamics simulations on PrnA were performed with the 

GROMACS 3.3 program package,109-111 with the AMBER03 force field.112 The 

results were analysed with the RMSD trajectory tool of VMD113 and plotted with the 

use of xmgrace and tcl script, specially written for the purpose. 
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Antechamber,114 an accessory module in the AMBER 10 package115-117 with the Leap 

tool114 was used for generation of GAFF (Generalised Amber Force Field)118 and 

ffAMBER03 residue topologies. The point-charges of FAD (flavin adenin 

dinucleotide), the zwitterion of tryptophan (ZTRP) and the peroxyflavin 

(FADHOOH) ligands were obtained by fitting to the electrostatic potentials of these 

compounds, calculated at B3LYP/cc-pVTZ//IEFPCM(εr= 4.24)//HF/6-31G** level. 

 

4.2.1 Residues building 
 

The AMBER03 did not have residue topologies for the ligands present in the active 

centre of the enzyme- ZTRP (tryptophan substrate), FAD and FADHOOH. That 

necessitated for additional building of these residues. Calculations at the B3LYP/cc-

pVTZ//IEFPCM(εr= 4.24)//HF/6-31G** level of FAD, ZTRP and FADHOOH were 

made. This is the standard procedure for obtaining the MM charges in the AMBER03 

force field established by Kollman and co-workers, who developed additionally the 

earlier approach of Cornell et al.112 Constraints of torsions and angles with atom 

numbers: (39, 41, 42, 44); (41, 42, 44, 46); (42, 44, 46, 48); (44, 46, 48. 49); (46, 48, 

49, 50); (48, 49, 50, 53); (49, 50, 53, 1); (50, 53, 1, 4); (53, 1, 4, 5); (1, 4, 5, 6); (4, 5, 

6, 77); (42, 43, 58, 83); (78, 46, 47, 54); (46, 48, 49); (48, 49, 50) for FADHOOH and 

FAD were used for keeping the structures similar to X-ray structures and avoiding 

any further changes, caused by the optimisation (Figure 4-1). The single point 

calculations of ZTRP, FAD and FADHOOH were made in IEFPCM119,120(εr= 4.24). 

The choice εr= 4 by Kollman and co-workers reflected their intention to mimic the 

protein interior and to avoid overpolarisation. The overpolarisation would exaggerate 

the charges and the built residues would be too hydrophilic. The HF/6-31G** 

geometry optimisations of FAD and FADHOOH were performed in gas phase, but 

those of ZTRP were made in IEFPCM(εr= 4.24). In the gas phase, the geometry 

optimisation of ZTRP resulted in a proton transfer occurring, with a proton being 

transferred from the ammonium group (-NH3
+) to the carboxy group (-COO–). Such a 

transfer did not occur in IEFPCM (εr= 4.24) (Figure 4-2). 
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Figure 4-1. Optimised FAD structure at the HF/6-31G** level  

 

Figure 4-2. Optimised ZTRP structure at the HF/6-31G**//IEFPCM(εr= 4.24) level  

 

The C-O-O-H torsion values associated with the minimum points of the scan with 5-

methyl-4α-peroxy-10-H-isoalloxazine at the B3LYP/cc-pVTZ level in gas phase, 

were used in the optimisation with the entire FADHOOH molecule. The optimisations 

with B3LYP/cc-pVTZ//IEFPCM(εr= 4.24)//HF/6-31G** started with 120° and –90° 

torsion orientation of the peroxy group in FADHOOH. Two possible minima at 

105.1° and –78.96° were revealed (Figure 4-3 and Figure 4-4). 
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Figure 4-3. FADHOOH optimised structure at the HF/6-31G** level with 105.1° 
value of the C-O-O-H torsion 

 

Figure 4-4. FADHOOH optimised structure at the HF/6-31G** level with –78.9° 
value of the C-O-O-H torsion 

 

The optimised structures of ZTRP, FAD and FADHOOH were used for obtaining the 

RESP (restrained electrostatic potential) charges121 with the use of Antechamber. For 

FADHOOH the average charges of the two conformers were taken. 

The topology of the three residues was built with the use of Antechamber and XLeap, 

both programs being part of the AMBER package. The files were converted from 

AMBER to GROMACS format with amb2gmx perl script, for obtaining the 

ffAMBER03 parameters in GROMACS. All the non-standard residues parameters are 

listed as follows: 
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4.3 Results and Discussion 
 

4.3.1 MD simulations with FADHOOH in the PrnA 
monomer 

 

4.3.1.1 Preparation of the initial structure for MD 
simulations and simulation parameters 

 

As initial structure, the structure from the 2AQJ.pdb file was used64 with assigned 

protonation states of the amino acid residues. Some of the atom names in the .pdb file 

were converted so they were compatible with the names of the same type of atoms in 

GROMACS with AMBER03 force field. 

The first step in the protein preparation of the protein in GROMACS included the 

choice of the box. Different types of boxes were tested. 

 

Box type Cubic Dodecahedron Octahedron 

Volume (nm3) 1014.22 717.16 1014.22 

Table 4-2. Volumes of box types for the PrnA monomer 

 

The dodecahedral box was chosen with a minimal distance of 1nm between the 

protein and the wall of the box. The criterion was to choose the smallest box possible 

that can fit the protein for maximum computational speed and the dodecahedral box 

was the best choice. 

MD simulations were performed for the neutral Lys78 (LYN) and lysine78-residue 

protonated PrnA (LYP). Both systems were solvated and sodium cations (Na+) were 

added to make them neutral. Exact information about the number of atoms, residues 

and molecules is given in Table 4-3. 
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Residue LYN-system LYP-system 

Amino acids 517 517 

FADHOOH 1 1 

ZTRP 1 1 

Cl– 1 1 

Na+ 8 7 

Water molecules 20885 20886 

Total number of atoms 70977 70980 

Table 4-3. Description of LYN and LYP systems  

 

After preparing the structure we performed the simulation, choosing the following 

parameters: 

1. Position restraints were applied for both systems on the heavy atoms and 

released during the simulations. That prevented any drastic changes and 

deviation in the structure along the equilibration usually due to large solvent 

forces when the solvent is still not equilibrated. We started the simulations with 

100000 kJ mol–1 nm–2 restraints for all the atoms and we released them 

consequently to the final production run to the values of 100 kJ mol–1 nm–2 for 

the protein and the ZTRP and 1000 kJ mol–1 nm–2
 for the FADHOOH and the 

chloride. All the hydrogen bonds were constrained.  

2. A time step of dt= 0.002 ps was used. 

3. The maximum step size we chose was 0.1 nm 

4. The tolerance (convergence criteria for the energy minimisation) was 1000 kJ 

mol-1 nm-1  

5. Particle-mesh Ewald method (PME)122,123 was applied to represent the Coulomb 

interactions and the switch method to account for Lennard-Jones potential 

6. The Coulomb and van der Waals cut-offs were 1nm 

7. We used Periodic Boundary Conditions (PBC) 

Detailed description of the parameter used during the different steps of equilibration, 

the minimisation of the structure and the production run are given in Table 4-4. 
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SD=Steepest descent, Eq=Equilibaration, BT= Berendsen Thermostat, PR= 
Parrinello-Rahman, NH= Nosé-Hoover, P,NP= Protein, Non-Protein 

Eq
 1

0 

5n
s 

10
00

 

10
0 

25
00

00
0 

N
H

 

Sy
st

em
 

2 29
8 

PR
 

5 1 

Eq
 9

 

1n
s 10

00
 

10
0 

50
00

00
 

N
H

 

PR
 

5 1 

Eq
 8

 

50
ps

 

10
0 

25
00

0 

N
H

 Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

P,
 N

P 
2,

2 

2,
2 

PR
 

5 1 

Eq
 7

 

10
0p

s 

10
0 

50
00

0 

B
T 

B
B

 1 1 

Eq
 6

 

10
0p

s 

10
0 

50
00

0 

B
T 

B
B

 1 1 

Eq
 5

 

10
0p

s 

 1
00

0 

50
00

0 

B
T 

B
B

 1 1 

Eq
 4

 

N
PT

 

N
PT

 

N
PT

 

N
PT

 

N
PT

 

N
PT

 

N
PT

 

50
0p

s 

25
00

00
 

B
T 

B
B

 1 1 

Eq
 3

 

10
0p

s 

50
00

0 

B
T 

- - - 

Eq
 2

 

10
0p

s 

50
00

0 

B
T 

- - - 

Eq
 1

 
N

V
T 

N
V

T 

N
V

T 

20
ps

 

M
D

 
10

00
0 

B
T 

Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

N
P 

Pr
ot

ei
n,

 

P,
 N

P 

0.
01

, 

   
0.

01
 

0.
01

, 

   
0.

01
 

0.
01

, 

  0
.0

1 

0.
01

, 

   
0.

01
 

0.
01

, 

   
0.

01
 

0.
01

, 

  0
.0

1 

0.
01

, 

0.
01

,0
.0

1 

29
8,

 

29
8 

29
8,

 

29
8 

29
8,

 

   
29

8 

29
8,

 

   
29

8 

29
8,

 

   
29

8 

   
 2

98
, 

   
 2

98
 

29
8,

 

   
29

8 

29
8,

 

  2
98

 

29
8,

29
8 

- - - 

En
er

gy
 

M
in

im
i 

sa
tio

n 

- - 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

10
0 

00
0 

 

10
00

00
 

SD
 

10
00

 

B
T 

- - - - - - 

Pa
ra

m
e 

te
rs

 

En
se

m
bl

e 

Ti
m

e 
R

es
tra

in
ts

 
FA

D
,C

l- in
  k

J 
m

ol
-1

 n
m

-2
 

R
es

tra
in

ts
 

Pr
ot

ei
n,

 Z
TR

P 
in

  k
J m

ol
–1

 
nm

–2
 

In
te

gr
at

or
 

ns
te

ps
 

Th
er

m
os

ta
t 

T-
co

up
lin

g 

τ T
(p

s)
 

T 0
(b

ar
) 

 B
ar

os
ta

t 

τ P
(p

s)
 

P 0
(b

ar
) 

Table 4-4.Simulation parameters 

 



 86 

 

The X-ray structure from the PDB contained the ligand FAD but not in its peroxy 

form. The peroxy group had been built and the protein had to be solvated, by adding 

additional water molecules and achieving a neutral form by adding sodium cations 

(Na+). From Figure 4-5 it is clear that 2 of the water molecules (Wat536 and Wat700) 

that form hydrogen bonds with the chloride are present in the crystal structure. The 

Cl-O distances of these waters in the crystal structure are 3.06 Å and 3.32 Å. 

 

 

Figure 4-5. X-ray and initial LYP-system structure after adding hydrogens and 
building the peroxy group of FADHOOH 

 

For energy minimisation, the steepest descent method was chosen. Usually the 

structures have to be optimised before any simulations to avoid any artefacts such as 

overlapping of the atoms. The amino acid residues and water molecules in the 

chloride-binding site after the minimisation rearranged themselves so to form 

hydrogen bonds with the chloride. Of particular interest was the hydrogen bond 

between the chloride and FADHOOH. It shortened after the minimisation and kept 

the position of the chloride close to the X-ray structure during the MD simulations. 
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The minimised structures of LYN and LYP looked very similar (Figure 4-6). At this 

stage of the simulations the only significant changes occurred in the chloride 

environment, such as the formation of the hydrogen bond between the peroxy group 

of FADHOOH and the chloride and the reorientation of the protein residues and 

waters, and they did not depend on the protonation state of the system. 

 

 

               LYN                                          LYP 

Figure 4-6. Minimised LYN and LYP structures with steepest descent using 
ffAMBER03. Hydrogen-bonding interactions of the chloride (orange) 

 

Bigger differences can be expected in the Lys78 environment considering the 

difference in the protonation state of the lysine residue. In the PrnA initial structure 

Lys78 forms hydrogen bonds between, with its backbone to the backbone of Ala158. 

These hydrogen bonds change after the optimisation from 1.95 Å in the initial 

structure for H (Lys78)-O (Ala158) bond to 1.92 Å in LYN and 1.91 Å in LYP and 

from 1.64 Å for O (Lys78)-O (Ala158) bond to 1.70 Å in both LYP and LYP. In the 

minimised structures in both LYN and LYP hydrogen bonds of 2.26 Å and 2.04 Å 

with crystal waters are formed. The Lys78 in LYP forms a hydrogen bond with Thr50 
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of 2.03 Å in the initial structure and this hydrogen bond becomes shorter in the 

minimised LYP (1.97 Å) (Figure 4-7). 

 

 

 

 

Figure 4-7. Lys78 structures: A) X-ray structure; B) and C) Initial LYN78 and LYP78 
structures; D) and E) Minimised LYN78 and LYP78 structures using ffAMBER03 

 

4.3.1.2 Total RMSD from X-ray structures 
 

RMSDs (Root Mean Square Deviations) were to determine the deviation of the atoms 

of the simulated structures from the X-ray in ångstrøms (Å). The formula for 

calculating the deviation of a particular snapshot is as follows: 

A. 

B) C) 

D) E) 
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 (4-2) 

 

where N is the number of atoms in the structure and r represents the positions of the 

atoms in a Cartesian coordinate system with a centre of the mass at the origin of the 

simulated (ri,sim) and experimental (ri,expt) structures. 

RMSD values from the X-ray structures for the entire LYN and LYP-systems at the 

last stage of the equilibration were calculated and compared (Figure 4-8). There were 

not drastic deviations of the total RMSD for both systems along the trajectory of this 

final 5ns of the simulations. 

 

Figure 4-8.Total RMSD for all the protein atoms except the hydrogen from the 
production run 

 

The average RMSD values for LYN and LYP systems aligned on the protein for the 

final 5 ns of simulation were 1.73 Å and 1.88 Å, respectively. The LYP system 

showed slightly higher deviation from the initial structure but, still, both systems 

stayed in the same range of structural resemblance- not more than 2 Å average 
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RMSDs. Looking at the deviations as a function of time, it was possible to conclude 

that both systems were stable and that they reached a point of equilibrium (Table 4-5). 

Time LYN LYP 

0-0.8 ns 1.65 Å 1.71 Å 

0.8-1.6 ns 1.68 Å 1.78 Å 

1.6-2.3 ns 1.66 Å 1.86 Å 

2.3-3 ns 1.69 Å 1.89 Å 

3-3.6 ns 1.79 Å 1.95 Å 

3.6-4.3 ns 1.8 Å 1.94 Å 

4.3-5 ns 1.8 Å 1.98 Å 

Table 4-5. Deviation of all protein atoms except hydrogen of LYN and LYP systems 

from the X-ray structure, during the final 5 ns of the simulations 

4.3.1.3 RMSD values of the protein residues 
 

The calculated RMSD values per residue for this final 5ns of simulations showed that 

a couple of protein residues had an average deviation of more than 3 Å from the X-

ray structure through the trajectory. The plotted data and the RMSD values are 

presented in Figure 4-9 and Table 4-6. 

 

Figure 4-9. RMSD’s averaged over the final 5ns of LYN and LYP protein heavy 
atoms from the X-ray structure per residue 
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Residue Id Residue name RMSD in LYN (Å) RMSD in LYP (Å) 
28 GLN 3.53 2.98 

29 GLN 3.06 3.21 

30 GLN 3.29 4.96 

46 VAL 3.55 3.30 

94 ASP 4.17 3.92 

110 GLY 1.04 3.51 

124 GLY 3.66 3.09 

126 GLN 3.66 3.17 

252 ASP 2.76 3.51 

253 ASP 3.71 4.56 

254 ALA 2.39 4.57 

255 ARG 4.18 6.37 

256 ASP 2.63 3.59 

290 HIE 3.84 4.04 

309 ASP 3.70 3.00 

362 HID 0.81 4.10 

471 ASP 3.31 4.17 

472 ARG 2.46 3.67 

474 LEU 1.75 3.73 

485 GLU 3.73 4.17 

495 ARG 3.32 3.71 

496 ARG 3.67 2.49 

502 ARG 3.59 3.82 

516 ARG 6.39 6.51 

517 ASP 4.72 7.57 

Table 4-6. RMSD values per protein residue for the protein atoms except hydrogen 
averaged over the final 5 ns of the simulations 

 

1. Residues 28, 29, 30, 110, 362 and 471 to 474, which all had high RMSD 

values associated with them, were present in a turn at the interface to the 

(omitted) second chain of the dimer. 

2. Residues 94, 124, 125, 252 to 256 and 290 are in a turn of short helical 

fragment, respectively, exposed to solvent. 
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3. Residue 309 is placed on the surface of the protein. 

4. Residues 482, 495, 496 and 502 are at the head of a helix, which is in contact 

with the residues 28-30 at the dimer interface. 

5. Residues 516 and 517 are part of the C-terminal of the protein 

A)                                                                            B) 

  

Figure 4-10. Positions of protein residues with high RMSDs. A) Deviation of the last 

snapshot of the simulated PrnA monomer (cyan) from the X-ray-structure (gray). The 

deviated residues are shown in green for the simulated PrnA, and in magenta for the 

crystal structure; B) PrnA dimer. The deviated residues are shown in red 

 

4.3.1.4 RMSD values of the ligands 
 

The RMSD values associated with the studied ligands stayed small and they almost 

stayed in the same position as in the crystal structure. They were again higher for the 

LYP-system compared to the LYN-system but still less than 2 Å. A more fair 

comparison here would be to the minimised structure than to the X-ray structure 

because the peroxy group of the FADHOOH was built by hand, especially for 

FADHOOH. The influence of the peroxy goup is obvious for the deviation of the 

chloride in the LYN and the FADHOOH in LYP (Table 4-7). 

GLN29:CA

ARG255:CA

ARG495:CA

SER308:CA

GLU485:CA

HID362:CA

GLN126:CA

ARG94:CA

THR292:CA

ASP471:CA
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Residue name 

RMSD in LYN 
(Å) from the X-

ray 

RMSD in LYN (Å) 
after the 

minimisation 

RMSD in LYP 
(Å) from the X-

ray 

RMSD in LYP 
(Å) after the 
minimisation 

Cl– 1.53 1.23 1.39 1.39 

ZTRP 1.14 1.15 1.44 1.10 

FADHOOH 0.90 0.89 0.92 0.77 

Table 4-7. RMSD values of the ligands over the final run trajectory 

 

4.3.1.5 Deviation in the Lys78 residue  
 

The lysine78 residue showed practically no deviation in both systems after the 

simulations. 

Residue name RMSD in LYN (Å) RMSD in LYP (Å) 

LYS78 0.50 0.61 

Table 4-8. RMSD values of the lysine 78 residue in LYP and LYN from the X-ray 
structure 

4.3.1.6 The chloride binding site 
 

4.3.1.6.1 LYN 
 

The simulated LYN structure and the structure after the initial minimisation looked 

very much alike (Figure 4-11). There were small rearrangements of the hydrogen 

bonds and orientation of the water molecules and surrounding residues. Around 2.5ns 

of the simulations the distance between Wat700 and the chloride elongated. During 

the last nanosecond, Wat536 and Wat700 swapped their positions compared to what 

is seen in the minimised structure. That can be seen in the mirror image of their O-Cl- 

distances along the simulation (Figure 4-12) and almost the same average value of 

those distances (Figure 4-17). In reality, the water molecules are indistinguishable, so 

it can be concluded that at the end of the simulation the structure looked almost pretty 

much the same regarding the position of the water molecules compared to the initial 
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minimised structure. The plot of the distribution of the distances between the chloride 

and the water molecules in the active site is presented in Figure 4-13. The distribution 

is larger, in the region of 3-3.5 Å. This confirms the existence of hydrogen bonds 

between the chloride and these residues. 

The residue rearrangement around the chloride is consistent with the difference in the 

rotation of hydroxygroup of Thr347, which formed a hydrogen bond with the chloride 

instead of interacting with the closest water molecules. This happened along with the 

reorientation of Wat536 and Wat700 in the way that they formed a hydrogen bond 

between them. 

 

 

Figure 4-11. Chloride surroundings in the X-ray structure (A), after the initial 
minimisation(B) and after the production run of the MD simulation with LYN- last 

snapshot (C) 

A) 

B) 
C) 
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Figure 4-12. Chloride-water distances in the chloride binding site of LYN78 in the 
last 5ns of the simulation 

Distribution of distances between C519 and Wat536, Wat563 and Wat700, in LYN 

 
Distance (Å) 

Figure 4-13. Distribution of the distances between the chloride and the oxygen atoms 
of water molecules 536, 563 and 700 in the LYN system 

 

4.3.1.6.2 LYP 
 
In the simulated LYP-system all the hydrogen bonds between the Cl–-surrounding 

residues broke, in favour of formation of hydrogen bonds with the chloride itself 
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(Figure 4-14). The average Cl–-O distances stayed the same except for Wat536 in the 

fourth nanosecond of the simulation. For a short period of time (1ns) Wat536 turned 

out to form a hydrogen bond with near positioned Wat700. The O-Cl– between the 

chloride and Wat536 elongated (Figure 4-15). The hydrogen bond was quickly broken 

by the better hydrogen bond-acceptor, the chloride, and the structure returned to its 

previous arrangement. The distributions of the hydrogen bond distances in LYP were 

not as widespread as they were in LYN. The existing hydrogen interactions are quite 

stable during the simulation (Figure 4-16). 

 

 

Figure 4-14. Chloride surroundings in the X-ray structure (A), after the initial 
minimisation (B) and after the production run of the MD simulation with LYP- last 

snapshot (C) 

A) 

B) C) 
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Figure 4-15. Chloride-waters distances in the chloride binding site of LYP78, in the 
last 5ns of the simulation 

 

Distribution of distances between C519 and Wat536, Wat563 and Wat700, in LYP 

 

Figure 4-16. Distribution of the distances between the chloride and the oxygen atoms 
of water molecules 536, 563 and 700 in the LYP system 
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LYN 
Wat residue Id Initial X-ray 

structure O-Cl– 
distance in Å 

O-Cl– distance in 
the minimised 
structure in Å 

Average O-Cl– distance in 
the simulated structure  

in Å 
536 3.32 3.02 3.50 
563 4.08 3.94 3.13 
700 3.06 3.10 3.58 

LYP 
Wat residue Id Initial X-ray 

structure O-Cl– 
distance in Å 

O-Cl– distance in 
the minimised 
structure in Å 

Average O-Cl– distance in 
the simulated structure  

in Å 
536 3.32 3.05 3.37 
563 4.08 3.93 3.13 
700 3.06 3.09 3.17 

Figure 4-17. Comparison between Cl--O distances in the chloride environment  

 

The position of the chloride along the trajectory of the 5ns-simulation did not really 

change. Due to the strong hydrogen bond that the chloride formed during the 

minimisation with the FADOOH, its position in the protein did not deviate 

significantly. 

 

Figure 4-18. Position of the chloride through the simulation in LYN78. The initial 
position is shown in green and every 100th frame (every 100 ps) is in orange 

 

4.3.2 MD simulations with FAD in the PrnA monomer 
and dimer 

 

Sarath Chandra Dantu performed the simulations with the FAD monomer and dimer 

of PrnA. The residues, deviating from the X-ray structure were almost identical to 
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those of the FADHOOH simulations, except for the additional big block of residues 

435-444. These residues are located in a helix, where the monomers are in contact 

with each other. 

The RMSD values of the residues in the dimer were smaller in comparison to the 

RMSD values of the monomer. All the residues with high deviations from the X-ray 

structure were stabilised in the dimer (Table 4-9). 

Monomer 

RMSD in Å 

LYP-Dimer 

RMSD in Å 

LYN-Dimer 

RMSD in Å 

Residue Id Residue 

name 

LYP LYN Chain-A Chain-B Chain-A Chain-B 

28 GLN 5.97 4.70 2.30 2.23 2.04 1.80 

29 GLN 5.7 2.88 2.40 2.32 2.36 2.00 

30 GLN 6.02 2.39 2.74 2.11 1.92 1.79 

125 PHE 6.18 2.49 2.48 1.34 1.76 1.31 

254 ALA 5.06 1.34 3.53 2.34 3.41 1.99 

255 ARG 6.82 2.34 3.91 4.02 5.61 3.03 

309 ASP 4.89 2.06 3.13 2.50 4.66 2.79 

435 THR 4.66 4.64 2.60 1.24 1.00 1.18 

436 SER 10.01 9.14 2.98 1.50 1.55 1.83 

437 PHE 8.66 7.74 3.16 1.73 1.73 1.68 

438 ASP 9.69 8.54 3.27 1.96 1.87 1.86 

439 ASP 9.26 7.46 3.37 1.88 3.89 3.53 

440 SER 8.15 7.23 2.60 2.24 2.06 2.06 

441 THR 5.68 5.50 2.13 0.81 1.37 1.02 

443 TYR 5.88 5.69 3.06 1.24 1.17 1.06 

444 GLU 4.77 5.20 3.06 1.65 1.89 1.74 

482 GLU 3.76 5.50 2.73 1.70 1.97 2.34 

485 GLU 5.4 3.78 3.44 3.27 2.56 3.01 

516 ARG 4.76 4.70 8.38 6.47 7.46 6.99 

517 ASP 5.84 1.93 3.45 2.58 6.15 6.79 

Table 4-9. Average RMSD values of the residues present in the dimer interface in 
various molecules. (Chain A: Residues 1 to 521 Chain B: Residues 522 to 1042) 

The results for the ligands showed deviation in the position of the chloride from the 

X-ray structure in LYN-system for both monomer and dimer. In LYP, the chloride 
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deviated less in chain A in the dimer than it did in the monomer and in chain B of the 

dimer. The stabilised residues 434-444 in the dimer kept the position of ZTRP. FAD 

stayed unchanged (Table 4-10). 

 

Monomer 

RMSD in Å 

Dimer 

RMSD in Å 

Residue (ID) 

LYP LYN LYP LYN 

Chloride (519) 1.24 4.31 0.90 5.13 

ZTRP (520) 2.20 2.68 1.24 0.89 

FAD (521) 0.80 0.98 1.03 0.89 

Chloride (1040) ------ ------ 3.82 5.01 

ZTRP (1041) ------ ------ 0.91 0.76 

FAD (1042) ------ ------ 1.16 1.19 

Table 4-10. RMSD values of ligands in monomer and dimer system 

 

The last snapshot from the MD simulations with the LYP dimer with FAD was 

chosen for an initial structure in the QM/MM PrnA dimer simulations with 

FADHOOH. Both LYN and LYP structures were equilibrated by Sarath Chandra 

Dantu for 6ns. The chloride anion deviated less from the X-ray in chain A in the LYP 

dimer structure (0.90 Å) than in the LYN system (5.13 Å in chain A; 5.03 Å in chain 

B). 

 

4.4 Conclusions  
 
This chapter presents the results of the MD simulations on the PrnA monomer and 

dimer with FAD and FADOOH in water using ffAMBER03 under PBC conditions. 

The purpose was an equilibration of the solvated protein. The preparation of the 

enzyme included the choice of the protonated states of the protein’s residues, the flips 

of the Asn and Gln residues and clarification of the protonation states of the Lys78 

and Glu345 residues. Parameters for the non-standard residues (FADHOOH and 
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ZTRP) were derived using XLeap for the topology and Antechamber for the RESP 

charges. 

After steepest descent minimisation and classical dynamics simulations with the 

FADHOOH ligand, the chloride in both LYN (PrnA with non-protonated lysine78 

residue) and LYP (PrnA with protonated lysine78 residue) -systems formed a 

hydrogen bond with the peroxy group of FADHOOH. The existing hydrogen bonds 

with the surrounding water molecules and residues in the active site, stayed relatively 

stable. 

The MD simulations on the PrnA monomer with bound FAD showed deviation of 

protein residues on the surface where the two chains interfaced with each other and 

that caused disturbance of the tryptophan-binding site. As a result the substrate ZTRP 

moved at 2.20 Å and 2.68 Å in LYP and LYN from its position in the crystal 

structure. When the simulations were conducted with the dimer, no significant 

alterations of the ZTRP occurred, in LYP its average RMSD values were 1.24 Å and 

0.91 Å in chain A and B, and in LYN- 0.89 Å and 0.76 Å respectively. These small 

ZTRP’s RMSDs in the dimer proved the need for the dimer for the future simulations. 

The last snapshot of the MD simulations on the LYP dimer with FAD was used as 

starting structure for the QM/MM modelling, in which the deviation of chloride anion 

in chain A (Cl519) was 0.90 Å, compared to LYN where the chloride (Cl519) moved 

at 5.13 Å from the X-ray. In chain B in both LYP and LYN, the chloride moved at 

great distance. 

The MD simulations with LYP and LYN led to the conclusion that the protonation 

state of lysine78 residue has no significant effect on the structure. 

As it was already mentioned before, the last snapshot of the equilibrated LYP dimer 

FAD was used for the QM/MM calculations. The FADHOOH ligand was built after 

adding a peroxy group to the FAD ligand. More snapshots along the trajectory of the 

simulations could be used as starting structures for the QM/MM modelling. Then 

pathways with different starting structures could be compared. 
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Chapter 5  QM/MM modelling on PrnA 
dimer 

 

5.1 Introduction 
 

QM/MM modelling is an approach for investigating reactions in big systems such as 

proteins and all the other biopolymers. In a system such as the PrnA dimer, thousands 

of atoms are involved and that raises the necessity for a combined method that 

describes the ongoing reactions and mechanisms. The active centre in PrnA, where 

the reactions take place, was described using a QM method. The QM method allowed 

to look at the bond breaking and bond forming processes. Depending on the step in 

the mechanism, different QM regions were chosen. The rest of the protein was 

described with MM parameters. The reactions of 1) the attack of the chloride on 

FADHOOH, 2) the formation of the chloroamine residue from Lyn78 and the 

hypochlorous acid (HOCl), 3) the exchange of a proton between the Lyp78 and 

Glu345 and 4) the step involving the chlorination of the substrate tryptophan, were 

the steps that were modelled in the QM/MM. Figure 5-1 presents the majority of the 

QM regions of these reactions: 

 

    

1 2 
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Figure 5-1. QM regions in the optimised initial structures at the AM1/AMBER03 
level along the mechanism of the chlorination in PrnA 

 

The main net reactions at Figure 5-1 can be presented as follows: 

 

1.  
2.  
3.  

4.  
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5.  

Figure 5-2. Mechanisms of the reactions, subject to QM/MM studies 

 

In Figure 5-2 Lyn and Lyp represent non-protonated and protonated lysine residues. 

Glu and Glh are glutamate and glutamic acid. 

 

5.2 Computational methodology 
 

A preparation for QM/MM studies was carried out. It included a validation of the 

semi-empirical method that was to be used as a quantum mechanical method in the 

QM/MM simulations. A DFT B3LYP/6-31+G** scan around the C-O-O-H torsion in 

the peroxyflavin ring, using the Gaussian 03124 computational package, and AM120 

and PM3125,126 scans, using the ChemShell/MNDO interface, were performed. The 

aim of these calculations was to validate the semi-empirical method which will be 

used in the QM/MM modelling. 

The QM/MM calculations were performed initially at the AM1/AMBER03112 level 

and refined at DFT(TPSS)/AMBER03 level afterwards, using the ChemShell program 

package.89,90 The QM gradient and energy for AM1 were provided by the MNDO 

interface for semi-empirical calculations, and for TPSS the TURBOMOLE package79-

83 was used. The TPSS functional was chosen as a non-local functional which 

permitted the use of the resolution of the identity (RI) approximation in 

TURBOMOLE. Def2-TZVP+ and def2-SVP+ augmented basis sets were applied in 

the DFT calculations. The MM region energy and gradient were calculated with the 

AMBER03 force field, using the DL_POLY molecular simulation package.127 

Electrostatic embedding described the interaction between the QM electron density 

and the MM point charges by including them in the QM Hamiltonian. Charge shift 

coupling was used at the boundary between the two regions without any QM/MM 

electrostatic cut-offs. At the QM/MM boundary the link atom scheme was used and 
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an H atom was added to the free valence cut bonds. The missing topologies for the 

tryptophan (ZTRP), peroxyflavin (FADHOOH) and hydroxyflavin (FADHOH), were 

built with Xleap114 and GAFF (Generalized AMBER Force Field).118 Their 

electrostatic potentials (RESP charges) were calculated at B3LYP/cc-pVTTZ/6-

31G** level and were applied in the QM/MM calculations using AMBER’s 

additional tool- Antechamber. The normal optimisations were performed in HDLC 

coordinates along with the HDLCopt optimiser and L-BFGS algorithm. TS were 

found with the P-RFO algorithm. The explicit water molecules had O-H and H-H 

bonds constrained. The charges in residues where the C-C bonds were cut and the 

residues were in both QM and MM regions were redistributed within the residue to 

add to an integer number for both regions. 

 

5.2.1 Validation of O-O torsional parameters  
 

Taking into account the fact that QM/MM modeling will be performed and some 

semi-empirical QM calculations will take part in the active centre of the enzyme, 

validations of the semi-empirical methods were made. A computational model for 

peroxy form of FAD, one of the ligands in the active centre, was performed. The 

computational model used, represented 5-methyl-4α-peroxy-10-H-isoalloxazine 

(Figure 5-3). The scan was performed around the C-O-O-H torsion (atoms 7, 30, 31 

and 32). A good description of the O-O bond at the semi-empirical level was sought. 

 

 
Figure 5-3. Structure of 5-methyl-4α-peroxy-10-H-isoalloxazine 
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As well as performing a scan using B3LYP/6-31+G**, scans were also performed 

using AM1 and PM3 methods, and a comparison was then made of the three methods 

(Figure 5-4). 

 
Figure 5-4. Scans with B3LYP, AM1 and PM3 

 

The B3LYP scan results showed that there were two minima, at around 120° and –90° 

and maxima at around 0° and 180° of rotation around the O-O bond of the C-O-O-H 

torsion. Minima and maxima at the AM1 level were obtained at around 90° and –90°, 

and 0° and 180°, respectively. The PM3 scan revealed a minimum at 180° and a 

maximum at 30°. Of the two semi-empirical methods used, the AM1 method yielded 

results a better fit to the DFT scan results. It had two minima and two maxima similar 

to those of B3LYP. The PM3 scan revealed only one minimum and one maximum, 

that compared poorly with the B3LYP scan results. From the two maxima obtained at 

the AM1 and B3LYP levels, at 0° and 180°, the maximum at 0° had the higher 

barrier. It is probable that the structure passes from one minimum to the other on the 

PES (potential energy surface) through the 180° maximum. PM3 did not have a local 

maximum at 180°, but instead a minimum, hence it was excluded as a method to be 

used for QM/MM simulations 

After a non-constrained optimisation, with starting structures of the two minima, a 

comparison between AM1 and B3LYP methods was made. The energy barriers and 
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the bond lengths confirmed that AM1 gives results similar to those obtained with DFT 

(Table 5-1). 

 B3LYP AM1 B3LYP AM1 

C-O-O-H torsion minimum after an 

optimisation 111.4° 103.5° –84.6° –82.9° 

O-O bond length at the minimum 

1.44 Å 

(111.4°) 

1.28 Å 

(103.5°) 

1.44Å 

(–84.6°) 

1.28Å 

(–82.9°) 

Energy barrier at 0° 16 kJ/mol 19 kJ/mol 21 kJ/mol  28 kJ/mol 

Energy barrier at 180° 4 kJ/mol 3 kJ/mol 9 kJ/mol 12 kJ/mol 

Relative energies of the minimum from 

the scans 5 kJ/mol 9 kJ/mol 0 kJ/mol 0 kJ/mol 

Table 5-1. Energy barriers and bond lengths for AM1 and B3LYP 

 

5.2.2 Preparation of the system for the QM/MM 
simulations 

 

A sphere of 30 Å of water molecules was cut around the active site of chain A and the 

remaining water molecules were deleted (Table 5-2). 

Chemical group Number of atoms 

Amino acids 16392 

FADHOOH 521 88 

FAD 1042 84 

ZTRP 520 + ZTRP 1041 54 

Cl– 519 + Cl- 1040 2 

Na+ 1043/ Na+ 1044 2 

Water molecules 11760 

Total number of atoms 28382 

Table 5-2. Setup of the system for QM/MM simulations 
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The atoms within a 20 Å radius of the flavin ring, the chloride and -CH2NH2/-

CH2NH3
+ side chain of Lys78 in chain A, were allowed to move, whilst the other 

atoms remained frozen during all the simulations (Table 5-3, Figure 5-5).  

 

Residue Number of atoms 

Amino acids’ active atoms 6689 

FADHOOH 521 88 

ZTRP 520 27 

Cl– 519 1 

Na+ 1043 1 

Number of active waters 2757 

Total number of active atoms 9563 

Table 5-3. Active atoms in the protein 

 

 

Figure 5-5. PrnA dimer setup system 

 

A peroxy group was added to the FAD in the chain A, while the other FAD ligand 

was kept intact. 
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5.3 Results and Discussion 
 

5.3.1 Nucleophilic attack of the chloride on FADHOOH 
 

The first step of the mechanism included the formation of hypochlorous acid (HOCl) 

from the chloride anion and FADOOH. The reactants were initially optimised with 

AM1/AMBER03 and then refined at the TPSS/def2-TZVP+ level. The peroxyflavin 

ring, the chloride and three of the surrounding water molecules that were hydrogen-

bonded to the chloride were selected for the QM region. This included 43 QM atoms 

without the link atom. 

 

 

                   AM1/AMBER03                                    TPSS/def2-TZVP+/AMBER03 

Figure 5-6. Optimised QM/MM FADHOOH and chloride reactants 

 

The length of the hydrogen bonds obtained by the two different methods is given in 
the following table: 
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Hydrogen bonds AM1/AMBER03 TPSS/def2-TZVP+/AMBER03 

Cl– (519)⋅⋅⋅Wat1055 2.13 2.20 

Cl– (519)⋅⋅⋅Wat1086 2.02 2.12 

Cl– (519)⋅⋅⋅Wat1091 2.24 2.37 

Table 5-4. Hydrogen bond interactions for the QM/MM optimised reactants in Å 

 

For a reaction coordinate of the attack of the chloride on FADHOOH was chosen the 

difference of the Cl-O1 (FADHOOH) and O1-O2 (FADHOOH) distances was 

chosen. 

 

 

Figure 5-7. Optimised transition state structure for the attack of Cl519 on FADHOOH 
at the AM1/AMBER03 level 

 

The energy barrier for the reaction, obtained using AM1/AMBER03 was 109 kJ/mol. 

The Cl-O1 (FADHOOH) and O1-O2 (FADHOOH) distances were 1.96 Å and 1.51 

Å, respectively. 

In the transition state the hydrogen bonds between the chloride and the surrounding 

waters remained almost unchanged compared to the reactants. 
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Table 5-5. Hydrogen bonds between the chloride and ambient water in the active site 
in the AM1/AMBER03 transition state structure 

 

  

                       AM1/AMBER03                                 TPSS/def2-TZVP+/AMBER03 

Figure 5-8. QM/MM optimised structures of the products of HOCl formation 

 

The reaction energy calculated with AM1/AMBER03 was ΔEr= –48 kJ/mol. After 

refining the structure with TPSS/def2-TZVP+/AMBER03, the reaction energy altered 

to ΔEr= 21 kJ/mol. 

The strong interaction between the hypochlorous acid and the FADO–
 led to a proton 

transfer in the DFT/AMBER03 product. The hypochlous acid reacted with the 

FADO– base and a proton was transferred to the stronger FADO– base. The distance 

between O2 (FADO–) and the chloride was close to the normal O-H bond length- 1.14 

Å. Between the hypochlorite anion and FADOH, a 1.3 Å hydrogen bond was formed. 

In the case of DFT/AMBER03, two processes occurred- the formation of HOCl and 

the base-acid proton transfer between FADO– and HOCl.  

Hydrogen bonds AM1/AMBER03 

Cl– (519)⋅⋅⋅Wat1055 2.09 

Cl– (519)⋅⋅⋅Wat1086 2.05 

Cl– (519)⋅⋅⋅Wat1091 2.25 
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The hydrogen bonds in the TPSS/def2-TZVP+/AMBER03 optimised structure, 

compared to the AM1/AMBER03 structure, are presented in the following Table 5-6: 

 

Hydrogen bonds AM1/AMBER03 TPSS/def2-TZVP+/AMBER03 

Cl– (519)⋅⋅⋅Wat1055 2.80 3.21 

Cl– (519)⋅⋅⋅Wat1086 2.74 2.11 

Cl– (519)⋅⋅⋅Wat1091 2.87 3.07 

Table 5-6. Hydrogen bond distances in the QM/MM simulated products  

 

The change in the hydrogen bond lengths from the reactants, through the transition 

state (AM1/AMBER03) to the products was due to a change in the electrostatic 

interactions of the negatively charged chloride reactant to the neutral HOCl product. 

 

5.3.2 Water networks and protonation state of Lys78 
 

The protonation state of the Lys78 residue could not be determined unambiguously 

from the MD simulations. This was the reason for performing the simulations with 

both the LYN and LYP systems. It was found that in the protein three water 

molecules (Wat1076, Wat1103 and Wat3963) were connected to both residues, Lys78 

and Glu345 through hydrogen bonds. There were two water chains, one that 

contained one water molecule (Wat3963), and the other containing two water 

molecules (Wat1076 and Wat3963) (Figure 5-9). 
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Figure 5-9. Water networks connecting Lyp78 and Glu345, after an optimisation at 
the AM1/AMBER03 level 

 

Proton transfer can occur through these two water chains and result in a change the 

protonation state of the residues connected by the hydrogen bonded waters. The 

proton transfer through the water networks was studied, optimising the structures with 

one of the two residues of the protein, one protonated and the other non-protonated. 

The net reaction between the residues could be represented as follows: 

 

 

Figure 5-10. Net reaction of proton transfer between Lyp78 and Glu345 

 

The reaction energies were first calculated initially using AM1/AMBER03, and then 

refined at the TPSS/def2-TZVP+/AMBER03 level. The QM region consisted of 

CH2NH3
+/CH2NH2 and CH2COO–/CH2COOH side chains of lysine and 

glutamate/glutamic acid and three water molecules being, 22 atoms in total. The 

reaction energies obtained at the DFT level gave preference to the system with 

protonated lysine and glutamate (Table 5-7). The reaction energies for the system 

with one water molecule suggested that the direction of the reaction is towards the 

non-protonated lysine. The DFT reaction energy was endothermic, but still low 

enough to make it plausible that the proton transfer can occur. The reaction energies 

Lyp78 + Glu345 Lyn78 + Glh345
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obtained for the system with two waters in the network suggested that proton transfer 

through that chain would not occur. The protonation state of lysine 78 is a question of 

interest because the non-protonated lysine can form a chloramine with HOCl, which 

can be the actual chlorinating agent. The protonated lysine can form a hydrogen bond 

with this residue. 

 

 Network with Wat3963 

in kJ/mol 

Network with Wat1076 and Wat1103 

in kJ/mol 

AM1/AMBER03 –38 24 

TPSS/AMBER03 50 275 

Table 5-7. Reaction energies for the protonation of Lys78 with AM1/AMBER03 and 
TPSS/def2-TZVP+/AMBER03 

 

The difference in energies of the chains consisting of two waters is due mainly to the 

change in the bond energy component. At the AM1/AMBER03 level the bond energy 

is 14 kJ/mol and it changes to 105 kJ/mol when the method was switched to 

DFT/AMBER03. In the network with one water, the bond energy is –4 kJ/mol with 

AM1/AMBER03, and –0.3 kJ/mol with DFT/AMBER03. 

 

5.3.3 Attack of the hypochlorous acid on the Lyn78 
residue 

 

The system setup for the attack of the hypochlorous acid on the lysine residue started 

with positioning the hypochlorous acid at different places around the lysine residue in 

the LYN system. The FADO– formed in the previous step was saturated with a proton 

to FADHOH. The setup started with eight different positions. The structures were 

cleaned up with optimisation of the hypochlorous acid in a frozen environment. The 

eight trial structures were optimised within a free environment and collapsed to 3 

different structures. Pulling the chloride of the hypochlorous acid towards the lysine 

residue to form the chloroammonium form of lysine (lysine78-NH2Cl+) led to two 

adduct structures, complexes between the acid and the protein residue (Figure 5-11). 
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A) 

 

B) 

 

Figure 5-11. Adduct structures of the hypochlorous acid attacking Lyn78 with 
TPSS/def2-TZVP+/AMBER03 

 

In these Lyn78- hypochlorous acid complexes the hypochlorous acid is situated on 

two opposite sides of the Lyn78. One of them is in the tunnel connecting the 

FADHOOH co-factor and the substrate (A), and the other is hydrogen-bonded to the 

water molecules connected to Glh345 (B) (Figure 5-11). The bond distances Cl-N 

(Lys78) and Cl-O (HOCl519) were 2.20 Å and 1.85 Å respectively, in complex A, 

and 2.33 Å and 1.82 Å respectively, in complex B. The resulting complexes are 

thermodynamically less stable than the reactants of free HOCl and LYN78 before 
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pulling of the chloride started by 65 kJ/mol for complex A and 21 kJ/mol for complex 

B at the TPSS/def2-TZVP+/AMBER03 level. 

5.3.4 Formation of the Lyn78-chloramine intermediate 
 

The products of Lyn78-chloramine were formed after a proton transfer to the 

hydroxide-leaving group of HOCl. In both setups, the source of the proton was 

different. The hydroxide group in structure A received a proton from Glh345. The 

proton that was transferred during the LYN78/LYP78 protonation state comparison 

was brought back from Glh345. DFT (TPSS) and a small basis set (def2-SVP+) were 

used to describe the process. The QM region included the -CH2NH2 and -CH2COOH 

side chains of Lyn78 and Glh345, the hypochlorous acid, Wat1076, Wat1103 and 

Wat3963. For the reaction coordinate the difference of Cl-O (HOCl519) and O 

(HOCl519)-H (Wat1103) distances was chosen. The reaction energy for the proton 

transfer was 8 kJ/mol. After the hydroxide was protonated, the products of the 

reaction were formed- (chloroammonio)lysine and water. The structure was 

reoptimised at the TPSS/def2-TZVP+ level (Figure 5-12). 

 

Figure 5-12. Product A of the HOCl attack on Lyn78 with TPSS/def2-
TZVP+/AMBER03 

 

The Cl-N (Lyn78) distance of the product was 1.96 Å and the Cl-O (HOCl519) 

distance- 2.07 Å. The estimated barrier for the reaction was 16 kJ/mol. 
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Continuing to take steps along the same reaction coordinate after the formation of the 

(chloroamonio)lysine led to formation of chloroamine. The (chloroamonio)lysine was 

deprotonated and the proton was transferred through Wat1076, Wat4965 from the 

hydroxide leaving group of HOCl and Wat1103, to the Glu345. The structure was 

again optimised with the def2-TZVP+ basis set (Figure 5-13). 

 

Figure 5-13. Optimised QM/MM structure in PrnA of the (chloroamino)lysine 
product A with TPSS/def2-TZVP+/AMBER03 

The relative energy of the (chloroamino)lysine to (chloroammonio)lysine at 

TPSS/def2-SVP+/AMBER03 was –70 kJ/mol. The C-N (Lyn78) distance was 1.78 Å 

and the bond between the chloride and the oxygen in the hypochlorous acid was fully 

broken to 3.45 Å. (Chloroamino)lysine is more stable than (chloroammonio)lysine but 

it is not a viable electrophile. The products of the attack on tryptophan by 

(chloroamino)lysine would be 7-chlorotryptophan and (chloroamino)lysine anion 

(lysine-NH–) and the latter one is very unstable. That was the reason why the 

(chloroamino)lysine was ruled out as being the chlorinating agent. 

For a source of protonation of the hydroxide leaving group in complex B, built from a 

water molecule hydronium cation was chosen. The FAD co-factor/Cl– active site is 

connected to the bulk water outside of the protein and there is a channel through 

which the chloride can access the FAD-binding pocket. On this basis, it can be 

ascertained that it is possible for a proton to be delivered to the binding site in order to 

protonate and form a hydronium ion from a water situated near to the complex B. The 

proton can be transferred to the hydroxide leaving group and the products, Lyn-NH2 + 
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2H2O, can be formed. The structure of complex B and the hydronium was optimised 

at the AM1/AMBER03 level. After this optimisation the structure remained almost 

unchanged (Figure 5-14). 

 

Figure 5-14. Optimised product B of (chloroammonio)lysine in PrnA with 
AM1/AMBER03 

 

The further optimisation at the TPSS/def2-TZVP+/AMBER03 level led to the 

simultaneous proton transfer from the hydronium cation to the hypochlorous acid’s 

hydroxide and full formation of the chloroammonium form of Lyn78 and water 

(Figure 5-15). 

 

Figure 5-15. Optimised product B of (chloroammonio)lysine in the enzyme with 
TPSS/def2-TZVP+/AMBER03 
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5.3.5 Formation of the Tryptophan σ- complex 
 

For the formation of the tryptophan σ-complex in the enzyme, two separate 

mechanisms were considered. In one of them the chlorinating agent was the 

(chloroammonio) lysine, and in the other one the electrophile was the hypochlorous 

acid, hydrogen-bonded to the Lyp78 residue (Reactions 4 and 5 of Figure 5-2) 

 

5.3.5.1 (Chloroammonio)lysine78 as chlorinating agent  
 

The optimisation of structure A with the (chloroammonio)lysine, was carried out by 

using TPSS/def2-TZVP+ with a different QM regions. It included the 

(chloroammonio)lysine and the substrate tryptophan, led to a change in the bond 

lengths of the chloroammonio group. The Cl-N (Lyn78) bond length changed from 

1.96 Å to 1.70 Å (Figure 5-16). 

 

Figure 5-16. Starting QM/MM structure of the electrophilic attack on tryptophan at 
the DFT(TPSS/def2-TZVP+)/AMBER03 level 

 

The rotation of the N-Cl (Lys78) of the chloroammonio form of Lyn78 in the 

QM/MM structure B gave the same starting structure for the attack on the substrate as 

system A. The rotational energy ΔETPSS/def2-TZVP+= –14 kJ/mol suggested that the 

conformer with chloride positioned towards the substrate side of the lysine residue 

was the preferred one.  
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For the electrophilic attack a reaction coordinate of the difference of Cl-N (Lyn78) 

and Cl-C7 (ZTRP520) distances was chosen. The calculations were performed with 

AM1/AMBER03. In the first steps conformational changes of ZTRP and 

(chloroammonio)lysine were observed. The two moieties approached each other. The 

arm of the lysine residue and the indole ring moved in directions that shortened the 

distance between them: d(Cl-N (Lys78)= 1.89 Å and d(Cl-C7(ZTRP))= 1.86 Å.  

                          A)                                                             B) 

 

 

C) 

 

Figure 5-17. AM1/AMBER03 optimised structures of A) the (chloroammonio)lysine-
tryptophan complex; B) the transition state of the (chloroammonio)lysine + 

tryptophan reaction and C) the products (the σ-complex of 7-chloroindole and Lyn78) 
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The reaction energy was ΔEr= –38 kJ/mol, with a barrier of ΔE‡= 7 kJ/mol. The low 

barrier could be explained by the fact that (chloroammio)lysine is a positively charged 

residue and is a good electrophile. 

 

5.3.5.2 Hydrogen-bonded hypochlorous acid as 
chlorinating agent  

 

The second possible mechanism of chlorination was chlorination by the hypochlorous 

acid, hydrogen-bonded to the Lyp78. The hydrogen bond was proposed to orientate 

the acid in a preferable position for the attack on C7 of the indole ring of tryptophan. 

In the reactants the oxygen of hypochlorous acid was at a distance of 2.43 Å from the 

HZ3 hydrogen of Lyp78 and d(Cl-C7(ZTRP))= 2.78 Å after the optimisation with 

AM1/AMBER03. These distances changed to 2.62Å and 2.70 Å at the 

DFT/AMBER03 level (Figure 5-18). The QM region included the side chain of the 

lysine, the hypochlorous acid and the tryptophan, 36 atoms in total.  

 

             AM1/AMBER03                                       TPSS/def2-TZVP+/AMBER03 

Figure 5-18. QM/MM Optimised Lyp78, HOCl and tryptophan and chloride reactants 
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The transition state and the products were found with a reaction coordinate of the 

difference of the distances N-HZ3 (Lyp78) and Cl-C7 (ZTRP). In the transition state 

with AM1/AMBER03, the proton of Lyp78 was situated in the middle between the 

Lyp78 residue and the oxygen of HOCl, at distances of 1.28 Å and 1.27 Å. The Cl-C7 

(ZTRP) distance was 1.98 Å (Figure 5-19). The activation energy for the HOCl attack 

on tryptophan, with AM1/AMBER03, was ΔE‡= 97 kJ/mol. 

 

.  

Figure 5-19. Optimised transition state structure of the attack of HOCl on tryptophan 
at the AM1/AMBER03 level 

 

In the products, Cl-C7 bond and tryptophan σ- complex were formed, the hydroxide 

leaving group from HOCl was protonated by Lyp78, and these compounds were 

transformed to water and Lys78. In the products, a significant difference between the 

two QM methods in the QM/MM calculations was found in the Cl-C7 (ZTRP) bond 

length obtained. In the DFT/AMBER03 product it was 0.1 Å longer (1.85 Å) than in 

the AM1/AMBER03 product, where it was 1.75 Å (Figure 5-20). The reaction energy 

obtained with AM1/AMBER03 was ΔEr= 9 kJ/mol. The reaction energy calculated at 

the DFT/AMBER03 level was ΔEr= 49 kJ/mol.  
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           AM1/AMBER03                                       TPSS/def2-TZVP+/AMBER03 

Figure 5-20. AM1/AMBER03 optimised structures of the products of the attack of 
HOCl on tryptophan 

 

5.4 Conclusions  
 

The last snapshot of the MD simulations of the LYP dimer with bound FAD was used 

as starting structure for the QM/MM calculations. The peroxy group of FADHOOH 

was bult by hand. The system setup consisted of cutting a 30 Å sphere of water 

molecules around the active site of chain A where the cloride had a small deviation 

from the X-ray structure (0.90 Å) after the MD simulations. The active region, where 

the atoms were allowed to move, was in a diameter of 20 Å around the active centre 

of chain A and all the other atoms were kept frozen. The total number of atoms in the 

system was ~28 000 with ~10 000 of them active. 

The methods, which were used for the QM/MM modelling were AM1/AMBER03 

first and then the structures, were reoptimised with TPSS/def2-TZVP+/AMBER03. 

The semi-empirical method was validated after comparison of C-O-O-H torsion scan 

results in peroxyflavin to a B3LYP scan. The investigated reactions were: 1) 

formation of the hypochlorous acid through the nucleophilic attack of the chloride 

anion on FADHOOH; 2) proton transfer between the Lyp78 and Glu345 residues 



 124 

forming the products Lyn78 and Glh345; 3) formation of the chloramine 

(LynNH2Cl+) from Lyn78 and HOCl; 4) chlorination of the substrate ZTRP 

considering two separate mechanisms: the direct attack on ZTRP of hypochlorous 

acid hydrogen bound to Lyp78 and the attack on the substrate by the electrophile 

LynNH2Cl+. 

The reaction energy ΔEr associated with the formation of hypochlorous acid from 

FADHOOH and chloride in the enzyme was relatively small with the combined 

QM/MM methods, –48 kJ/mol at the AM1/AMBER03 level with products FADHO– 

and HOCl and 21 kJ/mol at the DFT/AMBER03 level with final products FADHOH 

and ClO–. The calculated barrier ΔE‡ of the reaction with AM1/AMBER03 was 109 

kJ/mol. 

The residues in the protein playing an important role for the mechanism of the 

halogenation Lyp78 and Glu345 are connected via hydrogen bound water molecules. 

Proton transfer between the two residues is possible through water chains consisting 

of one and two water molecules. The reaction energies ΔEr for the process of 

transferring a proton from Lyp78 (protonated lysine) to Glu345 (glutamate) at the 

DFT/AMBER03 level were 24 kJ/mol for the transfer of a proton through one water 

molecule against 275 kJ/mol when the transfer included two water-molecule chain. 

The proton transfer via a chain with one water molecule was disfavoured but possible. 

The likely protonation state of the Lys78 residue is the protonated lysine but in order 

to conduct one of the mechanisms of chlorination with LynNH2-Cl+, Lyn78 was 

needed as a reactant for an attack of HOCl on the lysine residue. 

For the mechanism of chlorination with Lyn78-NH2Cl+, the nucleophilic agent was 

modelled by placing HOCl near Lyn78. As a result two adducts A and B were 

formed. The formation of the B adduct of Lyn78-NH2Cl+ and HOCl at 

DFT/AMBER03 level, situated in the tunnel connecting FADHOH and ZTRP, was 

less exothermic (21 kJ/mol) than the formation of the A adduct of the same reactants 

(65 kJ/mol) but with HOCl, positioned near the substrate. The inclusion of water 

chains and Glh345 in the QM region invoked the possibility of proton transfer from 

Glh345 to OH- leaving group of HOCl and a formation of water molecule from it. The 

reaction energy ΔEr of the product of adduct A [Lyn78NH2⋅⋅⋅Cl⋅⋅⋅OH2]+
 at the 
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DFT/AMBER03 level was 8 kJ/mol with a barrier ΔE‡ of 16 kJ/mol. The 

deprotonation of this intermediate was exothermic with ΔEr= –70 kJ/mol and 

rendered Lyn78NH-Cl as a product. The newly formed neutral (chloroamino)lysine is 

not a good electrophile and was not used as chlorinating agent of ZTRP. The 

protonation of the OH- leaving-group of HOCl in adduct B was by manually added 

proton to nearby water, a hydronium was built, assuming that the active centre is 

connected to the bulk water outside of the protein from where a proton could be 

delivered to the inside. The formation of the product [Lyn78NH2⋅⋅⋅Cl⋅⋅⋅OH2]+ of 

adduct B occurred spontaneously. The rotation about the C-N bond in LynNH2Cl+
 

turned the product B to product of A with ΔEr= –14 kJ/mol. Scheme B prevails over 

scheme A as possible pathway for the LynNH2Cl+ formation. The reaction energy ΔEr 

was 21 kJ/mol for the adduct B formation and the exothermic rotation (–14 kJ/mol) of 

the C-N bond, which transformed it to A, gave an overall energy of the process of 7 

kJ/mol. Another advantage of this scheme is that HOCl was positioned in the tunnel 

connecting the Lyn78 and FADHOH, which is the first position the acid would 

occupy leaving FADHOH. 

The reaction energies ΔEr for the formation of the σ- complex with two different 

chlorinating agents showed that the better chlorinating agent would be the 

(chloroammonio)lysine with ΔEr= –38 kJ/mol compared to the hypochlorous acid, 

hydrogen-bonded to Lyp78 with ΔEr= 9 kJ/mol, all calculated with AM1/AMBER03. 

The energy barriers ΔE‡ for both mechanisms showed again a preference for the 

mechanism with (chloroammonio)lysine attacking the substrate, with a barrier of 7 

kJ/mol, against the 97 kJ/mol barrier of the HOCl attack on tryptophan at the 

AM1/AMBER03 level. 

Both halogenating agents, hypochlorous acid (HOCl) and LynNH2Cl+ 

(chloroammonio)lysine, have their pros and cons. The barrier for the chlorination with 

the HOCl hydrogen-bonded to Lyp78 was relatively high (97 kJ/mol). On the other 

hand, despite the low barrier of the chlorination with LynNH2Cl+ (7 kJ/mol), it 

required endothermic deprotonation of Lyp78. A disadvantage of the LynNH2Cl+ is 

its strongly exothermic deprotonation to the long-lived LynNHCl intermediate, which 
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may correspond to the experimentally detected long- lived intermidiate. The energies 

of all the reactions for different mechanisms are listed below: 

 

Process AM1/AMBER03 DFT/AMBER03 

 ΔEr ΔE‡ ΔEr 

Formation of HOCl –48 109 21 

Proton transfer from Lyp78 to Glu345 through 

Wat 3963 

–38 - 24 

Proton transfer from Lyp78 to Glu345 through 

Wat1076 and Wat1103 

50 - 275 

Formation of complex A from Lyn78 and 

HOCl 

- - 65 

Formation of complex B from Lyn78 and 

HOCl 

- - 21 

Formation of Lyn-NH2Cl+after a proton 

transfer / Formation of adduct A 

[Lyn78NH2⋅⋅⋅Cl⋅⋅⋅OH2]+ 

- - 7 

Formation of Lyn-NHCl from complex A after 

a proton transfer to Glu345 

- - –70 

Rotation of –NH2Cl+ group in Lyn78-NH2Cl+/ 

Reaction of turning of B into A 

- - –14 

Formation of the 7-chlorotryptophan σ-

complex from Lyn-NH2Cl+ + tryptophan 

–38 7 - 

Formation of the 7-chlorotryptophan σ-

complex from HOCl hydrogen bonded to 

Lyp78 + tryptophan 

 9 97 49 

Table 5-8. Reaction energies and barriers relative to the free reactants in kJ/mol of all 
the steps along the mechanism of chlorination of tryptophan in PrnA using QM/MM 

methods 

 

The results presented in this chapter could be used for experimental/theoretical 

comparison based on the TST (Transition State Theory). Naismith et al. reported 
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kinetic data for the chlorination of tryptophan in PrnA.64 The rate constant would 

correspond mainly to the slowest reaction in the process of chlorination i.e. the 

formation of the hypochlorous acid from FADHOOH and Cl– in the enzyme. Then the 

calculated free energy (ΔG‡) could be compared to the experimental data. Different 

functional and basis sets (QM methods), part of the hybrid QM/MM method could be 

tried and their accuracy can be evaluated by comparison to the experimental data. 
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Chapter 6 Pyridoxal derivatives: Structural 
and spectroscopic investigation 

 
6.1 Introduction 
 
Vitamin B6 (pyridoxine) is a precursor of the two enzymatic co-factors- pyridoxal 5’-

phosphate (PLP) and pyridoxamine-5’-phosphate (PMP) (Figure 6-1). Pyridoxine is 

the product of biosynthesis in bacteria, fungi and plants. Parasites and higher 

organisms obtain in vitamin B6 from nutrients.128 

 

 

Figure 6-1.Vitamin B6 (pyridoxine) and its derivatives 

PLP participates in enzymatic reactions with amino acids, carbohydrates, lipids and 

nucleic acids as substrates. PLP plays the role of a co-factor in the enzyme-catalysed 

reactions of α-, β-, and γ-racemisation, decarboxylation, α-, β-, and γ-elimination and 

transamination (Figure 6-2). Inhibitors of PLP-enzyme interactions play a significant 

role in SHMT- cancer therapy and treatments for epilepsy and African sleeping 

sickness for example.129 
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Figure 6-2. Reactions with PLP as a co-factor in variety of enzymes129 
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A closer look at the specific mechanism of one of these reactions, shown above, is 

presented in Figure 6-3: 

 

Figure 6-3. Mechanism of β-Replacement for tryptophan synthase129 

The general mechanism of the reactions involving PLP begins first with formation of 

a Schiff base with a residue from the protein, usually lysine. This Schiff base is called 

an internal aldimine. The incoming amino acid substrate replaces the lysine in a 

transaldimination reaction and a new aldimine is formed- externally this time. The 

deprotonation of the external aldimine by the lysine residue gives a quinonoid as an 

intermediate. Quinonoid can exist as one of three possible resonance structures in this 

intermediate (Figure 6-4). The negative charge is delocalized in the conjugated pi-

system of the quinonoid.129 

 

 

Figure 6-4. Resonance stuctures of the deprotonated external aldimine 
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After the formation of the quinonoid, the mechanism of the enzyme-catalysed 

reactions becomes more specific. 

Metzler et al. measured the absorption spectra of the different protonated species of 

the non-enzymatic PLP and diethyl aminomalonate (Figure 6-5). The diethyl 

aminomalonate and PLP spectra gave a quinonoid peak at 460 nm, which is 

transformed into a band with a peak 330nm as the length of time increases.130 

 

Figure 6-5. Spectrum of a mixture of 4.96 x 10-5 M PLP and 0.02 M diethyl 
aminomalonate at pH 6.2. The time in minutes is given by each curve130 

 

Alanine racemases are PLP-dependent enzymes that catalyse the racemisation of L-

alanine to D-alanine. D-alanine is an amino acid, part of the peptidoglycan in bacteria. 

The peptidoglycan is a glycoprotein, a building block of the bacteria cell wall. The 

alanine racemases are the target of some newly discovered alanine-racemase 

inhibitors, which are used as antibacterial drugs. The inhibitor activity of β,β,β-

trifluoroalanine in S. typhimurium and B. stearothermophilus has been investigated.1 

The mechanism was studied using [1-C14]-trifluoroalanine and a UV-Vis spectrum 

was measured during the experiments. The results of the spectrum showed a change 

in λmax from 418nm (characteristic for the PLP Schiff bases) to 460-490 nm. The 

complete mechanism of inhibition of the alanine racemaces is presented in Figure 6-6. 
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FIGURE 2: Spectrum of a mixture of 4.96 X M PLP + 0.02 M 
diethyl aminomalonate at pH 6.2 versus time. The time in minutes 
is given by each curve. 

tween free aldehyde, amine, and Schiff base for evaluation of 
the formation constant Kf (eq 1). This condition also requires 
that the equilibrium between SBZ- and Q” be independent of 
pH. Thus, the proton removed from the a carbon of the Schiff 
base appears in the phenolic group of the quinonoidform (eq 
2). The tautomerimtion constant KQ is the ratio [Q*-] / [SBZ-]. 

H 

EtOOC - C - COOEt 
I 
I 

EtOOC- C - a W E t  
It 

C H 3  C83 

SB2- Q2- 

The spectra of these two species in the proportions given by 
KQ will determine the overall spectrum labeled (SB + Q)z- 
in Figure 3. 

The PLP-diethyl aminomalonate system is more complex 
because the N-protonated Schiff base can dissociate. Addi- 
tional components must be added to the scheme in eq 1 as 
follows (eq 3). 

HBP 3.62 H2P- HP2- 8.33 P3- PLP 

+ 
A m H *  5.4 Am ( 3 )  

llop K f - 2 . 3 6  

Hz(SB + Q ) -  6.1 H(SB + Q)2- (SB + Q ) 3 -  

Here H(SB + Q)*- corresponds to the similarly charged 
N-methylated form of eq 1. The extrapolated zero-time 
spectra for the PLP-diethyl aminomalonate system for several 
experimental solutions varied with pH in a clear manner with 
an approximate isosbestic point at about 442 nm (Figure 4). 
Because of the previously discussed experimental difficulties, 
this isobestic point is not sharp. Nevertheless, the system can 
be described well by eq 3. 
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FIGURE 3: Calculated spectra for ionic forms of mixed Schiff base + quinonoid species from diethyl aminomalonate + N-methyl-PLP. 
(A) Spectra as evaluated by extrapolation to zero time and with log 
Kf (el-1) = 2.4; H(SB + Q)-, with protonated phosphate group; (SB + Q) , unprotonated form. (B) Form (SB + Q)2- resolved with 
lognormal distribution curves. 

The diethyl aminomalonate was always in large excess over 
PLP. Therefore, if all products formed contained a 1:l ratio 
of PLP to diethyl aminomalonate, there should be no con- 
centration dependence of the equilibrium spectra when ex- 
pressed as molar absorptivity. In fact, this was found true for 
the concentrations used in the spectrophotometric studies. 
Figure 5 shows the spectra of the three forms H2(SB + Q)-, 
H(SB + Q)2-, and (SB + Q)3- of the PLP-diethyl amino- 
malonate system. The computed spectra for 1.14 X lo4, 0.448 
X lo”, and 4.48 X 10” M (recorded in 10-cm cells) PLP are 
nearly identical when plotted as molar absorptivities. We 
conclude that no significant amount of any aldol condensation 
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Figure 6-6. Mechanism of inhibition of alanine racemase involving β,β,β-
trifluoroalanine1 
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The addition of β,β,β-trifluoroalanine to the alanine racemace enzyme produces 

compound (1)- the external aldimine. The abstraction of the α-proton gives resonance 

structures (1a), including the quinonoid form. The loss of F– leads to a β-difluoro-

α,β-unsaturated imine (2) and the consequent inactivation of the enzyme. This is 

followed by removal of another proton and formation of the quinonoid resonance 

forms (3a). The elimination of the second fluoride anion is the final step in the 

formation of a stable enzyme-inhibitor complex (4) and inactivation of the enzyme. 

The aims of the project were optimising and calculating the spectra of all the 

intermediates of the mechanism of inhibition of the alanine racemase; validation of 

the computed spectra after a comparison with the experimental data; calculating the 

deviation from the experiment; determining the wavelength in the absorption spectra 

of the each of the protonation states of the intermediates. 

 

6.2 Computational methodology 
 

The calculations were performed at the M06-2X/6-311+G(2df, p) level using the 

Gaussian 09 package.131 M06-2X132 is a hybrid functional with double exchange 

(2X), and is parameterised only for non-metals. Zhao and Truhlar calculated the MUE 

(mean unsigned error) for the excitation energies of the 21 valence transition of 

various small molecules with different functionals. The M06-2X gave a satisfactory 

error of 0.34 eV.132 Optimisations and spectra calculations were performed in gas 

phase and solution using an IEFPCM continuum solvation model119,120 with εr= 

78.3553 (corresponding to water solvent). In the TDDFT15 calculations, 50 excitations 

for singlet-excited states were requested. 

 

6.3 Results and Discussion 
 

The literature gives information about the spectra of pyridoxal 5’-phosphates in 

different protonation states.133-137 These spectroscopic data were used for validation of 

the method and for derivation of ∆E for further theoretical spectroscopic studies.138,139 
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The quinonoid-Schiff bases show transitions in the visible part of the spectrum. The 

difference in the protonation state, tautomer forms or enzyme environment can cause 

changes in the spectral properties of the aldimine. Our aim was to study the influence 

of the structural tautomerisation and protonation states of all the compounds involved 

in the reaction of inactivation of the alanine racemase by β,β,β-trifluoroalanine. 

 

6.3.1 Validation spectra 
	
  

Depending on the pH, PLP can adopt different protonation states (Table 6-1). Several 

experimental groups have collected spectroscopic data.135,136 The UV spectra were 

measured in aqueous solutions at different pH. The initial optimisations of the 

structures and spectra were calculated in the gas phase in order to save their 

computational cost. The phosphate group in the di-anionic form was unstable and in 

order for it to be stabilised it was singly protonated.  

The calculated and experimental spectra are presented in Table 6-1.135,136 The energy 

needed to promote an electron from the ground state to a given excited state is called 

“vertical” excitation energy, and it can be expressed in terms of the wavelength. 

 (6-1) 

	
  The same is valid not just for the absorption spectra but for the emission as well. 

Based on the calculated and experimental excitation energies in the absorption 

spectra, extinction coefficients and the intensities it was possible to assign the 

calculated values to the experimental ones for the excitations. The assignment of a 

specific transition to a λmax value was done by looking at the deviations and 

generating the orbitals. In the table each of the suggested assignments is highlighted 

in different colours. The λmax values that are tabulated are those with oscillator 

strength (f) greater than 0.05. The cut-off λmax was 165nm. 

	
  

	
  

!E = hc"
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  Experimental Calculated 
Compound 

(Protonation state) 
pH λmax 

(nm) 
ε 

(l x mol–1 

cm–1 x 10–3) 

ΔE 
(Jx10–19) 

λmax 

(nm) 
f ΔE 

(Jx10–19) 

H3P+

 

1.0 336 
253 

1.35 
0.55 

5.91 
7.85 

304 
235 
199 
196 
171 
169 

0.19 
0.06 
0.15 
0.12 
0.11 
0.08 

 6.53 
 8.45 
 9.43 
 9.98 
10.13 
11.62 

H3P (h)+ 

 

1.0 294 
220 

6.61 
3.39 

6.76 
9.03 

261 
195 
186 
175 

0.21 
0.16 
0.16 
0.19 

 7.61 
10.19 
10.68 
11.35 

H2P±

 

6.17 
6.90 

390 
274 
231 

4.84 
0.78 
10.25 

5.09 
7.25 
8.60 

369 
216 
212 
167 

0.20 
0.23 
0.06 
0.05 

 5.38 
 9.20 
 9.37 
11.89 

H2P0 

 

6.17 
6.90 

351 
249 
205 

0.86 
2.22 
4.80 

5.66 
7.98 
9.69 

323 
246 
201 
198 
197 
170 

0.11 
0.09 
0.12 
0.06 
0.09 
0.13 

 6.15 
 8.07 
 9.83 
10.03 
10.09 
11.68 

H2P (h) ±

 

3.15 
6.17 
6.90 

322 
251 
213 

1.32 
0.84 
6.27 

6.17 
7.91 
9.33 

305 
204 
203 
168 

0.17 
0.21 
0.12 
0.08 

 6.52 
 9.74 
 9.79 
11.82 

P+H–

 

6.90 
8.35 
8.70 
14 

391 
261 
229 

6.21 
2.74 
12.41 

5.08 
7.61 
8.67 

350 
228 
218 
191 
169 
168 

0.23 
0.08 
0.08 
0.09 
0.13 
0.07 

 5.68 
 8.71 
 9.11 
10.40 
11.75 
11.82 

P+H (h)–

 

8.35 
8.70 
14 

302 
239 

0.58 
0.54 

6.57 
8.31 

285 
236 
198 
177 
174 
172 

0.13 
0.07 
0.12 
0.09 
0.10 
0.06 

 6.97 
 8.41 
10.03 
11.22 
11.41 
11.54 

Table 6-1. Experimental (aqueous solution)135,136 and calculated (gas phase) spectra 
with M06-2X/6-311+G(2df, p) of pyridoxal 5’-phosphate  
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The average values of ΔΔE for the assigned peaks were 0.51x10–19 J for all the first 

peaks and 1.12x10–19 J for the total assignments. The conversion between J and eV is: 

1eV= 1.60217733x10–19 J and 1J= 0.624150636 eV. It can be considered that the first 

value was more reliable compared to the other assignments. 

Looking at the spectrum and the orbitals of the fully protonated PLP species H3P 

(Figure 6-7 and Figure 6-8) made it possible to assign the transition of the electrons in 

the electronic spectrum. 

 

 

Figure 6-7. Calculated absorption spectrum of H3P at the M06-2X/6-311+G(2df, p) 
level in gas phase 

 

The population of the orbitals gives one an idea of the type of transitions that can be 

given with orbitals of the ground and different excited states. At Figure 6-8 are 

assigned the type of transitions to the first three peaks in the absorption spectrum of 

H3P with oscillator strength greater than 0.5. The orbitals were generated using the 

M05-2X/6-311+G(2df, p) method in gas phase. The wavelength is given by λ, the 

oscillator strength is f, then the orbitals involved in the transition are given as 

numbers and notation, the weights of transition are the CI and the type of transition is 

given as σ, σ*, π, π* etc. 
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A) 

 

B) 

 

C) 

 

Figure 6-8. Molecular orbitals’ representations of H3P generated at the M05-2X/6-
311+G(2df, p) level in gas phase: A) Excited state 2: λ= 303.74 nm, f= 0.19, E= 4.08 
eV, 64 → 65 orbitals transition, CI= 0.70; B) Excited state 6: λ= 199 nm, f=0.15, E= 

6.23 eV, 64 → 66 orbitals transition, CI= 0.50; C) Excited state 7: λ= 196 nm, f= 
0.12, E= 6.34 eV, 59 → 65 orbitals transition, CI= 0.25 

 

The first two peaks in the spectrum of H3P correspond to a HOMO-LUMO and a 

HOMO-LUMO+1 π → π∗ transition. The third peak corresponds to a HOMO-5-

LUMO p → π∗. Charge transfer excitation is observed in this case. Charge transfer is 

the main issue when using TDDFT to calculate electronic spectra and in this 

molecule, substituting the phosphate group by a hydroxyl group can eliminate it. The 

phosphate group did not appear in the UV spectrum and it could be easily substituted 

without any impact on the absorption spectrum. Another issue was the stability of the 
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protonated species, which was extremely unfavourable in the gas phase, whereas the 

experimental data were measured using water as the solvent. This was the motivation 

to optimise the molecules in continuum water and in the gas phase and to calculate the 

spectra in the gas phase and in continuum water. The species with deprotonated 

hydroxyl group after the optimisation reached a minimum with a resonance structure 

with a carbonyl group. This fact was proved after measuring the bond lengths in the 

heteroaromatic pyridine ring. An example of this type of species is H2P± (Figure 6-9). 

A) 

 

B) 

 

Figure 6-9. A) Resonance structures of H2P±; B) A final structure after an 
optimisation of H2P± at the M06-2X/6-311+G(2df, p) level in gas phase 

 

The experimental UV-spectrum that was available was for the aldehyde and hydrate 

forms of P–. The two forms exist in equilibrium at a given pH and both appear in the 

UV spectrum (Figure 6-10). 
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Figure 6-10. Experimentally measured spectrum of the most anionic form of PLP; the 
major band corresponds to the aldehyde and the small bands are the covalent 

hydrate136 

A)                                                                        B) 

 

C) 

 

Figure 6-11. Calculated spectra of PLP or pyridoxal: A) Optimised PLP in gas phase 
with spectrum calculated in gas phase; B) Optimised pyridoxal in gas phase with 

spectrum calculated in IEFPCM water; C) Optimised pyridoxal in IEFPCM water and 
spectrum in IEFPCM water 

The visual comparison between the experimental and calculated spectra of PLP and 

pyridoxal led to the conclusion it was necessary that the spectrum had to be calculated 

in water. The spectra with structures optimised in the gas phase and water did not 

differ drastically and to improve the computational efficiency the structures were 

optimised in the gas phase and their spectra were calculated in water. 
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Methods 

A pure sample of  compound II (3-hydroxypyridine-4-aldehyde) was kind- 
ly supplied by Marion O'Leary. Other compounds  were either obtained com- 
mercially or were prepared in this laboratory. Published methods were used for 
compounds  III [11] {with purification by sublimation), VII [12] and VIII 
[13] .  Compound IX was prepared by an unpublished procedure of  Surjit S. 
Mar and Thomas D. Bolden [14] .  Compound IV was prepared by Kevin Kelley 
and Retsu Miura (see data supplement). 

Spectra were recorded with a Cary model 1501 spectrophotometer as 
previously described in detail [10] .  The stepwise (macroscopic) pKa values 
were evaluated as described by Nagano and Metzler [15] and by Johnson and 
Metzler [7] .  Curve resolution using lognormal curves has been described fully 
elsewhere [7 ,10 ,16] .  

Results and Discussion 

Spectra of  the individual ionic forms of  the 3-hydroxypyridine-4-alde- 
hydes were evaluated along with the PKa values given in Table II. Several of  the 
spectra are shown in Figs. 1--4. Absorbance is plotted against wave number P in 
kiloKaysers; 1 kK = 103 cm-l;  ~ (kK) = 1/X(nm) ! 10 4. The spectra in Figs. 1 
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Compound 
(protonation 

state) 

Experimental spectra Gas phase optimised structures 
with spectra calculated in 

IEFPCM water 
 λmax 

(nm) 
ε 

(l x mol–1 

cm–1 x 10–3) 

ΔE 
(J x 
10–19 

λmax 

(nm) 
f ΔE 

(J x 
10–19) 

H3P+ 336 
253 

1.35 
0.55 

5.91 
7.85 

305 
241 
195 
173 

0.21 
0.07 
0.47 
0.46 

6.51 
8.24 
10.18 
11.48 

H3P (h)+ 294 
220 

6.61 
3.39 

6.76 
9.03 

256 
196 
181 
174 

0.23 
0.28 
0.17 
0.09 

7.56 
10.13 
10.97 
11.41 

H2P± 390 
274 
231 

4.84 
0.78 
10.25 

5.09 
7.25 
8.60 

361 
218 

0.25 
0.45 

5.50 
9.11 

H2P0 351 
249 
205 

0.86 
2.22 
4.80 

5.66 
7.98 
9.69 

308 
236 
200 
174 
167 

0.15 
0.16 
0.32 
0.16 
0.38 

6.45 
8.41 
9.93 
11.41 
11.89 

H2P (h) ± 322 
251 
213 

1.32 
0.84 
6.27 

6.17 
7.91 
9.33 

304 
233 
205 
172 
170 

0.21 
0.11 
0.22 
0.07 
0.25 

6.53 
8.52 
9.67 
11.54 
11.68 

P– 391 
261 
229 

6.21 
2.74 
12.41 

5.08 
7.61 
8.67 

348 
229 
216 
203 
184 
171 
166 
162 

0.26 
0.19 
0.17 
0.08 
0.07 
0.22 
0.13 

5.71 
8.67 
9.19 
9.78 
10.79 
11.61 
11.96 

P (h)+ 302 
239 

0.58 
0.54 

6.57 
8.31 

278 
233 
194 
190 
177 
176 
165 

0.18 
0.16 
0.18 
0.2 
0.08 
0.21 
0.08 

7.14 
8.52 
10.23 
10.45 
11.22 
11.28 
12.03 

Table 6-2. Experimental135,136 and calculated spectra using with M06-2X/6-
311+G(2df, p) method of pyridoxal in IEFPCM continuum water  

The calculation of the ΔΔE values, derived as difference between the calculated and 

experimental ΔE, gave an average value for the first peaks of 0.63x10–19 J and 

0.75x10–19 J for the total assignments. As in the gas phase the deviation between the 
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water pyridoxal assignments showed a smaller deviation from the experiment for the 

first peaks than the totalled values, which included an average of all the assignments. 

Compared to the gas phase PLP assignments of 0.51x10–19 J (first peaks) and 1.12 

x10–19 J (all the assignments) the water pyridoxal assignments gave not so good 

deviation in the first peak assignments but better in total. The overall assignments 

were more closely resembled the experiments. The experimental data that were used 

were measured in water, and calculating the spectra in water was logically the better 

approach 

 

6.3.2 External aldimines’ structures and spectra 
 

The first step of the mechanism of inhibition of the alanine reacemase by β,β,β-

trifluoroalanine was the reaction between pyridoxal and β,β,β-trifluoroalanine.1 The 

product of this step is the external aldimine Schiff base. The reaction can give six 

possible protonation states: 

    

           A1 (1)                      A2 (1)                        B1 (1)                       B2 (1) 

  
            B3 (1)                       C (1) 

Figure 6-12. External aldimines. Tautomeric forms of the first intermediates of the 
mechanism of inhibition of alanine racemase, proposed by W. S. Faraci and C. T. 

Walsh1 in their possible protonation states depending on the pH 
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Structures A1 (1) and A2 (1), and B1 (1), B2 (1) and B3 (1) are tautomers. A 

comparison of their energies relative to each other excluded two of these structures as 

possible intermediates in the process. 

Structure A1 (1) A2 (1)  

Relative energy 41 kJ/mol 0 kJ/mol  

Structure B1 (1) B2 (1) B3 (1) 

Relative energy  17kJ/mol 0 kJ/mol 51 kJ/mol 

Table 6-3. Energies of the A and B relative to the most stable tautomers at the M06-
2X/6-311G(2df, p) level in vacuum 

 

The relative energies of the A1 (1) and B3 (1) were high, so they were eliminated as 

possible tautomeric structures. The most stable A (1) and B (1) structures were the 

enol-imine forms A2 (1) and B2 (1). The B1 (1) structure was only 17 kJ/mol heigher 

in energy than the most stable structure B2 (1), so it was considered as a possible 

tautomer.  

 

                                     A2 (1)                                                         B2 (1) 

 

                                    B1 (1)                                                              C (1) 

Figure 6-13. Calculated spectra of the external aldimines with M06-2X/6-311+G(2df, 
p) in IEFPCM continuum water  
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The calculated spectra of A2 (1), B2 (1) and C (1) looked like it was expected- with 

an initial peak in the 300-330nm region of the UV spectrum. In contrast, the first peak 

in the B1 (1) spectrum appears at 382 nm (Figure 6-13). If the average error of 

0.63x10–19 J for ΔE was applied, it gave a peak with λmax in the visible region of the 

spectrum with a wavelength λmax= 434 nm is given. This would appear as an 

absorption in the violet region of the visible spectrum. The orbital representations 

gave a clearer view of the reason why this peak appears at such a long wavelength: 

                                 A)                                                            B) 

 

Figure 6-14.Orbitals, generated at the M05-2X/6-311+G(2df, p) level in gas phase, 
corresponding to the first two peaks in the B1 (1) spectrum: A) Excited State 2: E= 
3.3568 eV, λ= 369.35 nm, f= 0.2840, 75 -> 76 orbitals transition, CI= 0.69921; B) 

Excited State 4: E= 4.9073 eV, λ= 252.65 nm, f= 0.1760, 73 -> 76 orbitals transition, 
CI= 0.68291 

 

The orbitals for the first peak (second excited state) showed a HOMO-LUMO π → π* 

transition. The π orbital was spread over the extended conjugated π system in the 

carbonyl resonance structure of B1 (1). The second peak corresponding to excited 

state 4 at 253 nm is again a π → π* transition from HOMO–2 to LUMO and covers 

the π system. 

The other tautomer B2 (1) had a peak in the TDDFT spectrum at 300 nm and with the 

correction gave an absorption at 331 nm. Both the ketoenamine B1 (1) and enol-imine 

B2 (1) would give two absorption peaks at 434 nm and 331 nm. This agrees perfectly 

with the experimental data.140 The low and the high pH forms of the Schiff bases A2 

(1) and C (1) had calculated absorption maxima at 298 nm and 319 nm and would 
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give experimental peaks in the electronic spectrum at 329 nm and 354 nm if we apply 

the average error correction. 

6.3.3 Structures and spectra of quinonoids (1a) 
 

The deprotonation of the external aldimine gave quinonoid structures in protonated 

pyridine ring species. The only exception was the non-quinonoid spectrum in A2 (1a). 

After the deprotonation, B1 (1a) tautomerised to B2 (1a) as a product (Figure 6-15): 

 

  

                                  B1 (1a)                                             B2 (1a) 

Figure 6-15. Tautomerisation of B1 (1a) to quinonoid structure B2 (1a) optimised 
with M06-2X/6-311G(2df, p) in gas phase 

 

The three final (1a) structures after deprotonation were: 

 

 

                               A2 (1a)                      B2 (1a)                       C (1a) 

Figure 6-16. Structures of deprotonated external aldimines (1a) intermidites (second 
step in the mechanism of the alanine racemase inhibition)1 

 

The calculated spectra are presented in Figure 6-17: 
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                          A2 (1a)                                                           B2 (1a) 

 

C (1a) 

Figure 6-17. Calculated spectra of the (1a) compounds at the M06-2X/6-311G(2df, p) 
in IEFPCM continuum water 

 

A2 (1a) gave a corrected absorption at 392 nm. The two quinonoids B2 (1a) and C 

(1a) absorbed at λmax= 405 and λmax= 406 nm and their corrected absorption was 465 

nm (Figure 6-17). Looking at the orbital representation the first excitation was a π → 

π* transition (HOMO-LUMO) in the extended conjugated π-system (Figure 6-18). 

 

Figure 6-18. Orbital at the M05-2X/6-311+G(2df, p) level in gas phase of the first 
excited state in the quinonoid form (1a): Excited State1: E= 3.0614 eV, λ= 405 nm, 

f= 0.8761, 75 -> 76 orbtials transition, CI= 0.70307 
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The different protonation states of the A2 and B2 aldimines and their quinonoids were 

connected. The reaction energies showed that they could pass from one to another 

through a reaction of protonation and deprotonation (Figure 6-19). CH3NH3
+/CH3NH2 

were used as the acid/base pair. All the geometries were optimised in the gas phase 

with the standard functional and basis set M06-2X/6-311+G(2df, p) and the energies 

were calculated in water (IEFPCM continuum model). 

The quinonoids were more stable than their aldimine forms. The reaction energy for 

the protonation of A2 (1a) to B2 (1a) was –6 kJ/mol, so it could be considered as a 

possible reaction. A2 (1) to B2 (1a) are very close in energy (19kJ/mol) so can 

tautomerise. 

 

 

Figure 6-19. Reaction energies of the protonation/deprotonation against 
CH3NH3

+/CH3NH2 of aldimines and quinonoids of A2 and B2 at the M06-2X/6-
311G(2df, p) level in vacuum 
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6.3.4 Structures and spectra of β-difluoro-α,β-
unsaturated imine 

 

After the loss of the fluoride anion the bands of the electronic spectra of the β-

difluoro-α,β-unsaturated imines were in the UV range (Figure 6-20). The calculated 

λmax of the first peaks were 309 nm, 315 nm and 322 nm and the expected 

experimental values were 345 nm, 350nm and 372 nm (Figure 6-21). 

 

                              A2 (2)                        B2 (2)                          C (2) 

Figure 6-20. Structures of β-difluoro-α,β-unsaturated imine intermediates (compound 
2) optimased with M06-2X/6-311G(2df, p) in vacuum (third step mechanism 

proposed by Wash et al. for the alanine reacemase inhibition)1 

 

                                      A2 (2)                                                             B2 (2) 

  

               C (2) 

Figure 6-21. Calculated spectra of the β-difluoro-α,β-unsaturated imines in IEFPCM 
continuum water using M06-2X/6-311G(2df, p) 
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The total reaction energies of the elimination of hydrofluoric acid (HF) from the 

aldimine (1) to compound (2) were relatively high: 108 kJ/mol for A2, 102 kJ/mol for 

B2 and 98 kJ/mol for C. 

 

6.3.5 Structures and spectra of the enzyme-pyridoxal 
aldimine complexes 

 

The unsaturated imine complex of pyridoxal and the inhibitor is subject to a 

nucleophilic attack of group “:X” from a residue in the enzyme. Usually this happens 

to be a lysine residue (Lys38 in B. stearothermophilus).1 For the computational 

studies a model of the lysine amino acid residue- methylamine was used. The 

products of the reactions and their spectra were as follows: 

  

                        A2 (3)                                  B2 (3)                              C (3) 

Figure 6-22. Addition products from the reaction between the enzyme residue and the 
pyridoxal-inhibitor complex in the Walsh et al. mechanism1 
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          C (3) 

Figure 6-23. Calculated spectra of the (3) structures in different protonation states in 
IEFPCM continuum water using M06-2X/6-311G(2df, p) 

 

The negative charge on the Cα-atom was delocalised over the whole molecule and this 

caused a shift of the absorption band to a longer wavelength (Figure 6-23). The 

Mulliken atomic charges for the structures in two different protonation states in the 

pyridine ring are shown in Figure 6-24. The comparison of the charges before and 

after the nucleophilic attack of the enzyme residue showed a delocalisation of the 

negative charge over the whole structure. 

 

    

              A2 (2)                      A2 (3)                          C (2)                         C (3) 

Figure 6-24. Mulliken atomic charges of the structures A2 (3) and C (3) before and 
after a nucleophilic attack 

 

The electronegative atoms in proximity to nitrogen and fluorine destabilise the 

negative charge. The structures with delocalised negative charge and protonated 

nitrogen of the pyridine ring had, in this case, quinonoid as resonance structures 

(Figure 6-25). The bond distances in the B2 (3) structure proved the existence of the 

stable quinonoid structure (Figure 6-26). 
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Figure 6-25. Resonance structures of B2 (3) 

                                          A)                                          B) 

 

Figure 6-26. Bond distances in B2 (3) before (A) and after the optimisation (B) at the 
M06-2X/6-311G(2df, p) level in gas phase 

 

The longest wavelength peaks of A2 (3), B2 (3) and C (3) appeared at 336 nm, 386 

nm and 387 nm. After correction these values became 377 nm, 440 nm and 441 nm. 

 

6.3.6 Structures and spectra of (3a)  
 

The deprotonation of the compound (3) gave quinonoid structures in B2 (3a) and C 

(3a) and a structure with delocalised charge for A2 (3a) (Figure 6-27). The 

quinonoids’ first peaks appeared at 413 nm and 418 nm, and they were corrected to 

475 nm and 482 nm. The A2 (3a) had a peak at λmax= 366 nm, and would give a 415 

nm band in the violet Vis-spectrum (Figure 6-28). 
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                   A2 (3a)                              B2 (3a)                          C (3a) 

Figure 6-27. Structures of (3a) compounds, deprotonated intermediates with B2 (3a) 
and C (3a) quinonoid structures  

 

                      A2 (3a)                                                      B2 (3a) 

 

C (3a) 

Figure 6-28. Calculated spectra of (3a) species with M06-2X/6-311G(2df, p) in 

IEFPCM continuum water 

The reaction energies for the deprotonation of the nucleophilic amino group against 

CH3NH3
+/CH3NH2 were –31 kJ/mol, –38 kJ/mol and –71 kJ/mol for the A2 (3a), B2 

(3a) and C (3a) compounds. 
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6.3.7 Structures and spectra of the inactive complex (4) 
 

In the inactive complex (4) the inhibitor-pyridoxal complex was covalently-bound to 

the enzyme nucleophilic group, in this case the amino group (Figure 6-29). The 

species with a protonated pyridine ring had resonance structures where the lone pair 

of the amino group was donated and extended conjugated systems were formed 

(Figure 6-30). 

 

Figure 6-29. Final products (4) of the mechanism of inhibition of the alanine 
racamase by β,β,β-trifluoroalanine1 

 

 

Figure 6-30. Resonance forms of B2 (4) product 

 

The spectra of the final products gave λmax of 328 nm, 361nm and 378 nm. With the 

calculated shift values the predicted bands shifted to 366nm, 408 nm and 430 nm for 

A2 (4), B2 (4) and C (4). The last two compounds would absorb in the violet region 

of the visible spectrum. 
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                          A2 (4)                                                         B2 (4) 

 

C (4) 

Figure 6-31. Calculated spectra of (4) compounds at the M06-2X/6-311G(2df, p) level 
in IEFPCM continuum water 

 

6.4 Conclusions  
 

PLP (pyridoxal 5’-phosphate) is a co-factor in various enzymes and in particular in 

alanine racemase, an enzyme which catalyses the racemisation of L-alanine to D-

alanine. The inhibitor β,β,β-trifluoroalanine blocks the activity of this enzyme 

reacting with the PLP co-factor and producing an external aldimine. The co-factor 

derivatives implied in the alanine racemase inhibition mechanism were optimised and 

electronic spectra of the reactants, intermediates and products were calculated. 

Pyridoxal 5’-phosphate and pyridoxal were used for validation of the spectra, 

calculated using TDDFT after a comparison with the experimental data. The 

structures were optimised and spectra were calculated in the gas phase and IEFPCM 

water with M06-2X/6-311G(2df, p). The calculated spectra were compared visually to 

the experimental ones. Excitation energies of the calculated and experimental spectra 

were also compared and spectra were calculated in the gas phase and continuum 
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water. The conclusion was that the spectra had to be calculated using water as a 

solvent but the optimisation could be performed in the gas phase. The method used 

for the UV/Visible spectra was M06-2X/6-311G(2df, p) in IEFPCM water. The 

phosphate group introduced artificial charge-transfer transitions. It is not active in the 

relevant part of the spectra and was replaced by a hydroxyl group. 

The Schiff base of the ketoenamine gave a band in the violet region of the visible 

spectrum with λmax of 434 nm. The keto forms were more unstable than their enol 

imine tautomers. The B1 tautomer was less stable with only 17 kJ/mol in the first step 

of the mechanism but in the next step it tautomerised to the more stable B2 form. 

The protonated quinonoid forms of 1a and 3a were presented as visible-colour 

compounds in the blue region of the spectrum with wavelengths from 465 to 482 nm. 

The non-protonated 1a had a band on the border between the UV and visible regions 

(392 nm), which switched to a longer wavelength in 3a (415 nm). The formations of 

the quinonoid forms were energetically favourable steps along the mechanism. 

The β-difluoro-α,β-unsaturated imine had peaks entirely in the UV-part of the 

spectrum. 

The model of the enzyme-pyridoxal complex (3) and the final inhibited product (4) 

for the protonated forms had peaks in the violet visible region, compared to the non-

protonated forms, which appeared in the UV-region. 

In conclusion, the protonated pyridoxal compounds at a lower pH gave spectra with 

bands in the visible region. These structures had resonance quinonoid forms with 

extended conjugated systems compared to the non-protonated pyridoxals, which 

stayed in the UV-region. 

The coloured compounds absorb light with specific wavelength from white light; the 

light which it is not absorbed passes through unaffected. The primary colours in the 

colour wheel have a complementary colour and the mixtures of each of the primary 

colours with their complementary colour give white light. When one of the two 

colours is absorbed from a coloured compound, the other passes through and gives the 

colour of the compound. 
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The investigated compounds in the mechanism of the inhibition of the alanine 

racemase would then be yellow if they absorb in the violet region or orange if the 

band is in the blue region of the visible spectrum. 

The calculated spectra and relative energies for all the steps and tautomers in their 

possible protonation states of the mechanism of inhibitation of the alanine racemase 

were presented in this chapter and the results are ready to be compared to 

experimental data. 
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Chapter 7 Theoretical and X-ray crys-
tallographic evidence of a fluorine-imine 

gauche effect: an addendum to Dunathan’s 
hypothesis 

 

7.1 Introduction 
 

Dunathan’s stereoelectronic hypothesis to correlate the conformation and 

stereospecificity of pyridoxal phosphate (PLP 1) dependent enzymatic processes 

remains a milestone discovery in rationalising the mechanistic intricacies of vitamin 

B6 enzymes.141 Of principal importance is the notion that σ-bonds may be activated 

by an adjacent π-system (Figure 7-1). Consequently, the co-factor-derived Schiff base 

(2) that is central to a plethora of enzyme mechanisms, including those of 

decarboxylases and racemases, shares a common topological transition state 

dependence on the σ-bond being aligned with the π-system of the pyridoxal imine: in 

essence, maximum σ–π overlap regulates reaction specificity.129,142-145 

Unsurprisingly, this mechanistic understanding has led to the design of numerous 

small molecule inhibitors for the treatment of neurodegenerative diseases as well as 

PET imaging agents.1,146-149 Many of these pharmaceuticals are fluorinated at the β-

position such that elimination from the transient quinonoid intermediate (3) generates 

an electron sink (4), which can covalently modify the enzyme active site, thus 

rendering it inactive. Pertinent examples of this design approach include α-

fluoromethyl-DOPA (5), α-difluoromethyl-DOPA and related medicinally important 

compounds.150,151 However, despite the wealth of literature pertaining to the reactivity 

and conformational dynamics of pyridoxal-derived Schiff bases,152-154 including β-

fluoroimines,155-158 an important conformational issue of this molecular class remains 

unaddressed: do β-fluoroimines preferentially adopt a gauche conformation in a 

manner consistent with other fluorinated compounds containing a electron-

withdrawing group in the β-position.159-168  
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Figure 7-1. The Dunathan Hypothesis to correlate reaction specificity and 

conformation in PLP-dependent enzymes141 

 

7.1.1 Experimental structures in the solid state 
 

As a starting point for this study, β-fluoroimines 6–8 were evaluated by single crystal 

X-ray diffraction analysis (Table 7-1).169 In the case of the imine 6 (entry 1), in which 

there are no dominant steric interactions, the interatomic distances and angles are 

within the expected range, and a clear gauche conformation is observed between the 

fluorine and nitrogen centres [φN4-C1-C2-F3 = ±70.0°]. Interestingly, the planar section 

of the β-fluoroimine 6 forms a π-π interaction at a distance of 3.4 Å with a 

neighbouring molecule translated along the c axis. 

In the crystal structure 7 (entry 2), fluorine adopts a syn- clinal orientation relative to 

the imine nitrogen [φNCCF = –74.2°]. The nitrobenzyl group is rotated out of the imine 

plane [φN18-C19-C20-C21 = –25.5°], likely induced by crystal packing forces where π–π 

stacking with an adjacent nitrobenzyl moiety (distance of the two ring centroids = 

3.75 Å) is the most dominant interaction. 

Finally, the attention was focussed on 8 (entry 3); a species that is structurally 

analogous to the transient intermediates implicated in the disruption of many PLP-

dependent enzymatic processes. This aldimine (8) has a racemic and an 

enantiomerically pure form. Importantly, a clear gauche effect is observed [φNCCF = 

±67°]. The orthogonal orientation of the (normally phosphorylated) primary hydroxyl 

group relative to the pyridine ring is also noteworthy, and all chemically intuitive 

hydrogen bonding patterns are satisfied. 
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It is important to note that in all cases the (E)-configured imines were isolated 

exclusively, thus minimising steric stress, and that the non-sterically congested 

systems (6 and 8) adopt conformations in which the nitrogen lone pair points away 

from the fluorine atom to minimize electronic repulsion. Whereas the solid state 

conformations of 6 and 8 clearly show opposing C–F and C–N dipoles, this 

observation does not hold true for β-fluoroimine 7, in which the nitrogen lone pair 

and the C–F bond are parallel, thus minimising 1,3-allylic strain (Figure 7-2). 

 
Figure 7-2 Newman projections of β-fluoroimines 6, 7 and 8 

 β-fluoroimine X-ray Structure  Torsion angle 

1 

 
 

ϕNCCF = ±70.0 a 

2 

  

ϕNCCF = –74.2 b 

3 

 
 

ϕNCCF =  ±67.0 /  ±66.9 a 

 

ϕNCCF =    67.0 / –66.3c 

[a] Non-polar space group; both gauche conformers observed; two symmetry- 
independent molecules in the unit cell. [b] Polar space group; configuration of the 

starting material known. [c] Polar space group 

Table 7-1. Selected X-ray data for fluoroimines 6, 7, and 8, produced by Gilmour and 
co-workers169 
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7.2 Computational methodology 
 

All calculations were done with Gaussian 09131 using density-functional theory. The 

M06-2X hybrid meta-GGA exchange-correlation functional was used throughout, 

which has been shown to yield superior accuracy not only for main-group 

thermochemistry, but in particular for non-covalent interactions, including dispersion 

and hydrogen bonding.132 Even though such interactions are not expected to be 

dominant in the systems studied here, they may well influence conformational 

preference. We used standard Pople-style basis sets, starting with 6-31+G(d, p), 

where the addition of diffuse functions on non-hydrogen atoms enormously improves 

energetics when using DFT methods, comparable to what is achieved with triple-ζ 

basis sets.170 Minima were re-optimized using 6-311G(2df, p) and spot-checked with 

6-311+G(2df, p). Except for (E)-8c, the effect of basis set on relative energies was <1 

kJ mol–1. Calculations in water solvent used the IEFPCM polarizable continuum 

model with UFF atomic radii for the cavity construction. Non-electrostatic 

contributions to solvation were not included (which corresponds to the default 

solvation treatment in Gaussian 09). Default convergence criteria were applied for the 

SCF and in geometry optimizations. All stationary points were confirmed as minima 

by a positive-definite Hessean. Values for rotational barriers were estimated from the 

maxima of the torsion profiles. 

 

7.3 Results and Discussion  
 

7.3.1 Computational conformational analysis 
 

7.3.1.1 Conformational preferences of β-fluoroimines 
 

In an attempt to quantify the apparent gauche conformational preference of the β-

fluoroethylimines described in Table 7-2, it was embarked upon a theoretical study of 

related systems at the DFT level. Initially, the NCCF bond rotational profile of the 

imine derived from β-fluoroethylamine and acetaldehyde was calculated in vacuum 

and compared with the corresponding de-halogenated parent system (Figure 7-3; 
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Table 7-2, entries 1–6). The parent system shows the usual symmetric rotation profile 

with three equivalent minima separated by barriers of ~13 kJ mol–1. 

 

 
Figure 7-3. Bond rotation profiles of acetaldehyde-derived imines (F vs. H), 

calculated in vacuum at the M06-2X/6-311G(2df, p) level 

 

Entry X  Conformer ΔE / (kJ/mol) φ (NCCX)/ °  
1 H Me –gauche 0 –64 
2 H Me +gauche 0 55 
3 H Me anti 0 176 
      
4 F Me –gauche 0 –68 
5 F Me +gauche 9 69 
6 F Me anti 4 176 
      
7 F H –gauche 0 –68 
8 F H +gauche 8 69 
9 F H anti 4 175 
      

10 F 4-NO2Ph(6) –gauche 0 –67 
11 F 4-NO2Ph(6) +gauche 8 68 
12 F 4-NO2Ph(6) anti 6 176 
      

13 F 4-MeOPh –gauche 0 –68 
14 F 4-MeOPh +gauche 8 68 
15 F 4-MeOPh anti 3 176 
Table 7-2. Calculated relative conformational energies and torsion angles of 

ethylimines derived from selected aldehydes RCOH. The results were obtained with 
M06-2X/6-311G(2df, p) in vacuum 

 

In the β-fluoro system, the symmetry is broken, with the – gauche conformer being 

 3 

derived from !-fluoroethylamine and acetaldehyde was calculated in 
vacuum and compared with the corresponding de-halogenated 
parent system (Figure 2; Table 2, entries 1–6). The parent system 
shows the usual symmetric rotation profile with three equivalent 
minima separated by barriers of ~13 kJ mol–1. 

 

Figure 2. Bond rotation profiles of acetaldehyde-derived imines (F vs. H), calculated in 
vacuum at the M06-2X/6-311G(2df,p) level. 

Table 2. Calculated relative conformational energies and torsion angles of ethylimines 
derived from selected aldehydes RCOH.[a] 

Entry X  Conformer "E / (kJ mol–1) !(NCCX) / ° 

1 H Me –gauche 0 –64 

2 H Me +gauche 0 55 

3 H Me anti 0 176 

4 F Me –gauche 0 –68 

5 F Me +gauche 9 69 

6 F Me anti 4 175 

7 F H –gauche 0 –68 

8 F H +gauche 8 69 

9 F H anti 4 175 

10 F 4-NO2Ph (6) –gauche 0 –67 

11 F 4-NO2Ph (6) +gauche 8 68 

12 F 4-NO2Ph (6) anti 6 176 

13 F 4-MeOPh –gauche 0 –68 

14 F 4-MeOPh +gauche 8 68 

15 F 4-MeOPh anti 3 176 

[a] Results obtained with M06-2X/6-311G(2df, p) in vacuum. 

In the !-fluoro system, the symmetry is broken, with the –
gauche conformer being the most stable, followed by anti (+4 
kJ mol–1 relative to –gauche) and +gauche (+9 kJ mol–1). The 
preference for –gauche over anti is explained by a hyperconjugative 
#C–H ! #*C–F interaction. To maximize the stabilizing overlap 
between the strongly electron-accepting #*C–F orbital and the 
donating vicinal #C–H orbital (which is a better donor than #C–N), the 
C–F bond is oriented anti to either vicinal C–H bond. Hence results 
a stereoelectronic preference for C–F being gauche to C–N. This 
deviation from simple steric and electrostatic arguments is known as 
the stereoelectronic “gauche effect”, the prototype of which is 1,2-
difluoroethane.[11] However, the gauche effect does not differentiate 
between the two possible gauche conformers. The observed 

destabilisation of the +gauche conformer in the !-fluoroimines 
investigated here is caused by the overriding electrostatic repulsion 
between the imine and fluorine lone pairs, as schematically 
indicated in Figure 2. Qualitatively and quantitatively similar 
behaviour was previously reported for other systems where the 
fluorine is in !-position with respect to a lone-pair bearing 
heteroatom, such as !-fluoroamines or !-fluoroalcohols.[9c, f] The 
preferred –gauche minimum is protected by barriers of ~33 kJ mol–1 
(–gauche ! +gauche) and ~17 kJ mol–1 (–gauche ! anti); the anti 
! +gauche barrier is ~13 kJ mol–1. These energetic data suggest 
that all three conformers are accessible in equilibrium at 298 K, with 
relative populations of 1 : 0.2 : 0.03 (–gauche : anti : +gauche). 

Based on the electronic origin of the preference for –gauche 
over anti, one expects that there should be a dependence on the 
electronic nature of the imine: The anti conformer should be the 
more disfavoured the more electron-withdrawing the imine. To test 
this hypothesis, we investigated related !-fluoroimines derived from 
selected aldehydes RCOH (R = H, 4-NO2Ph (6), 4-MeOPh); see 
Table 2, entries 7–15. The comparison shows that there is only a 
small effect of the R group on the NCCF conformational preferences. 
The stabilisation of –gauche over anti is slightly more pronounced 
(6 vs. 3 kJ mol–1) for the electron-deficient aromatic imine (R = 4-
NO2Ph, entries 10–12) as compared to the electron-rich one (R = 4-
MeOPh, entries 13–15). Albeit small, this effect is consistent with 
the stereoelectronic explanation of the gauche effect, whereby the 
anti arrangement of acceptor bonds is disfavoured. In all cases, the 
order of stability remains the same: –gauche < anti < +gauche. 

Natural Bond Orbital analyses 

The extent of the stereoelectronic gauche effect can be quantified by 
considering the stabilization gained from the hyperconjugative 
donor–acceptor interaction. Within the framework of the Natural 
Bond Orbital (NBO) approach,[12] the interaction energy due to the 
delocalization of electron density from a donor NBO to an acceptor 
NBO can be calculated from a second-order perturbation theory 
expression. NBOs are localized orbitals constructed such as to 
provide the most accurate Lewis-like bonding picture, based on a 
given N-electron density, which can be obtained from any 
electronic-structure method. Specifically for the case of the NCCF 
torsion, the NBO method yields localized bonding and anti-bonding 
NBOs for the C–F, C–H, and C–N bonds, and it quantifies the 
energy due to any donor–acceptor interactions between them. 

In agreement with previous studies,[9f] we found that the total 
donor–acceptor stabilization within the NCH2CH2F fragment is 
dominated by interactions between anti-oriented vicinal bonds. The 
gauche vicinal interactions are minor and change little upon 
rotation; the geminal interactions, although significant, are 
unaffected by rotation. We therefore used the sum of the six vicinal 
anti donor–acceptor interaction energies as a measure for the 
hyperconjugative stabilization, Edeloc. For instance, for the three 
conformers of the 4-nitrobenzaldimine 6, Edeloc amounts to –66, –64, 
and –57 kJ mol–1 for the –gauche, +gauche, and anti conformer, 
respectively. In the gauche conformers, the single largest contributor 
is indeed the #C–H ! #*C–F interaction with about –20 kJ mol–1. In 6, 
the stereoelectronic preference for –gauche over anti is therefore 
"Edeloc(–g, a) = –8.5 kJ mol–1. 

For the 4-methoxybenzaldimine, we expected less 
stereoelectronic gauche stabilization, in line with the slightly 
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the most stable, followed by anti (+4 kJ mol–1 relative to –gauche) and +gauche (+9 

kJ mol–1). The preference for –gauche over anti is explained by a hyperconjugative 

σC–H → σ*C–F interaction. To maximize the stabilizing overlap between the strongly 

electron-accepting σ*C–F orbital and the donating vicinal σC–H orbital (which is a 

better donor than σC–N), the C–F bond is oriented anti to either vicinal C–H bond. 

Hence results a stereoelectronic preference for C–F being gauche to C–N. This 

deviation from simple steric and electrostatic arguments is known as the 

stereoelectronic “gauche effect”, the prototype of which is 1,2- difluoroethane.171 

However, the gauche effect does not differentiate between the two possible gauche 

conformers. The observed destabilisation of the +gauche conformer in the β-

fluoroimines investigated here is caused by the overriding electrostatic repulsion 

between the imine and fluorine lone pairs, as schematically indicated in Figure 7-1. 

Qualitatively and quantitatively similar behaviour was previously reported for other 

systems where the fluorine is in the β-position with respect to a lone-pair bearing 

heteroatom, such as β-fluoroamines or β-fluoroalcohols.159,162 The preferred –gauche 

minimum is protected by barriers of ~33 kJ mol–1 (–gauche → +gauche) and ~17 kJ 

mol–1 (–gauche → anti); the anti → +gauche barrier is ~13 kJ mol–1. These energetic 

data suggest that all three conformers are accessible in equilibrium at 298 K, with 

relative populations of 1 : 0.2 : 0.03 (–gauche : anti : +gauche). 

Based on the electronic origin of the preference for –gauche over anti, one expects 

that there should be a dependence on the electronic nature of the imine: The anti 

conformer should be the more disfavoured the more electron-withdrawing the imine. 

To test this hypothesis, we investigated related β-fluoroimines derived from selected 

aldehydes RCOH (R = H, 4-NO2Ph (6), 4-MeOPh); see Table 7-2, entries 7–15. The 

comparison shows that there is only a small effect of the R group on the NCCF 

conformational preferences. The stabilisation of –gauche over anti is slightly more 

pronounced (6 vs. 3 kJ mol–1) for the electron-deficient aromatic imine (R = 4- 

NO2Ph, entries 10–12) as compared to the electron-rich one (R = 4- MeOPh, entries 

13–15). Albeit small, this effect is consistent with the stereoelectronic explanation of 

the gauche effect, whereby the anti arrangement of acceptor bonds is disfavoured. In 

all cases, the order of stability remains the same: –gauche < anti < +gauche. 
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7.3.1.2 Natural Bond Orbital analyses 
 

The extent of the stereoelectronic gauche effect can be quantified by considering the 

stabilization gained from the hyperconjugative donor–acceptor interaction. Within the 

framework of the Natural Bond Orbital (NBO) approach,172 the interaction energy due 

to the delocalization of electron density from a donor NBO to an acceptor NBO can 

be calculated from a second-order perturbation theory expression. NBOs are localized 

orbitals constructed such as to provide the most accurate Lewis-like bonding picture, 

based on a given N-electron density, which can be obtained from any electronic-

structure method. Specifically for the case of the NCCF torsion, the NBO method 

yields localized bonding and anti-bonding NBOs for the C–F, C–H, and C–N bonds, 

and it quantifies the energy due to any donor–acceptor interactions between them. 

In agreement with previous studies162 we found that the total donor–acceptor 

stabilization within the NCH2CH2F fragment is dominated by interactions between 

anti-oriented vicinal bonds. The gauche vicinal interactions are minor and change 

little upon rotation; the geminal interactions, although significant, are unaffected by 

rotation. We therefore used the sum of the six vicinal anti donor–acceptor interaction 

energies as a measure for the hyperconjugative stabilization, Edeloc. For instance, for 

the three conformers of the 4-nitrobenzaldimine 6, Edeloc amounts to –66, –64, and –

57 kJ mol–1 for the –gauche, +gauche, and anti conformer, respectively. In the 

gauche conformers, the single largest contributor is indeed the σC–H → σ*C–F 

interaction with about –20 kJ mol–1. In 6, the stereoelectronic preference for –gauche 

over anti is therefore ΔEdeloc (–g, a) = –8.5 kJ mol–1. 

For the 4-methoxybenzaldimine, we expected less stereoelectronic gauche 

stabilization, in line with the slightly smaller gauche preference, because the imine is 

less electron- withdrawing, as discussed above. However, ΔEdeloc(–g, a) = –8.2 kJ 

mol–1 for the 4-methoxybenzaldimine, insignificantly different from 6, which hence 

cannot account for the difference in gauche preference. We next inspected the atomic 

partial charges derived from the NBO procedure. They are essentially independent of 

the torsional conformation. However, in the gauche conformers, the two 

electronegative atoms F and N, which also bear negative NBO charges, are relatively 

close to one another, about 2.85 Å. On electrostatic grounds, the gauche conformers 

are thus destabilized relative to the anti conformer. Whereas the NBO charge on 

fluorine is the same in both benzaldimines (qF = –0.40e), the imine nitrogen is slightly 
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more negatively charged in the electron-richer 4-methoxy derivative (qN = –0.48e) 

than in the 4-nitro derivative 6 (qN = – 0.45e). This amounts to a difference in 

electrostatic repulsion of about 5 kJ mol–1 (also considering the small change in the 

F–N distance, which is 0.02 Å shorter in 6). The larger gauche preference in 6 

compared to the 4-methoxybenzaldimine can thus be explained by a smaller 

electrostatic destabilization of the gauche conformer. 

The conclusion from this part is that the electronic nature of the imine (electron-rich 

vs. electron-deficient) does have an effect, albeit small, on the NCCF torsional 

preference of β-fluoroimines. The gauche effect is slightly more pronounced in 

electron-poor imines. The reason for this is, however, not a larger hyperconjugative 

stabilization, but the reduced electrostatic repulsion between the two electronegative 

atoms F and N. 

 

7.3.1.3 Conformational preferences of β-fluoropyrido- 

ximine 
 

For the pyridoximine 8, it was considered first of all the relative stabilities of the 

possible tautomeric and protonation forms with overall neutral charge, 8a–d (Table 

7-3). In both vacuum and water, the canonical enol-imine form 8a is preferred. This 

agrees with the X-ray structure 8, which was unambiguously identified with the enol-

imine form 8a by comparing computed with experimental structural parameters. The 

keto- enamine tautomer 8b is energetically competitive in water, where its 

equilibrium concentration amounts to ~0.5% at 298 K. The quinoid tautomers 8c and 

the zwitterion 8d, however, are only present in vanishingly small amounts under 

equilibrium conditions in either medium. As expected, the zwitterion is strongly 

stabilised in the polar solvent as compared to vacuum. 
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Table 7-3. Calculated relative stabilities of tautomeric and protonation forms of 

neutral pyridoximine 8 in vacuum and water. The relative energies of the most stable 
conformer of each form at the M06-2X/6-311+G(2df, p) level in vacuum and 

continuum water respectively 

 

For the low-energy tautomers 8a, b as well as for the mechanistically important 

quinoid 8c, we calculated NCCF bond rotation profiles in water (Figure 7-4 and 

Figure 7-5) and optimised the torsional conformers (in both vacuum and water; Table 

7-4). Focussing on 8a, b (Figure 7-4;Table 7-4, entries 1–6), we first note that their 

torsional preferences are essentially identical. Comparing 8a, b in vacuum to the β-

fluoroacetaldimine (Figure 7-3;Table 7-2, entries 4–6) and the β-fluorobenzaldimines 

(Table 7-2, entries 10–15) discussed above, the most obvious difference is the 

stabilization of the +gauche conformer, making the anti conformer now the least 

stable one. The order of stability for β-fluoropyridoximine is therefore: –gauche < 

+gauche < anti. The energy of the anti relative to –gauche in 8a, b is, however, the 

same as in the electron-poor imine 6. The stabilization (or, rather, the smaller 

destabilization) of the +gauche in 8a, b is readily understood when one considers that 

the nitrogen lone pair is now accepting a hydrogen bond (8a) or is part of the 

conjugated system (8b), respectively. The repulsion with the fluorine lone pairs, 

responsible for the +gauche destabilization, is therefore significantly reduced. 

Otherwise, 8a, b show qualitatively and quantitatively very similar conformational 

preferences as the previous β-fluoroimines. For instance, the NBO-derived 

stereoelectronic preference in favour of –gauche is ΔEdeloc(– g, a) = –8.7 kJ mol–1 for 

8a, compared to –8.5 kJ mol–1 for 6. 
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The net effect of solvation in 8a, b is to stabilize the +gauche conformer and 

destabilize the anti relative to –gauche, however without changing the order of 

stability. The anti destabilization is in agreement with an enhanced stereoelectronic 

preference; ΔEdeloc(–g, a) = –10.1 kJ mol–1 for 8a in solution, compared to –8.7 kJ 

mol–1 in vacuum. The stabilization of the +gauche conformer in 8a results from a 

stronger hydrogen bond in solution; the OH···N distance reduces by 0.03–0.05 Å 

upon solvation, which further mitigates the lone pair repulsion. 

 

 

Entry Form Conformer ΔE / (kJ/mol) φ (NCCX)/ °  
1 8a –gauche 0 (0) –66 (65) 

2 8a +gauche 6 (3) 64 (62) 

3 8a anti 6 (7) 176 (176) 

     

4 8b –gauche 0 (0) –63 (–61) 

5 8b +gauche 4 (2) 62 (60) 

6 8b anti 6 (8) 176 (176) 

     

7 (E)-8c –anticlinal 0 (2) –133 (–122) 

8 (E)-8c +anticlinal 0 (2) 135 (124) 

9 (E)-8c syn 2 (0) 0 (0) 

     

10 (Z)-8c –gauche 9 (6) –62 (–62) 

11 (Z)-8c +gauche 9 (8) 61 (61) 

12 (Z)-8c anti 3 (5) 179 (178) 

Table 7-4. Calculated relative conformational energies of different forms of β- 
fluoropyridoximine 8. The results were obtained with M06-2X/6-311G(2df, p) in 

vacuum and in continuum water (values in parentheses). Energies are relative to the 
most stable conformer of the respective form in vacuum or water, respectively 
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Figure 7-4. Bond rotation profiles of β-fluoropyridoximine tautomers 8a and 8b, 

calculated in water at the M06-2X/6-31+G(d, p) level. Relative energies of stationary 
points using the larger 6-311G(2df, p) basis set differ by <1 kJ mol–1 (data not 

shown). 

 

The quinoid tautomer 8c has two stereoisomers with respect to the configuration 

about the external (N=Cα) imine double bond. Depending on which of the two Cα 

protons in 8a is abstracted in the tautomerization, either (E)- or (Z)-8c is formed. The 

most stable conformer of the E-isomer is always preferred (by about 4 kJ mol–1) to the 

most stable conformer of the Z-isomer (Table 7-4, entries 7–12; Figure 7-5). It is 

important to note that the central bond of the NCCF torsion in 8c is sp2–sp3, rather 

than sp3–sp3 as in all the previous cases. This creates a different steric and 

stereoelectronic situation, and it can therefore be expected torsional preferences to 

differ from the previously discussed systems. 
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conformer of the E-isomer is always preferred (by about 4 kJ mol–1) 
to the most stable conformer of the Z-isomer (Table 4, entries 7–12; 
Figure 4). It is important to note that the central bond of the NCCF 
torsion in 8c is sp2–sp3, rather than sp3–sp3 as in all the previous 
cases. This creates a different steric and stereoelectronic situation, 
and we can therefore expect torsional preferences to differ from the 
previously discussed systems. 

 

Figure 4. Bond rotation profiles of the quinoid !-fluoropyridoximine tautomers (E)- and 
(Z)-8c, calculated in water at the M06-2X/6-31+G(d, p) level. Data for both isomers are 
plotted relative to the lowest stationary point at this level of theory, (–ac)-(E)-8c. Full 
black symbols show conformer energies obtained with the larger 6-311G(2df, p) basis 
set, relative to lowest stationary point at that level, which is (syn)-(E)-8c. 

The rotational profile for the less favoured (Z)-8c (Figure 4) is 
still similar to 8a, b in that the minima are at !NCCF " ±60° and 180°. 
However, the most stable conformer is now anti; and especially in 
water, the energy differences between the conformers are small (<3 
kJ mol–1). This is consistent with an electrostatic control (repulsion 

between N and F), which favours anti; in water, the electrostatic 
interaction is screened, so the differences between conformers are 
reduced. No stereoelectronic gauche preference is operational in this 
system. The barriers separating the minima are significantly lower in 
(Z)-8c than in 8a, b, especially the central –gauche # +gauche 
barrier, which is almost halved. The rotational barriers in (Z)-8c are 
not caused by syn vicinal interactions, but by the relatively weak 
1,3-allylic (A1,3) strain between the fluoromethyl group and the 
vinylic CH (Figure 5). 

 

Figure 5. Unfavourable interactions responsible for the highest NCCF rotational barrier 
in (E)- and (Z)-8c, respectively. 

In (E)-8c, finally, the NCCF rotation is almost unhindered, and 
the conformers are essentially energetically degenerate in both 
vacuum and water. Most notable is the interchange between minima 
and maxima in the torsional profile for (E)-8c as compared to all 
previous cases. The conformers of (E)-8c are at !NCCF " ±120° and 
0°, while !NCCF " ±60° and 180° correspond to (low) barriers. The 
barriers are caused by unfavourable syn vicinal interactions (Figure 
5). These are, however, much weaker than in, e.g., 8a, because of 
the wider sp2 bond angle at C! (N–C!–C$  is 131° in 8c, but 111° in 
8a), which positions the terminal atoms of the NCCF torsion further 
apart (2.93 Å in 8c vs. 2.57 Å in 8a at !NCCF = 0°). The flatness of 
the potential energy surface for NCCF rotation in (E)-8c is also 
reflected in the relatively large influence of basis set and solvation 
on relative energies (several kJ mol–1) and exact positions of the 
minima (~10°).  

C–F activation in !-fluoropyridoximine 

Relating back to Dunathan’s hypothesis, we finally analysed the 
effect of the NCCF torsion angle on the activation of the C–F bond 
in the quinoid (E)-8c. As a simple measure of C–F activation, the C–
F bond length as a function of !NCCF is shown in Figure 6. The C–F 
bond is lengthened by more than 0.02 Å at !NCCF = ±90°, when it is 
exactly antiperiplanar to the conjugated imine system, compared to 
the syn conformer, when it is co-planar with the conjugated system. 
In the two anticlinal conformers (!NCCF " ±120°), the C–F bond is 
almost as elongated as at !NCCF = ±90°. The NBO analysis revealed 
that there is indeed substantial %N=C # &*

C–F donation when the C–F 
bond is antiperiplanar to the %-system. The antibonding &*

C–F orbital 
has an occupancy of 0.05e, which weakens the C–F bond. In that 
conformation, the overlap between the donor and acceptor NBOs is 
optimal (Figure 7). With –38 kJ mol–1, the energy gained from this 
donor–acceptor interaction is second only to the contributions from 
delocalization within the %-system itself. By contrast, in the syn 
conformer, the C–F bond is antiperiplanar to the C!–H bond, which 
results in a much weaker &C–H # &*

C–F interaction. The &*
C–F orbital 

is occupied by only 0.01e, and the delocalization energy amounts to 
–15 kJ mol–1. 

In the E-quinoid, therefore, the stereoelectronic situation is such 
that the C–F bond (or any other acceptor bond) is preferentially 
activated when it is antiperiplanar to the extended %-system. 
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Figure 7-5. Bond rotation profiles of the quinoid β-fluoropyridoximine tautomers (E)- 

and (Z)-8c, calculated in water at the M06-2X/6-31+G(d, p) level. Data for both 
isomers are plotted relative to the lowest stationary point at this level of theory, (–ac)-

(E)-8c. Full black symbols show conformer energies obtained with the larger 6-
311G(2df, p) basis set, relative to lowest stationary point at that level, which is (syn)-

(E)-8c. 

 

The rotational profile for the less favoured (Z)-8c (Figure 7-5) is still similar to 8a, b 

in that the minima are at φNCCF ≈ ±60° and 180°. However, the most stable conformer 

is now anti; and especially in water, the energy differences between the conformers 

are small (<3 kJ mol–1). This is consistent with an electrostatic control (repulsion 

between N and F), which favours anti; in water, the electrostatic interaction is 

screened, so the differences between conformers are reduced. No stereoelectronic 

gauche preference is operational in this system. The barriers separating the minima 

are significantly lower in (Z)-8c than in 8a, b, especially the central –gauche → 

+gauche barrier, which is almost halved. The rotational barriers in (Z)-8c are not 

caused by syn vicinal interactions, but by the relatively weak 1,3-allylic (A1,3) strain 

between the fluoromethyl group and the vinylic CH (Figure 7-6). 
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8a), which positions the terminal atoms of the NCCF torsion further 
apart (2.93 Å in 8c vs. 2.57 Å in 8a at !NCCF = 0°). The flatness of 
the potential energy surface for NCCF rotation in (E)-8c is also 
reflected in the relatively large influence of basis set and solvation 
on relative energies (several kJ mol–1) and exact positions of the 
minima (~10°).  

C–F activation in !-fluoropyridoximine 

Relating back to Dunathan’s hypothesis, we finally analysed the 
effect of the NCCF torsion angle on the activation of the C–F bond 
in the quinoid (E)-8c. As a simple measure of C–F activation, the C–
F bond length as a function of !NCCF is shown in Figure 6. The C–F 
bond is lengthened by more than 0.02 Å at !NCCF = ±90°, when it is 
exactly antiperiplanar to the conjugated imine system, compared to 
the syn conformer, when it is co-planar with the conjugated system. 
In the two anticlinal conformers (!NCCF " ±120°), the C–F bond is 
almost as elongated as at !NCCF = ±90°. The NBO analysis revealed 
that there is indeed substantial %N=C # &*

C–F donation when the C–F 
bond is antiperiplanar to the %-system. The antibonding &*

C–F orbital 
has an occupancy of 0.05e, which weakens the C–F bond. In that 
conformation, the overlap between the donor and acceptor NBOs is 
optimal (Figure 7). With –38 kJ mol–1, the energy gained from this 
donor–acceptor interaction is second only to the contributions from 
delocalization within the %-system itself. By contrast, in the syn 
conformer, the C–F bond is antiperiplanar to the C!–H bond, which 
results in a much weaker &C–H # &*

C–F interaction. The &*
C–F orbital 

is occupied by only 0.01e, and the delocalization energy amounts to 
–15 kJ mol–1. 

In the E-quinoid, therefore, the stereoelectronic situation is such 
that the C–F bond (or any other acceptor bond) is preferentially 
activated when it is antiperiplanar to the extended %-system. 
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Figure 7-6. Unfavourable interactions responsible for the highest NCCF rotational 

barrier in (E)- and (Z)-8c, respectively. 

 

In (E)-8c, finally, the NCCF rotation is almost unhindered, and the conformers are 

essentially energetically degenerate in both vacuum and water. Most notable is the 
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influence of basis set and solvation on relative energies (several kJ mol–1) and exact 
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7.3.1.4 C–F activation in β-fluoropyridoximine 
 

Relating back to Dunathan’s hypothesis, it was finally analysed the effect of the 

NCCF torsion angle on the activation of the C–F bond in the quinoid (E)-8c. As a 

simple measure of C–F activation, the C– F bond length as a function of φNCCF is 

shown in Figure 7-7. The C–F bond is lengthened by more than 0.02 Å at φNCCF = 

±90°, when it is exactly antiperiplanar to the conjugated imine system, compared to 

the syn conformer, when it is co-planar with the conjugated system. In the two 

anticlinal conformers (φNCCF ≈ ±120°), the C–F bond is almost as elongated as at 

φNCCF = ±90°. The NBO analysis revealed that there is indeed substantial πN=C → 

σ*C–F donation when the C–F bond is antiperiplanar to the π-system. The antibonding 

 5 

 

Figure 3. Bond rotation profiles of !-fluoropyridoximine tautomers 8a and 8b, 
calculated in water at the M06-2X/6-31+G(d, p) level. Relative energies of stationary 
points using the larger 6-311G(2df, p) basis set differ by <1 kJ mol–1 (data not shown). 
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Relating back to Dunathan’s hypothesis, we finally analysed the 
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F bond length as a function of !NCCF is shown in Figure 6. The C–F 
bond is lengthened by more than 0.02 Å at !NCCF = ±90°, when it is 
exactly antiperiplanar to the conjugated imine system, compared to 
the syn conformer, when it is co-planar with the conjugated system. 
In the two anticlinal conformers (!NCCF " ±120°), the C–F bond is 
almost as elongated as at !NCCF = ±90°. The NBO analysis revealed 
that there is indeed substantial %N=C # &*

C–F donation when the C–F 
bond is antiperiplanar to the %-system. The antibonding &*

C–F orbital 
has an occupancy of 0.05e, which weakens the C–F bond. In that 
conformation, the overlap between the donor and acceptor NBOs is 
optimal (Figure 7). With –38 kJ mol–1, the energy gained from this 
donor–acceptor interaction is second only to the contributions from 
delocalization within the %-system itself. By contrast, in the syn 
conformer, the C–F bond is antiperiplanar to the C!–H bond, which 
results in a much weaker &C–H # &*

C–F interaction. The &*
C–F orbital 

is occupied by only 0.01e, and the delocalization energy amounts to 
–15 kJ mol–1. 

In the E-quinoid, therefore, the stereoelectronic situation is such 
that the C–F bond (or any other acceptor bond) is preferentially 
activated when it is antiperiplanar to the extended %-system. 
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σ*C–F orbital has an occupancy of 0.05e, which weakens the C–F bond. In that 

conformation, the overlap between the donor and acceptor NBOs is optimal (Figure 

7-8). With –38 kJ mol–1, the energy gained from this donor–acceptor interaction is 

second only to the contributions from delocalization within the π-system itself. By 

contrast, in the syn conformer, the C–F bond is antiperiplanar to the Cα–H bond, 

which results in a much weaker σC–H → σ*C–F interaction. The σ*C–F orbital is 

occupied by only 0.01e, and the delocalization energy amounts to –15 kJ mol–1. 

In the E-quinoid, therefore, the stereoelectronic situation is such that the C–F bond (or 

any other acceptor bond) is preferentially activated when it is antiperiplanar to the 

extended π-system. 

Moreover, this conformation is accessible at very little energetic cost as the NCCF 

rotation is practically unhindered. 

 
Figure 7-7. Variation of the C–F bond length with NCCF torsion in (E)-8c, calculated 

using M06-2X/6-31+G(d, p) in IEFPCM continuum water. 

 

 
Figure 7-8. Illustration of the stereoelectronic C–F activation in (E)-8c at φNCCF = 90°. 

Shown are the occupied πNC and the vacant σ*CF NBOs. 
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Moreover, this conformation is accessible at very little energetic 
cost as the NCCF rotation is practically unhindered. 

 

Figure 6. Variation of the C–F bond length with NCCF torsion in (E)-8c, calculated 
using M06-2X/6-31+G(d, p) in continuum water. 

 

Figure 7. Illustration of the stereoelectronic C–F activation in (E)-8c at !NCCF = 90°. 
Shown are the occupied !NC and the vacant "*

CF NBOs. 

Conclusions 

In conclusion, we have presented theoretical and crystallographic 
evidence that  !-fluoroimines preferentially adopt one of two 
possible gauche conformations, and that generally the overall order 
of stability is –gauche < anti < +gauche. The preference of the –
gauche conformer over the +gauche conformer is likely due to 
electrostatic repulsion and constitutes a rare example of an anti 
conformer of a !-fluoroamine derivative being more energetically 
favourable to the gauche. Computational methods have enabled us 
to compare and contrast the conformational preferences of both the 
“internal” (F–C–C–N=C) aldimine 2 and “external” (F–C–C=N–C) 
quinoid 3 forms of the transient intermediates that are implicated in 
the mechanism of PLP-dependent enzyme inhibition by !-
fluoroamines. A stereoelectronic rational for this conformational 
preference is a stabilising hyperconjugative interaction from the "C–

H bond into the low lying "* orbital of the C-F bond ("C–H # "*C–

F).15 Efforts to exploit this conformational preference in molecular 
design are on-going in our laboratory. 

Experimental Section 

Synthesis and structure determination 

See the supporting information for experimental details. Data for 6: Isolated as a yellow 
solid (m.p. 102-103 °C); $max (neat)/cm-1 3104w, 2969w, 2903w, 1644m, 1603m, 1514s, 
1433w, 1415w, 1392w, 1329s, 1290m, 1225m, 1104m, 1056m, 1028s, 1009m, 976w, 
913m, 859s, 828s, 749m, 690m, 768w and 662w; 1H NMR (400 MHz, CDCl3): % = 8.41 
(1H, s, CHN), 8.27 (2H, dt, 3J 8.9, 3J 1.9, CHCNO2), 7.92 (2H, dt, 3J 9.1, 3J 2.0, 
CHCCNO2), 4.76 (2H, dt, 2JHF 47.2, 3J 4.9, CH2F) and 3.96 (2H, dt, 3JHF 28.8, 3J 4.7, 
CH2N); 13C NMR (100 MHz, CDCl3): % = 161.3 (CHN), 149.2 (CNO2), 141.3 (CCHN), 
129.0 (CCNO2), 123.9 (CCCNO2), 82.4 (d, 1JCF 169.8, CF) and 61.3 (d, 2JCF 19.8, 
CCF); 19F NMR (376 MHz, CDCl3): % = -222.5 (tt, 2JFH 47.2, 3JFH 28.6); [m/z (ESI) 
found: 197.0714 (MH+), C9H10FN2O2

+ requires 197.0721]. Data for 7: Isolated as an off 
white solid (m.p. 147-148 °C); !!!!!" +118.2 (c 1.05, CHCl3); $max (neat)/cm-1 2963w, 
1645w, 1598m, 1517s, 1450m, 1338s, 1201w, 1145w, 1102w, 1061m, 993m, 941w, 
882w, 856m, 789m, 757s, 747s, 696s, 668m and 638w; 1H NMR (400 MHz, CDCl3): % 
= 8.19 (2H, dt, 3J 9.0, 3J 2.0, CHCNO2), 7.84 (1H, s, CHN), 7.71 (2H, dt, 3J 9.0, 3J 2.0, 
CHCCNO2), 7.61-7.67 (2H, m, Ph), 7.35-7.43 (2H, m, Ph), 7.14-7.31 (6H, m, Ph), 3.76 
(1H, dd, 3JHF 22.0, 3J 5.0, CHCF), 2.21-2.38 (1H, m, CHMe2) and 0.85-0.96 (6H, m, 
Me); 13C NMR (100 MHz, CDCl3): % = 160.1 (CHN), 149.0 (CNO2), 142.6 (d, 2JCF 23.2, 
Ph1), 141.4 (CCHN), 141.3 (d, 2JCF 22.7, Ph1‘), 128.7 (CCCNO2), 128.1 (Ph3), 127.9 (d, 
4JCF 1.6, Ph3‘), 127.6 (Ph4), 127.4 (Ph4‘), 126.1 (d, 3JCF 10.3, Ph2), 125.8 (d, 3JCF 9.3, 
Ph2‘), 123.8 (CCNO2), 100.8 (d, 1JCF 185.4, CF), 83.6 (d, 2JCF 23.9, CCF), 29.9 (CMe2), 
21.6 (d, 4JCF 3.3, Me) and 19.3 (d, 4JCF 3.4, Me‘); 19F NMR (376 MHz, CDCl3): % = -
155.3 (d, 3JHF 20.3); [m/z (ESI) found: 391.1824 (MH+), C24H24FN2O2

+ requires 
391.1816]. Data for 8: Isolated as a yellow solid (m.p. 140-141 °C); $max (neat)/cm-1 
3126 m, 2836w, 1631s, 1403s, 1340m, 1294m, 1260m, 1211m, 1119w, 1085w, 1023s, 
988w, 964w, 906w, 856s, 786w, 756w, 714m and 640w; 1H NMR (400 MHz, CDCl3): 
% = 13.71 (1H, br s, OH), 8.86 (1H, s, CHN), 7.83 (1H, s, CHpy), 4.73 (2H, s, CH2OH), 
4.67 (2H, dt, 2JHF 47.3, 3J 4.8, CH2F), 3.91 (2H, dtd, 3JHF 27.9, 3J 4.7, 4J 1.2, CH2N), 
2.46 (3H, s, CH3) and 2.02 (1H, br s, OH); 13C NMR (100 MHz, CDCl3): % = 165.0 
(CHN), 154.6 (Cpy), 151.0 (Cpy), 138.1 (Cpy(6)), 131.0 (Cpy), 119.8 (Cpy), 82.0 (d, 1JCF 
171.2, CF), 60.7 (CH2OH), 59.7 (d, 2JCF 19.8, CCF) and 19.0 (CH3); 19F NMR 
(376 MHz, CDCl3): % = -222.9 (tt, 2JFH 47.1, 3JFH 27.9); [m/z (ESI) found: 213.1034 
(MH+), C10H14FN2O2

+ requires 213.1034]. 

Computational details 

All calculations were done with Gaussian 09[13] using density-functional theory. The 
M06-2X[14] hybrid meta-GGA exchange-correlation functional was used throughout, 
which has been shown to yield superior accuracy not only for main-group 
thermochemistry, but in particular for non-covalent interactions, including dispersion 
and hydrogen bonding. Even though such interactions are not expected to be dominant 
in the systems studied here, they may well influence conformational preference. We 
used standard Pople-style basis sets, starting with 6-31+G(d, p), where the addition of 
diffuse functions on non-hydrogen atoms enormously improves energetics when using 
DFT methods, comparable to what is achieved with triple-" basis sets.[15] Minima were 
re-optimized using 6-311G(2df, p) and spot-checked with 6-311+G(2df, p). Except for 
(E)-8c, the effect of basis set on relative energies was <1 kJ mol–1. Calculations in water 
solvent used the IEF-PCM polarizable continuum model with UFF atomic radii for the 
cavity construction. Non-electrostatic contributions to solvation were not included 
(which corresponds to the default solvation treatment in Gaussian 09). Default 
convergence criteria were applied for the SCF and in geometry optimizations. All 
stationary points were confirmed as minima by a positive-definite Hessean. Values for 
rotational barriers were estimated from the maxima of the torsion profiles. 
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Moreover, this conformation is accessible at very little energetic 
cost as the NCCF rotation is practically unhindered. 

 

Figure 6. Variation of the C–F bond length with NCCF torsion in (E)-8c, calculated 
using M06-2X/6-31+G(d, p) in continuum water. 

 

Figure 7. Illustration of the stereoelectronic C–F activation in (E)-8c at !NCCF = 90°. 
Shown are the occupied !NC and the vacant "*

CF NBOs. 

Conclusions 

In conclusion, we have presented theoretical and crystallographic 
evidence that  !-fluoroimines preferentially adopt one of two 
possible gauche conformations, and that generally the overall order 
of stability is –gauche < anti < +gauche. The preference of the –
gauche conformer over the +gauche conformer is likely due to 
electrostatic repulsion and constitutes a rare example of an anti 
conformer of a !-fluoroamine derivative being more energetically 
favourable to the gauche. Computational methods have enabled us 
to compare and contrast the conformational preferences of both the 
“internal” (F–C–C–N=C) aldimine 2 and “external” (F–C–C=N–C) 
quinoid 3 forms of the transient intermediates that are implicated in 
the mechanism of PLP-dependent enzyme inhibition by !-
fluoroamines. A stereoelectronic rational for this conformational 
preference is a stabilising hyperconjugative interaction from the "C–

H bond into the low lying "* orbital of the C-F bond ("C–H # "*C–

F).15 Efforts to exploit this conformational preference in molecular 
design are on-going in our laboratory. 

Experimental Section 

Synthesis and structure determination 

See the supporting information for experimental details. Data for 6: Isolated as a yellow 
solid (m.p. 102-103 °C); $max (neat)/cm-1 3104w, 2969w, 2903w, 1644m, 1603m, 1514s, 
1433w, 1415w, 1392w, 1329s, 1290m, 1225m, 1104m, 1056m, 1028s, 1009m, 976w, 
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(376 MHz, CDCl3): % = -222.9 (tt, 2JFH 47.1, 3JFH 27.9); [m/z (ESI) found: 213.1034 
(MH+), C10H14FN2O2

+ requires 213.1034]. 

Computational details 

All calculations were done with Gaussian 09[13] using density-functional theory. The 
M06-2X[14] hybrid meta-GGA exchange-correlation functional was used throughout, 
which has been shown to yield superior accuracy not only for main-group 
thermochemistry, but in particular for non-covalent interactions, including dispersion 
and hydrogen bonding. Even though such interactions are not expected to be dominant 
in the systems studied here, they may well influence conformational preference. We 
used standard Pople-style basis sets, starting with 6-31+G(d, p), where the addition of 
diffuse functions on non-hydrogen atoms enormously improves energetics when using 
DFT methods, comparable to what is achieved with triple-" basis sets.[15] Minima were 
re-optimized using 6-311G(2df, p) and spot-checked with 6-311+G(2df, p). Except for 
(E)-8c, the effect of basis set on relative energies was <1 kJ mol–1. Calculations in water 
solvent used the IEF-PCM polarizable continuum model with UFF atomic radii for the 
cavity construction. Non-electrostatic contributions to solvation were not included 
(which corresponds to the default solvation treatment in Gaussian 09). Default 
convergence criteria were applied for the SCF and in geometry optimizations. All 
stationary points were confirmed as minima by a positive-definite Hessean. Values for 
rotational barriers were estimated from the maxima of the torsion profiles. 
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7.4 Conclusions 
 

The main objective of this chapter was to clarify if the β- fluoroamines adopt gauche 

conformation as other fluorinated compounds containing an electron-withdrawing 

group in the β-position. 

The calculations were performed at the M06-2X/6-31+G(d, p) level in IEFPCM 

continuum water or gas phase. NBO analysis was conducted to investigate the 

stereoelectronic effects in the β- fluorinated compounds. 

In conclusion, we have presented theoretical and crystallographic evidence that β-

fluoroimines preferentially adopt one of two possible gauche conformations, due to 

hyperconjugative donor-aceptor interaction, and that generally the overall order of 

stability is –gauche < anti < +gauche. The preference of the – gauche conformer over 

the +gauche conformer is likely due to electrostatic repulsion and constitutes a rare 

example of an anti conformer of a β-fluoroamine derivative being more energetically 

favourable to the gauche. Donor–acceptor interaction energies were calculated and 

the established the preference of the –gauche over the anti conformer. The gauche 

effect is more pronounced in β- fluoroamines with electron-withdrawing substituents. 

The conformational analysis of β- fluoropyridoxamines (8) revealed that the –gauche 

conformer is the most stable for tautomers 8a and 8b. The +gauche is stabilized over 

the aiti conformer and the order of stability has changed to –gauche < +gauche < anti. 

The (E)-8c has higher stability than the (Z)-8c with minima at φNCCF ≈ ±120° and 0°. 

 Computational methods have enabled us to compare and contrast the conformational 

preferences of both the “internal” (F–C–C–N=C) aldimine and “external” (F–C–

C=N–C) quinoid forms of the transient intermediates which are implicated in the 

mechanism of PLP-dependent enzyme inhibition by β- fluoroamines. A 

stereoelectronic rational for this conformational preference is a stabilising 

hyperconjugative interaction from the σC– H bond into the low lying σ* orbital of the 

C-F bond (σC–H → σ*C– F).170  
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Appendix A 
ZTRP ffAMBER atom types: 

Num.at. type res.num residue atom cgnr charge mass 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 

amber99_45 
amber99_2 
amber99_45 
amber99_11 
amber99_39 
amber99_17 
amber99_17 
amber99_17 
amber99_28 
amber99_11 
amber99_18 
amber99_18 
amber99_14 
amber99_13 
amber99_23 
amber99_35 
amber99_17 
amber99_8 
amber99_3 
amber99_22 
amber99_3 
amber99_22 
amber99_3 
amber99_22 
amber99_3 
amber99_22 
amber99_4 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 
ZTRP 

OC1 
C 
OC2 
CA 
N 
H1 
H2 
H3 
HA 
CB 
HB1 
HB2 
CG 
CD1 
HD1 
NE1 
HE1 
CE2 
CZ2 
HZ2 
CH2 
HH2 
CZ3 
HZ3 
CE3 
HE3 
CD2 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 

-0.729189 
0.684283 
-0.729189 
0.243709 
-0.546119 
0.348930 
0.348930  
0.348930 
0.027895 
-0.036443 
0.038617 
0.038617 
-0.227844 
-0.135691 
0.178769 
-0.381451 
0.376731 
0.223291 
-0.326392 
0.167964 
-0.102416 
0.127504 
-0.228547 
0.142845 
-0.170131 
0.143894 
0.172503 

16.0000 
12.0100 
16.0000 
12.0100 
14.0100 
1.0080 
1.0080 
1.0080 
1.0080 
12.0100 
1.0080 
1.0080 
12.0100 
12.0100 
1.0080 
14.0100 
1.0080 
12.0100 
12.0100 
1.0080 
12.0100 
1.0080 
12.0100 
1.0080 
12.0100 
1.0080 
12.0100 

 

FADHOOH using GAFF atom types: 

Num.at. type res.num residue atom cgnr charge mass 

1 
2 
3 
4 
5 
6 
7 
8 

o 
c 
n 
hn 
c 
o 
ne 
c2 

1 
1 
1 
1 
1 
1 
1 
1 

FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 

O4 
C4 
N3 
HN3 
C2 
O2 
N1 
C10 

1 
2 
3 
4 
5 
6 
7 
8 

-0.58582 
0.75706 
-0.65460 
0.37347 
0.89381 
-0.61231 
-0.69552 
0.44607 

16.000000 
12.000000 
14.000000 
1.000000 
12.000000 
16.000000 
14.000000 
12.000000 
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9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 

c3 
os 
oh 
ho 
nh 
hn 
ca 
ca 
ha 
ca 
c3 
hc 
hc 
hc 
ca 
c3 
hc 
hc 
hc 
ca 
ha 
ca 
nh 
c3 
h1 
h1 
c3 
oh 
ho 
h1 
c3 
oh 
ho 
h1 
c3 
oh 
ho 
h1 
c3 
h1 
h1 
os 
p5 
o 
o 
os 
p5 
o 
o 
os 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 

C4X 
O16 
O17 
H33 
N5 
H32 
C5X 
C6 
H6 
C7 
C7M 
HM71 
HM72  
HM73  
C8  
C8M 
HM81 
HM82 
HM83 
C9 
H9 
C9A 
N10 
C1' 
H1'2 
H1'1 
C2' 
O2' 
HO2' 
H2' 
C3'  
O3' 
HO3' 
H3' 
C4' 
O4' 
HO4' 
H4' 
C5' 
H5'2 
H5'1 
O5' 
P 
O1P 
O2P 
O3P 
PA 
O1A 
O2A 
O5B 

9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 

0.11535 
-0.23865 
-0.36889 
0.41009 
-0.69142 
0.38408 
0.40181 
-0.42650 
0.20361 
0.15290 
-0.32778 
0.09974 
0.09974 
0.09974 
0.15986 
-0.33026 
0.09868 
0.09868 
0.09868 
-0.43240 
0.27594 
0.01550 
-0.02728 
0.01925 
0.04684 
0.04684 
0.29353 
-0.59109 
0.39800 
0.02076 
0.18117 
-0.69746 
0.46467 
0.01169 
0.15934 
-0.63517 
0.38254 
0.04012 
0.11793 
0.00735 
0.00735 
-0.32891 
1.19449 
-0.82917 
-0.82917 
-0.51688 
1.11022 
-0.78639 
-0.78639 
-0.41386 

12.000000 
16.000000 
16.000000 
1.000000 
14.000000 
1.000000 
12.000000 
12.000000 
1.000000 
12.000000 
12.000000 
1.000000 
1.000000 
1.000000 
12.000000 
12.000000 
1.000000 
1.000000 
1.000000 
12.000000 
1.000000 
12.000000 
14.000000 
12.000000 
1.000000 
1.000000 
12.000000 
16.000000 
1.000000 
1.000000 
12.000000 
16.000000 
1.000000 
1.000000 
12.000000 
16.000000 
1.000000 
1.000000 
12.000000 
1.000000 
1.000000 
16.000000 
31.000000 
16.000000 
16.000000 
16.000000 
31.000000 
16.000000 
16.000000 
16.000000 
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59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 

c3 
h1 
h1 
c3 
c3 
oh 
ho 
c3 
oh 
ho 
h1 
h1 
h1 
os 
c3 
h2 
na 
cc 
h5 
nd 
ca 
ca 
nh 
hn 
hn 
nb 
ca 
h5 
nb 
ca 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 
FADHOOH 

C5B 
H52A 
H51A 
C4B 
C3B 
O3B 
HO3A 
C2B 
O2B 
HO2A 
H2B 
H3B 
H4B 
O4B 
C1B 
H1B 
N9A 
C8A 
H8A 
N7A 
C5A 
C6A 
N6A 
H62A 
H61A 
N1A 
C2A 
H2A 
N3A 
C4A 

59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 

0.05748 
0.04425 
0.04425 
0.25931 
0.13971 
-0.67039 
0.43534 
0.06537 
-0.67648 
0.46703 
0.06306 
0.05920 
0.10380 
-0.57471 
0.53616 
0.05847 
-0.28686 
0.32311 
0.09125 
-0.62735 
-0.01912 
0.67209 
-0.79611 
0.37692 
0.37692 
-0.79703 
0.58578 
0.03325 
-0.78523 
0.55955 

12.000000 
1.000000 
1.000000 
12.000000 
12.000000 
16.000000 
1.000000 
12.000000 
16.000000 
1.000000 
1.000000 
1.000000 
1.000000 
16.000000 
12.000000 
1.000000 
14.000000 
12.000000 
1.000000 
14.000000 
12.000000 
12.000000 
14.000000 
1.000000 
1.000000 
14.000000 
12.000000 
1.000000 
14.000000 
12.000000 
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Appendix B 
pKa values of PrnA’s residues 

    PropKa MCCE H++ 
RESIDUE pKa pKa pKa 

ARG 26A 11.95 >15 13.01 
ARG 44A 13.32 >15 16.73 
ARG 68A 12.36 13.32 12.41 
ARG 88A 11.25 >15 14.67 
ARG 95A 12.22 13.83 12.76 
ARG 120A 11.54 >15 10.58 
ARG 122A 12.36 13.15 12.58 
ARG 154A 12.46 >15 15.04 
ARG 173A 11.8 13.32 12.52 
ARG 178A 11.59 13.87 14.48 
ARG 182A 11.87 >15 13.76 
ARG 191A 12.08 13.43 13.06 
ARG 195A 12.29 13.40 12.97 
ARG 207A 12.01 13.84 15.52 
ARG 221A 11.93 12.80 12.11 
ARG 256A 12.08 >15 14.74 
ARG 281A 12.15 13.24 14.25 
ARG 295A 11.45 13.74 14.12 
ARG 320A 12.22 >15 13.07 
ARG 323A 13.18 >15 18.11 
ARG 326A 11.94 >15 16.24 
ARG 372A 11.52 >15 17.92 
ARG 389A 14.5 >15 24.34 
ARG 401A 12.36 >15 19.75 
ARG 411A 12.08 13.32 13.31 
ARG 415A 12.08 >15 15.90 
ARG 426A 12.42 13.56 17.61 
ARG 473A 12.01 13.39 12.98 
ARG 481A 12.73 12.94 15.46 
ARG 496A 12.36 13.07 12.29 
ARG 497A 12.01 12.52 12.17 
ARG 501A 12.01 13.85 12.56 
ARG 503A 12.15 13.86 13.86 
ARG 514A 12.01 >15 15.32 
ARG 517A 12.22 13.08 13.10 
ARG 26B 11.95 >15 12.97 
ARG 44B 13.32 >15 16.69 
ARG 68B 12.36 13.53 12.45 
ARG 88B 11.25 >15 14.67 
ARG 95B 12.22 13.77 12.75 
ARG 120B 11.54 >15 10.38 
ARG 122B 12.36 13.28 12.61 
ARG 154B 12.46 >15 15.03 
ARG 173B 11.8 13.36 12.47 



 181 

ARG 178B 11.59 13.70 14.45 
ARG 182B 11.87 >15 13.79 
ARG 191B 12.08 13.44 13.33 
ARG 195B 12.29 13.47 12.40 
ARG 207B 12.01 13.86 15.55 
ARG 221B 11.93 12.94 12.10 
ARG 256B 12.08 >15 14.79 
ARG 281B 12.15 13.36 14.19 
ARG 295B 11.45 13.69 14.15 
ARG 320B 12.22 >15 13.03 
ARG 323B 13.18 >15 17.90 
ARG 326B 11.94 >15 16.27 
ARG 372B 11.52 >15 17.96 
ARG 389B 14.5 >15 24.35 
ARG 401B 12.36 >15 19.93 
ARG 411B 12.08 13.32 13.32 
ARG 415B 12.08 >15 15.89 
ARG 426B 12.42 >15 17.68 
ARG 473B 12.01 >15 13.09 
ARG 481B 12.73 13.54 15.24 
ARG 496B 12.36 12.28 12.42 
ARG 497B 12.01 12.62 12.18 
ARG 501B 12.01 13.94 12.73 
ARG 503B 12.15 13.96 13.83 
ARG 514B 12.01 >15 14.61 
ARG 517B 12.22 13.17 13.09 
ASP 61A 1.96 1.29 0.99 
ASP 92A 2.17 1.69 1.88 
ASP 96A 3.35 1.98 1.35 
ASP 97A 4.2 0.72 2.77 
ASP 110A 0.81 1.02 -2.26 
ASP 142A 1.56 2.98 -1.36 
ASP 151A 2.22 3.70 1.79 
ASP 163A 3.92 0.86 2.26 
ASP 169A 1.15 2.60 0.40 
ASP 185A 1.45 <0 -2.32 
ASP 189A 3.94 3.38 3.77 
ASP 212A 1.56 1.89 -0.35 
ASP 216A 3.76 <0 -7.59 
ASP 235A 2.87 2.49 2.82 
ASP 238A 2.64 1.99 2.78 
ASP 243A 2.2 2.18 -2.09 
ASP 253A 2.98 4.09 3.50 
ASP 254A 2.91 0.65 0.20 
ASP 257A 3.77 3.68 3.56 
ASP 296A 3.87 2.75 3.88 
ASP 301A 4.15 3.36 3.68 
ASP 310A 3.8 3.49 4.18 
ASP 366A 1.98 2.06 -4.66 
ASP 370A 1.25 1.00 -2.14 
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ASP 375A 4.05 3.91 3.87 
ASP 386A -1.21 1.46 -2.95 
ASP 387A 5.46 0.85 -7.50 
ASP 390A 1.67 <0 -6.04 
ASP 402A 3.53 3.03 3.75 
ASP 403A -2 <0 -0.63 
ASP 413A 4.15 3.21 3.73 
ASP 418A 3.8 2.34 3.10 
ASP 439A 1.92 1.77 1.28 
ASP 440A 4.55 2.39 -1.03 
ASP 448A 3.77 3.01 0.61 
ASP 472A 3.42 3.11 1.06 
ASP 511A 2.71 1.56 2.63 
ASP 518A 3.48 4.34 4.24 
ASP 61B 1.96 4.81 0.94 
ASP 92B 2.17 0.96 1.89 
ASP 96B 3.35 1.58 0.91 
ASP 97B 4.2 1.80 2.53 
ASP 110B 0.81 1.70 -2.39 
ASP 142B 1.56 <0 3.20 
ASP 151B 2.22 2.94 1.85 
ASP 163B 3.92 4.03 2.31 
ASP 169B 1.15 0.96 0.46 
ASP 185B 1.45 2.49 -2.27 
ASP 189B 3.94 <0 3.79 
ASP 212B 1.56 3.41 -0.50 
ASP 216B 3.76 2.07 -7.55 
ASP 235B 2.87 <0 2.71 
ASP 238B 2.64 2.40 2.71 
ASP 243B 2.2 2.01 -2.14 
ASP 253B 2.98 2.43 3.39 
ASP 254B 2.91 4.04 0.18 
ASP 257B 3.77 2.42 3.52 
ASP 296B 3.87 3.65 3.83 
ASP 301B 4.15 2.77 4.09 
ASP 310B 3.8 3.03 4.26 
ASP 366B 1.98 3.53 -0.02 
ASP 370B 1.25 1.31 -3.45 
ASP 375B 4.05 <0 4.17 
ASP 386B -1.21 3.72 -2.87 
ASP 387B 5.46 1.68 -4.32 
ASP 390B 1.67 <0 -6.78 
ASP 402B 3.53 <0 3.73 
ASP 403B -2 3.08 -0.50 
ASP 413B 4.15 <0 3.71 
ASP 418B 3.8 3.27 3.10 
ASP 439B 1.92 2.01 3.48 
ASP 440B 4.55 1.19 -0.91 
ASP 448B 3.77 1.93 0.16 
ASP 472B 3.42 <0 1.15 
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ASP 511B 2.71 1.10 3.66 
ASP 518B 3.48 1.54 4.03 
CYS 109A 10.91 4.82 18.52 
CYS 134A 11.56 >15 20.96 
CYS 148A 6.29 >15 18.53 
CYS 217A 12.59 >15 22.52 
CYS 242A 13.67 >15 25.37 
CYS 332A 12.67 >15 21.65 
CYS 340A 11.77 >15 21.19 
CYS 388A 12.86 >15 37.03 
CYS 462A 8.62 >15 32.56 
CYS 109B 10.91 >15 18.82 
CYS 134B 11.56 >15 21.21 
CYS 148B 6.29 >15 18.85 
CYS 217B 12.59 >15 24.25 
CYS 242B 13.67 >15 24.67 
CYS 332B 12.67 >15 21.73 
CYS 340B 11.77 >15 19.39 
CYS 388B 12.86 >15 37.19 
CYS 462B 8.62 >15 29.27 
GLU 38A 4.44 1.09 -0.95 
GLU 49A 6.07 1.91 -6.06 
GLU 67A 5.56 5.22 -1.18 
GLU 69A 4.78 4.02 4.42 
GLU 123A 3.93 4.29 1.53 
GLU 131A 4.88 1.12 -0.84 
GLU 177A 4.5 4.05 3.89 
GLU 186A 3.91 2.93 2.68 
GLU 205A 4.1 4.54 4.14 
GLU 210A 4.5 3.79 4.17 
GLU 231A 2.25 <0 -1.61 
GLU 260A 0.31 <0 -0.59 
GLU 343A 7.33 6.48 4.05 
GLU 346A 0.53 <0 -19.39 
GLU 380A 3.63 3.22 -5.62 
GLU 422A 1.65 2.02 0.22 
GLU 445A 4.67 4.14 4.03 
GLU 450A 4.84 7.28 4.34 
GLU 483A 4.5 3.45 3.70 
GLU 486A 4.64 4.15 4.48 
GLU 489A 3.98 2.38 0.55 
GLU 498A 4.86 4.68 4.43 
GLU 500A 4.16 4.42 3.51 
GLU 38B 4.44 1.16 -0.79 
GLU 49B 5.4 <0 -6.41 
GLU 67B 5.56 5.10 -1.10 
GLU 69B 4.78 4.03 4.39 
GLU 123B 3.93 4.28 1.60 
GLU 131B 4.88 0.85 -1.51 
GLU 177B 4.5 3.90 3.88 
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GLU 186B 3.91 3.15 2.67 
GLU 205B 4.1 4.60 4.13 
GLU 210B 4.5 3.76 4.18 
GLU 231B 2.25 <0 -1.61 
GLU 260B 0.31 <0 -1.38 
GLU 343B 7.33 <0 5.03 
GLU 346B 0.89 2.01 -19.38 
GLU 380B 3.63 <0 -5.59 
GLU 422B 1.65 <0 0.17 
GLU 445B 4.67 3.96 3.99 
GLU 450B 7.92 5.40 3.68 
GLU 483B 4.5 3.08 3.68 
GLU 486B 4.64 4.05 4.40 
GLU 489B 3.98 2.24 0.48 
GLU 498B 4.86 4.48 4.59 
GLU 500B 4.16 4.43 3.78 
HIS 98A 5.5 8.64 9.81 
HIS 101A 6.6 <0 6.36 
HIS 116A 1.21 <0 -6.30 
HIS 158A 4.85 <0 5.84 
HIS 161A -0.19 <0 5.75 
HIS 165A 2.61 <0 0.65 
HIS 291A 6.5 7.50 7.17 
HIS 363A 2.25 5.99 8.42 
HIS 383A 3.06 5.95 6.05 
HIS 395A 3.89 >15 16.85 
HIS 412A 6.74 6.25 7.01 
HIS 480A 3.1 6.33 4.65 
HIS 98B 5.5 8.48 9.99 
HIS 101B 6.38 <0 6.67 
HIS 116B 1.21 <0 -6.71 
HIS 158B 4.85 <0 6.15 
HIS 161B -0.19 <0 2.59 
HIS 165B 2.61 <0 0.43 
HIS 291B 6.5 7.51 7.19 
HIS 363B 2.25 4.73 8.65 
HIS 383B 3.06 5.47 6.12 
HIS 395B 3.89 2.01 16.06 
HIS 412B 6.74 6.23 7.02 
HIS 480B 3.1 <0 4.52 
LYS 3A 10.15 12.37 11.67 
LYS 6A 10.5 10.57 10.20 
LYS 57A 11.52 12.91 12.29 
LYS 79A 5.48 8.30 16.94 
LYS 83A 11.02 13.96 13.35 
LYS 89A 10.5 10.75 10.83 
LYS 121A 9.8 10.47 13.87 
LYS 144A 11.39 12.43 12.77 
LYS 172A 10.29 10.06 9.68 
LYS 204A 10.5 11.35 10.90 
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LYS 230A 10.36 11.33 11.63 
LYS 275A 11.15 13.38 16.22 
LYS 304A 10.5 11.23 10.70 
LYS 318A 10.5 10.75 10.30 
LYS 325A 9.94 10.17 11.16 
LYS 362A 9.29 11.81 14.81 
LYS 421A 10.43 11.48 11.11 
LYS 423A 9.94 11.13 13.51 
LYS 428A 10.29 10.42 10.27 
LYS 452A 10.83 >15 21.18 
LYS 487A 10.29 11.50 12.78 
LYS 3B 10.15 12.78 11.70 
LYS 6B 10.5 10.55 10.21 
LYS 57B 11.52 13.43 12.36 
LYS 79B 5.48 8.27 15.62 
LYS 83B 11.02 >15 13.55 
LYS 89B 10.5 10.53 10.81 
LYS 121B 9.8 10.33 13.65 
LYS 144B 11.39 12.33 12.94 
LYS 172B 10.29 10.26 9.69 
LYS 204B 10.5 11.41 10.92 
LYS 230B 10.36 11.19 11.63 
LYS 275B 11.15 13.20 15.80 
LYS 304B 10.5 11.28 10.75 
LYS 318B 10.5 10.79 10.28 
LYS 325B 9.94 10.28 11.07 
LYS 362B 9.29 >15 14.36 
LYS 421B 10.43 11.62 11.09 
LYS 423B 9.94 13.01 12.62 
LYS 428B 10.29 10.31 10.31 
LYS 452B 10.83 >15 20.80 
LYS 487B 10.29 11.71 12.85 
N+ 2A 7.93 8.62   

TYR 23A 12.53 >15 22.43 
TYR 100A 19.7 >15 37.69 
TYR 117A 14.42 >15 33.19 
TYR 132A 14.82 >15 21.84 
TYR 135A 16.61 >15 44.14 
TYR 197A 9.88 10.59 11.80 
TYR 239A 10.79 13.16 12.85 
TYR 262A 14.58 >15 23.55 
TYR 286A 11.6 >15 16.60 
TYR 351A 14.52 >15 48.32 
TYR 354A 12.81 >15 34.12 
TYR 358A 15.94 >15 27.42 
TYR 396A 20 >15 42.85 
TYR 427A 12.47 >15 28.38 
TYR 443A 15.32 >15 50.35 
TYR 444A 16.81 >15 30.10 
TYR 449A 11.54 13.90 28.05 
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TYR 460A 14.49 >15 32.92 
TYR 461A 14.25 >15 37.32 
TYR 510A 10.99 11.07 12.69 
TYR 512A 12.38 >15 15.40 
TYR 23B 12.53 >15 36.08 
TYR 100B 19.7 >15 22.37 
TYR 117B 14.42 >15 30.89 
TYR 132B 14.82 >15 23.21 
TYR 135B 16.61 >15 44.15 
TYR 197B 9.88 10.48 12.94 
TYR 239B 10.79 13.61 12.91 
TYR 262B 14.58 >15 20.73 
TYR 286B 11.6 >15 17.36 
TYR 351B 14.52 >15 48.68 
TYR 354B 12.81 >15 34.06 
TYR 358B 15.94 >15 27.10 
TYR 396B 20 >15 42.70 
TYR 427B 12.47 >15 27.78 
TYR 443B 16 >15 50.40 
TYR 444B 15.71 >15 32.32 
TYR 449B 11.54 >15 23.73 
TYR 460B 14.49 >15 32.97 
TYR 461B 14.25 >15 38.70 
TYR 510B 10.99 11.14 12.94 
TYR 512B 12.38 >15 15.69 

 


