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Abstract

Despite increasing attention paid to intangibles research since the te6f' century,

there is a dearth of empirical evidence on the interactions among different intangible
elements and their performance imptions due to the lack appropriateintangible
measuremestand the low level of intangible disclosure in the public domain.

From a resourcbased view (RBV)this thesis seeks to investigate the role of intangibles

in the European banking sector usimgxed methodsA quantitative approach is adopted to

test the relationships among different intangible elements and between them and banl
performancdor a sample of 63 banks from 2005 to 200e empirical results show that

top management human capifiC) has gositiveimpact on either customer relationships

or bank financial performance, and the combination of diffaréahgibleelements tends

to better explain the variation inbank® return on assetshan they do individually.
Meanwhile, a qualitave approach is employed tassess intangible measurement,
disclosure and modelling by conducting sestructured interviews with 11 bank
managers and 12 bank analysdsgrounded theory model of intangibles is developed,
which reveals how intangibles @rangiblefinancial resources interact in the bank value
creation processn addition,it exploresthe communication gaps between bank managers
and bank analysts regarding the concept of intangibles, intangible measurement anc
intangible disclosure. Moramportantly, the adoption of mixed methods research allows
this thesis to achieve evidence triangulation and complement&aty approaches
produce evidence in support of the resource integration of the RBV theory and the
importance of top management HBesides, the qualitative study provides the means to
explore the way of improving the specified models and intangible proxies used in the

quantitative study.

This thesis makes a contribution to the development of mixed methods research in the
fields of finance, accounting and management by providing an example of how
guantitative and qualitative approaches can be integrated to investigate a research questio
It also contributes to the intangible literature and banking literature in terms of improving

our understanding of the role mitangiblesin the bank business model.
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Chapter One: Introduction

1.1 Introduction

The objective of this thesis is to investigate the role of intangibles in the European banking
sector using mixed methods. Since the enthe20" century, a huge amount of empirical
studies have beenmducted in the field of intangies research. However, to datieere are

no widely accepted models that can serve the purpose of measuring intangibles anc
comparing intangibles among firms. Moreover, there is a lack of empirical evidence on the

interaction between different components of intangibles.

From a resourcbased view, this thesis seeks to build a measurement modék of
interaction between the most important intangibles and firm performance in a specific
sector using both qualitative and qu#ative methods. A quantitative approach is adopted

to test the relationships among different intangible elements and between them and banl
performance, and meanwhile, a qualitative approach is employed to exXptorele of
intangibles inthe bankvalue ¢eation process by interviewing both bank analysts and bank
managers. By using mixed methods, this thesis has the potential to achieve triangulation ir
empirical evidence, and to overcorseme ofthe limitations withinsingularmethod. It
provides a com@hensive picture ofhe bank value creation model, and improves our

understanding of intangibles.

This chapter offers a brief introduction of this thesis. The rest of this chapter is structured
as follows. Section 1.2 describéhe research background tfis thesis, and then the
motivations of conducting this studyediscussedn section 1.3. Section 1dutlines the
research questions and the methodologitaice. Section 1.5 highlights the potential
contributionsthat the thesis makes to the extaitérature and knowledg&inally, section

1.6 introduces the overall structure of this thesis.
1.2  Background of this study

The pastseveraldecadeswitnessedthe increasing importance of intangibl@$he world
economyhasmoved from anndustrialeconomy toa knowledgedriven economy (Goh,
2007 Meritum 2002, andwealth and growth areowifidr i ven pr i mar i |

(intellectual) assefs(Lev, 2001:1).Bontis et al. (1999) argue that in such an information
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a g eproduéis and companies live and die imfiormation and the most successful
companies are the ones who use their, ini
1999:392).

Lev (2001)states that intensified business competition across the world and the advent of
information technologyavedramatically changed the value creation process of business,
and intangibles played an increasingiyportant role in developed economies. He
demonstrate that the average marketbook ratio of the Standard and Poor (S&P) 500
companies has continuoushcreasedsince 1980sfrom just over one tohe value 01%6.0

in 2001(Lev, 2001) The growing gap between book value and market value inditetes

the invisible assets have bewe the principl source of value instead of physical assets
(Abhayawansa ahGuthrie, 200; Lev, 2001; Fincham and Roslender, 2008.a result,

the topic of intangibléshas attracted increasing interest in varioiesd$ of academic
researchsuch asnanagement strategy, orgaatipnal and accounting resear€me school

of the literature looks at intangibles through a resotiased view (RBV).

The basic pointotheRBY i s that a firmdés competitiwv
resources that are valuable, rare, imperfectly imitable, andsuostitutable (Barney,
1991) These resources can be either tangil@sy., plant, equipmentand land) or
intangible (e.g.,patents, copyright, databasdsjman capital,customer relations and
reputation).Although tangible assets can be valuable for a firm, they are transparent and
relatively easily duplicated (Clulow et al., 2003; Fahy, 2000). On the other hand, many
researcherar gue that a firmds sustainabl das com
intangible resources (e.g., BarnmydWright, 1998;Clulow et al, 2003 Fahy, 2000; Hall,

1992 1993. In an empirical case study, Hall (1993) finds that intangible resources like
reputation, employee knetww, culture, networks, and databases drive capability
differentials, and are most important resources of sustainable ctwgpativantage for the

case companies.

Stewart (1991:44%tatesthat ii nt el | ect ual capital I's bec

! It should be noted that some scholars argue that, apart from intangibles, the difference between marke
value and book value may attribute to some other factors (G&yaso, 2003b; Kristandl and Bontis, 2007).

2 As will be discussed further section 2.4of chapter two, although the importance of intangibles has been
well addressed in the literature, there is no widespread acceptance on the definition of intangibles (Kristandl
and Bontis, 2007), and further, different terms have been used in referemtangible assets, such as
intangibles, intellectual capital, or knowledge assBtaftieand Thomson, 2007; Lev, 2001)n this thesis
following Levé& (2001) and Meritu (2002)argument the termsintangiblesand intellectual capitalare

used interchageablyreferringto the sameoncept
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val uabl e assets and can beHetstrsdaagspest
company depends increasingly on knadge -- patents, processes, management skills,
technologies, information about customers and suppliers, anrfhgfitbned experience.
Added together, this knowl edge iAthougmt el
St ewar't (1991) us emp anrmysectoroilikethe agficeltural rayd ¢
industrial sectorsvherecompaniedraditionally rely heavily on inputs of land and labour,
physical capital still plays an important role in the process of wealth creati@a(Blany,
2008). Howeverfor organizations inthe serviceindustries, such as consultants, banks, and

IT services, intangibles rather than tangible assets are extremely important in competitive
differentiation Curado, 2008; Grattoand Ghoshal, 2003)t should be noted that this
does nb mean tangible assets are not important in thedbestries For example, Holland
(2009) argues that tangibles such as payment systems and branches are very important
banking and interacted with intangibles to create value. This joint intangiblarzgitle
combination may be at the heart of competitive advantage.

As will be further explainedn chapter twothe banking sectois of importarce in the
world financial systemApart from the traditional intermediation service through which
savings are ltannelled into productive actties, banksalso provide other servicethat
other financial intermediaries cannot,dsuch asrisk sharing service andelegated
monitoring service that helps to solve information proldéiilen and Carletti, 2010)
Thoseunique roles that banks play make them increasingly important to the ecdhamy.
undoubtedlythe casethat the banking sector stability can directly or indirectly impact
many other industries. Whenthere was crisis occurring in the banking sectoreftscts
would spreadapidlyto the whole economy. The 20@D09 financial crisisinderlineshow

important banks are to the global economy (Allen and Carletti, 2010).

Over the past several decades, the banking sector experigraedchangessuch as
deregulation, technologicatlevelopment and globalisationwhich dramaticallyaltered
banks®6 <c¢compet i(Gdardererand Molyneuxp 1093g Goddard et al., 2007
Matthews and Thompson, 2008).Deregulation removed barriers to competition in
geographial limitation and competition in traditional and nbanking products areas
(Wilson et al, 2010). Technological development facilitated the development of new
products and delivery channels of services, shaped ways of bank operations and cos
management Beccalli, 2007), and in the meantimbrought new competitorsfrom

nonbank industries into banking market (Gardemaed Molyneux, 1993) Enhanced
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competition has forced banks to explore resources thatldead to business success.
Previous research shewhat ntangible asseté.g., customer capital and human capital)
rather than tangible assets are likéty be key resources of sustainable competitive
advantage (Clulow et al2003; Kamath, 2007) Moreover, thebusiness nature of the
bankng sector isintellecually intensive (Mavridisand Kyrmizogloy 2005). Watkins
(2000)argues thapublicly observabldank productareeasy to copy and lack of adequate
patent protectionthus competitive advantagenainly derives fromhidden intangibles
rather than angibles. In this sensethe banking sectooffers an ideal context for
investigating intangibles (Mavridesnd Kyrmizogloy 2005; Reed et al2006,2009).

Given the facthat kanks are important to the world econotihys of interest to explore the
value creation process in banking, and thus to search for ways of improvingtizagies

and performance. Consideritige competition environment where banks e, and the
characteristics adbankproducts and servisginvestigating bank strategies performance
should take into account the important value driventangibles. Wilson et al. (2010)
suggest that there is a need to assess the impacts of financial innovation and nev
technologies on bank ridgkking, market returns and financial stabilBased on the above
background, the present studfyintangibles thereforejs set in the banking sectdks will

be explained further in chapter five, on the consideration of maximizing sample size and

reducing heterogeneity, this thesis focuses orttirepean banking sector.

1.3  The motivation for this study

Since the 1990s, the topic of intangibles has been the focus of attention for both academi
research and business practiéesignificant amount of literature attensgb understand
the nature of irgngibles, to measure and manage them, as well as to assess the value
relevance of different intangible elements. However, problems or gaps were observed aftel
reviewing related literature, and those timated the researcher to condube present

study.

Given the economic importance of intangibleshumber of intangible measurement
frameworks or models have beatevelogd, and different guidelines have been
constructedSveiby, 1998 Mouritsen et al., 2001; Bontis et al999; Marr et al., 2003;
Meritum, 2002) However,as will be discussed further in section 3.2 of chapter three,

some of the proposed qualitative methods, such as the Balanced Scorecardratek,|IC
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tend to be too qualitativenconsistent and incomparapéndfail to serve the purposes
reducing information asymmetrymproving external comparisomand predicting future
performancde.g.,Bontis et al., 1999Nagar and Rajan, 2005; Rodov draliaert, 2002)
Other quantitative methodsalthough were widely applied in different induses and
countries, especially irhe banking sectosuch asvAICE , it tends to bdessuseful to

asesghe synergies amondffirent intangible components.

Without appropriate measurements of intangibles, consequently, the level of intangible
disclosureacross countries or sectors tends tovéey low (Beatie and Thomson, 2007),

and theremaining information asymmetry related to intangibles is still high (Holland,
2009). Moreover, because of the qualitative nature of many commonly applied
measurement #meworks,when thereis an intangibledisclosure, it is mainly expressed
qualitatively rather than quantitatively, and the type of information varies from company to
company, and from country to country. As a result, it is difficult to conduattitative
empirical studiesn thefield of intangible measuremeahd onassessing the value process

of intangibles (Bollen et al., 2005; Marr et al., 2003). Marr et al. (2003) demonstrate that
the majority of intangible measurement research is at the theoryniguither than theory
testing stage, ansuffers from a lack of plausible measures to suppanpirical evidence

in this area.As will be discussed further in section 3.4 of chapter thriékough a
significant amount okempirical researclcan be foundn the field of value relevance of
intangibles most of ths hasfocused on the impasbf individual intangible elemeston

firm performance and little is known regardinghe interaction and complementarities
between differenhtangibleelements (Cuganas, 2005Kim, 2007;Mouritsen et al 2001).

It is widely accepted that intangibles or intellectual capital include three main components,
namely human capital, structural capiehd relational capitgMeritum, 2002) From the

RBV point of view, theselements are argued to interact and combine together to create
value However, the majority of research dealing with intangiblesrigghdhe correlations

and synergiesbetween the categories (Andriessen, 20@yly a few studies have
contributed in this egard, either using qualitative approach (e.g., Cuganesan, 2005;
Johanson et al., 2001a; Holland, 2004) or quantitative app(eaghBontis, 1998; Cabrita

and Vaz, 2006Maxham et al., 2008yagar ad Rajan 2005;Wang and Chang, 20p%and

there are may limitations within them (detailed discussions refer to section 3.4.2 of
chapter three)

Having observed this gaphere is an increasing call fanore empirical researchn
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assessinthe interactiosamong different intangiblelementge.g., Bismuh andTojo, 2008;

Lev and Daum, 2004; Marr et gl 2004; Van der MeeKooistra and Zijlstra, 2001).
Moreover, sudies in the field of value relevance of intangibles are argued to be biased
towardsthe analysi®f some elements of intangibles (e.g., R&D autVertising) to the
detriment of other intangible assets (e.g., human capital or customer relagpnship
(Canibano et al., 2000), and results tend to be weak and mixed (detail discussiots ref
section 3.4.1 of chapter thje&amukama et al. (2011:1bdicatet h dhere i far from
enough empirical research invigsting the practical role of competitive advantage on the
relationship between i nt eThdredoretmoelquadiatye t a
research is needed to provide evidencetlon interactions among different intangible

components and the relationship between intangible elements and firm performance.

On the other hand, although research dealing with intangibles should be improved by
testing (e.g., Andriessen, 2004; Marr et aD03), more qualitative studies areeded in
orderto better understand the relationships among intangible elements and between then
and firm performance. Marr al. (2003) suggest thatot only quantitative empirical
evidence on intangibles required, but aricls longitndinaleasdi studidsat will

allow us to understand the specific context which seems to be critical for the analysis of
| Co ( Ma2003:4%5}) areledirable.

The present studg motivated by the above gapstedin the extant literature. It intends to
explore the role of intangibles in the bank value creation process by emplayihg
guantitative and qualitative approacha&khough a large body of research can be found in
intangibles research, they commonly employesither a quantitative approach oa
qualitative approach. As will be explained further in chapter four, given the research
objective and practat difficulties, it is better to combine these two approaches together.
Petty and Guthrie (2000) suggest thaing multiple methods in intangildeesearch is
potential useful in terms of corroborating research findings and enriching an understanding
of the phenomenomThis thesis isalsoinspired by the call for mixed methods research in
the field of managemenesearch (Cassell et al., B)0Since the 1980s, mixemethods
research has been applied widely in some fields of social science, such as evaluatiot
research, but has receivettlé attention infinance,accounting angnanagement research.

In a project ofthe Economic and Social Research Council (ESRC), both academics and
practitionersadvocatedisng mixed methods irthe field of management research (Cassell

et al.,, 20@). This study attempts to build a fluent dialegbetween quantitative and
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gualitative approaches, antlas the potential to take advantagd triangulation and

complementarity

Specifically, he quantitative component of this study attempts to provide evidence on the
relationships among intangible elemeimsparticularhuman capital rad relational capital,

and the relationships between them and bank performasceill be discussed further in
chapter threesome previous studies have examined the interactions among human capital,
service quality anthe customer relationship (e.g., i@ and Rajan2005;Maxham et al.,

2008), butignored the influence of brarglon customer relationshspin response to the

call for more research in examining the relationship between customer satisfactibe and
brand (e.g.Canibano et al., 2000; G@pand Zeithaml, 2006}he constructed models in

this study assessed the impacts of proxies of human capital and l@anoistomer
relationshig, both individually and collectively. In addition, Abhayavsa and Guthrie
(2010) review literature orthe impatance of IC tothe capital market, and obseriret
Athere 1 s a deart h-relevhncerardspeediative rability of intetma v
capitatrelated information and human capital information other than relating to the top
ma n a g e nMdhayadansgand Guthrie, 200:217). This thesiscontributes to the
literature by testinghe impacts oboth top management human capital and employee level

human capitabn bank performance.

The qualitative component of this study aims to investigaterole of ntangibles inthe

bank value creation process by interviewing bank managers and anaRrst&ous
interview-based case stig$ that investigated how organizations measured, managed and
reported intangibles tended tpectivé (e.g.,Bsattiena i
and Thomson, 2010; Boedker, et al., 2005; Chaminade and Roberts, 2003; Johanson et a
2001a),andlittle attention hadeen paid to interviews with analysts or fund managers in
terms of how they use different types of intangibfenmation (Abhayawansa ar@&uthrie,

2010) with the exceptions o€ampbell and Slack (2008) and Holland (200R)is study

tries tofill this gap and to provide a more comprehensive picture of the role of intangibles

in the bank business model.

1.4 Research questions and methodology

The central research question investigatethis thesis ishow do intangibles affect bank

performance? This central questionis then broken down into several specific
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sub-quesions, andis answered by the quantitative and qiadive studies respectivelyr
collectively

1 RQ1: What are the relationships among different intangible elements and bank
performance?
RQ2: What may be the important intangibles for a bank?
RQ3: How do intangibles relate to bank performance?
RQ4: How can ntangibles be measured?

RQ5: How have intangibles been reported?

=4 =2 =4 A4 -4

RQ6: What may be the problems and limitations with the quantitative models and
data?

1 RQ7: How can the quantitative models be improved?

The first specific questio(RQ1) is supposed to be sweaed by the quantitative study. It
intends to eplore how different intangible elements interact and comtonaffect bank
performanceDatais collected from the publicly available sousdg.g., annual reports,
social responsibility reports, bank wébs, and other databases), and Multiple Ordinary
Least Square regression technique (OLS) is employed to teptdpesed relationships.

The quantitative analysigs designedo be three step3.he first step is to invéigate the
relationships amondifferent elements of relational capital, focusing on how indicators of
brand affect the proxy of customer relationshiprhe second ste to examine how
human capital, including both top management level HC and employee level HC, affect
customer relationsps. In the final step, the intangiblgerformance association is
explored. Specifically, models are firstly built to test the individual impacts of human
capital and relational capital on bank performance, and then their collective effect is
investigated

The qualitative component of this study aims to answer four specific research questions,
that is, RQ2, RQ3, RQ4, and RQ5. In an empirical study of intangibles, Itther and Larcker
(2003) find that although the case companies have a number -6ihaaoial measures of
intangibles, they were seldom linked to firm strategy and performance. As a result, the
case companies their studydid not understand which measures really matter. RQ2 and
RQ3 propose to explore the key drivers of intangibles, and thlethlose core intagibles

to bank performance. RQ4 and R@Be concerned with intangible measurement and
disclosure. By answering those questions, a comprehemsotare of the role of

intangibles in the bank business model is expected to be drawn.
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More importantly, the integration and combination of quantitative and qualitative
approachess intenced to answertwo joint specific research questions: RQ6 and RQ?7.
Murthy and Mouritsen (2011) argue that crosssectional research on the effects of
intellectwal capital tends to ignore the managerial practices that develop and mobilise those
IC elements. In the present study, employing mixed methods is helpful to link statistical
analysis of intangibles with managerial practicds will be shown in chaptersgtit and

ning the qualitative component of this study has the potential to explore problems and
limitations within the constructed models and variables of intangible elements used in the
guantitative analysis, and also to find new intangible metrics tha¢ been used in

business practice.

With regard toresearch methodology, as will lbeldressed in detail in chapter fptlris
project is designed to be a concurrent qualitatieninant mixed methods research, in
which quantitative and qualitativdata arecollected and analysed concurrently, but more
emphases are put on the latiére quantitative and qualitative studies are framed based on
similar ideas and structures. Therefore, these twooappes can be connected and
compared under an overalbnceptual frame (detailed discussiarsection 8.4 of chapter
eigh?). Moreover, the guantitative data and qualitative data are collected, analysed and
interpreted approximately at the same time, and thus allow the integration of two
approaches to occuiuring the stages of data collection, datalysis, and the discussion

of empirical resultsin this sense, this thesis providesavel examplein the field of
finance of how quantitative and qualitative approaches can integrate fluently so as to

overcone limitations of adopting singulanethod.

It should be noted that although the quantitative and qualitative studies are carried out
approximately at the same time, the former is completed earlier than the latter. Additionally,
because the purposes betquantitative study are not only to test hypothdsatsalso to
expose the problems and difficulties within the process of conducting quantitative studies
in the area of intangib$eresearchand offer opportunities for the qualitative part of the
thesisto further assess these probletne thesis is structured to introduce the quantitative
component firstly, and then come to the discussion of qualitative approach and integration
of the two methods.

15 Contribution s of this thesis



22

It is expected thathts thesiscan contribute to the extant literature and knowledge in

several ways.

Firstly, this thesiss expected tonake a contribution to the methodological development in
the fields of management, accounting and finance research by providing aapractic
example of how gquantitative and qualitative approaches can be combined and integrated t
investigate the same phenomenAithough many scholars advocated the combination of
quantitative and qualitative approachesmanagement, accounting and finanesearch
where positivism has long dominatéelg., Buchanan and Bryman, 2007; Cassell et al.
2006; Modell, 2005, 2009, 2010he use of mixed methods in a project has not been
popularso far. Molina-Azom (2011) examines mixed methods research in fowadiag
journals in strategic management ardrepreneurship research, and finds that all the four
journals are dominated by quantitative articles, and mixed methods articles are the lasi
group in importance in the three entrepreneurship jourc@atspared uth quantitative
articles and qualitative articles. Even though in other fields of social science research
wheremixed methods research has been widely applied, such as evaluation, many studie
did not integrate quantitative and qualitative data apprabyiéBryman, 2007; Greene et

al., 1989).0ne of the main barriers to integrating quantitative and qualitative approaches in
a piece of study is the absence of exemplars (Woolley, 2009). In this sense, this thesi:
hopes toprovide a novel example of how quaiative and qualitative approaches can be
integrated at all stages of the project in a concurrent mixed methods reseeclating
designing research questions (section 4.4 of chapter four), collecting data (section 5.2.2 o
chapter five and section 720f chapter seven), analysing data (section 5.3.3 of chapter
five and section 7.3.1 of chapter seven), and reporting the empirical results (section 8.4 of
chapter eight and sections 9.3 and 9.5 of chapter nine). By doing so, thissthi&siy to
beangenuinely integrated studyo, i n which

wi | | be mutually informativeodo (Bryman, 2

Secondly,this thesis seeks to explore the potentidé that the qualitative approactan
havein a mixed methods rearch.It is argued that the design ofixed methods studies
tends to pay more attention to quantitative data, and qualitative data has not been use
appropriately(Bazeley, 2008Cassell and Lee, 201IDhis thesis hopes to shedight on

how to maximizethe power ofthe qualitative approach in investigating a complicated

social phenomenon in mixed methods desigre qualitative component of this thewid
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benotjustuseddbr Asubsi di arcomnobniyseea » mized mdthods studes

in managment research (Cassell and Lee, 2011:3). Rathetill ipprovide the means to
explore deeply the problems with intangible measurement, disclosure, and modelling that
arose from the quantitative part of the thesis, and has the potential to search for the
possible ways of improving future quantitative research in termsaafeinspecification

and variabledentification.

Thirdly, this thesis aims to fill several gaps in thesérg intangible literature, andaill
improve our understandings of intangiblestérms of their measurement, reporting, and
modelling. As will be discussed further in chapter three, the eft@nature mainly
emphasizetow individual intangible elements affect firm performance, and little &itent

is paid to the relationshipetween different intangible elements. This thasigtended to
offer empirical evidence on both of them. Specificallywill contribute to the extant
knowledge of intangibles by investigating the brandstomer relationships association
and the impact oémployee level human capital on firm performance, which appear to be
ignored by previous studies. Moreovemlike prior interviewbased case studies on
intangible measureent, disclosure and modelling that mainly focused on the
organizational managemepérspective, this thesis will interview both bank managers and
bank analysts and will offer evidence on the communication gaps between the tw® group

of people.

Fourthly, this thesis can improve our understanding of the bank business model by
providing agrounded theory model ohe role of intangibles in the bankalue creation
process.Therehas beefia wel | est abloi shhimrdtureatimat progide® w i
empirical evidence omthe determinants dbank performance (Fiordelisi and Molyneux,
2010:1B9). Distinct from the majority of empiricaksearchthat looked abankspecific
factors, industryspecific factors and macroeconomic factors (eAghanasoglouet al.,

2008; Brissimis et al., 2008Dietrich and Wanzenried, 201Ejordelisi and Molyneux

2010, this thesis aims to offer a new insight into bank value creation story. It will show
how knowledgebased resources combining with tangible and financial resources provides
the means to improve the financial and information intermediation processed| as risk
management in banking. It will also provide empirical evidence on the importance of
management capability to bank performance and the influence of environmental changes

on the bank business model.
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1.6  Thesis organization

Theremaindeiof this thesis is organized to be nine chapters. The next chapteravide

the theoreticalbackground under which this study is conductgdtil now, intangibles
research still suffers from a fundamental problem, that is, the laobnminon teminology
(Kristandl andBontis, 2007), and thefgas been no consensus on the definition and shape
of intangibles(Kamukama et al., 20)1In this thesis, the concepf intangibles will be
defined and understood on the theoretical framewotkeofesowe-based view (RBV)In
addition, contemporary theories of financial intermediation and bankilhde used to
explain the rationale of choosing the banking sector as the research context, and theorie
related to intangibles (e.g., human capital theorgawizational capital theory, customer
capital theory, and emotional capital theowi)l be also used to understand the central
phenomenonThe use of these theory sources in this way is intended to provide new
examples of how these sources can be usad integrated way in the field of finance and
banking.

Chapter three will review the theoretical and empirical literature in the field of intangibles
research. It will firstly discuss the literature on the measurement of intangibles, including
the motivdions of measuring intangibles and the measurement frameworks or models of
intangibles. Then it will provide a review of studiedated to intangibl@isclosure, with

the focus on the incentives and disincentives of reporting intangibles as well asethadf le
information about intangibles that have been disclosed. After that, a detailed discussion of
prior literature on modellinghe value creation process of intangibles willdrevided. It

will review two streams of research. One is empirical evidemcéhe value relevance of
different intangible elements, and another is literature on the interactions among intangible
elements and their relationships with firm performance. By reviewing related literature and
discussing the gaps within thetant knowlelge, the motivatiomand purposes of this thesis

will be explained in more detail.

As mentioned before, mixed methods research is adopted as the research methodology |
this thesis. Chapter four will discuss in detail the methodological choice, explarhing
mixed methods research is appropriate for the present study and what potential benefits ca
be obtained. Moreover, it will outline the research questions and research design. In
particular, three important decisions in designing mixed methods resealicloe

addressed, namely, timing decision, weighting decision, and mixing decision. Finally, this
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chapter will discuss issues related to the evaluation of mixed methods research, including
the reliability and validity of the quantitative and qtalve components, antarriers and

weaknessethat existin this thesis.

Chapter five will describe the design of the quantitative component of this thesis. As
mentioned before, the quantitative data is collected from publicly available sources. Due to
the low kvel of intangible disclosure in public domain, the researcher has encountered
great difficulties in collecting and analygimuantitative dataThis chapter will firstly
address these difficulties and problems and how the researcher deals with these ltarri

will then describe the procedure of data collection and data analysis, including how the
proxies of intangible elements have been identified, how the sample of banks has beer
selected, and how hypotheses have been developed. Furthermore, dsengrtioesses,
experiencethat the researcher gained from qualitative interviewssgaymportant rolen
identifying and understanding proxies of intangibles, as well as developing hypotheses anc
models. This chapter wilshow thatthe processes of quéaative data collection and
anal ysis are guided not only by the exta

experience.

Chapter six will discuss thempirical results othe quaritative study The quantitative
models will be built based onh e ext ant l iteratur e, t he |
and on the consideration of data availabil@LS regression techniquwell be employed to

test those constructed models. Estimated results will be discussed in three steps, that is, tt
relaionships between brand metrics ahé customer relationship will be firstly tested,

and then the relationships between human capitalteadustomer relationship will be
assessed. The final step will investigate the individual and collective impactsnainh
capital and relational capital on bank financial performance. In each step of analysis,
robustness tests (e.g., rank regression) will be carried out to test the sensitivity of the mair

models.

Chapter seven wilexplain the procedure®r the qualitaive data collection and data
analysis In the qualitative study, sefstructured interviewsvere conducted with senior
bank managers and analysts who speclisethe banking sectointerview datawas

collected througlthe following steps: targeting pential interviewees, designing interview
guides, getting access to interviewees, and conducting intervi@wended theory data

analysis techniguewere employed to analyse the interview datspecifically, data
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processingincludad five stages namely, familiarization, reflection, open coding, axial
coding, and selective coding. The integration of quantitative and qualitative approaches
will be discussed in this chapter.tlme data collection processes, proxies of intangibles that
are utilized in the quatitative study can be used to formulate additional interview
questions, and the weaknessnd strengths within these intangible metiacs assessed

from the managerial perspective. Moreover, these proxies of intangible elements are the
concepts thatare derived fromthe extant literature, which are useful to enhance the
researcher6s sensitivity to their appear
concepts duringhe qualitative data processing.

The enpirical resultsgeneratd from the galitative study will be presented in chapters
eight and nine. In particular, chapter eight will be concermwéi how interviewees
understoodhe concept of intangibles and how they mtatkthe relationships between
intangibles and bank performance. #yst will discuss the definition and classification of
intangibles the importance of intangibles, and the core intangible elements in the case
banks. Secondly, a grounded theory model of the role of intangibles in the bank value
creation process will d presentedwhich reveas that under certain conditions, there are
various interactions among intangible elements and interactions between intangibles anc
other types of resources or bank intermediation activities occurring, and these interactions
then afect institutional performance and information disclosiiardly, this chapter will
integratethe quantitative and qualitative studies in discussion of empirical results. It will
illustrate that the combination of qualitative and quantitative approaekbgeves
triangulation in some empirical evidence. For example, findings from both approaches
show that thecombined or balanced effects of intangibles on institution performance are
more significant than they work individually. Apart from taeidencetriangulation, the
qualitative study also reveatbe limitations with quantitative modelling, and provides

suggestion of potential ways to improve it.

Chapter nine will cosr issues related to intangibleasurement andtangibledisclosure.

It will illust ratehow intangibleshave been measur&dthe case institutions, including the
incentives and disincentives of measuring intangibles and the methods that case institution
used to measure intangi bl es, and bladBitb b a
regard to intangiblalisclosure, this chapter will discuss the factors that encouraged or
discouraged the case institutions to reporonmfation related to intangibleand the

communication channels of intangible information. In addition, it wicdss the
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integration of quantitative and qualitative studies in terms of intangible measutremd
disclosure. Theproblems with intangible metrics used in the quantitative studmy
practitionersoé6 perspective wil |intelpret the x p |
unexpected results that emerged from the quantitative Shdlditionally, problems with
intangible disclosuravill be also discussed, revealing what factoomstrained effective

guantitative research in the field of intangibles research

The final chapter will conclude this thesis. It will summarize the main findings of this
study, and provide discussions of policy implication and the contributions that this thesis
makes to the literature and knowledge. In addition, it will outline thédtrans of this

study, and offer suggestions for future research.
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Chapter Two: Theoretical Background

2.1 Introduction

Chapter One has introduced the background of this study. What motivate the researcher t
conduct this project anlddow she intends to do it has been addressed briefly. This chapter
discusses the theoretical background of this st&pecifically, it has two objectives.
Firstly, as this thesis focuses on the banking sector, the basic industrial context is describe:
including the role of banks in the financial market, the competitive environimewhich

banks operate, and characteristics that banks have.

Traditionally, banks play an important role in allocating resources from those who have a
surplus of funds (deposit to those who have a shortage of funds (borrowers) by
transforming relatively small liquid deposits into large illiquid lo§Bsrger et al., 2010)
During the intermediation process, banks also provide other services, such as payments ar
delegated motoring. Since the 1970sderegulation, technological development and
globalization have significantly transformed the banking sedBamks have to face
increasing competition from both rivals in the banking sector and in théarda firms.
Through mergeand acquisition (M&A), large banks in developed banking markets have
become multproductfinancial serviceand multinationatonglomerates order to exploit

scale economiefBerger et al., 2010Buch and Delong, 20)0while small banks focus
more on taditional strategy that allmv t hem t o fAdel i wadsmalhi gl
business credit products and high end consumer banking seéryl@e¥oung et al.,
2004:110).Deregulation and advances in technoldmyvealso increased the integration
between baks and financial markets as well as the linkage of banking activities and real
economic activities. Banks appear to be of critical importance to the whole economy, and
the stability of banks can significantinfluence marcoecnomic and financial market
stability. The bank systems seemed to perform well at least until the mmfd2007.
However, thefinancial crisis that occurred in 20@howed that there were problems with
banks ®usiness models andd academics and policy makersrasexamine theiscale
scope, governance, performance dhd sfety and soundness of financial institutions
(Wilson et al., 2010:154). This thesis aims to explore the potential way of improving bank

performance by looking at how intangibles create competitive advantagenks.b
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Secondlythis thesigdiscusses the theoretical framework that supports this shlttipugh
research o intangibles has developed miicantly over the past two decades, it still
suffers from a fundamental problem, that is, the lack of commorinelogy (Kristandl

and Bontis, 2007)There is no widely accepted definition of intangiblEisis thesis tries to
build a strong theoretical framework for investigating intangibles by combining various
theories togetheMhe researcher will use resoure-based viewtheory(RBV) to define

and understand the concept of intangiblésder theRBV framework, intangibles can be
regarded from a process standpoint, and such a definitiore¢oddterent components of
intangible resources in a network ratheathviews them separately. This will allow the
researcher to investigatbe interaction between the varioustgmonents of intangibles
Based on the RBV theory, othéreories related to intangibles, such as human capital
theory, organizational capital they, customer capital theory, and emotional capital theory
will be employed to understartlfferent components of intangible¥he above theories
will be further linked with banking theory to form a coherent and integrated body of

literature to guide thisesearch.

Consequently, the rest of this chapter is structured as follows. In section 2.2, the financial
intermediation theory and banking theory are used to explain the role of banks in the
financial market and in the world economy, and then the cotigpethat modern banks

face is addressed by reviewing the changes that have happened in the banking industr
Sequentially, in section 2.3, the resoubesed view is employed to explain why
intangibles rather than tangible assets are more likely toebmdin source of competitive
advantage for banks in an increasingly competitive environment. Section 2.4 discusses th
overall theoretical framework of this thesis, in which the concept of intangibles is defined
through the lens of the resousibased viewand various theories in the fisldf economics,
organization analysis and management strategy that are related to intangibles are used
explain the classification of intangibles. These resource based theories will be briefly

integrated with banking #ory and literature. Finally, this chapter ends with conclusions.

2.2 Financial intermediation theory and contemporary banking theory

As will be discussed later in this chapter, this thesis invaesgatangibles from a
resourcebased view. Followingdvice from previous literature that it is better to focus on
a single industry to conduct empirical r

advantage in order toontrol for contextual exogenous influen¢esy., Dess et al., 1990;
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Hitt et al.,2001; Reed et al., 2006, 2009), this thesis seeks to explore the role of intangibles
in the European banking sectdhere areseveralconsiderations influemeg the choice of

the banking industry. First, it i oskingt h e
experience and knowledge in the banking industry. Second, it is argued that the banking
industry provides an excellent context for assessing the central phenoch@nda its
intellectually intensive nature and its competitive environnistghra, 196; Reed et al.,
2009). Third, given the important role that banks play in the financial market and the
whole economy, it is particularly interesting to reveal the value creation process in banks
and thus to find potential ways to improve bank profitapiahd performanceln this
section, the basic industry context is discussed in order to show why the banking industry

provides a suitable setting for intangibles research.

2.2.1 The existence of financial intermediaries

Although this thesis is specifilta focusing on banks, it is necessary to address the broad
role of financial intermediaries in the market, as banks at first are a special group of
financial intermediaries. In order to understand what banks do, firstly we should make it

clear why finanal intermediaries exist.

Traditionally, understanding the existence of financial intermediaries starts from market
imperfections. Financial intermediaries perform as the agents that transfer funds from
people who have a surplus of funds to people who laasteortage of funds (Mishkin,
2006). In a perfect market where borrowers and lenders had perfect knowledge and there
were no transaction costs, financial intermediaries would be unnecessary. However, thes
assumptions are not present in the real worleér&lare frictions such as transaction costs
and information asymmetries occurring in the market, and this makes the existence of
financial intermediaries rational (e.g., Allen and Santomeroy;1Bg&nston and Smith,
1976; Matthews and Thompson, 2008).

Many researchers suggest that financial intermediation can be understood by looking at the
role of transaction costs (e.g., Gurley and Shaw, 1960; Benston and Smith, 1976). Benstol
and Smith (1976) argue that the essential feature of financial interme@anagduce the

transactions costs and - aml inteaferhporalt decisidne c
Matthews and Thompson (2008) state that financial intermediaries have the ability of

lowering various transaction costs, such as search costs, vesificaists, monitoring
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costs, and enforcement costs.

An alternative rationalization of financial intermediation focuses on the argument of
information asymmetry. Some argue that informat@sed theories of intermediation
provide a more fundamental integpation than some other approaches (e.g., Bhattacharya
and Thakor, 1993; Leland and Pyle, 1977). One of the most important papers in this area i
Lel and and Pylebds (1977) study. They arg
transfer between magk participants. Borrowers are likely to know more about the project
than do lenders, as lenders have to face the problems that it is costly to obtain informatior
and it is difficult to ascertain the quality of the information that lenders get. Financial
intermediaries, however, can solve both these problems if they act as information sharing
coalitions that buy and hold assets on the basis of their specialized information (Leland anc
Pyle, 1977; Matthews and Thompson, 2008). Subsequently, Diamond (19&)dex
Lel and and Pyl ebs argument and il lustre

Afdel egated monitorso, which minimize the

Transaction costs and information asymmetry offer some insights into why financial
intermedaries exist. However, the reasons for intermediation are complex (Santomero,
1984). In addition, dramatic and rapid changes in the financial market improved the
functions of financial intermediation. Only using transaction costs and information
asymmetryto interpret financial intermediation is not sufficient (Allen and Santomero,
1997, 20Q1). Allen and Santomero (2@P witness that, in recent decades, although
transaction costs and asymmetric information have declined, intermediation has increasec
Some hen suggest that risk management becomes the key function of financial
intermediaries (e.gAllen and Santomero, 19920QL; Scholtens and Wensveen, 2003). In
this viewpoint, financial intermediaries have the ability of transforming more risky assets

into less risky ones (Fabozzi et al., 2002; Scholtens and Wensveen, 2003).

Whatever new functions a financial intermediary performs, it basically is an economic
agent that specializes in providing brokerage (e.g., transactions services, financial advice
andinsurance, etc.) and qualitative asset transformation services (e.g., divisibility offered
by mutual funds, and liquidity provided by bank funding, eBhattacharya and Thakor,
1993). There are different kinds of financial intermediaries in the finhnarket, such as
building societies, credit unions, insurance companies, and banks, etc. Compared with

nonbank financial intermediaries that often specialize in one or more of brokerage and
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asset transformation services, banks provide virtually all hd tbove services
(Bhattacharya and Thakor, 1993). The role of banks in the financial market will be

discussed in the next subsection.

2.2.2 The traditional role of banks in the financial market

As introduced before, there are a variety of financial ititgins that provide
intermediation service. Comparing with other financial institutions, banks appear to be
special in several aspects. Firstly, banks provide a wider range of services than othe
financial intermediaries (Bhattacharya and Thakor, 19898yondly, banks accept deposits
and make loans directly to borrowers, while some other financial institutions, such as
insurance companies or pension funds, lend via the purchase of securities (Matthews an
Thompson, 2008). Thirdly and more importantlgnks not only provide intermediation
service of assets allocation that many financial institutions do, but also offer unique
liquidity and payment services. The operation of the payments mechanism gives banks ¢
great advantage over other financial institns (Heffernan, 2005; Matthews and
Thompson, 2008). Therefore, banks play an important role in the financial market and to
the world economy. As Mol y n ebanks asermoficenthal | s «
importance for economic growth, credit allocatiofinancial stability, and the

competitiveness and devel opment manuf act

However, when looking at the role of banks in different countries, it can be seen that there
are different financial systems across the world. As we knoandial intermediaries like
banks perform as agents between borrowers and lenders. Funds move through this chann
indirectly. Financial markets can also channel funds through direct finance, in which
borrowers borrow funds directly from lenders in the tpnarket by selling securities
(Hubbard, 2008; Mishkin, 2006). What are the respective roles of banks and capital
markets in a countryds economy? | n answe
emerge: the markdtased model and the bank internaidinbased model (Canals, 1997).

In some countries, such as the UK and the US, financial system shows a clear dominanc
of capital markets over bank intermediation. On the other hand, countries like Germany,
Spain and Japan, have a bank intermedidims®d model, where banks play a more
important role than capital market (Allen and Gale, 1995; Canals, 1997).

The debate of whether a maretsed model or bank intermediatbased model is
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desirable has lasted for several decades. Some researchershatgthe markdiased
system is to some extent more advanced than the bank intermebtiet system (Allen

and Gale, 1995). For example, markased financial systems provide various instruments
through price mechanisms, and hence improve the akseation process (Canals, 1997).
This system is also efficient in terms of risk diversification (Canals, 1997; Levine, 1991),
and provides a high degree of liquidity (Canals, 1997; Holmstrom and Tirole, 1998). On
the contrary, others argue that bank rimtediation offers some advantages compared with
the capital markets. Apart from the benefits of reducing transaction costs and transforming
information that have been outlined before, a significant advantage that bank
intermediation has is to solve a majpart of the agency problem by performing a
companymonitoring function (Diamond, 1984; Canals, 1997). Moreover, banks have a
comparative advantage of providing investment opportunities for small investors (Canals,
1997).

Although a large number of emjual studieshave tried to investigate what type of
financial system has the superioritigere is no consistent evidendéeither markebased

nor bank intermediatiobased systems are particularly effective at promoting growth
(Canals, 1997; Levine, 200X5choltensand Wensveen, 2003). Rather, it is better to
understand the merits of financial markets and bank intermediation systems in a
complicated economy (Alleand Gale, 1995). Actually, what has happened is that, along
with the rapid development of gigal markets across the world, the economic importance
of banks is higher than ever and appears to be increasing, in both-bes&dtand bank

intermediatiorbased countries (ScholteasdWensveen, 2003).

It is easier to understand the importance ofkisain a bank intermediatidmased market
where the intermediation carried by banks is the main mechanism for allocating financial
resources (Canals, 1997). In a maitk@sed financial system where the capital market
plays a dominant role in transferringnds, some argue that balike intermediaries are

not important and may be in the process of disappearing. However, Canals (1997) points
out that a markebased system has a significant disadvantage, that is, it is difficult to
monitor and supervise compuas due to the complete separation between capital market
and the company. I n this sense, banks &
operate in capital markets can provide ongoing information about the borrowers to the
lenders. In addition, banks @ mechanism for delegated monitoring can dominate direct

lending by using their own capital to reduce default risk as well (Winton, 1995).
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Delegated monitoring is only one of the services provided by banks that are argued to be
unique, and is not eadp be replicated by direct lending (Gorton and Winton, 2002).
Typically, banks involve a large number of agents on each side of the balance sheet. On th
liability side, banks often issue a particular kind of securities to householders, namely
demand depas, which appear to be different to those of capital markets. Diamond and
Dybvig (1983) address the uniqueness of bank liabilities. They argue that, although the
transformation can be carried out directly without banks as well, banks deposit insurance
canprovide "liquidity insurance" to a firm, which can prevent a liquidity crisis for a firm
with shortterm debt and limit the firm's need to use bankruptcy to stop such. ¢tnigbs

sense, bank liabilities provide consumption smoothing against the fisknaertain
preferences for expenditure streams that cannot be obtained from capital rfGaokaia

and Winton, 2002). Similar with Diamond and Dybvig (1983), Gorton and Pennacchi
(1990) al so | ook at banks6 | i abasliquitity s
providers. They argue that bank deposits are desirable in terms of creating liquidity and

protecting relatively uninformed agents.

On the asset side, banks produce loans that are not the same as bonds issued by othe
There is a large amau of empirical evidence illustrating the uniqueness of bank loans.
James (1987) shows that bdekding activity provides some special services that are not
available from other lenders. He finds a significant positive announcement effect of new
bank cred agreements, and on the contrary, significant negative returns for
announcements of private placements and straight debt issues used to repay bank loan
Slovin et al. (1993) look at another aspect of the uniqueness of bank |tamwvalue of

bank durdility to borrowing firms. They examine excess returns for firms that have
publicly documented | ending relationship
facto failure and rescue, and find that borrowers incurred significantly negative abnormal
returns during the bankds i mpending fail
relationshipbased cost advantages from bank lending, and bank financial distress harms
client firms as a result of losing these relationdtased cost advantages intim& bank
lending (Slovin et al., 1993). Gorton and Schmid (2000) find that bank equity ownership
improves the performance of firms in Germany, and this effect is beyond what nonbank

blockholders can achieve.

The above empirical evidence shows that sac&n provide some services that are not
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easily replicated in capital markets. Furthermdegause of deregulation and technology
developmentthe traditional distinction between financial markets and banks has broken
down (Allen and Santomero, 199 Ing e a d , Athere is a natur
become increasingly integrated wdetphe nndaernkc
emerges that makes banking and capital |
(Boot and Thakor, 2010:68\s aconsequence, although individual banks can benefit from
such integration because it is easier and less costly for them to manage their own risk usin
the market, the systemic riskay increase as problems that a small subbanks face

may spreadquickly through the whole financial market (Boot and Thakor, 2010). The
20072009 financial crisis provides a dramatic example of how banking crises can damage
the real economy, and evidence the importance of banks to the world economy (Allen anc
Carletti, 2010. The nextsubsection will discuss the changes in the banking sector over the
past two or three decades asttbwhow bank strategies were altered in response to these

dramatic changes.

2.2.3 Changes in the banking industry

It has been addressed that keaare now evolving in response to the dramatic changes that
have taken place in the banking industry. The conventional function of taking deposits and
making loans still remain fundamental, but it is not the only activity that modern banks
have. Banks novhave to face increasing competition from within the banking sector and
the nonbank financial sectors. Generally, forces such as deregulation, technological
change, and globalisation are considered as the major factors that alter the activity anc
strategyof banks (e.g., Gardenand Molyneux, 1993; Goddard et al., 2007; Heffernan,
2005; MatthewsaandThompson, 2008).

It is no doubttrue that, since the 1970sleregulation inthe US and Europe has
significantly transformed banking busindsg removing baiers to price competitation,
geographic competition and product competition (Berger et al., 2010; DeYoung et al., 2004
Goddard et al ., 2010) . Firstly, it incre
sector bylifting of restrictions on inters rates, credit controls and (in some cases) entry of
new banks (Gual, 1999Matthews and Thompson, 2008) The second aspect of

% The deregulation in this aspect mainly took place in the 1970s and the 1980s. For example, Matthews anc
Thompson (2008) introduce that, in the UK, credit restrictiomse relaxed in 1971. In the U$he
deregulatbn began with the abolition of regulation Q in 1982. At the beginning of the 1980s, exchange
control and the credit control had ended in the UK.



36

deregulation was to relax the limitations on the scale and scope economies that banks coul
explore Gual, 1999) In the USregulatory reform at the interstate level began in the early
1980sby the dismantling of the McFadden A&ig€Young et al., 2004). In Europthe first

and second EU directivésio doubt had an important impact on the liberalization of
capital movement by pwiding provisions for mutual recognition, home country
supervision and the elimination of capital requirements for branches (Canal, 1997; Gual,
1999). Additionally, barriers to crosborder trade in b&king and financial services were
further removed byhie introduction of the euro in 1999 (Berger et al., 2010; Goddard et al.,
2007). Thirdly, there is a deregulation that altered the external competitive position of
banks. It loosened the specialization of business between banks abdmkofirms, and
alomed them to compete i n e Matthewoand Ehompson, ma
2008}Y.

Deregulation encouraged banks to expand the scale of their operations ianckése
crossborder banking activity, and in doing so they were expected to enjoyaswhlecope
economies, cost reduction, operational efficiency and risk spreading (Goddard et al., 2010)
However, on the other hananks have to face increasing competition, not only from
rivals in the banking sector, but also from those in thebank frms, such as insurance

companies, building societies, retail stores and so on.

Deregulationprovided an opportunity for banks to changige scale and scope dieir
activity, and atthe meantime, technological developmeimicluding both information
technology (IT) and financial technologyhas also significantly transformed the banking
industry by altering bank products, service and production processes (Berger et al., 2010
DeYoung et al., 200&rame and Whiter, 2010Advances in information technayg have
revolutionized bank frorbffice delivery systems and their data processing and analysis
systems (Berger et al., 201Mew technology createthe opportunities for banki
reduce costs, increase lending capacity, and imgte/quality and vartg of services that

banks provide to custome(8erger, 2003;Wilson, et al., 2010)The most substantial

4 Canals (1997) discussed the First and Second Banking Directive in detail. The Banking Directives intend to
create a single financial market in the EU. The First Banking Directive was approved by the Council of
Ministers in 1987, which established the minimum requirements for licensing and supervising credit
institutions. The Second Directive was approved in 1889 continually contributed to European financial
integration. It enabled any bank to establish itself or to offer a wide range of financial services in another EC
country on a basis of the-salled single banking licence (Canals, 1997).

®> Matthews and flompson (2008) give some examples of this aspect of deregulation. In the UK, mortgage
market was opened up to competition between banks and building societies in the 1980s, and major retai
stores and conglomerates started to provide some banking setwateesationally, GE Capital owned by
General Electrical is involved in industrial financing, leasing, consumer credit, investment and insurance.
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impact of technology on the banking system may have been on the payments system, il
which papetbased payments have switched to electrbamed paymds (Berger et al.,
2010; DeYoung et al., 2004). Empirical evidenoethe USshows thatthe reduction in
costs by processing electronic payments was dramatic (Be2@@8). In delivery systems,
Int er net banking has ¢ hangendustrii byhreducingathed s c

i mportance of geohraphy and reducing the

The banking sectowas also transformed significantly by developments in financial
technologies, which hefgl banks to create and value nesecurities, estimate return
distributions, make portfolio decisions based on financial dath manage risks more
effectively (Berger, 2003; Berger et al., 201B)r examplesmall business credit scoring

was widely used to evaluate credit application gmedict future credit performance
(Berger, 2003; Frame and White, 2010). Another dramatic example of financial innovation
is asset securitizato ( Ber ger , 2003) , whi ch r drddedr s |
assets are transf obarekde di nsteoc utrn dad ®&Isl6e ( Ad
cashflows (Frame and White, 2010:497)he increasing importance of securitization has
enhanced the integration between banks and financial markets (Boot and Thakor, 2010). |
iI's |likely to r esusdd capital reSoarcesramd e beteerf aflocation efn t

ri sks in the system overallo (Wi lson et

Along with the benefits that banks can enjoy from technological development, they had to
face the competition that arose in association withnée technology, such as more
foreign banks entering into the market in their home country. In addition, technological
development brought new competitors from #@mk industries into the banking market
(Gardener and Molyneux, 1993). For instance, the gemee of electronic or digital cash
provided an opportunity for some nbanking corporations like PayPal to offer customers
service of sending and receiving payments via email, and this is a threat to the dominanc
of the payments system by banks (Heféarn2005). Also, IT companies and the post
offices have entered into the corporate banking market to provide services like foreign
exchange, electronic funds transfer, and investment management, etc (Gardener an
Molyneux, 1993).

The globalisation of #&nking is related closely to the deregulation and technological
development in the banking sect@eregulation and new technology gave rise to the

globalisation of the financial system and the growth of international banking (Canals, 1997;
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Matthews and Tbmpson, 2008)Moreover, there is a trend that regulations are increasing
harmonized across counties and different financial sectors (Berger et al., 2010). For
example, the harmonizing of regulations reflects in EuropeamnJharmonization of
financial sevicesunder the Single Market Program as well as capital regulation under the
Bank for International Settlements Basels | (1988) and the updated Basel Il (Bé0§9r

et al., 2010:9).

The above factors have altered the competitive environmenaifdkstkand largely changed
bank activities. Banks have to face the fact that they are losing customers to the capita
market and new competitors on both sides of the balance sheet. Banks have lost part c
their customers on the liability side who prefer miggive savings or investment products
instead of bank deposits. On the asset side, they have lost customers in certain consum:
credit operations to new competitors like retail store or telecommunications (Canals, 1997;
Goddard et al 2007). Consequentlyet interest margins for banks declined in general
(Matthews and Thompson, 200&ompetitive pressures have prompted banks to pursue
strategies of M&A and di versification i
realisation of efficiency gains, redu¢ on i n i diosyncratic ris
(Wilson et al.,, 2010:154)As a consequencehé structural features of global banking
systems have changed significantly (Berger et al., 2@E0)ks inboth the US and Europe

have experienced sigithnt declines in the number of banks over plasttwo or three
decades (Berger et al., 2010; Deyoung et241Q4), and deregulation and technological
change have driven a Astrategic wedgeo i
banks (Deyoungt al, 2004:116).

The dficiency hypothesis suggests that technologdabelopment could increase scale
economies over time and allow large banks to be managedeificrenty compared with

small bankgBerger et al., 2007 For example, on the lendinside of the bank,dzause

large banks have comparative advantage in using-ihBmdnation that is based on
quantitative data, such as valuations of collateral, financial ratbsr@dit scores (Berger,
2010), they are better in mictusiness lendingassetbased lending, and financial
statement lending than small banks. However, on the other hand, large banks have
comparative disadvantage relative to small banks in collecting and aciing
softinformation that are based mainly on qualitative infororat(e.g., character and
reliability of the owner of the firm),and thussmall banks are likely to be better in

relationship lending than large banks (Berger ¢t2805; Cole et al., 2004). Deing et al.
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(2004) find thatarge banks and small banks hetUS tended to pursue different strategies

in their lending, deposits, sales and management of mutual funds. They argue that bott
large banks and small banks can achieve business success by practicing different busine:
modes, in which the former tend thave less traditional business strategy practice and the

latter emphasize personalized service and relationships based on soft information.

Deregulation and technological development have not only changesdrtivture ofthe
banking sector, and drivdarge and small banks to choose different strategies, but also
increased the linkages between banks and financial markets as well as banks and re:
economic activities. For the former, apart from the impact of asset securitization on the
integration of baks and financial markets that Hasenaddressed before, Boot and Thakor
(201066) argue that there are also pdtahcomplementarities between balekding and
capital market funding, aprioritized bank debt may facilitate timely interventipmand
borowers may achieve the reduction in total funding cost by accessing both the
bankcredit maket and the financial market. it regard to the linkage of banking
activities and real economic activities, Cetorelli (2010) points out that on the one hand,
banksf ol | ow where real activity goes, anc
independently of what goes amthe real economy and that developments in the banking
industry can in fact alter economic activitie$Cetorelli, 2010:771). For example,
Jayaratneand Strahan (1996ind that bank deregulation has a significant impact on state
income growth in the US. Because the important role of banks play in the financial market
and the whole economy, the stability die banking sector significantly influence
macroeconomic and financial market stability. TR@072009 financial crisis offered a
dramatic example in this regarefore the middle of 2007, it was generally agreed that
the global banking sectaappeared to be and would continue tofb@ r of i ttab |l
growing, dynamic and hi ghl y.Howeneo théinancigle 0 |
crisis that occurred in 2007 hasadeacademics and policy makers to express concerns
about new banking business modd@sunnermeier (2009) argues that two tremighe
banking sector contributed significntto the financial crisis. The first one was the
Aoriginate and distributeo banking busin
resold them via securitization, and the second one was that banks irglsefisemced

their asset holdings with shorter maturity instruments (Brunnermeier, 2009:78).

Given the importance of banks to the financial market and the real economy, it is curcial

for banks torethink their business models response to thehangesn the competitive
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environment, as bank strategies arerdfcal importance to the stability of the sector. After

the most severe financial crisis since the Great Depression (Brunnermeier, 2009),
Acommerci al and r esi de ntfalaavenueefar bankefinanany e
via the securitization business and interbank markets have dried up, and major banks hav
suffered | arge | osses of capitalo (Berge
that it is necessay to-®2 X a mi n eale fstopeegovernance, performance and the safety

and soundness of financi al i nstitutionso

There has beenextensive literature that loekat bank strategies like corporate
diversification, M&A, and financial innovation, and how these affect bank pedice
(Wilson et al., 2010) This thesis looks insight bank business model franother
perspective, that is, how do banks exploit their advantage creating resources in response |
the increasing compiéve pressure? The next sectionill discuss whereb an k s 6
competitive advantagmay come from.

2.3 The resource -based view and intangibles

As noted above, banks have to face an increasing competitive pressure. In such a situatiol
how can a bankerform better thaits rivals in terms of profitabily or market share? Put

it another way, how can a bank gain anthirecompetitive advantage? In this section, a
theory of resourck ased view is adopted to explain
on this theory, the researcher then draftention tothe importance of intangibles the

bank value creation process.
2.3.1 Aresource -based view of competitive advantage

The term of competitive advantage is generally used in literature to describe the ability that
a firm has to create more economialue than its competitors in a given market
environnent (e.g., Barney, 1991; Peter@nd Barney, 2003). Understanding sources of
sustained competitive advantage for firms has attracted huge attention in strategic
management research since the 1960s (Barb@91). Some earlier research focused
mainly on external analysis in terms of the opportunities and threats a firm faced, such as
Porter (1980)0s generic competitive str at

® wilson et al. (2010) offer a comprehensive review of the recent literature on bank strategies and
performarce.
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Porter (1980) argues that industry structure has a strong influence imidéetgr a
competitive strategy. Thus the goal of competitive strategy for a firm in a certain industry
is to find its position where a firm can best defend itself against five competitive forces:
entry, threat of substitution, bargaining power of buyersgdiaing power of suppliers,

and rivalry among current competitors (Porter, 1980:6). In coping with these five
competitive forces, he recommends three generic strategic approaches that a firm ma
adopt to outperform others within an industry (Porter, 1980§ first strategy is overall

cost leadership, which suggests that having a low overall cost position can yield a firm
above average returns in its industry. Firms may achieve a low cost position by having a
high relative market share or other advantagash as favourable access to raw materials.
Secondly, a firm can take advantage of differentiation by offering products or services that
are perceived to be unique in the industry. Approaches to differentiating can take various
forms, such as design oramd image, technology, customer service, or other dimensions.
Finally, a firm can outperform its rivals by focusing on a particular buyer group, a product
line, or a geographic market. By narrowing its strategic target, a firm is then able to be

more effetive or efficient (Porter, 1980:3%0).

Porter (1980) explains the source of competitive advantage by focusing on the link
between strategy and the external environment of a firm (Grant, 1991). During the 1980s,
most of the literature in the field of ategic management analysed firms from this type of
perspective, but paid Iittle attention t
devel ops a dynamic theory of strategy,
resources. However, heilktargues in favour of industry effecicit he tr ue o
competitive advantage may be the proximate or local environment in which a firm is
basedo (Porter, 1991:110).

By contrast, Wernerfelt (1984) argues that a resource perspective provides dobasi
analysing firmsé competitive advantage.
competitive strategy is based on the substitute resources that a firm has, such as brar
names, iFhouse knowledge of technology, employment of skilled personffediert
procedur es, or capital, et c. Wernerfeltdé
(Wernerfelt, 1984:180). After that, many other scholars (e.g., Barney, 1991; Grant, 1991;
Peteraf, 1993) adoptaresouttea s ed per spect i ompetitivooadwantagd. a i
The resourcévased view (RBV) has become one of the most important theories in strategic

management literature since the 1990s.
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According to Barney (1991), sustained competitive advantage is based espéaific
resources. He idaifies that these resources have four attributes: valuable, rare,
imperfectly imitable, and nesubstitutable (Barney, 1991). A firm resource as a source of
sustained competitive advantage must be valuable in terms of having the potential to
exploitoppot uni ti es and/ or to neutralize thre:
rare among the firmds current and potent
a valuecreating strategy that is not implemented by large numbers of other firthe at
same time (Barney, 1991). Imperfectly imitable resources refer to those that are difficult
to replicate by other firms, due to the fact of unique historical conditions, causally
ambiguous (Barney, 1991), and/or socially complex (Dierickx and Coo8)1&ally, a

firm resource to be a source of sustained competitive advantage mustsbsttutable,

which means that it cannot be simply replaced or substituted by another one that are eithe
not rare or imitable (Barney, 1991).

Barney (1991) contbutes to the development of RBV by setting out the broad conditions
necessary for a resource being a source of competitive advantage (Lockett et al., 2009
Another noted contributor is Peteraf (1993). Peteraf (1993) argues thativiethg
differences inifm profitability cannot be attributed to differences in industry conditions.
She suggests a resoutsased model of the theoretical conditions that underlie competitive
advantage, which consists of four conditions: superior resources (heterogeneityawithin
industry), ex post limits to competition, imperfect resource mobility, and ex ante limits to
competition. All of these conditions must be met to achieve sustained competitive
advantage (Peteraf, 1993). Collis and Montgomery (1995) claim that manageitd s
build their competitive strategies on resources that meet five tests: inimitability, durability,
appropriability, substitutability and competitive superiority.

Although the conditions and characteristics that advantegging resources have are
dightly different among those researchers, one of the principal insights of the RBV is that
not all resources are the source of competitive advantage. The vast bulk of resource:
support everyday functionality in the firm and allow it to produce and selmain
products and services. Only those resources that are scarce (rare) and superior in use can
potential source to create advantage (Fahy, 2000; Peteraf and Barney, 2003). Grant (1991
illustrates that some internal resources and capabilities, sugbatents, brands, and

process technology, can provide the basi
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primary source of profit for the firm. He also proposes a practical framework of

resourccb ased approach: 1) abmase!| yXx)i ngp par afiisri nm¢
capabilities; 3) analysing the preBtar ni ng potenti al of t h
capabilities; 4) selecting a strategy; é

resources and capabilities (Grant, 1991).

To sum up,compared with other theories that explain firm performance by focusing on
external factors (e.g., Porbasd\es) tHeiRB\e f o
holds the point that competitive advantage derives from-dpectific resources and
capabilites. The RBV contributes to literature in the way that it offers a framework for
analysing inteffirm variations in performance (Lockett et al., 2009). Therefore, it is
suggested to be a natural complement to the external, market or industry based approach
to competitive advantage (Lockett et al., 2009; Peteraf and Barney, 2003). In fact, the RBV
does not ignore industry. Rather, it acts as a bridge betweeidised and industiyased
perspectivef competitive advantage (e.g., Amit and Schoemaker3;18ahy, 2000).
Srivastava et al. (2001) argue that emphasizing attributes of resources in the RBV car
extend traditional marketing analysis of competitive conditions and help to explain its
findings. On the other hand, a marketing perspective that ermplasistomer value can

also enhance the understandingha&RBYV resource attributes (Srivastava et al., 2001).

It is no doubt that the RBV has been one of the most influential theories in the field of
strategic management. However, some researchersbagerns about the methodological

and practical problems that the RBV might have (e.g., Fahy, 2000; Foss and Knudsen,
2003; Lockett et al., 2009; Porter, 1991; Priem and Butler, 2001). Firstly, the RBV tends to
be static in concept, and this limits its fudeess for strategy researchers (Priem and Butler,
2001). Secondly, the RBV suffers from a tautology problem that resources are defined in
terms of the performance outcome associated with them (Fahy, 2000; Lockett et al., 2009
Porter, 1991; Reed et a2006). Thirdly, it has been criticised that the RBV seems to be too
general. Overly inclusive definitions of resources make it more difficult to establish
contextual and prescriptive boundaries (Priem and Butler, 2001; Reed et al., 2006). Thus
some arguéhat precision should be added to the theory in terms of specifying the different
types of advantages that are associated with different types of resources (Miller and

" The marketased view is one of the important theories in strategic management research. In this school of
thought , a firmds competitive advantage is due t
mar ket s. I n ot llative pevformahse,is explaifed by source of market power, such as

monopoly, barriers to entry, and bargaining power (see Caves and Porter, 1977; Grant, 1991; Makhija, 2003).
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Shamsie, 1996; Reed et al., 2009).

To cope with these critics, researchers furtheretig the dynamic view of RBV (e.qg.,
Helfat and Peteraf, 2003; Sirmon et al., 2007; Teece, 2007; Teece et al., 1997). The
dynamic view of RBV looks at the link between the management of resources and the
creation of value, and investigates how the prosess®lved in managing resources are
affected by the environmental context (Sirmon et al., 2007). Sirmon et al. (2007) propose a
model that intends to explain how firms use resources and capabilities to create a
competitive advantage. Recently, more attenhas been put into the dynamic process of
managing resources in a firm. Teece (2007) links the RBV with theory of dynamic
capabilities, and argues that Adynami ¢ ¢
deploy, and protect intangible assetatgupportsuperior longg un busi ness pe
(Teece, 2007:1319). In the words of Teece (2007), dynamic capabilities that an business
enterprise has can be disaggregated 1intc
opportunities and threats; &) seize opportunities; and 3) to maintain competitiveness
through enhancing, combining, protecting, and, when necessary, reconfiguring the busines
enterpriseds intangible and tangible ass:
thought, a i mod s sustainabl e competitive advan
resources that the firm has, but also dynamic capabilities that adapt to the changing

environment.

Based on the framework of RBV, this study intends to investigate one aspect of firm
special resources/capabilitigsintangibles, and the different components of intangibles in
the dynamic value creation process of banks. In thesqwxection, the reason why this

study focuses on intangibles will be explained.

2.3.2 Intangibles in the re  source-based view

The principal point of the RBV is hefirmt a
special resources. Weaatfelt (1984:172) defines a resource as anything that could be
thought of as a strength or weakness of a given firm. Fesaurces, according to Barney
(1991), include all assets, capabilities, organizational processes, firm attributes,

information, and knowledge that are controlled by the firm.
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Many researchers have tried to identify possible firm resources. Barney (@98difies
numerous resources into three categories: physical capital resources, human resources, a
organizational capital resources. Fahy (2000) suggests that resources comprise thre
distinct subgroups: tangibles assets, intangibles assets, andildgsgsmbGrant (1991), on

the other hand, argues that there is a key distinction between resources and capabilitie:
Resources are inputs into the production process, while the capabilities of a firm are what it
can do as a result of teams of resourcekivgrtogether. Thishesisfollows a widespread
accepted classification of resources, wh
include tangible and intangible assets that are tied -pemanently to the firm
(Wernerfelt, 1984). Both tangibland intangible assets can be potential strategic assets.
However, many empirical assessments of the RBV find that intangible resources have the
characteristics of inimitability, immobility and nesubstitutability, and are normally the

key stategic resorces in a firm (Fay, 2000; Clulow et al., 2003; Barnend Wright,

1998; Hall, 1992).

Tangible assets normally refer to fixed and current assets like plant, equipment, land, anc
other capital assets (Fahy, 2000). Those tangible assets can be valualilexipbut they

are transparent and relatively easily duplicated (Clulow et al., 2003; Fahy, 2000). Grant
(1991) acknowledges that financial balance sheets are inadequate on the grounds that the
disregard intangible resources and pedyased skills, Wwich are probably the most
strategically important resources of a firm. Hall (1992) is one of those earlier scholars who
argue that sustainable competitive advantage results from the possession of intangible
resources. He identifies that intangible researcan produce four differentials for a firm:
functional differential, positional differential, cultural differential, and regulatory
differentiaP ( Ha | | , 1992) . According to Hal/l (1
or fAskil | s o .ibleAesourees isctutieghingsilike intelleagual property rights of
patents, trademarks, copyright and registered designs, as well as contracts, databases a
reputation. Skills consist of the knelwow of employees (suppliers and advisers) and the

collective aptitudes that add up to organizational culture.

As noted before, there are methodological and practical difficulties in designing empirical
tests of the resourgeerformance relationship. For example, Lockett et al. (2009) address
that resources thatn easily be identified and measured are unlikely to be of great interest

to RBV scholars. This to some extent limits the empirical development of the RBV,

8 The four types of capability were firstly suggested by Coyne (1986)henddeveloped by Hall (1992).
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especially in the assessment of intangible resource. However, even though with these
difficulties, alarge proportion of empirical studies have been carried out to assess different
kinds of firm resources. Newbert (2007) surveys the RBV empirical studies in the
management literature and identifies 55 core studies. He finds that there is a great deal C
variation in the resources, capabilities, and core competencies that scholars have examine
under the RBV. Among 26 resources and capabilities, two intangible resduincesan
capital and knowledge are the top resources that examined in more than 10 qfettoen

total articles.

Therefore, it is evident that intangible assets are the key sources of competitive advantag
for a firm. Especially in some technological and service sectors, such as IT, media or
banking, the competition is mainly for the deymitent and maintenance of intangible
assets. Clulow et al. (2003) investigate a firm in the Australian financial services industry
based on the theoretical framework of t h
tangible assets do have value, Artg not key resources for the firm. Intangible assets that
include client trust, reputation and networks are considered as key resources that provide
the firm with a sustainable competitive advantage. Clulow et al. (2003) identify that
intangible assets kia some characteristics that tangible assets lack. For example, they are
often developed over a long time by implementing a consistent strategy, which is difficult
to replicate by competitors. Brand finance have conducted a global intangible study in
2006, which covered more than 5000 companies quoted in 25 countries overyadive
period. It is found that for these companies, only 39 percent of total enterprise value is
represented by tangible net assets. Especially, the banking sector has withessed th
biggest increase in its total enterprise value over the last four years, and 58% of this ha:

come from increased intangible value (Brand Finance, 2806a)

As discussed before, the fundamental economic, political and technological developments
have dramatally changed the environment where banks compete. Banks have seen an
erosion of their monopoly power because of deregulation and technological innovation
(Matthews and Thompson, 2008), and the competitive emphasis in this industry appears tc
have shiftedrom being market based to being more resource based (Mehra, 1996). In this
sense, the RBV provides a useful tool rather than some indasgélytheories to analyse

banks6 competitive advantage. Mor eover,

° It should be noted that because of the 20009 financial crisis, there appeared torbajor drops in
banksd share prices now. This might show the sul
expect to retur to importance when economy recovers.
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intellectually intensive (Mavridis and Kyrmizoglow2005), in which all banks provide
similar financial intermediation service and payment service, and publicly observable bank
products have the characteristics of being easy to copy and lack of adequate paten
protection (Watkins, 2000). Kamath (2007) argues that banks that can better use theit
intangible resources like human capital and customer capital tend to be most likely to
survive. As Reed et al. (2009) suggest, the banking industry provides an exumtienxt

for examining the RBV.

It should be noted that although empirical research shows that intangibles rather thar
tangibles appear to be key strategic resources for a firm, the RBV does not say thal
tangible assets are not important in the firm gatteation process. In fact, the RBV theory
emphasizes that the integration or combination of different types of resasiroese

l i kely to contribute to a firmbdés sustain
al., 2006; Teece et al., 1997).rFo e x amp | e, in Clulow et al
although tangible assets were not considered to be key sources of competitive advantag
from the manageri al perspective, they #dr
firmdéds carddahilre tamids to be appropriated t
Holl and (2010) argues that in the bankin
and their impact on tangibles (especiall
the primary source of sustainable competitive advantage for banks. In this thesis, the
researcher is interested in not just the individual effects of intangibles. Rather, as will be
discussed further in chapter three, she looks at how the interaction of vasousces

contributes to bank business success.

Therefore, the RBV appears to offer an appropriate theoretical foundation for the objective
of this studyi to investigate the role of intangibles in the banking sector. Focusing on a
single industry is alsaseful to reduce sample heterogeneity. Lockett et al. (2009) identify
that firm heterogeneity creates problems for testing specific RBV hypotheses. As a result,
previous researchers in this area often focused on smdjstry studies (e.g., Curado,
2008;Hitt et al., 2001; Kamukaa et al., 2011; Mavridis and Kyrmizoglo2005; Reed, et

al., 2006, 2009).

2.4 Theories of intangibles

The importance of intangible resources for a business organization has been discusse
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from a resourcéased view in the pv@ous section. It has been largely accepted that wealth
and growth in todaydés economy are driven
the past few decades, intangibles have been a major concern for academic research in
number of fields, suclas economics, organizational research, management strategy, and
accounting research, etc. However, research dealing with intangibles suffers from a
fundamental problem: the lack of common terminology (Kristandl and Bontis, 2007). Until
now, the key focusesf intangibles research have still been on defining intangibles and
identifying its various components (Kristandl and Bontis, 2007; Petty and Guthrie, 2000;
Roslender and Fincham, 2004). Some scholars argue that the challenge for academics is
frame thephenomenon of intangibles using extant theories in order to develop a more
precise conceptualisation of it (Bontis, 1998; Swart, 2006). In this section, the researcher
introduces some theories that are used to explain the definition of intangiblesfarehtdif
components of it, including the resoutcased view, human capital theory, theories related

to structural capital and relational capital, and emotional capital theory.

2.4.1 The definition of intangibles

As observed by many scholars, the literataffers a number of definitions of intangibles
(e.g., Fincham and Roslender, 2003; Johanson et al., 2001b; Kaufmann and Schneide
2004; Petty and Guthrie, 2000; Marr et al., 2004a). Even the terms referring to intangible
resources are various, such asmgibles, intangible assets, intangible capital, intellectual
capital, and knowledge resource, etc. (Beattie and Thomson, 2007; Bontis, 2001;

Kaufmann and Schneider, 2004; Lev, 2001). Some argue that these terms can be use

synonymously. For example,acca i ng t o Boedker et al. (2¢
used iIinterchangeably with Aintellectual
terms fAintangi bl eso, Aknowl edge assetso,
same thing.

Thevarious terms tend to be associated with different disciplines in literature. The term of
intangibles is normally used in the accounting literature, intellectual capital is a term used
in the management/human resource field, and economists prefer to eiseeriin
Aiknowl edge r Eqlew R0k Merius,s2002s ¢n this study, the term

% However, some researchers argue that there is a dangech inexactitudeFincham and Roslender
(2003) point out thait may be acceptable to regard intangibles as a synonym for intellectual capital, but both
shauld be distinguished from the term intangible assets. They argue that if intellectual capital and intangible
assets continue to be viewed as being the same, or broadly similar, it will be more difficult to promote a value
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fi nt an gsiubed erstlie grounds that this study is conducted in the related fields of
accounting and finance researthtangibleshere refer to the same conteatd content

with intellectual capital (IC)

There is not only a variety of terms, but also a large amount of definitions for each term.
No consensus on one set of definition, or even a tendency towards one stream is obviou
(Kaufmann and Schneider, 200&ullivan (2000) points out that the reasons why different
definitions exist are twofold. Firstly, managers have different perspectives of intangibles,
and describe it differently. Secondly, each organization has its own worldview. Guthrie et
al. (2001) dentify that different theories about organisations that reflects different views of

the world tend to affect the construction of definitions of intangibles.

Earlier studies about intangibles in the r@P0s tended to define intangibles as the
differencebetween the market value of a company and the book value of it (Fincham and
Roslender, 2003; Kristandl and Bontis, 2007; Upton, 2001). However, it is criticized that
this is rather iHdefined (Upton, 2001), because the difference between market value and
book value might attribute to many other factors (Kristandl and Bontis, 2007).
Gard -Ayuso (2003b) argues that apart from intangibles, there are many influential factors
that can affect stock price, such as undervalued tangible and financial asskt;datg

or timing issues. Therefore, this definition of intangibles is rather misleading and not

entirely comprehensive (Kristandl and Bontis, 2007).

Many authors define intangibles by focusing on some characteristics that intangibles have
fromanaccont i ng per spective. For exampl e, L e\
to future benefit that does not have a p
The authors of Mer i tum ( 20 Onibnefary sodrees ofr i b
probable future economic profits, lacking physical substance, controlled (or at least
influenced) by a firm as a result of previous events and transactionspreliction,
purchase or any other type of acquisition) and may or may not be sold separately from
ot her corporate assetso. Sullivan simply
into profito (Sullivan, 2000:228).

Some scholars, on the other hand, define intangibles by suggesting categorisations of then

They use the quesftibnt dnwhiabl eategert ber e

creation approach to progress Iigetual capital accounting-{ncham and Roslender, 2003).
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Awhat ar e i ntangi bl eso (Kristand]l BN d B
defines intangibles over its three categories that include employee competence, interna
structure and external structureetly and Guthrie (2000) argue that one of the most
workable definitions of intellectual capital is offered by OECD in 1§98hich describes
intellectual capital as the economic value of two categories of intangible assets of a
company: organisational (strtural) capital and human capital. However, this way of
defining intangibles to some extent misses the point. By providing categories of intangibles
one still does not know the phenomenological characteristics of the term (Kristandl and
Bontis, 2007). Tts hampers us in seeing the wood from the trees (Andriessen, 2001).

It can be seen that most authorsdé defini
attached to intangibles (Kaufmann and Schneider, 2004). As discussed before, intangible:
are inportant due to the fact that they significantly contribute to an improved competitive
position of an organization (Marr, 2004). Even though there is no consensus on defining
intangibles in academic research, it is largely agreed that intangibles orcintdlleapital

is one aspect of the resources that generate sustainable competitive advantage (Arenas a
Lavanderos, 2008). Therefore, some scholars attempt to derive a common definition of
intangibles under the theoretical framelwof the RBV (e.g., Kriandland Bontis, 2007;

Marr, 2004). Kristandl and Bontis (2007) define intangibles from the resbased
perspective as followin{Kristandl and Bontis, 2007:154519):

filntangibles are strategic firm resources that enable an organization to create
sugainable value, but are not available to a large number of firms (rarity). They lead to
potential future benefits which cannot be taken by others (appropriability), and are not
imitable by competitors, or substitutable using other resources. They areadealle

or transferable on factor markets (immobility) due to corporate control. Because of
their intangible nature, they are ngphysical, norfinancial, are not included in
financial statements, and have a finite life. In order to become an intangkkt a
included in financial statements, these resources need to be clearly linked to a
company®os products and services, i dent
traceable result of past transactions.

In this study, the above definition of intanigib is considered to be the best one that helps

understanding this phenomenon and conducting the current study.

Firstly, under the RBV framework, intangibles can be regarded from a process standpoint

1 This is cited by Kristandl and Bontis (2007), as well as Kaufmann and Schneider (2004) from Sveiby, K.E.
(199h), The New Organisational Wealthh Managing and Measuring Knowleddpased Assets
Berrett-Koehler, San Francisco, CA.

2 This is cited by Petty and Guthrie (2000) from Organisation for Economizp@ation and Development
(OECD) (1999), AGui delines and instructions for
Reporting Intelleatal Capital: Experiences, Issues, and Prospects, June, Amsterdam, OECD, Paris.
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when discussing resources and activities (KristandIBontis, 2007). In many other cases,
intangibles or intellectual capital is conceived as a concept of object. When knowledge is
treated as an object, although we can design indicators of it, it is difficult to establish the
linkage of the indicator and eated value (Arenas and Lavanderos, 2008). One of the
limitations intangibles literature has is that many empirical studies have not linked the
measures of intangibles to firm performance or value (detailed discussion refers to sectior
3.4 of chapter thrge Defining intangibles from the RBV theory, therefore, provides the
opportunity to investigate how intangibles contribute to the firm value creation process.

Secondly, this definition locates different components of intangible resources in a network
rather than treats them separately. Based on such a fundamental, it is possible to examin
the interaction between the various components of intangibles. Andriessen (2001) argue:
that the combination of the intangible assets makes a company unique andfgudgss

will be discussed further in section 3.4 of chapter three, a large proportion of research
dealing with intangibles only focused on different categories in isolation, but ignored the
relationship between them. Separating one type of intangiblesdnmtier makes many
previous studies lose track of correlation and synergy between the categories (Andriesser
2001). Thus, the definition from the RBV is likely to better serve the purpose of this thesis

that examines the interaction and combination fié@int components of intangibles.

As Arenas and Lavanderos (2008) argue, intangibles are better to be conceived as a proce
rather than an object. The RBV tends to be the most workable theoretical foundation in
terms of defining and understanding intdohgs. This thesis, therefore, adopts the

definition offered by Kristandl and Bontis (2007) to investigate intangibles as a subset of

corporate resources.

2.4.2 The classification of intangibles

After having chosen an appropriate definition of intaregbkthe question arises as to how

to categorize them. Similar to the diversity of terms and definitions, various categorizations
of intangibles or intellectual capital (IC) have been found in the literature (Kaufmann and
Schneider, 2004). For example, Busson (1997) suggests that IC includes two major
components: human capital and structural capital. Structural capital can then be divided
into organisational capital and customer capital. According to Roos and Roos (1997), IC
can be categorized into thrgeoups: human capital, organizational capital, and customer
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and relationship capital. Sveiby(1997) proposs the classification of intangibles into

employee competence, internal structure, and external structure.

The above three approaches, howevevehsomething in common. Bukh et al. (2001)
compare various models and classifications of intangibles in the literature, and conclude
that they refer to some similar things: one type of assets is relaeaglmyees (e.g.,
employee competence and human itedyp the second type of assets relates to the
processes and procedures of an organization (e.g., databases and organizational routine
and the third type of assets are relations with customers. Despite the usage of differen
terms, the classification dhose three categories is confirmed by most researchers (e.g.,
Mouritsen et al., 2002; Sanchez et al., 2000; Sullivan, 2000).

In line with the above classification, the Meritum project conducted by the European
Commission proposes a categorization dhmgibles, which appears to be used most
popularly in practice and academic research (OECD, 2006). According to Meritum (2002)
guidelinesjntangibles comprise three major elements: human capital, structural capital and
relational capital.

fiHuman capitalis defined as the knowledge that employees take with them when they
leave the firm. It includes the knowledge, skills, experiences and ability of people.
Structural capitalis defined as the knowledge that stays within the firm at the end of the
working da. It comprises the organizational routines, procedures, systems, cultures,
databases, etcRelational capitalis defined as all resources linked to the external
relationships of the firm, with customers, suppliers or R&D partners. It comprises that
part of Human and Structural Capital involved with the companies relations with
stakeholders (investors, creditors, customers, suppliers, etc.) plus the perceptions that
they hol d ab oMeritum 20@2: 1814)mp any 0 (

The above classification is adoptedtis thesis. Apart from them, emotional capital is
taken into account as well. In the followingulsections, different components of

intangibles will be discussed based on relative theories.
2.4.3 Human capital

Human capital has long been recognized asitical resource for differentiating financial
performance among firms (Reed et al., 2006, 2009). The history of human capital can be
traced back to the 1770s, wh&mith (1776) included all acquired and useful abilities of a

3 This is cited by Kaufmann and Schneider (2004) from Sveiby, K.E. f)99he New Organisational
Wealthi Managing and Measuring Knowleddpased Asset8errettKoehler, San Fancisco, CA.
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countryos i mthohdapitdl. aHoweser, thes terrp af human capital has not

attracted great interest in the literature until the 1960s.

Schultz (1961) points out that modern economics failed to take account of human capital
and the importance of it in a modern economyhis point of view, some important
activities such as health facilities and servicettmjob training, formal education, and
study programmes for adults can improve human capability, and in turn yield a positive
rate of return (Schultz, 1961). Becke®GR, 1993) develops the human capital theory by
using economic logic to analyze how education;tlejob training and health as

components of human capital generate economic return.

Human capital theory developed by Schultz (1961) and Becker (1962, é9@Bgasizes

the labour costs relative to the return on investment (i.e., future productivity) for
developing employee skills and knowledge (i.e., skills education and training). According
to this theory, employees own their own human capital, and firmk s®eerotect
themselves from the transfer of their human capital investments to othe(lfepek and
Snell, 1999).

Since human capital theory was introduced in the economics literature, it has attracted
interest in the fields of accounting researcly.(eBrummet et al., 1968; Flamholtz, 1972,
1974) and management study (e.g., SaetlDean, 1992). Human capital is an important
determinant of productivity not only at the aggregate level of the national economy, but
also at the organizational level. Rée (1994) argues that, as traditional sources of
competitive success have become less important, human capital remains as a crucic

differentiating factor for organizations.

Human capital is also a primary component of intangibles. As mentioned hefohes

study, the conceptualisation of intangibles is based on the theoretical framework of the
RBV. From a resourebased view, sustained competitive advantage of a firm comes from
some special resources that the firm controls. According to Barney)(1884e resources
include physical capital resources, human capital resources and organizational capita
resources. Here human capital resources consist of training, experience, judgement
intelligence, relationships, and insight of individual managex$ &orkers in a firm.
Wright et al. (1994) explain why human capital qualifies as a source of competitive

advantage. Firstly, the demand for and supply of labour is heterogeneous, and there i
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variance in individual sd& c apitatcan cbeat¢ valoenfor t o
the firm. Secondly, high quality human resources are rare. Thirdly, human resource
advantages are characterized by unique historical conditions, causal ambiguity and socia
complexity, and hence they are almost inimitable. Ffnauman capital does not become
obsolete, and has the potential to be transferable across a variety of technologies, produc
and markets. So other resources, such as technology, might be possible to offset th
advantage of human capital in the shortmtebut such substitution could not result in
sustained competitive advantage. Therefore, it is obvious that human capital meets criteri
of being valuable, rare, inimitable, and rsubstitutable (Wright et al., 1994).

Human capital (HC) is argued to leatwo dimensions: generic HC and fispecific HC
(Abdekkhalik, 2003; Hitt et al., 2001; Swart, 2006). Swart (2006) identifies that generic
HC results from development outside the boundaries of the firm, which is normally
measured by level of formal eduica, years of work experience and managerial
experience. Education and experience usually provide employees a high level of
knowledge prior to entering the firm that they work for (Hitt et al., 2001). On the other
hand, human capital can also be firm sfpecAfter entering a given firm, employees
continue to | earn and gain knowledge thr
this type of knowledge refers to firgpecific HC. Firmspecific HC is often extremely
valuable, because the knowledgel akills held by employees are unique to the firm and
cannot easily be transferred to its competitors (Swart, 2006).-dpecific HC can be
measured by years of firm experience, number of unique projects;biesed solutions,

and unique operational pratgres (Swart, 2006).

In the literature, human capital has been defined on an individual level or as the total
workforce (Bontis and Fitenz, 2002; Wright et al., 1994). As Hud&bsuggested, the
former is the combination of four factors: genetic inlagrde, education, experience, and
attitudes about life and business. The latter, on the other hand, refers to the total pool o
human capital in a firm (Wright et al., 1994). Some authors emphasize the importance of
individual managers, especially top maeamgnt in the firm (e.g., Barney, 1991; Castanias
and Helfat, 1991). Others, however, argue that the total workforce tends to be a more likely
source of sustained competitive advantage (Wright et al., 1994).

1 This is cited by Bontis (1998) and Bontis and itz (2002) from Hudson, W. (1993)tellectual
Capital: How to Build it, Enhance it, Usg ilohn Wiley, New York, USA.
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The concept of human capital used in tihissisis consistent with the above framework.

On the one hand, it is anabd in terms of both generic HC (e.g., education and experience)
and firmspecific HC (e.g., training and other investment). On the other hand, the
researcher looks at both the impactrafividual management (especially executive board)
on firm performance, and the larger pool of human capital such as the total level of

employee satisfaction or training.

Human capital is critical for a firm. However, human capital by itself is of hitleie.
Without the supporting resources of a firm, even very skilled people have no ability to do
anything wi t h their I deas (Edvinsson g
infrastructure is what we call structural capital, which will be addressdukeifotlowing

subsection.

2.4.4 Structural capital

Structural capital is the second component of intangibles. It refers to the knowledge that
stays within the firm at the end of the working day when employees go home (Edvinsson
and Sullivan, 1996; Meritum 2002; Ord- Rez de Pablos, 2
often described as organizational routines, information system, work procedures, software
programmes, database, and organization culture, etc. (Bontis and Serenko, 2009
Edvinsson and Sullivan, 98; Meritum, 2002).

Compared with the concept of human capital that has beerestablished, structural
capital is |l ess studied in the |iteratu
capital is also very important, as it is the critical lthiat allows intellectual capital to be
measured and developed in an organization (Bontis, 1998). Bontis (1998) claims that
structural capital is helpful in supporting employees to pursue optimum intellectual
performance and business performance. Edvinssod Sullivan (1996) argue that
structural capital provides the circumstance that encourages human capital to create an
leverage its knowledge. Therefore, successfully designed structural capital has the ability
to create competitive advantage for an oigaiion by maximizing intellectual output
(Edvinsson and Sullivan, 1996). Collis and Montgomery (1995) illustrate that the
organi zational capability embedded in a

valuable, as it contributes to the differentatiof a company.
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Some scholars suggest that structural capital can beigdled into organizational and

technological capitd! (e.g., Marti-de-Castro et al., 20060rddRe z de Pabl o=
Organizational capital includes all aspects related to the company organization and its
decisionmaking progress, such as culture, structural design, and organizational learning
(Marti -de-Castro et al., 20080r d - Re z de .HAetnodlogisal capia) r@fdrg to

knowledge that directly link to the development of the technical system of the company
(Marti -de-Castro et al., 2006), such as results from research and development, or results

from process engineerin@f d - Rez @0®4).Pabl os,

Some structural capital may be legally protected, and then becomes intellectual property
rights, such as patents, copyrights, design rights and trademarks (Meritum, 2002;
Roslender et al.,, 2006). Intellectual property as a formal aspect ofustluctpital is
obviously a source of competitive advantage. However, the majority of structural capital
that is argued to be of great importance to an organization tends to be informal and/or
nonttechnical, (Roslender et al., 2006), especially in indesstlike banking where very

few intellectual properties exist. Therefore, in this thesis, the researcher mainly
concentrates on the neachnical aspect of structural capital, in particular two important
elements: organizational culture and organizaticeeiring.

Organi zational cul ture i s typically def
assumptions, and symbols that define t hi
(Barney, 1986:657). For some successful companies, organizational cultureaplays

important role in gaining sustained superior financial performance (Barney, 1986).

Organizational culture is firstly valuable, because it enables the firm to do things for its
employees, customers, suppliers and other stakeholbliensi (-(de-Castro & al., 2006).
Bontis (1998) states that an organization with a supportive culture will allow individuals to
try things, to fail, to learn, and to try again. In this sense, organizational culture is essential
to promote human capital outplirms that havestrong customer oriented culture can
result in timely market information, joint product development activities, and intense brand
loyalties, and in turn lead to a direct positive financial impact (Barney, 1986). Additionally,
Barney (1986) argues that serarganizational cultures might exist in a relatively small

number of firms and tend to be rare. Furthermouéiure is not easy to be copied, because

*%5ometimes structural capital and organizational capital reféretsame concept (e.€arsonet al., 2004;
Roslender et al., 2006). Swart (2006) argues that literature often blurs the boundaries between these twi
forms of capital.
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it normally requires certain conditions and time for its formation (Mal&Castro et al.,
2006). Morever, values, symbols and beliefs are difficult to describe, and thus it is almost
impossible to copy them without clear description (Barney, 1986; MaetCastro et al.,
2006). Therefore, it can be seen that a strong organizational culture meetsetine afri
being a source of sustained competitive advantage.

Organizational learning is another important source of sustained competitive advantage.
Some even argue that the only sustainabl
faster than & competitors (Crossan et al., 1995). According to Garvin (1993),

organizational learning represents the ability of the organization to create, acquire and

transfer knowledge, and to modify its behaviours to reflect new knowledge and insights.

Organizatonal learning is usually facilitated through training and development
programmes (Bontis and Serenko, 2009). It can contribute to human capital by enabling
the transfer of knowledge to individuals or groups of employees (Carson, et al., 2004).
More importantly, organizational learning is not simply the learning arising from
individuals or groups (Huber, 1991), it is rather mldtiel: individual, group, and
organization (Crossan et al.,, 1995, 1999). There are some shared understandings
transfers of knovedge from the individual to the organization via organizational learning
(Crossan et al., 1995). This kind of knowledge stored in the organization procedures,
processes, and contacts will remain, even when some individual employees leave the

company. Irthis sense, organizational learning is undoubtedly valuable.

Organizational learning is also difficult to imitate, to replace, and to transfer
(Marti -de-Castro et al.,, 2006). Organizational learning is tied to the particular
characteristics and historyf @ certain firm, and thus is often specific to the firm
(Marti -de-Castro et al., 2006). An organization can learn from activities such as
systematic problem solving, experimentation with new approaches, own experiences anc
past history (Garvin, 1993), drthis knowledge is difficult to be copied by its competitors.
Marti -de-Castro et al. (2006) highlight that when learning is an organizational capability
and not just a sum of individual knowledge, it is embedded in the culture and structure of
the compay, and then it is not easy to replace and to transfer. Therefore, it can be
concluded that organizational learning is an important source of sustainable competitive
advantage (Marttde-Castro et al., 2006).
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Organizational learning is of particularly partance for banks. Holland (2010) examines
failing and nonrfailing banks in the 2002009 financial crisis, and argues that failed banks
suffered from knowl edge probl ems t hat
organizations, intermediation model amgk management in an active market setting, and
hence experienced acute difficulties with leaning the new knowledge. He emphasizes tha
bank knowledge and learning are at the heart of effective bank intermediation and of a
sustainable competitive advanégag and suggests that Aby e
knowledge creation, and knowledge use, governments and regulators could help reduc
i ndi vidual bank risk and the I|Iikelihood

2.4.5 Relational capital

Relationalcapital (sometimes called external capfjatefers to all resources linked to the
external relationships of the firm (Meritum, 2002). It is widely accepted that relational
capital consists of relationships with customers, suppliers, network parthn@stonsvand

other stakeholders (Marr et al., 2004; Roos and Roos, 1997; Swart, 2006). Carson et al
(2004) argue that a firmbés relational ca
as well, because many new ideas arise out of interactions withetibors, and both the

firm and the industry as a whole might benefit from that.

Many authors have highlighted the importance of external resources. Teece et al. (1997
argue that it is highly important to develop the capability of learning from soextesal

to the firm, in order to build new capabilities and contribute to @mgn firm success.
Collins and Hitt (2006) state that in a changing competitive environment, the ability to
recognize, acquire and successfully absorb external knowledget Witk f i r mé s
knowledge is especially valuable, as it allows firms to differentiate their goods and services
from those of their competitors.

Relational capital includes all external resources, such as company name and brands
alliances and partndrps, distribution channels, customer relations, supplier relations, and

financial relations, etc. (Boedker et al., 2005). Srivastava et al. (1998) argue that these
external resources are valuable to a firm in many respects. For example, superior
relationdips with customers and knowledge of channels lead to lower sales and service

costs; brangl and channel equity have the ability to attain price premiums; customer

16 E.g., Boedker, Guthrie and Cuganesan (2005)
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loyalty can generate competitive barriers; and they provide a competitive edge by making
othe resources more productive and provide managers with options as well (Srivastava et
al., 1998). Relational capital is often rare and in some cases may be unique (Srivastava ¢
al., 1998). In addition, external resources are social complex and tacit premom
(Srivastava et al., 1998), which are normdlsed on intangible factors such as trust and
reputation. For any organization to develop intimate relations with customers, these
features are difficult to replicateS(ivastava et al 2001) Moreover, r&ationships are
difficult for rivals to develop substitutes that would enable them to pursue similar
strategies $rivastava et gl 1998). Therefore, from the resowicased view, these external
relationships present a source of competitive advantage.

Among these external resources, knowledge of marketing channel and customer
relationships is considered to be extremely important. In fact, some authors even use the
term of Acustomer capitalo instead of Ar
2004). Woodruff (1997) argues that the next major source of competitive advantage is
likely to come from more outwardrientation towards customerdhe astomer
relationship is valuable on the grounds that it can help firms to reduce costs, increase sale:
and transfer information and knowledge, &torbacka et al. (1994)emonstrate thahe

cost of obtaining a new customer normally exceeds the cost of retaining an existing
customer. Customers may provide knowledge to a firm, such as information hbiout t
specific needs that is unknown to competitors, or information about services and products
of competitors based on their previous experience (Reed et al., 2009). Therefore, the
knowledge and competence of customers provide an opportunity for theofiomedte
innovative products and to validate the knowledge already accumulated in the organization
(Gibbert et al., 2001).

Similar to the interaction between human capital and structural capital, customer capital is
closely tied to other types of intabgs. It is the main requirement and determinant to
convert human capital and structural capital into market value and in turn organizational
performance (Chen et al., 2004)n addition, customer relationsisiphave the
valuegenerating capability of physl assets (Lane and Jacobsen, 19@&).the other

hand, customer capital is the most difficult component of intangibles to develop, since it is

the most external to the organizationds

Customer relationshiptend to be extraordinayl important in the banking sector. As
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mentioned before, due to deregulation, financial innovation and globalisation, banks have
lost customers to competitors from both within the financial industry and outside it.
Therefore, banks increasingly emphasizedereloping, enhancing and maintaining their
existing customer bases and on cross selling of products and services (Gardener an
Molyneux, 1993). Moreover, banks tend to rely more heavily on their customer
relationships to obtain new knowledge. Lewis andcvi® (1988) illustrate that
bankercustomer relationship enable banks to be efficient lenders compared with other
financi al providers, because banks as th
advantages.

It should be pointed out that, althdumtellectual capital is divided into three components,
they actually existed and worked together as a whdlgellectual capital is not just the

sum of human, structural and relational capitals. But rather, it is the sum of those three
components pluthe interaction of them (Carson et al., 2004; Reed et al., 2006). Accordingly,
this study focuses on assessing the interaction between different components of intangible

rather than looking at them separately.

2.4.6 Emotional capital

Apart from the abee three components of intellectual capital, it is suggested that another
factori emotionsi should be taken into account when analyzing the impact of intangibles
on business success (e.g., Gendron, 2004; ThormsdrPowell, 1999). Thomson and
Powell (199 ) argue that businesses are run or

emotions and knowledge work together for business success.

Salovey and Mayer (1990) view emotions as organized responses, including the
physiological, cognition, motivational, drexperiential systems. Emotions can be either

positive or negative. Positive emotions like passion, trust and pride can create profit by
having i mpact on an organizationds intert
shareholders (Thomsand Powell, 1999). Salovey and Mayer (1990) then introduce the

concept of Afemoti onal intelligenceo. Emo
soci al intelligence that i nvolves the ab
emotions, to discriminrae among them and to use this |
and act i o Maye, al990:188)y According to Carmeli (2003), emotional

intelligence is a factor that potentially contributes to more positive attitudes, behaviors and
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outcomes. Emtional intelligence has five elements: salfareness, motivation,
selfregulation, empathy, and adeptness in relationship. These elements are then divided int
a number of emotional competencies, which are essential human capacities for success in tt

workplace (Tomer, 2003).

Emotional intelligence has significant impact on effective leadership (e.g., Dulanicz
Higgs, 2003; Kellett et al., 2002; Rosetad Ciarrochi, 2005; Wolff et al., 2002) and
employee performance (Cooper, 1997; Laabs, 1999hdrotganizational level, it is also
important to develop and improve relationship marketing/selling (D&stemelz and

Sojka, 2003; Heffernan et al., 2008; Rozell et al., 2004). Gendron (2004) demonstrates tha
like human capital, emotional competencae also the results of diverse educational
contexts and situations. Since they are acquired by learning, consequently, they can b
improved and enhanced, and hawde considered as capital. Based on this consideration,
she develops themadtomrapptt adf, Aevinotcih i s a
additional capital to human capital, social capital and culture capital in the field of
sociology and economics (Gendron, 2004). According to Gendron (2004: 9), emotional
capital i s eteof resowrcds (emetiondltconpetencies) that inhere to the
person useful for their cognitive, per sc
thesis the researcher argues that emotional capital has a particular place among huma
capital and relatioal capital, and can be seen as a supporting capital to the three

components of intangibles.

Firstly, emotional capital is essential for the constitution of human capital (Gendron, 2004).
Gendron (2004) argues that without basic emotional capital, huagtalcconstitution

might never happen. Only motivated people will apply and leverage knowledge
constructively (Thomson and Powell, 1999). Thomson and Powell (19&@ntethat both
human capital and emotional capital working together has a measurghéet ion
customer s, business performance and shar
that emotional intelligence not only augments positive work attitudes, altruistic behavior and
work outcomes of senior managers in the organization, but alps ko retain valuable
organization members. Gendron (2004) argues that human capital is only a necessary but ni
sufficient condition for business success. She suggests that optimal knowledge managemel
in an organization will be a collective boosterenfiotional capital and human capital, and

wi || depend a | ot on managers and empl oy
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Moreover, emotional capital can affect organizational performance in the way of interacting
with relational capital s (Tomsorhanda RBowel), 1999;d i |
Thompson et al., 2006), and affecting customer experiences and behaviors (Machleit anc
Eroglu, 2000; Price and Arnould, 1994; Schmitt, 1999; Yu and Dean, 2001) pSboret al.

(2006) argue that benefitriven branding tied taethnological and product design features
cannot provide a durable competitive advantage. As t¢86802) said, consumers now
expect the brand to play a positive, proa
strategies put more concentration emotional branding that aims to form strong and
meaningful affective bonds with consum¥r§Thompson et al., 2006). By doing so,
passionate consumers often act as brand missionaries to promote the brand through the
invocative, personalized brand sawi(McAlexander et al., 2002; Thpson et al., 2006).
Schmitt (1999)argues that consumers are relational and emotional human beings. Their
behavior is not only frequently driven by rational reasons, but also by emotions, because
their experiences are oftéoward the pursuit of fantasies, feelings, and fun (Holbrook and
Hirschman, 1982). Yu and Dean (2001) investigate the role of emotions in customer
satisfaction, and find that positive emotions significantly correlate with positive word of
mouth and willngness to pay more. More importantly, emotional competency such as trust
is an essential element in building strong customer relationships and sustainable marke
share (Sirdeshmukh et al., 2002).

In sum, it is evident that emotional capital acts as ai@peaoster capital to human capital

and relational capital. On the one hand, emotional capital has the potential to energize o
empowers human capital and relational capital (Gendron, 2004). On the other hand, the
impact of emotion capital on an organipatrelies on other types of capitals as well. The
only way it affects organization is to interact with human capital or relational capital. As
Gendron (2004) concludes, emotional capital without other capitals, or other capitals

without emotional capitals only part of a solution.

2.4.7 Links between banking theory and the resources based theory

Previoussubsections have discussed the contemporary banking theory and the RBV theory.

As has been discussed in section 2.2, banks have faced increaspeajitombecause of

' This is cited byThonpson et al. (2006from Gobe, M. (2002)Citizen Brand New York: Allworth Press.
8 This is cited byThonpson et al. (2006) from Aaker, D. (2008rand Portfolio Management: Creating
Relevance, Differentiation, Energy, Leverage, and ClaNgwYork: The Free Press.
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dramatic changes that occurred in the banking sector over the past two or three decades. /
a result, banks have to search for ways to gain competitive advantage. The RBV theory
provides a theoretical view to assess the role of intéegyin creating sustainable

competitive advantage for banks.

Holland (2010 201) has made the links between banking theory and the resource based
theory of the firm explicit. He points out that in the theory of RBV, wsthblished
tangible assets in bks were easily duplicated, and intermediation processes that are the
core tangible risk and return generati on
considered advantageeating resources. It would be expected, from the RBV point of
view, that inangibles and their impact on tangibles (especially intermediation) are the
primary source of sustainable competitive advantage in banking (Holland, 2010:100).
More specifically, Holl and (2010) argues
al., 1997) and their active learning could produce relevant and focussed knowledge (as
intellectual capital) for specialist bank information production and use functions. He states
that knowledge as human capital, structural capital, and relational capitdlevagans to
Areduce transaction costs (search, moni t
with customerso and to fdAexploit new syn.
capital backing across a large number of syndicated loaret, ssed securities and other
financi al assetso (Holl and, 2010: 99) . Th
opportunities for reducing information asymmetry, for diversification benefits, for
stabilising expected income or narrowing the variarice@me via economies of scale

and scope, and for improving risk control and intermediation, etc. (Holland, 2010).

Moreover, from the dynamic view of RBV, banks should have dynamic capabilities to
maintain the IC advantage within the bank and their odmemation production and use
area, which means that banks are expected to have the capabilities to deal with rapid an
unexpected environmental changes (Teece et al.,, 1997). Holland (2010) highlights the
i mportance of banks 6 |\aldidgelin response ¢o thle ehanging a
environment in the 206Z009 financial crisis, and argues that lack of knowledge at the top

management level of failing banks was deeply implicated in the crisis.

It should be pointed out that for large banks and sbaaks, the role of intangibles in their
business models may differ. As mentioned in section 2.2.3, there appeara strdiegic

wedge between large and small banks, and their business models differ considerably. As
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result, they may also behave diffetly in utilizing intangible resources. For example,
small baks appear to be better in expiog their relationships with customers, such as
knowing the names of their customers upon sight than large banks, while large banks
attempt to differentiatéhenselvesthrough spending heavily on advertising and marketing

in order to create brand imag@eYoung et al.2004)

The above discussions illustrate how the literature and theory discussed in this chapter ca
form a coherent and integrated body ofrhtere to guide this research. Therefore, this

research will use the RBV theory and theories related to different intangible components to
discuss the utilisation of various resources in creating sustainable competitive advantage i

the case of banks.

2.5 Conclusions

This chapter explorethe extant literature regarding the industry context and intangibles,
and thus provided a theoretic framework for conducting this research. By reviewing
financial intermediation theory andmemporary banking theory, wasshown that banks

are facing increasing competition in the global market because of deregulation,
technological changes and globalization. As a result, building and maintaining sustainable
compettive advantageis crucial for banks to outperform theirivals. From a
resourceb as ed Vvi e wpmpetdive ladvantage snairdyomesfrom its intangible
resources. Therefe, the setting of this studg the European banking industry due to the

fact that the banking industry providan excellent context texamine intangibles.

The researcher then discussed the theories dealingthdtintangibles context. kvas
argued thathe resourcdased view providean appropriate framework to explain and
interpret the concept of intangiblé€3n the basis of the RBivamework, intangibles can be
analysed as a process rather than an object, and thus allow the researcher to investigate t
link between intangibles and bank performance. Moreover, this framework locates
different components of intangibles in a networthea than treats them separately, and

then provides an opportunity to assess the interactions between them.

After that, this chapter detailed various components of intangibles, namely human capital,
structural capital and relational capital. Emotionglitzd as a booster capital to these three

categories of intangibles was also discussed. Based upon the theoretical fundamental of th
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RBV, several economics, organization analysis and strategic management theories ar:
employed to understand those four tasi In particular, human capital theory,
organizational culture theory, organizational learning theory, customer capital theory, and
emotional capital theory are highlighted. Although research dealing with intangibles
suffers from the lack of a commonrn@nology (Kristandl and Bontis, 2007), the
researcher showed that it is possible to construct a strong theoretical framework to

understand and assess intangibles using extant theories.

Finally, the researcher discussed the links between banking thebthenesource based
theory of the firm expliclyy. This illustratel how the literature and theory discussed in
this chapter can form a coherent and integrated body of literature to guide this research. Ir
the next chapter, empirical research on intaegibkasurement, disclosure and modelling

will be reviewed.
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Chapter three: Literature Review

3.1 Introduction

Chapter two has provided the theoretical framework under which this research is
conducted. In this chapter, the theoretical ampirical literature in the field of intangibles
research is discussed. The review of related literature helps the researcher to identify gap
in the extant literature, to formulate research questions, to make the decision of
methodological choice, and tesign the overall project.

Over the past few decades, intangibles or intellectual capital has become a major concer
for scholars in areas of economics, management, markedic@punting and finance
research. Earlgtage research focused on recognisind understanding the importance of
intangibles as sources of competitive advantage, and on defining and classifying them
(Brennan and Connell, 2000; Petty and Guthrie, 2000), which has been addressed ir
chapter two. More recently, moe#fort has been d®ted to measure different components

of intangibles and to investigate the ways of reporting them (Brennan and Connell, 2000;
Marr et al., 2003). In addition, a number of empirical studies have been undertaken to
provide evidence on how intangibles creadue for organizations (Canibano et al., 2000;
Petty and Guthrie, 2000).

This chapter, therefore, is focusing on the discussion of the measurement and reporting o
intangibles, as well as the extant literature on modelling them. By reviewing related
literature,several gaps in the existing literature are identjfieadd those motivate the
researcheto explore the role of intangibles in the bank businesslel using mixed

methods.

Firstly, for intangible measurement, it is found that so far there areappropriate
measurement models that can serve both the internal and external pufposasgible
managementSome researchersiggestthat there is a need to develop new measures or
new frameworks of intangibleg.g., Catas(s and Grger, 2006; Ranm& 2010; Sillanpé

et al., 2010). Others, howeverijticize this need (e.g., Dumay, 2009; Dumay and Rooney,
2011; Nielsen and Toft Madsen, 2009), agjue that intangible management can be
effectively implemented in organizations without concrete measfr¢hem (Dumay and
Rooney, 2011)Therefore, the researcher considers that more empirical studies are needec
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to investigate whether or not intangibles should be measanedf so, how to improve

intangible measurements.

Secondly, empirical literaturen intangible disclosure practices shows that the overall level
of intangible disclosure is very low across the world. When there is a disclosure, it is
mainly expressed qualitatively rather than quantitatively, and the type of information varies
from commany to company, and from country to country. In addition, whether or not the
di sclosed information related to iIintangi
studies on intangible disclosure thtand i n
to be very limited and provide ambivalent eviderite necessary to pay more attentton

uses 6 d e mamadgiblé mformation. This thesis, therefore, seeks to investigate

i ntangi bles from both i nf or mataitoino np ruosveirds

analysts) perspectives.

Thirdly, with regard to modghg intangibles prior empirical researchmainly focuses on

the value relevance of individual intangible elements, and ignores the interactions among
them. Moreover, there appearslie a bias toward the investigation of some intangible
elements (e.g., R&D) over others (e.g., human capital and customer relatiorstupsjse
information about the latter tends to be largely unavailalblesuch a situationthe
researcher argues there is a need to assess the relationships among different intangible
elements and between them afiin performanceon the one handas research on
intangibles should be improved by testing (Marr et al., 2008)the other hand, an
in-depth qualitativestudy is desirablen order tobetter understanthe interactions among
various intangible elements and their joint contribution to firm performance, as well as the

appropriate measures for them.

The remainder of this chapter is structured as follovesti@ 3.2 discusses the different
measurement approaches of intangibles. In section 3.3, issues related to intangible
disclosure are discussed. After that, previous empirical evidence on modelling intangibles
is presented in section 3.4, including twoeatns of research: the value relevance of
intangibles and the interaction among intangible components. Finally, this chapter is
finished by conclusions.

3.2 Measuring intangibles
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As has been discussed in chapter two, there is no doubt that intangibilepantant for
organizations in terms of creating competitive advantage. However, the traditional
accounting system has not met the challenge of measuring intangibles (Eckstein, 2004)
Hi storically, i ntangi bl es h a vksteirg 2004aSjegel b e
and Borgia, 2007), and the majority of investments on intangibles have not met the
accounting criteria for the recognition of assets (Canibano et al., 2000). As a result, ever
though firms make growing investments in intangibles geoto gain future success, in
most cases, these investments are not reflected in the balance sheet (Canibano et al., 20(
OECD, 2006).

Given the fact that traditional financial statements by themselves fail to provide a true and
fair vi ew postionf{Carebanb etralma0§0), there is a growing need to have
some supplements that include information on intangibles. Since the late 1990s, a variet)
of intangible measurement models have been proposed, and researchers have bee
continuously develdpg indicators of different intangible components. This section
discusses the motivations for measuring intangibles, and reviews some important

measurement models.

3.2.1 The motivations for measuring intangibles

Generally speaking, implementing a measoent system must serve some management
purposes (Hunter et al., 2005). Since the 1990s, the research on the measurement ¢
intangibles has grown rapidly. Various models have been developed to measure intangible
because of the demand from practitionersnis, 1999). Although these models are
primarily designed to solve the organizational problems, it is often not clear what problems
a particular measurement model intends to solve (Andriessen, 2004). As a result, there is
danger that many models tendbdioe fisol uti ons i n search of
239). Therefore, some argue that before investigating how to measure intangibles, it is
necessary to find out why we want to measure them (Andriessen, 2004; Hunter et al., 2005
Marr et al., 2003).

Kannan and Aulbur (2004) highlight that a key reason why organizations measure their
i ntangi bl es I's to MArecognise hidden ass
organi zational goal so (Kannan and Aul,bur,

therefore, can bring organizations significant benefits in the way of determining business
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strategy, processing design and providing competitive advantage (Kannan and Aulbur,
2004).

Kannan and Aulbur (2004) identify the internal purposes of measuntizuggibles. Hunter

et al. (2005) acknowledge that organizations wanting to measure their intangibles may be
due to both internal and external purposes. According to Hunter et al. (2005), firms that
measure intangibles may be motivated by internal purpsses as to manage their
resources more efficiently and thereby to generate more revenue or minimise costs. The!
may also be motivated by external purposes of maximising the sustainability of supplier
and customer relations, and/or minimising the cosapiftal.

Marr et al. (2003) conducted a systematic literature review of intangibles research in order
to assess the reasons or motives that drive the measurement of intangibles. After reviewin:
more than 700 articles, they identify five main reasons whgrozations seek to measure
intangibles. These reasons are (Marr et al., 2003:443):

1 To help organizations formulate their strategy;

{1 To assess strategy execution;

1 To assist in diversification and expansion decisions;

1 Use these as a basis for compensatmd

1 Communication to external stakeholders.

It can be seen that the first four motivations relate to internal management and
decisioamaking, and the final one is for external purpose. For internal management,
intangible measurement is closely rethtto organizational strategy in the way of
formulating and assessing it (Marr, 2004; Marr et al., 2003). Andriessen (2004) argues thai
some valuation or measurement methods of intangibles intend to improve internal
management by creating resoulizsed shategies, monitoring effects from actions, and/or
translating business strategy into action. Firms also seek to better exploit intangible
resources by strategic alliances, joint ventures and mergers and acquisitions (Marr et al.
2003). Gupta and Roos (2D0argue that intangibles have become the key motivation
behind many mergers and acquisitions. Using a case study, they demonstrate that cor
intangibles have to be at the root of high value synergies, and identifying and measuring
them can effectively aidhe trade. In addition, using intangible measurements to
supplement or replace traditional financial measures as the basis of compensation ca

overcome some problems caused by financial measures, such g@smshdhinking (lttner
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et al., 1997; Ittner ahLarcker, 2002; Marr et al., 2003).

Apart from those internal motivations, intangible measures are also used to communicate
with external shareholders and investors in order to improve stock valuation and reduce
cost of capital (Marr et al.,, 2003). Anelssen (2004) suggests that firms measure their
intangibles maybe due to the motivations of improving external reporting or statutory and
transactional issues. Measuring and reporting information related to intangibles can
improve stock valuation (Andriess, 2004; Marr et al., 2003), reduce information
asymmetry (Andriessen, 2004), and increase the ability to raise capital (Andriessen, 2004
Lev, 2001; Marr et al., 2003). On the other hand, investors and analysts tend to require
more information related tmtangibles, and firms are under pressure to disclose some of

them either mandatorily or voluntarily (Andriessen, 2004; Marr et al., 2003).

In summary, measuring intangibles can bring firms benefits of improving internal
management and/or improving extal communications. Sveiby (2007) argues that the
most interesting reason for measuring intangibles is a learning motive rather than for
management control purposes. Intangible measurement should be used to explore valu

creation opportunities (Sveiby, QD).
3.2.2 Overview of the measurement systems of intangibles

Focusing on different purposes and using different methodologies, a number of intangible
measurement modéfshave emerged since the 1990s. Sveiby (2007) reviews the current
literature and idetifies 34 methods. He then tries to categorise these various methods into
four approaché8 Table 3.1 presents a summary of these approaches:

91 Direct intellectual capital methods (DIC);

1 Market capitalization methods (MCM));

1 Return on assets methods (ROA)d

1 Scorecard methods (SC).

19 Andriessen (2004) argues that the models shaacclassified under differergadings like valuation,
financial valuation, measurement and assessment, because there is a clear and distinct difference betwe:
valuation and measurement. Given the fact that dlEBnction is not yet recognized in the field and the
concepts are being confused (Andriessen, 2004) ,
model so.

% The categories are an extension of previous classification suggested by L@8yda8 Williams (2001).

One of those 34 methoighe VAIC™ approach is categorised into ROA, but it seems not to quite fit any
of the categories (Sveiby, 2007). Therefore, some argue that it should be treatedfts approaci{Chan,
2009. This study follows the classification of four approaches suggested by Sveiby (2007).
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Table 3.1 Four approaches of measuring intangibles

Number of | Approx. year

Approach ) Examples /Major proponents
methods (since)

DIC 11 1970s Intellectual Asset Valuation (Sullivan, 2000)

MCM 4 1950s Marketto-Book Value (Stewart1997)

Economic Value Added (EV;&M ) (Stewart, 1997); Valug

ROA 4 1997
Added Intellectual Coefficient (VAIC(,M ) (Pulic, 199)
Balanced Scorecard (Kaplan & Norton, 1992); Skan
Navigator (Edvinsson & Mlone, 1997'); Intangible

SC 15 1992 . ) ]
Asset Monitor (Sveiby, 19%9J; Value Chain Scoreboar
(Lev, 2001)

Total 34

Source Sveiby (2007)

These approaches can serve different purposes. The market capitalization methods (MCM
suggest t hat a fd calmiated as the differgncebbleteeen its anarketb
capitalization and its stockholdersod equ
(ROA) also offer a monetary valuation. T
above industry average annuat@ing? results from its intangibles. Thus, it suggests that
the value of a companyds intangi baemge c a
earnings by its average cost of capital or an interest rate (Sveiby, 2007). ROA and MCM
methods are useful taofor stock market valuation, especially in merger and acquisition
situations (Sveiby, 2007). Because they are based on financial figures, they can be used fc
comparisons between companies within faene industry (Chan, 200%veaby, 2007).

Some models d&sed on these approaches, such as BVAprovide a common language

and benchmark for managers to discuss vateation (Bontis et al., 1999), and tend to get
more attention of the CEOs (Sveiby, 2007).

2L This is cited by Sveiby (2007) from Edvinsson, L. and Malone, M. (198®llectualCapital: Realizing

Your Co mp a mrye®aue byFinding itsHiddenBrainpower New York, NY: HarperBusiness
2ZAccording to Svei b-gverdge @anfudl parningcar bie calndated aslfodowiag: firstly,
we can get a company ROA by dividing its averagetaxeearnings for a period of time by the average
tangb|l e assets of the company. Then, the companyés
aboveaverage annual earning of the company is calculated when the difference is multiplied by the
companyb6s average tangible assets.
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However, these kinds of methokdave some significant disadvantages, and are criticised as
inappropriate measurement systems of intangibles (Bontis, 2001; Caddy, 2002). One of the
main problems is that they do not easily assist managers in terms of understanding an
managing intangiblefAndriessen, 2004; Bonti2001; Caddy, 2002; Chan, 20®veiby,

2007). Translating everything into money terms, they often imply that no specific measures
of intangibles are needed (Bontis, 2001; Sveiby, 2007). Using these approaches, manage
cannot geinformation about what intangibles exist in a company and how they contribute
to the company eess\Bontis, 2001¢ Charg 200% additpom, these

kinds of methods are normally based on the accounting paradigm of historical cost, and
may give little indication of current market value (Bontis, 200bnBs, et al., 1999; Chan,
2009. Some of them are useless for fpofit organizations, internal departments and
public sector organizations (Sveiby, 2007). Apart from these common disageanthey

also have some specific problems. For example, some ROA methods such as

EVAMassume that a companyé6és superior per f
However, this may be a quemable assumption (Chan, 2009s ha been discussed in
chapter two, according to the resoub@sed view, tangible assets may also contribute to a
firmdbs competitive advantage. Mor eover,

are very sensitive to interest rate and discounting ssienaptions.

The above approaches of measuring intangibles are classified by Caddy (2002) ac
nonrtheorybased intellectual capital metrics. He argues that those simple metrics are
fundamentally problematical. Accordingly, more sophisticated methods reeebe t
devel oped i n order to mor e accurately
intangibles. The direct intellectual capital methods (DIC) and the scorecard methods (SC
are argued to be more comprehensive measurement systems and form the basis for tt

development of theorlpased intellectual capital metrics (Caddy, 2002).

The direct intellectual capital methods (DIC) estimate the monetary value of intangibles by
identifying various components and evaluating them either individually or in an aggregate
level (Sveiby, 2007). Similar to DIC methods, the scorecard methods (SC) are also used tc
generate indictors and indices based on different components of intangibles. But they may
not require the assignment of a monetary value to thegible componest(Chan, 2009
Sveiby, 2007). Compared with the MCM and ROA methods, the DIC and SC methods
have some advantages. For instance, they can create a more comprehensive picture of

organi zationdés healt h, can be ampleluseadfdr at
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nonprofit as well as public sector organizations (Pike and Roos, 2004; Sveiby, 2007).
Therefore, the DIC and SC methods are more helpful in terms of improving internal

management.

On the other hand, the DIC and SC methods also have seaaesses. Firstly, these
methods normally identify and measure various components of intangibles in qualitative
ways, and are argued te lighly subjective (Chan, 20p9n the absence of a common
theoretical framework of intangibles, these methods tendnake use of different
definitions and classification of intangibles, and the indicators or indices vary from
industry to industry as well as from organization to orgaimon (Caddy, 2002; Chan, 2009
Sveiby, 2007). Therefore, it is difficult to haveiaiversal method and to make compainis

of organizations (Chan, 200%veiby, 2007). Moreover, the qualitative nature of them

makes it difficult to commuate with investors (Chan, 2009

In the next section, some popularly applied models will be redeim terms of their

applications, advantages and weaknesses.

3.2.3 The models used to measure intangibles

This section introduces some important models used to measure and manage intangible
By discussing the weaknesses and strengths with these midst®ws the problems
within intangible measurement systems, which motivate the researcher investigates banl
practice of measuring intangibles in the qualitative study. In addition, the intangible
metrics suggested by some models helps the researddentidy proxies of intangibles in

the quantitative study, which will be discussed further in chapter five.

3.2.3.1 The Balanced Scorecard

The Balanced Scorecard (BSC) is a performance measurement and managemer
framework devised by Kaplan and Norton (#an and Norton 1992, 1996, 2000, 2001a,
2001b, 2004). Although the BSC was nosideed initially for intangibleneasurement, it

is widely accepted that this method implies an approach to measuring and managing
intangible$® (e.g., Bontis et al., 1999; Jahson et al., 2001a; Kaufmann and Schneider,

% However, some resirchers argue that there are significant differences between the concepts of the BSC
and intellectual capital (see Marr and Adams, 2004; Mouritsen et al., 2005). Mouritsen et al. (2005) argue
that the BSC and intellectual capital have different theoteticalerpinnings in terms of strategy
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2004; Petty and Guthrie, 2000; Speckbacher et al., 2003; Sveiby, 2007).

According to Kaplan and Norton (1992, 1996), the BSC is a framework that allows
managers to measure business performance from four empagperspectives: 1) the
financial perspective which represents the kergn objectives of the company and mainly
include traditional accounting measures; 2) the customer perspective that consists of
measures related to the customers, such as custorsfacimmn, retention, and market
share etc.; 3) the internal business process perspective that focuses on the processe
decision, and actions occurring throughout an organization; and 4) the learning and growth
perspective which focuses on internal skdlied capabilities, including measures related to
employees and systems (Bontis et al., 1999; Bose, 2004; Kaplan and Norton, 1992, 1996
Mooraj et al., 1999). More importantly, the BSC is not just a collection of four types of
measures. Rather, it links atheasures together through caaseteffect relationships
(Bontis et al., 1999; Mooraj et al., 1999). By doing so, the BSC serves as a framework that
formul ates a companyds strategy, and tra
well (Bose, 2004Kaplan and Norton, 2001a; Malmi, 2001; Mooraj et al., 1999; Norreklit,
2000; Speckbacher et al., 2003). Figure 3.1 shows how the BSC translates strategy int
operational themes through four perspectives.

Since it was introduced in the early 1990s, theCB#s been one of the most popular
performance management systems in practice (Malmi, 2001; Rigby, 2001; Rodov and
Leliaert, 2002; Speckbacher et al., 2003). For example, Silk (1998) estimates that 60% of
the Fortune 1000 companies in the United State® Head experience with the BSC
(Speckbacher et al., 2003). Righy (2001) surveys the use of management tools in
companies around the world, and finds that the utilization rate of the BSC in 1999 was
nearly 44%. There are a variety of purposes of applyied®®C in practice (see Norreklit,
2000; Malmi, 2001; Speckbacher et al.,, 2003), and the main motivation of BSC
i mpl ementation is to formulate and asse:
developing strategy, translating strategy into action, artdirobg feedback in order to
improve strategy (Kaplan and Norton, 1996; Malmi, 2001; Norreklit, 2000; Speckbacher et

(competitive strategy versus competency strategy), organisation (vertical versus lateral relations),
management (detailing versus visualising objectives), and indicators (related causally versus bundled
complementarity) Marr and Adams (2004) criticize that the concept of intangible assets introduced by
Kaplan and Norton (2004) produces an inconsistent, incomplete, and potentially very confusing classification
of intangibles. In this study, the researcherisinline Wtar r and Adamsds ar gumen
intangible assets is not just the content of the learning and growth perspeaivggasted by Kaplan and
Norton (2004). It is in fact cross three perspectives: customer perspective, internal procestvegrapdc
learning and growth perspective. However, although Kaplan and Norton fail to define and classify intangibles
in an appropriate way, the BSC can stillused as an intangiblaeasurement and management tool.
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al., 2003).

Figure 3.1: The Balanced Scorecard Framework
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Learning and Growth
C  Objectives
C  Measures
C Targets
C Initiatives

Source: Kaplan and Norton (1996)

As a measurementystem, the BSC is not the first one that encourages companies to
monitor both financial and neinancial measures (Bontis et al., 1999), but it has some
new ideas that allow managers to measure and manage them in a special way. Firstly, th
BSC links allthe measures of tangibles and intangibles together through aarabstect

logic (Bontis et al., 1999; Bose, 2004; Kaplan and Norton, 1996, 2001a; Mooraj et al.,
1999; Speckbacher et al., 2003). Kaplan and Norton (2001a) stress that intangibles do nc
have value by themselves, and the BSC doe
does measure intangibles in units, and tries to assess how intangibles and tangible
combine together to create superior financial outcomes. Secondly, a fully dev@sge

can not only be able to formulate the strategy of a company, but also be used to implemen
the strategy in the company at different levels of the business units (Speckbacher et al.
2003). Moreover, the BSC can also provide a platform for identifpingrities among
various objectives and initiatives (Mooraj et al., 1999).

At the same time, however, the BSC also has weaknesses both theoretically and ir
practical implementation. First of all, the BSC is relative rigid and static (Bontis et al.,
1999 Rodov and Leliaert, 2002; Wu, 2005). As Bontis et al. (1999) criticize, the
perspectives and key success factors in the BSC are limiting. As a result, there is a dange
that managers may miss some important factors that do not fall into any categories.
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Secondly, it is argued that the BSC fails to highlight the contribution of employees and
other external relations such as suppliers and alliance partners, etc. (Atkinson et al., 1997
Bontis et al., 1999). Thirdly, as an internal management tool, this ntedds to be
companyspecific, and provides no possibility for external comparison (Bontis et al., 1999;
Rodov and Leliaert, 2002). Fourthly, the BSC is argued to be qualitative and cannot be
pinned down precisely (Nagar and Rajan, 2005). Apart from theseetical problems,
empirical studies also observed some implication problems when companies implementec
the BSC in their business practice. For example, in practice, the learning and growth
perspective of the BSC hasoleog(Maen an
2004). Speckbacher et al. (2003) investigate the implementation of the BSC in
Germanspeaking countries, and find that a third of the BSC users do not even have a
learning and growth perspective. In addition, Malmi (2001) argueshbatea of linking
measures together based on assumed -@abeffect relationships was not well
understood by the early adopters of BSCs in Finland.

3.2.3.2 Skandia Navigator

Skandia Navigator is a measurement and reporting model of intellectuahl cd@it
developed by Skandia AFS, a financial service company based in Sweden (Bontis, 2001
Bose, 2004; Chen et al.,, 2004; Roy, 1999; Skyrme and Amidon, 1998). Skandia first
developed its IC reporting system internally in the mid 1980s (Bontis, 20011299),

and then became the first company that described IC in a supplement to its traditional
financial report in 1994 (Bontis, 2001; Skyrme and Amidon, 1998).

The motivation of devel oping the Naviga
concrete theassets that drive performance and thereby create prerequisites foenong
compet i tRoy a39%5% b served for several internal management purposes,
such as to enable multiple perspectives and dimensions of the organization; to formulate
and implement the strategy; to link business strategies to targets; and to work as a

communication, information and learning system, etc. (Roy, 1999).

According to the Skandia Navigator model
financial capitdand intellectual capital. Intellectual capital can be then divided into human
capital and structural capital, and the latter is further broken down into customer capital,

4 This is cited by Roy (1999) from Shdia, Supplement to Annual Report (1994).
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innovation capital and process capital (see Figure 3.2). The Skandia Navigatbi(seede
Figure 3.3), therefore, focuses on five areas: financial capital, human capital, customer
capital, innovation (renew and development) capital, and process capital. For each area
both financial and ncefinancial metrics are locally defined by thespective business unit
managers to evaluate different intangible elements (Bose, 2004). There are up to 164
metrics (91 intangible metrics plus 73 traditional financial basettics) in this model
(Bontis, 2001; Bose, 2004). Table 3.2 present some exaroplaeasures used in Scandia

Navigator model.

Figure 3.2 Skandiabds value scheme

Market Value

Financial Capital Intellectual Capital

I
I |
HumanCapital Structural Capital

Customer Capital Organizational Capital

Innovation Capital Process Capital

Source: Bontis, (2001); Edvinsson, (1997).

Figure 3.3 Skandia Navigator
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% This is cited by Ax andjanenak (2005) from Edvinsson, L. and Malone, M.S. (199fellectual
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Table 3.2 Examples of Skandia Navigator IC measures

Focus area Example of measures
1 Revenues/employee;

Financial capital 1 Revenue from new customers/total reven
1 Profits resulting from new business

operations.

Days spend visiting customers;
Telephone accessibility;
Satisfied customer index.

Customer capital

Training days per year;
Managers with advanced degree;
Annual turnover of staff.

Human capital

PCs per employee;
IT capacity;
Process time.

Process capital

Increase in premium income
Satisfied employee index;
Average age of patents.

Innovation capital

= =a=a | =4-a-=9 = =4 =a (=449

Source: Bontis, (2001); Skyrme and Amidon, (1998)

It is suggested that there are strong similarities between the BSC and the Skandiz
Navigator model (Fincham and Roslender, 2003). Both of them usecfal and
nonfinancial metrics to measure business performance, and the various concepts of IC ir
the Skandia Navigator model are closely consistent with the four perspectives in the BSC
(Ax and Bjgnenak, 2005;Fincham and Roslender, 2Q03However, huran capital is
presented as a key factor in the Skandia Navigator, while it is considered to be unimportan
in the BSC (Ax andBjgnenak, 2005;Chen et al., 2004). In addition, the Skandia
Navigator focuses less on the caaseleffect relationship than th&SC (Ax and
Bjanenak, 2005).

The Skandia Navigator model contributes significantly to create taxonomy to measure a
companyos intangi bl es (Bonti s, 2001) . I
recognizes organizational process factors, which hadeen attempted before (Bontis,

2001; Petty and Guthrie, 2000). However, Skandia Navigator also has some problems as |

was developed specifically for one company (Matrr, et al., 2004b). Firstly, some metrics

CapitalReal i zi ng Your Companybés Tr ue ,WapeuGollink RubliEatiomsl i n g
Inc. NewYork, NY.
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used in Skandia Navigator offer plausible altgive interpretations about what they might
represent for an organization (Bontis, 2001). Therefore, it might be difficult for others to
understand and identify appropriate metrics. Secondly, Skandia Navigator follows a
balance sheet approach to measaotangibles. As a result, it cannot represent the dynamic
flows of an organization (Bontis, 2001), and might neglect some intangible contents such
as culture and organizational learning (Chen et al., 2004). Thirdly, it is also not clear how
the five componets of capital in the Skandia Navigator model relate to each other (Marr et
al., 2004b).

3.2.3.3 The Intangible Assets Monitor

The Intangible Assets Monitor (IAM) developed by Sveiby aims to measure intangibles in
a simple fashion (Rodov and Leliaert,02) Sveiby, 199a). According to Sveiby (199,

the main purpose of measuring intangibles is to provide management control in terms of
improving external presentation and internally monitoring performance. The IAM that
combines both financial and ndimancial measures can not only help the company to
describe itself more accurately to external stakeholders, customers, creditors and
shareholders, but also help managers to monitor progress and take corrective action
(Bontis, 2001; Sveiby, 199y.

According t o the | AM, a companyds intangi bl e
employee competence that includes the capacity of employees; 2) internal structure, whict
may include patents, concepts, models and computer and administrative systems; and &
external structure, which may include relationship with customers and suppliers, brands,
trademarks and reputation. Both the internal structure and external structure are created b
the employee competence. In each dimension, managers can make use gpHwed t
indicators: indicators of growth and renewal, indicators of efficiency, and indicators of
stability to measure and report intangibles (Sveiby, #p9Table 3.3 presents some

examples of intangible measures in the three dimensions.
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Table 3.3 Sample measures of intangibles in the Intangible Asset Monitor

Employee competence | Internal structure External structure

1) Number of years in the | 1) Investment in thinternal | 1) Profitability per customer;
Growth profession; structure; 2) Organic growth.
and 2) Level of education; 2) Investment in information

3) Training and education | processing systems.
renewal costs.

1) Proportion of 1) Proportion of supportaff; | 1) Satisfied customer index;

professionals in the 2) Sales per support person;| 2) Win/loss index;

company; 3) Values and attitude 3) Sales per customer.
Efficiency | 2) Leverage effect; measurements.

3) Value added per

employee.

1) Average age; 1) Age of the organization; 1) Proportion of big customers;

2) Seniority (the number of 2) Support staff turnover; 2) Age structure;

years employed in the 3) Rookie ratio (the number | 3) Devoted customer ratio (salg
Stabilit same organization); of people with less than 2 come from customers who hav

y ; .
3) Professionalurnover years of employment. been with the company for mor
rate. than 5 years).

Source: Sveiby (199

Similar to the BSC, the IAM model also argues that-fimancial measures of intangibles
must complement financial measures. In addition, both models argue th&harumal
indicabbrs must be lifted from the operational to the strategic level of the firm (Sveiby,
2001). However, these two models also have some significant differences. The IAM is
based on the notion that people are the only profit generators in a company (Svéiay, 199
2001), while in the BSC, human capital is considered to be unimportant. In addition, as has
been noted before, the external relationships in the BSC model only emphasize customers
but ignore other stakeholders (such as suppliers). In the 1AM, thenaktstructures

contain customers, suppliers and other external stakeholders (Sveiby, 2001).

The IAM attempts to overcome some problems that the BSC has. It also tries to display &
number of relevant indicators in a simple fashion (Sveiby, 89950 thatexternal
stakeholders can understand it more easily. However, the 1AM is still too qualitative
(Kaufmann and Schneider, 2004), and the indicators have to be adjusted to the reality o
each company (Rodov and Leliaert, 2002). In addition, Pike and Ro04)(2fjue that

the 1AM does not really attempt to combine different dimensions of intangibles or even to

combine tangible and intangible assets to give an estimate of market value.

3.2.3.4 Intellectual Capital Index

The models that have been discussddree such as the BSC and The Skandia Navigator,
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are argued to belong to the #Afirst gene.l
supplement the traditional financial measures with-fireencial measures (Neely et al.,
2003). The Intellectual Capitdhdex (IGIndex) suggested by Roat al. (1997 is
argued to represent a fisecond generation
of the value creation process of intangibles and to provide an overall picture of this process
rather than fogs on individual dimensions (Bontis, 2001; Ditillo, 1998; Neely et al., 2003;
Rodov and Leliaert, 2002).

The IGIndex method is based on similar taxonomy with the Skandia Navigator model that
intellectual capital can be split into human capital and stractapital (Marr et al., 2004b;

Pike and Roos, 2004). But the-I@dex intends to consolidate all the different IC measures
into a single index. In this method, the most important IC measures are identified and listed
and are then expressed as numbedskee assigned weight to each of them. Finally, all the
indicators can be consolidated into a single index (Ditillo, 1998; Marr et al., Z00%h
selection processes of indicators and weights are affected by several factors, such as tt
relative importace of each capital form, the business strategy, the characteristics of the
company, and the characteristics of the business the company operates (Bontis, 2001; Ma
et al., 2004Db).

Compared with the first generation models, thdri@ex has some signifimt advantages.
Firstly, by consolidating all the different IC measures into a single index, it is possible to
provide a comprehensive picture of a col
Rodov and Leliaert, 2002). Secondly, it also allows comgatmaneasure the correlation
between the changes in the IC index and the changes in the market or other performanc
indicators (Bontis, 2001; Marr et al., 2004b). Thirdly, it is helpful for managers to
understand the priorities and relationships existietyvben different IC measures (Rodov
and Leliaert, 2002).

However, this method also has its weaknesses. Using a single index has some advantage
But on the other hand, it may also make it difficult to identify the key business drivers
(Marr et al., 2004p In addition, the choices of indicators and weights are based on
subjective judgment. Therefore, there is a danger that the index might not fully reflect the

% This is cited byBontis (2001) anditillo (1998) from Roos, J., Roos, G., Dragonetti, N.C. and Edvinsson,
L. (1997).Intellectual Capital: Navigating the New Business Landsc8semillan, London.

2" This is cited by Ditillo (1998) and Marrtal. (2004b) from Roos, J., Roos, G., Dragonetti, N.C. and
Edvinsson, L. (1997)ntellectual Capital: Navigating the New Business Landscdmemillan, London.
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real IC of a company (Bontis, 2001; Marr et al., 2004b). Furthermore, it is still difficult to
make comparison between companies based onthei@ e x, as every <coO

will be different in terms of indicators and weightings (Marr et al., 2004b).

The IGIndex and other methods that have been discussadsectiors 3.2.3.1 to 3.2.3.4

ae considered as fAqualitative methodso of
The qualitative nature of these methods leads to the lack of standardigatidriessen,

2004; Chan, 20Q¥Kaufmann and Schneider, 2004; Petty and Guthrie, 2000)o$h cases,

the models are too qualitative and do not inform the user which intangibles are most
i mportant to a companyd6s strategy. Il n ad:
between companies based on these measurement models, not only thegaase limited

to specific company characteristics in terms of information content (Kaufmann and

Schneider, 2004), but also these models are generally used internally and the majority o
information are not reported tthe public®®. Therefore, some std | ed fAquant
model s0 are designed to assign a numeric
In the nextsulsection, the Value Added Intellectual Coefficient, as one of the most popular

used quantitative models will be discussed.

3.2.3.5Th e Value Added Intellectual Coefficient

The Value Added Intellectual CoefficieWAICE ), which is also know as theAustrian
Approach, wasdesigned and developed by the Austrian Intellectual Capital Research
Centre under Pudi from 1998 to 2002 (Chan, @9 Yalama and Coskun, 2007). Pulic
(1998) argues that previous IC measurement systems contains too much subjective
evaluation which does not enable comparison. Thus, there is a need to have a simple an
quantitative approach for measuring IC. VACmeasues the depth and breadth of IC
efficiency based on a company®6s account.i
that can be used for comparison across companiesstimes and nations (Chan, 2009
Pulic, 2000).

There are several key assumptionsheMAIC E method. Firstly, IC alone cannot operate
independently without the support of physical capital. So the value added in a company
derives from the combination of intellectual capitadl ghysical capital (Chan, 200Rulic,

1998; Seetharman et al., 200&econdly, among the three components of IC, human

%8 |ssues related to intangible disclosure will be discussed in section 3.3 of this chapter.



83

capital is the decisive factor. Neither structural capital nor customer capital could function
without the employees (Pulic, 1998; Williams, 2001). Thirdly, the total expenditures on
employees are seen nmly as compensation for invested time but also as compensation
for knowledge input (Pulic, 1998). Hence in this method, human capital can be expressec
as the total expeliture on employees (Chan, 2002ulic, 1998).Therefore,VAICE can
be measured as an aggregate of three individual efficiency components: human capita
efficiency (HCE), structural capital efficiency (SCE), and physical capital efficiency (CEE),
as shown in thdollowing equation (Chan, 200%irer and Williams, 208; Goh, 2007,
Levy and Duffey, 2007; Pulic, 2005; Yalama and Coskun, 2007):

VAICE =HCE + SCE + CEE

The <cal cul at i oMAICE fmornally mwlrestaenfgll@nsng steps (Chan,
2009 Goh, 2007; Pulic, 1998, 2005; Shiu, 2006):

1 Value Added (VA) of thecompany can be calculated as the difference between
outputs (sales or total income) and inputs (all the expenses of material, components
and services, etc.):

VA = Outputsi Inputs

1 As human capital can be calculated as the total expenditures on emplayees
capital efficiency can be obtained as the amount of valtkeed divided by the
amount of money invested in employees:

HCE = VA/HC

1 In this method, the total amount of valadded for a given period is attributed to
the combination of human capitaldstructural capital. Thus, structural capital (SC)
can be obtained as: SC = VAHC. This equation indicates that structural capital is
dependent on created value added and in reverse proportion to HC. Therefore,
structural capital efficiency can be callated as:

SCE = SC/VA

1 As noted before, in this method, it is believed that IC cannot create value on its own.
So it is necessary to take into account all the physical and financial capital (CE)
when computing the efficiency of vakoeeation resources. Th the final step is to
calculate the capital employed efficiency, which can be obtained by:

CEE = VA/CE
 After the above five steps, finallyAICE can be calculated by:
VAICE =HCE + SCE + CEE
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The VAICE method offers several advantages compared withesgualitative methods.
Firstly, it provides standardized and consistent basis of measuring IC, and therefore enable
not only internal comparison over a period of time for a company, but also external
comparison across companies, sectors and countries (2009 Firer and Williams, 2003;
Kamath, 2008). Secondly, it uses accounting data based on audited information and
without any subjective grading, and tbalculations are considerdd beobjective and
verifiable Chan, 2009 Firer and Williams, 2003Pulic, 1998). Thirdly, this method is
straightforward, and it is easy to be calculated and to be understood by externatsnvesto
and shareholders (Chan, 20@%er and Williams, 2003; Levy and Duffey, 2007; Williams,
2001). Fourthly, it treats human ctgias the most important component of IC, and this
emphasis has been actep by many authors (Chan, 2Q00&illiams, 2001). Finally, this
method makes use of public data, so that it may improve data availability and make it is
possible to conduct empiricatudies that utilize a largeample of data (Chan, 2009
Kamath, 2008).

Therefore, since th#AICE was developed in 1998, it has been widely used in empirical
research across indussi@nd countries (e.g., Kujanaiand Lawngvist, 2007; Mavridis

2004 Shiu, 2006; Williams, 2001). In particular, as the banking sector is considered as
intellectually intensive (Kamath, 2007), a number of researchers have attempted to
investigate intangibles using this technique in the banking sector in different ceuntrie
such as Malaysia (Goh 2007); India (Kamath, 2007); Japan (Mavridis, 2004); Greek
(Mavridis and Kyrmizoglou, 2005); and Istanbul (Yalama and Coskun, 2007).

However, there are some limitations or faults with this method. First of all, some
researchef@ disagree with one of its key assumptions that human capital can be measurec
as expenditures on employees (Levy and Duffey, 2007). They argue that labor expenditure
is a cost rather than a measure of investment. Besides, Andriessen offers some othe
criticisms to this method (Levy and Duffey, 2087 He argues that the objective of this
method is to measure IC efficiency, but does not provide information about the
contribution of 1 C to fVAIGENsa&n aggedate eeasuredfa t |

IC, and does not provide a method for assessing the synergies between human capita

% This is cited by Levy and Duffey (2007) from Andriessen, D. (208dking Sense of Intellectual Capital:
Designing a method for the Valuation of Intangiblésnsterdam: Elsevier Butterwortheinemann, and
Stewart, T. (2003The Wealth of Knowledge: Intetitual Capital and the TwenBirst Century Organization
New York: Doubleday Dell Publishing Group.

% This is cited by Levy and Duffey (2007) from Andriessen, D. (208dking Sense of Intellectual Capital:
Designing a method for the Valuation of IntarigédhAmsterdam: Elsevier Butterworteinemann.
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structural capital and customer dapi Moreover, Chen et al. (2@8Dargue that th®¥/AICE
measure for structural capital may be incompletat neglects R&D expenditure that may
capture additional information on structural capital. To sum up, althoughNi&E is a
practical I C measur ement, the proxies u

intellectual capital.

3.2.3.6 Summaries and discussions

Subsections 3.2.3.1 to 3.2.3.5 discussed some measurement models of intangibles. It ce
be seen that although numerous frameworks and models have been developedt® meas
intangibles, there are nappropriatemodek that can be used to measusand manage
intangibles to serve both the internal and external purposes. Qualitative methods like BSC
andthe IGindex tend to be too qualitative and to vary from time to time and from company
to company. Also, these methods are based on a large nufniserate informatioritems

that external investors may not have access to. Quantitative methmtisas/AICE , on

the other hand, is argued to include too many problematic assumptions or proxies and ma
fail to capture the nature of intangibles comple{glevy and Duffey, 2007), and also fails

to assist managers in examining the synergies among intangible components and thei

contribution to the value creation process.

Because of the problems with the extant intangible measurement frameworks or models
some academics suggest that there is a need to develop hew measures or new framewor
of intangibles (e.g., Catas(s and Grger, 2006; Ranrez, 2010; Sillanpaet al., 2010).
Sillanpé&et al. (2010) suggest that future research on intangibles in thgmdih sector
should seek to find suitable ways to measure and manage IC factors. However, recently
some scholars criticize this need (e.g., Byn2009; Dumay and Rooney, 2QNielsen

and Toft Madsen, 2009) Dumay and Rooney (20)L conduct a case studg explore
whether or not IC measurement is necessary for the effective management of IC, and finc
that it is possible to effectively implement IC practices without concrete IC measures in the

case organization.

Dumay and RooneyO®0s beimvestigation ob ane dase orQaaizagod, C
and may have its limitations. Given the importance of intangibles, the researcher argues
that it is necessary to conduct more detailed empirical studies to assess intangible

measurement in terms of whether or tloéy should be measured and the appropriate
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measures. Moreover, many measurement models of intangibles argpéaific and are
difficult to be widely implemented due to the reason that they are originally developed by
practitioners for selinterests (Adriessen, 2004Van der MeeiKooistra and Zijlstra,
2001) Therefore, more research on the contemporary intangible measurements is neede
to add understandisgf the models and indicators and to help practitioners to adopt and

improve their intangible mesarement (Andriessen, 2004; Catasts and Grger, 2006).

As an important source of competitive advantage for companies, information about
intangibles has attracted increasing interests from investors in the capital markets (Brennat
and Connell, 2000). Howey, due to the difficulties in measuring intangibles and the
disincentives of reporting them, the remaining information asymmetry of intangibles has
still been high (Holland, 2009 In the next section,iterature related to intangible

disclosure will be ddressed.

3.3 Reporting intangibles

As has been mentioned before, one of the motivations of measuring intangibles is for
communication to external stakeholders. In response to the growing interest amongst
investors in looking for more extensive corpordisclosure on intangibles (Williams,
2001), intangible disclosure practice has gained much empirical research attention in the
last decade. In this section, whether or not companies should disclose information relatec
to intangibles, what information hdmen disclosed in practice, and the views of capital

market participants on those kinds of information are reviewed.

3.3.1 Incentives and disincentives of reporting intangibles

Although disclosure of intangibles i®t to be made mandatory, an incregsmimber of
companies have attempted to publish more information about their intangibles (Marr et al.,
2003). Guthrie et al. (2007) identify that the incentives to report intangibles can be
classified into external incentives that relate to the externédloements and internal firm

incentives.

Regarding to external incentives, it is suggested that both analysts and investors respon
positively to organizations that report on their intangibles (Gakgiso, 2008). With
better access to intangibtésclesure, analysts may have a better means of assessing a
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firmdés value (Guthrie et al ., 2007) . Ba
anal ystsdé incentives to cover firms and
analyst coverage issignificantly greater for firms that have larger research and
development and advertising expenses. Moreover, full disclosure tends to reduce the cos
of capital on the grounds that it reduces the uncertainty that investors face in capital
markets (Jenseand Meckling, 1976), and also to reduce the cost of debt as it reduces
lenders' and underwriters' perception of default risk for the disclosing firm (Sengupta,
1998). Therefore, managers shoutwilling to produce intangibldisclosure in order to
provide a better view of the financial position of the firm, which in turn leads to higher
share prices (Backhuijs et al., 1999; Canibano et al., 2000; Marr et al., 2003). Canibano e
al. (2000) argue that disclosing more and better information on intanghilapartant for
knowledgebased and technology intensive companies in terms of reducing the volatility of
their shares. Otherwise, investors may not appraise their value correctly if they lack

adequate information about some critical value drivers.

Furthermore, intangibladisclosure is considered to be a useful tool of communication with
stakeholders to visualise and support the Jwrg vision and growth potential of the
company (Backhis et al., 1999; Van der Me&wooistra and Zijlstra, 2001). It iss0 used

by some companies as a marketing tool to highlight their strength compared to peers (Var
der MeefKooistra and Zijlstra, 2001). Guthrie et al. (2007) suggest that reporting
intangibles is helpful to enhance the image and reputation of a firm aawtergal interest

groups.

In terms of internal incentives, Guthrie et al. (2007) argue that firms are willing to report
their intangibles due to the benefits of better resource allocation, increased operationa
efficiency, and improved employee morale andtivation. Others suggest that offering
more information on intangibles can help a company to create trustworthiness with
employees and other important stakeholders (e.g., Bgsklet al., 1999; Van der
MeerKooistra and Zijlstra, 2001). In Germany, Deawrk and Japan, intangibles reports
have been used to attract employees and customers (Bismuth and Tojo, 2008). As Bismut
and Tojo (2008) point out, some firms experienced that the main benefits of IC reports
were to improve customer acquisition and ratm as well as to enhance employee

motivation and thus to improve employee recruitment and retention.

Previous research also identifies some negative effects that firms fail to adequately
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communicate their intangibles with external stakeholders. Fangea Holland (2004)

argues that the problems of financial reporting of intangibles have increased the
information asymmetry between users and suppliers of equity capital. Fund managers thu:
have to explore information on intangibles through private odlaand share them with

large investors. However, smaller investors usually have no access to such kind of
information. Therefore, failing to disclose intangibles may bring disadvantages to small
investors. In addition, Aboody and Lev (2000) state thategadte communication of
intangible information such as R&D may encourage insider trading, as managers would
exploit internally produced information on intangibles that are unknown to external

investors.

As both investors and companies may enjoy some ieti@fough appropriate intangible
disclosure, various guideks for reporting intangibles abeen developed to encourage
firms to disclose more information on intangibles in European countries, Australia, and
Japar® (Bismuth and Tojo, 2008; Guthrie at, 2007). However, because intangibles are
difficult to define, to categorise, and to measure and set up indicators for them, it is
difficult to report them (Holland, 2003). There are also some drawbacks with reporting
intangibles, and thus companies arewilling to present too much iafmation on their
intangibles. The etant literature has shown that firms may have both incentives and
disincentives to report information related to intangibles (e.g., Bajskbual., 1999; Van

der MeerKooistra and Zistra, 2001). It is even found that, in practice, some firms do not
intend to report much information on intangibles due to the fact that the disadvantages
outwegh the advantages of intangibiésclosure (Van der Medfooistra and Zijlstra,
2001).

One d the most important disincentives of reporting intangibles is that intangibles are
often at the heart of competitive advantage for companies. In order to maintain their
competitive advantage, companies fear giving away sensitive information to competitors
and prefer to keep their intangibles under wraps (Bagklet al., 1999; Canibano et al.,
2000; Holland, 2003; Marr et al., 2003; Van der MKepistra and Zijlstra, 2001;
Williams, 2001). Canibano et al. (2000) argue that the competitive positioncohpaay

®These include, for example, fAGuildelangedl|l ésd Me
MeritumPr oj ect i n 2002, which was conducted by the E
Sta¢ ement sd produced by Danish Agency of Tr adie anc
Made in Germany (Guideline)d produced by Ger man
Australian Guiding Principles on Extended Performance Manager (SKE) 06 produced
Society of Knowl edge Economi cs in 2005; and nAG

Management o produced by Japanese Ministry of Ecor



89

may depend largely on its intangible resources, and thus disclosing such information may

help competitors neutralize competitive advantages.

The second disincentive is the extsts associated with intangildésclosure (Backhis

et al., 1999Marr et al., 2003; Van der Me&ooistra and Zijlstra, 2001). Firms often have

to spend a large amount of time and money on implementing new procedures or systems t
gather information related to intangibles (Badlhet al., 1999). In an attempt to deyel

an IC reporting framework, Van der Me€ooistra and Zijlstra (2001) discuss this with
managers in several Dutch knowledgensive companies, and find that all companies

considered the cost of gathering information on intangibles as a disadvantage.

Thirdly, it is argued that internal measures of intangibles are often not yet tested, and
therefore firms may run the risk of exposing the company to external criticism when they
disclose those measures (Carroll and Tansey, 2000). Carroll and Tanseyafgo@dhat it

i's uncl ear which measures of i nt anum bl e
profitability, and some measures may be irrelevant. Nielsen et al. (2006) also highlight that
some indicators of intangibles may cause confusion in thethedythey represent two or
more different knowledge resources at the same time.

Fourthly, managers may prefer to expense intangible investments as incurred rather thai
include them on the balance sheet due to tax consequences (Canibano et al., 2060; Van
MeerKooistra and Zijlstra, 2001). Hirschey and Weygandt (1985) suggest that firms will
gain an immediate tax deduction if they expense their intangible investment such as
advertising and R&D instead of capitalizing them. Therefore, firms may preteton
capitalize intangible investment on their balance sheet to take advantage of the tax subsid
(Canibano et al., 2000).

Moreover, reporting intangibles may leave room for manipulation of information, and thus
onl vy Apositiveo i nf edr (Backhysoet al.ma999; \ae demp r e
MeerKooistra and Zijlstra, 2001). According to Van der M&@woistra and Zijlstra (2001),

one of the weltknown drawbacks of reporting intangibles is that firms may decide to only
publish certain ratios or indicatorsdaal on their own discretion in order to present a more
favourable picture of their business. Therefore, external stakeholders may be biased in thei
decisionmaking. A further disadvantage of external reporting on intangibles is that it may

create higher »xpectations (Backhis et al., 1999; Van der Me&woistra and Zijlstra,
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2001). Some firms are afraid of presenting too much feduented information as that
may arouse false expectations among shareholders, because suchorfemteel

information migh not be substantiated (Van der Md&@aoistra and Zijlstra, 2001).

Because bthese drawbacks of intangibtigssclosure, some authors suggest that companies
need to plan carefully if reporting information on intangibles, and to balance the risk of
disclosire against the potential gains (Marr et al., 2003). Numerous empirical studies have
investigated the extent to which companies have voluntarily reported on their intangibles,
and this will be addressed in the next subsection.

3.3.2 Empirical research on corporate practice in intangible disclosure

Given the theoretical explanations of incentives and disincentives for reporting intangibles,
what is the corporate practice in this area? Some researchers hmysedtto investigate
intangible disclosure ging content analysis. These studies focus on different resources
such as annual reports (e.g., Bozzolan et al., 2003; Brennan, 2001; Goh and Lim, 2004
Guthrie and Petty, 2000), presentations to analysts (e.g., @&ech et al., 2005), and a
wide rangeof corporate reports (e.g., Striukova et al., 2008); as well as on various nations
such as in Australia (Guthrie and Petty, 2000), Canada (Bontis, 2003), Ireland (Brennan,
2001), Italy (Bozzolan et al., 2003), UK (Striukova et al., 2008); South Africal(étpal.,

2003), Sri Laka (Abeysekera and Guthrie, Z)pand Malaysia(Goh and Lim, 2004).
Some researchers also try to conduct comparative studies between different countries (e.g
Guthrie et al., 2007; Vandemaele et al., 2005).

One of the earliestrad mo st i mportant studies in th
empirical examination of Australian annual reporting of intellectual capital. They conduct a
content analysis of annual reports to assess both the amount and type of IC informatior
being reported in the sample of the 19 largest listed companies in Australia. In this
exploratory study, they observe that the main areas of IC reporting are human resources
technology and intellectual property rights, and organisational and workplace structure
They also find that the key IC components are poorly understood and not reported within a
consistent framework. Thus, they conclude that there is little evidence of publicly reported

information on intangibles in Australia.

Brennan (2001) investigatethe IC reporting practice in Ireland by using the same
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met hodol ogy with Guthrie and Petty-based( 20
companies. She finds that the level of IC disclosure in Ireland is low, similar to that in
Australia. She observehat Irish companies have substantial intangibles. However, these
intangibles are poorly measured, and are rarely referred to in annual reports and, whel
referred to, it is in the most qualitative terms. Similarly, Bontis (2003) reports a low level
of intargible disclosure in Canada. He conducts a content analysis on a large sample of
10,000 organizationsd® annual reports, an
terms in their annual reports. He concludes that there is no evidence at all that IC
disclosure has garnered any traction for Canadian corporations.

Bozzolan et al. (2003) conduct a content analysis of annual report of 30 Italian
norfinancial organizatios to investigate the intangibblisclosure in Italy. Interestingly,

they find that lalian companies tend to disclose more information on intangibles on

average than Australian companies. They explain that this might be due to the reason the
Guthrie and Pettybds (2000) study is thre
anincreasing consciousness of the importance of IC drivers on company performance has
been witnessed. They also observe another difference that IC disclosure by Italian
companies mainly focuses on the external structure such as customers, distributior
channés, business collaboration and brands, which is not comparable with Guthrie and

Pettyds (2000) finding of human capital

Similar studies have been conducted in some developing countries as well. In line with
research in Australia and Ireland, Abelkesra and Guthrie (208) find that there is no
consistent and theoretical framework of reporting intangibles in Sri Lanka. They also
identify that the most frequently reported items in Sri Lanka are external capitals, such as
brands and corporate image. Interegjly, they find an increase in the frequency of IC
reporting over the two year period that they investigated. Their finding confirms the
explanation that Boz#an et al. (2003) make, which the importance of intangibles has
been increasingly recognizeal practice. Goh and Lim (2004) adopt the methodology of
Guthrie and Petty (2000) to examine the IC disclosure practices of the top 20 listed
companies in Malaysia in their annual reporThey find that the incidence of IC

di scl osur e i ns is mamfyannquaditatiGe ternespashertthan quantitative

terms, and the most disclosed component is external capital.

The above studies mdynfocus on national intangiblelisclosure practice. Recently,
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comparative studies of reporting intangibles betmveountries have emerged. Vandemaele

et al. (2005) investigate thenaunt and content of intangibtisclosure in three European
countries: Netherlands, Sweden, and the UK. Their study utilizes a sample of 180 annua
reports and covers three years (192@)0 and 2002). They observe that Swedish sample
companies on average disclose more information on intangibles than companies in
Netherlands and the UK. Their study also reveals that, in general, there is an upwarc
trend in the average amount of IC distlee from 1998 to 2002, which is in line with the
findings of Abeysk er a and Gh) stidy in &r0 Isankg. B@die et al. (2007)
conduct a crosbordercomparative study of intangibléisclosure using Australian and
Hong Kong data. They find that @hlevel of IC disclosure is relatively low in both
countries, and where intangibles are disclosed, the information is mainly expressed in
discursive rather than in numerical terms. They also find that the level of disclosure is

positively related to comparsize.

All the above national and international studies have focused on analysing disclosures ir
annual reports. Annual reports are argued to be a highly useful source to investigate the
communication with stakeholders (Guthrie and Petty, 2000; Guthak, €2007), as they

are consistently available, auditable, and comparable (Gray et al., 1995a, 1995b). Howevet
due to the nature of intangibles, disclosure of them is usually made through a wider range
of channels rather than only in the annual rep@tr@ -Meca et al. (2005) identify that
information on intangibles is disclosed through both public channels (such as annual
reports or company websie and private channels (such as -0o®ne meetings,
presentations to analysts, or conference calls¢yTconduct an empirical study to assess
the extent and the type of intangibldisclosure in presentations to financial analysts in
Spain, and find that companies usually reveal information regarding their strategy,
customers, and processes through presiens. Striukova et al. (2008) investigate the IC
reporting practice in the UK through a content analysis of a wide range of corporate reports
i ncluding al | document s on t he compani e
briefings, and social andneironmental reports, etc.). Their study shows that there is a
range of different types of corporate reports used for communication information on
intangibles, and the annual reports are not a good proxy for tdy about a third of
information on intagibles is found in annual reports and accounts. In line with previous
studies, they claim that the proportion of intangibles information presented in quantitative

terms is very small for the sample companies.
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In summary, previous empirical studies ofaimgible disclosure practices show that
although there is an increasing tendency of reporting more information related to
intangibles across the world (e.g., Abelkera and Guthrie, 2@) Vandemaele et al., 2005),

the overall level of intangible disclosuie still low (Beattie and Thomson, 2007). When
there is a disclosure, it is mainly expressed qualitatively rather than quantitatively, and the
type of information varies from company to company, and from country to country.
Therefore, it is difficult to coduct quantitative empirical studies to assess the value
creation process of intangibles. As Marr et al. (2003) have observed, the majority of
research on intangibles is at theeory building stage, andery little of the proposed
measurement theory hasdn tested.

The low level of intangible disclosure not only limits the academic research in this area,
but also results in the information asymmetry between firms and the capital market.
Because of the importance of intangibles in wealth creation, ihergrowing demand for
such information from the capital market. However, the amount of discloseelated
information is less much than what analysts expect (Gagdso, 2008). Moreover,
whether or not the disclosed intangible information meetsittee r s 6 needs i s
The next subsection will discuss empirical studies on intangible disclosure from capital

mar ket actosrs6 perspective

3.3.3 Empirical research on intangible d

perspective s

Previous subsmions discussed empirical research on intangible disclosure practices, in
particular, the reasons why or why not organizations want to report information on
intangibles and the level of information that has been reported. As has been noted in
subsection 3.1, one of the incentives that motivate managers to disclose information
about intangibles is to communicate with capital market actors. Does intangible
disclosure serve the purpose of efficient communication with the capital market? In order
to answetthis question, some academics start to investigate intangible disclosure from the
capital mar ket actorsod6 perspectives. Com
on corporate practice in intangible disclosues have been shown in the previous
subsection, empirical research on the use of intangible information by the capital market
actors is in its infancy (Abhayawansa and Abeysekera, 2009). Only a few studies using
either surveybased method (e.g., Alwert et al., 2009; Ousama et al., 2011; dRedty,
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2008) or interviewbased case study (e.g., Campbell and Slack, 2008; Holland, 2006)

contribute in this regard, and their findings tend to be contradictory.

Alwert et al. (2009) investigate whether or not IC reporting matter to analysts. Using
methods of survey, expert workshop, and experiment, they explore views of experienced
bankers, auditors, and financial analysts in IC reporting. They conclude that IC reports can
reduce risks for both investors/banks and SMEs. Their findings also showttiwatgal
qualitative descriptions about IC are considered important, participants acknowledge that
indicators that help to quantify IC information are more important for them. Petty et al.
(2008) survey financial professionals in Hong Kong, and find thast mespondents
believe that they will find IC information useful in their decisimaking process if such
information is available. Additionally, most respondents point out that the publicly
available IC information is poorly suited to their needs. Assaltethey are currently
gathering IC information through private information channels, and would like companies
to be more transparent in this regard. Similarly, Ousama et al. (2011) examine the
usefulness of | C informatiantdgyomngr epte
(analysts and lenders) perspectives in Malaysia ubmgurvey method, and find that both

of them perceive the IC information disclosed in the annual repoiie useful for their

decisionmaking purposes.

Holland (2006) alsgrovides evidence on the importance of intangible information to
capital market actors, in particular fund managers. He conductssseictured interviews

with 40 fund managers from 1997 to 2000, and finds that fund managers face some majo
problems in tkir stock selection and asset allocation decisions because of the increasing
importance of intangibles to share price and the limitations of public domain information
sources. To deal with those problems, they use private meetings with company
managementot obtain information about intangibles and to understand the dynamic
connections between intangible variables in the value creation process. The combination o
private information and public sources creates a knowledge advantage for the case funt

managers.

The above discussed studies show that intangible disclosure is relevant to capital marke
actor s. However, Campbell and Sl ackods
Campbell and Sl ackodés (2008) study ificalgs n«
but provides evidence on how ssitle analysts view the usefulness of information related
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to intangibles. They explore the usefulness and materiality of annual report narrative
disclosure in the UK, with particular reference to the banking setiwey conduct
semistructured interviews with 19 sedlde analysts who specialize in banks, and observe
that the narrative parts of annual repor
intangibles tend to be relatively unimportant to analyéte.ei r f i ndi ngs st
was a general belief that narrative reporting was not immediately applicable nor helpful in
the primary tasks of the sedlde which is to construct forecast models and produce written
reports forthebwg i d e 0 ( C aStagkp2808:F). a n d

It can be seen from the above discussion that, the extant literature on intangible disclosure
t hat investigates usersod perspective ten
studies but also in the ambivalent evidence that tlieyenl. Bukh and Johanson (2003)
suggest that for the investigation of IC reporting, it is necessary to pay attention to the
demand of the financi al mar ket , and ensu
and investor soé ne adhsinthisTdiea is desimbles Abhayeawvansa r e
and Guthrie (200) r ecommend, it her ebasedresaarch, prefgrably f o
using mixed methods, in order to obtain axd@pth understanding of the importance of IC
information in company analiyss 0 hayatvdnsa and Guthrie, 2D218).

3.4. Modelling intangibles

As has been shown before, it is widely accepted that intangibles are an important source ©
competitive advantage. However, there is not much empirical evidence of how intangibles
creae value for companies. One reason for this is that although a large number of models
have been developed to measure intangibles, few of them provide the opportunities for
conducting empirical studies on linking intangibles to firm performance or valuke(Bsil

al., 2005). In addition, there is not enough information being disclosed in the public
channel ® support empirical inestigationsas has been discussed in section 3.3. Therefore,

research on modelling the value creation process of intangibiested.

To date, empirical literature has mainly provided two kinds of evidence. One of them
focuses on the value relevance of intangibles, that is, to investigate the linkage betweer
different elements of intangibles and firm performance or value.nendtind of research

has attempted to understand the interactions among different elements of intangibles, an

then model the value creation process of intangibles. A variety of research methods have
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been employed to model intangibles, such as interviase study, questionnaire, or focus
groups, and the most popular one may be case study that involves a small sample o
companies (Brennan and Connell, 2000; Guthrie and Petty, 2000a). This section reviews

some empirical studies in these two streams.

3.4.1 The value relevance of intangibles

There has been a large body of research examining the relationship between intangible
and firm performance or market value (Canibano et al., 2000; Kim, 2007). Some studies
focus on the value relevance of different edets of intangibles, in terms of human capital,
structural capital and relational capital. Others attempt to investigate how the aggregate
level of intangibles affects firm performance or value. Up to now, empirical literature
reveals that, in general, neomvestments in intangibles are associated with higher future
earnings and stock returns (Canibano et al., 2000). However, it should also be noted that
evidence on many intangible indicators are often weak, and in some cases (e.g., employe
satisfaction) findings are even contradictory to expectations based on theory (Mouritsen,
2004). In addition, there is a significant bias in the existent empirical research, that is,
some elements of intangibles such as investnanR&D attract much interest, andeth
analysis of other elements of intangibles such as human capital has just begun (Canibano
al., 2000).

3.4.1.1 Structural capital

Empirical research on the value relevance of structural capital mainly focuses on some
innovation indicators, such asvestments in R&D or IT, due to the fact that such
information is publicly available and is comparable between firms or industries. Evidence
shows that, in general, investments in R&D are positively related to the performance or
market value of companiesd@ibano et al., 2000; Hall, 1999; Kim, 2007).

Sougiannis (1994) uses cressctional data to examine the relationship between R&D
activity and profitability as well as market value of companies. He finds that, on average, a
onedollar increase in R&D exgnditures leads to a twapllar increase in profit over a
sevenyear period, which indicates that reported earnings adjusted for the expensing of
R&D reflects realized benefits from R&D. In addition, his results show that alolier
increase in R&D expeatiture produces a fivdollar increase in market value. Thus, he
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concludes that investors place a high value on R&D investments. Many other studies, suct
as those by Aboody and Lev (1998), Doukas and Switzer (1992), and Lev and Sougiannis
(1996), also prode supports to the positive relationship between R&D investments and

firm profitability or stock return.

Some authors investigate the relationship between investments in R&D and market value
of firms by modelling Tobi né.g., BgaZiam,nl978)e a s
Cockburn and Griliches, 1988; Griliches, 1981), and find similar evidence on the
significant <correlation bet weKlegnahedbkiotkd s
(1993) investigate the extent to which intangible capital explaifiselif e nce i n T
across firms. Their findings illustrate that intangible capital that includes R&D investments

and patent contributes to the wvariation |

More recently, Hsieh et al. (2003) conduct a time sere crossectional analysis of how

R&D intensity affects firm performance, and confirm the positive association between
them. They use an improved model that accounts for both the contemporaneous an
firm-specific serial correlation, as well as the temck between firm profitability and
investments. They find that omllar investment in R&D earns a higher operating margin
return than the industry cost of capital, and the effects of aloler investment in R&D

on the firmds macelkenuchthe effect of & adellar meestnent inw i

fixed assets.

The results of these studies suggest that innovation indicators, such as investments in R&L
or patent, are consistently associated with improved firm performance and market value in
many irdustries. However, although the banking sector is considered as an
innovationincentive sector (McKinsey Global Institute, 2002), only few studies have
focused on this sector, and the results of them show weak and everistent correlation
between IT pending and firm profitability (Beccalli, 2007). MckKsay Global Institute
conducts research aimetigainng anunderstanding of the role played by IT in US retail
banking sector (McKinsey Global Institute, 2002). They find in general, IT investments

relate to higher productivity but not always to higher profitability of retail banks. They

%2 However, Hall (1993) reports a gur i si ng finding, which shows 't he
investments in R&D in the US manufacturing secto
that this may indicate several possibilities. Firstly, the private rate of retuR&® has indeed fallen.
Secondly, R&D capital depreciates much more rapidly than it used to. Thirdly, the stock market has become
more myopic and is discounting the cash flows from R&D capital at a very high rate, treating them as if they
were highly uncdain. Finally, this may relate to the wave of mergers and leveraged buyouts during that
period.
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obser ve t hato cobssterklystianslaté ther rptoductivity gains from IT into
profitability improvement have mixed results. It is difficult for banks tovedecompetitive

advantage through deploying IT innovation alone.

More recently, Beccalli (2007) investigates whether investments in IT influence bank
performance in Europe using a large sample of 737 banks and covering the period of
19952000. Their reslts show little relationship between total IT investment and improved
bank profitability or efficiency. However, they find that the impact of different types of IT
i nvest ment (hardwar e, software and servi
Investnent in IT services from external providers tends to positively affect firm

profitability, while other investments in IT have opposite impacts.

3.4.1.2 Human capital

Compared with the studies amovation indicators, therarea relatively small numbesf
empirical studies examining human capital (Canibano et al., 2000; Kim, 2007). Although
human capital has been widely considered as a fundamental source of competitive
advantage (Bontis and Fenz, 2002; Wright et al., 1994; Youndt et al., 1996), there

little evidence on the value relevance of it due to the fact that human capital is difficult to
identify, to measure and to standardize (Abdledlik, 2003; Bassi et al., 2002). In addition,

the concept of human capital seems to be a paradox in acades®arch and practice. For
example, some argue that investments in human capital, such as training, are positivel
rel at ed erfoonanicd (e.gn 8aredipd GConnell 2001; Youndt, 1996). However,

on the other hand, training is often criticizeor foeing faddish, too expensive, and

sometimes not improving the bottom line (Caudron, 2002; Kraiger et al., 2004).

As has been discussed in section 2.4.3 of Chapter two, human capital tends to have tw
dimensions: generic HC that can be measured by ®docar experience, and
firm-specific HC that includes firmspecific experience or trainings. Human capital can
also be represented at individual level or organizational level. Research on human capita
mainly provides two types of evidence. One kind aflgs look at how leadership relates

to firm performance (e.g., Abd&lhalik, 2003; Day and Lord, 1988; Waldman et al., 2001;
Zahra and Pearce, 1989), and another one focuses on investments in human capital at tl
organizational level, mainly training expditures (e.g., AragGSachez et al., 2003;
Ball ot et al., 2001; Barrett and O6Connel
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Zahra and Pearce (1989) survey empirical studies on the impact of boards of directors or
corporate financial performance, and present segrative model of board attributes and
roles. They identify four board attributes: 1) composition that denotes the size of the board
and the type of membership; 2) characteristics that consist of director background such a
the age, educational level, experience; 3) structure that refers to the dimensions of the
boardbés organizati on, and 4) process, w |
making its decisions. They argue that these four board attributes have both direct anc
indirect impacts onmgani zati ons6 performance. For i
shows that specific board characteristics are essential for the effective performance of the
boardbés roles of service, strategy and
orgmi zati onbés performance (Zahra and Pear
characteristics is that conducted by Norburn (1986). Norburn (1986) investigates several
characteristics (e.g., early background, education, experience, beliefs and aibit85ek)
directors in large UK companies. He finds that those board characteristics are associate

with different industry performance.

More recently, Abdelkhalik (2003) investigates vetther or not the capital market
recognize and valus human capital. E assumes that the managesill component of
human capital depends on personal attributes of managers (experience, risk aversion ar
the value of shares owned) and figpecific variables that reflect managerial performance
(past performance in termg$ profit and growth, organizational complexity and operating
risk). Then he uses these variables and relative incentive pay and tangible capital tc
estimate and forecast a latent index for labour skills. By conducting an empirical analysis
of estimating tk index for executive member of the board in around 600 firms for the
years 1998 to 2000, he finds that the predicted index of labor skills are significantly
associated with the marketdés valwuation
developed byAbdeklkhalik (2003) tries to measure managesikill from different aspects.
However, it should be noted that some of the variables used to estimate the index may
presumably be expected to be directly related to firm market value and not necessarily
relaied to human capital (e.g., firm performance and growth or value of shares owned by

managers).

The above studies examine how board of directors relates to firm performance. Meanwhile,

another type of research attempts to investigate how investments im lvapital affect
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firm performance. Training (S consi der e
productivity (Aragd-Sanchez et al., 2003). However, in practice, companies usually
maintain an ambiguous position regarding investsientraining, as they he to face the
challenge that there are costs allocated to training and it is difficult to justify those costs
without hard evidence (Aragé®banchez et al., 2003; Bassi et al., 2002). Themf@ome
authors have put effotb provide evidence in this regh(Aragi-Sachez et al., 2003;

Barrett and O6Connel | | 2001 ; Bassi et al

Tharenou et al. (2007) review 67 studies that examine the relationship between training
and organizatiomevel outcomes (e.g., HR outcomes such as high job performance or |
turnover, performance outcomes such as productivity, and financial outcomes such as
profit or ROA). They conclude that training is likely to correlate with positive HR
outcomes and greater performance outcomes. However, they identify that those effect:
tend to be small, and the general statement requires some qualification. For example, ther

is very likely that some other variables also influence the outcomes other than training.

Previous studies regarding training have tried to measure trainindaredif ways (Gard,

2005; Tharenou et al., 2007), such as training hours or days (e.g., Kidder and Rouiller,
1997), training expenditures (e.g., Bassi et al., 2002; Murray and Raffaele, 1997), types of
training provided (e. g.,,percBptiang @ ttrainings nedg., O 6
Aragh-Sachez et al., 2003), training policy (e.g., Gar@d, 2005), or whether or not a
formal training is provided (e.g., Delaney and Huselid, 1996). Due to the lack of data on
investments in human capital in the finahcsatements (Canibano et al.,, 2000), the
majority of research uses survey methtudcollect data (e.g., Aragésachez et al., 2003;
Barrett and O6Connell, 2001; Del aney an
Rouiller, 1997).

For example, Barreand O6 Connel | (2001) use survey
investigate how different types of training (i.e., general training and specific training)
affect productivity. They find significant positive effects for both all types of training
combined and general training. AragéBanchez et al. (2003) assess the effects of
different training methods and training activities on performance measures of effectiveness
and profitability using a sample of 457 European SMEs. Their results show some evidence
of significant relationships between training activities and performance. For instance,

onrthejob training and training inside the company withhiouse trainers are positively
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related to most effectiveness and profitability measurements. Moreover, Deladey
Huselid (1996) investigate human resource management (HRM) practices in 590 US
for-profit and nonrprofit firms from the National Organizations Survey, and find that there
are significant positive associations between some HRM measures, such ag &adin

incentive compensation, and perceived organizational performance.

Some countries, such as the US, have tried to reduce information problem of $aining
The American Society for Training & Development (ASTD) provided organizations
standard definitio and metrics of training, and collected information on this since 1997.
Using this database, Bassi et al. (2002) examine how training investments are related t
different measures of financial performance for US publicly traded companies, with a
specificfocus on total stock return. They find that, for a dataset of 575 firms from 1996 to
1998, firms with higher training investments have higher total stock return in the following

year.

3.4.1.3 Relational capital

As noted in chapter two, relational capitatludes all external resources, such as company
name and brands, distribution channels, relations with customers and other stakeholders
etc. (Boedker et al., 2005). Empirical research on the linkage of relational capital and firm
performance or value banainly looked at brahmeasures, such as advertising araaket
expenditurd® or brand value, and customer relationship measures, such as customer

satisfaction and loyalty.

There has been growing empirical evidence to suggest that, as an investroagiénnh
brand equity, advertising is I|likely to b
and in turn related to their market value (Canibano et al., Z200@hah and Akbar, 2008).
Early studies tend to consider advertising as a baaientry, and provide evidence on the
significant relation between advertising and profit at both the industry level (e.g., Weiss,
1969) and the firm level (e.g., Comanor and Wilson, 1967). Weiss (1969) finds that some

industries that advertise heavily appdo have higher earnings. Comano and Wi | s

¥To the researcherodos knowledge, i nformation rel a
available in the UK and some other European coesitiData problems will be further discussed in chapter
five.

3 Advertising/marketing expenditure as a proxy of brand has been suggested by many sutchoas the
authors of Mritum project (2002);Barth and Kasznik (1999); Barth, Clement, Foster, anszKi& (1998);

and Fléstrand (2006). For exampleBarth and Kasznik (1999) argue that firms making investments in
advertising likely have intangible assets related to brand name. Thus they select it as a proxy of brand.
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(1967) study show that advertising has a significant and quantitatively important impact
on profit rate in the consumer goods industry. They argue that past advertising outlays

appear to be an importangétérminant of the extent of product differentiation.

After that, further evidence on the positive relation between advertising and profitability
has been provided (e.g., Pitelis, 1991; Graham and Frankenberger, 2000; Ors, 2006). Piteli
(1991) argues thaadvertising can affect profit from both supsligle and demanside,

and then constructs a model to capture the effects from both sides. Using annual time serie
data from 1955 to 1980 in the UK, he finds that advertising has a positive and significant
impact on aggregate profits. On the other hand, Graham and Frankenberger (2000) look &
changes in advertising expenditures rather than the level of them. They find that, for a
sample of 320 firms with reported advertising expenditures for 10 years, degpemdihe
industry, changes in advertising expenditures are significantly associated with earnings ug
to 4 years following the year in which the expenditures occurred. Ors (2006) uses
commercial bank data obtained from the US Call Reports 2001 through@b¥stigate

the role of advertising in the banking sector. He finds that advertising has a positive and

economically significant impact on bank profitability.

Some empirical studies have also investigated the relationship between advertising anc
market value of firms (e.g., Chauvin and Hirschey, 1993; Hirschey and Weygandt, 1985;
Morck and Yeung, 1991). Hirschey and Weygandt (1985) show that both advertising and
R&D expenditures have systematic influences on market value of firms for a sample of
390 irms. Similarly, Chauvin and Hirschey (1993) utilize a large sample of around 1500
firms for three years (1988990) to examine how advertising and R&D expenditures
affect market value. Their findings support the positive effects of advertising and R&D on

market value.

Apart from advertising, some researchers also look at other variables related t brand
such as goodwill (e.g., Chauvin and Hirschey, 1994) and other brand value (e.g., Barth e
al., 1998). According to Chauvin and Hirschey (1994), ac@ogngoodwill numbers
appear to be potentially useful indicators of brand name recognition, good customer
relations, and good management. They identify that there is a consistently positive
influence of accounting goodwill numbers on both profitability Hrelmarket value of the

firm in the noAamanufacturing industries. Barth et al. (1998) examine the association

% The profit rate variable used initts st udy i s profit after taxes as
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between brand value estimatedfigancial World® and market value of firms owning the
brands. After controlling for net income and changes inimame, they find that the
estimated brand values are consistently and significantly associated with the market value

of firms.

The above studies indicate that brand measures tend to positively affect firm performance
or market value. However, it isqared that, similar with evidence on innovation indicators,
the available empirical evidence on brarsdll appears to be ambiguouslil Shah and
Akbar, 2008). Some empirical studies are unable to identify a significant relationship
between advertising argrofitability or market value (e.g., Core et al., 2003; Erickson and
Jacobson, 1992), especially in the banking sector (e.g., Edwards, 1973; Kohers anc
Simpson, 1981; Santos, 1995). Moreowvdr, Shah and Akbar (2008) review the existing
empirical studien advertising and brand value, and identify several problems with the
data and models. They highlight that the majority of these studies have used data from the
US, and there is little evidence in the UK. This might be due to the relative absence of
advetising data availability in the UK. In addition, many studies on advertising have
focused on grasping the product advertising aspects, but ignored the influence of corporat
advertising Ali Shah and Akbar, 2008).

Apart from the issue of brasdcustomerrelationshig have also been the focus of
empirical studies. The literature pertaining to customer relatiosphgposethat customer
satisfaction is related to customer loyalty, and in turn related to firm profitalfildydelisi

and Molyneux, 207; Hallowell, 1996; Storbacka et al., 1994). Gupta and Zeithaml (2006)
address that customer metrics include a variety of constructs, such as perceptual measur
(e.g., customer satisfaction, service quality and loyalty and intentions to purchase, etc.),
and kehavioral measures (e.g., customer acquisition, customer retention, and cross selling
etc.) The extant quantitatively empirical studies on linking customer metrics to firm

performance or value mainly look at metrics of customer satisfaction.

Many empircal studies have found a positive association between customer satisfaction
metrics and firm performance or market value (e.g., Anderson et al., 2004; Gruca
and Rego, 2005; #lowell, 1996; Ittner and Larcker, 1998). Anderson et al. (1994) assume

% Financial World(FW) began publishing an annual survey of brand values estimated using a methodology
developed by InterBrand (a brand consulting firm) in 1992, reporting 42 branfisctd year 1991. By 1997,

the survey included over 330 brands that were owned by firms in a variety of industries (Barth et al., 1998).
Barth et al. (1998) use a dataset from 1991 to 1996.
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tha high customer satisfaction is a sign
price elasticities, insulation of currentstamers from competitive efforand lower costs,
and t hus reflects positively i n ustbmer foi
satisfaction indice€ of 77 firms in a wide variety of industries in Sweden, they show that
an annual on@oint increase in the customer satisfaction index has a net present value of
$7.48 million or 11.5% of current ROI (return on investment) dwer years for a typical

firm. This implies that firms that achieve high customer satisfaction also enjoy superior
economic returns in Sweden. Using fitavel data from the ACSI in the 3% Ittner and
Larcker (1998) also find positive andgsificant rehtions betweertustomer satisfaction
measure and firm performance. They find that a emat difference in the customer
satisfaction index is associated with a difference in the market value of equity of between
$236 to $243 million, after controlling f@ccounting book value. In this study, apart from
using firmlevel data, they also investigate how customer satisfaction measures relate to
firm performance at the custorderel and industrunit levef®, and find modest support

for claims that customer tsfaction measures are leading indicators of accounting
performance. However, their results show thany of the relations are nonlinear, and there

iIs some evidence of diminishing performance benefits at high satisfaction levels. They also
argue that cuemer satisfaction measures in practice tend to be somewhat arbitrary.

Gruca and Rego (2005), on the other hand, examine the relationship between custome
satisfaction and f ut ur ethe @ram Hdnefité fromveustonieh e y
satisfaction gmarily in the future, during the next buying opportunity (because of increased
loyalty) or companyinitiated contact (through an increased receptivity to esossl | i n g
(GrucaandRego, 2005:115). Similar witlttner and Larcker (1998), they use ACStaltor

around 100 firms from 1994 to 2002. Their results show that gpoiné¢ increase in
customer satisfaction leads to a $55 million increase in net operating cash flow in the next
year or a more than 4% reduction in the variance of future cash fldas.u8ing ACSI

data of nearly 200 firms from 1994 to 1997, Anderson et al. (2004 yfaignificant and

3" These annual indices of firevel quality, expectation, andustomer satisfaction are named Swedish
Customer Satisfaction Barometer (SCSB), which are collected by the National Quality Research Centre
(NQRC)at the University of Michigan Business School émel International Centre for studies of Quality and
Produdivity at the Stockholm School of Economics, by surveying large firms in a variety of industries
(Anderson et al., 1994).

% Ittner and Larcker (1998) use firfavel data from the American Customer Satisfaction Index (AGSI),
national economic indicatoof customer satisfaction collected by the National Quality Research Center
(NQRC)at the University of Michigan Business School and the American Society for Quality

®I'n I'ttner and Larckerds (1998) st ud ysfactibnondexofust o
2491 business customers collected by a telecommunications firm in the US. While for industry unit analysis,
they use data of 73 retail branch banks in the US of a leading financial service provider.
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positive association between ACSI and Tot

The above empirical studies use similar databases and providenthossy evidence. It

Is arguedhat the strength of the satisfactiprofit link varies across industries (Gupta and
Zeithaml, 2006). Gupta and Zeithaml (2006) suggest that the impact of customer
satisfaction on firm performance is likely to be larger in service industries where crstome
are highly involved, and the quality of a service firm is determined by the frontline
employees. Hallowell (1996) tests the satisfaepoofit link in a large US retail bank.
Using data of 12,000 customers at 59 divisions, he finds that -gpadneinaease in
customer satisfaction leads to 0.59% increase in ROA for divisions with lower satisfaction

score.

However, Anderson et al. (1997) assume that there may be potential tradeoffs betweer
customer satisfaction and productivity for service industsiesh as airlines, banking,
education, hotg|] and restaurants, where customer satisfacodependent more on
dimensions of quality that are more difficult to standardize. Using SCSB data from 1989 to
1992, they find that the association between custmadsfaction and productivity for
goods industries is positive and significant, but the association between them for service

industries is negative and significant.

Some empirical studies further investigate the relationships among customer satjsfaction
customer loyalty, and firm performance (e.g., Hallowell, 1996; Kamakura et al., 2002; Rust
and Zahorik, 1993). Using a sample of 100 retail bank customers, Rust and Zahorik (1993)
find that increasing customer satisfaction is likely to increase custategttion, and in

turn affects market share of the bank. Kamakura et al. (2002) argue that superior
satisfaction alone is not an unconditional guarantee of profitability. Using data from 500
branches of a national bank in Brazil, they indicate that foraadh to achieve superior
profitability, managers should be efficient in not only achieving superior satisfaction, but
also translating such attitudes and intentions into relevant behaviors such as custome

retentions.

To sum up, in spite of the efforwn investigating the relationship between customer
satisfaction and firm performance, empirical research so far has failed to reach a clear an
consistent conclusion (Canibano et al., 2000). Evidence on the positive association is

mainly provided by studiethat use similar databases in the US and Sweden. There are
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some studies reporting contradictory results (Canibano et al., 2000). Moreover, only few
studies have attempted to build comprehensive models of the satisfarctivrchain (e.qg.,
Kamakura et al.2002), and the majority of empirical research examines only a few
constructs at a time (Gupta and Zeithaml, 2006). Having observed these gaps, this thesi:
therefore, not only intends to examine the customer relatiop&nrfprmance association
using pulicly available data for European banks, but also seeks to build a more

comprehensive model of it through an in depth case study.

3.4.1.4 Summaries and discussions

The abovesubsections have discussedhpirical research oihe value relevance of
intangbles in terms of structural capital, human capital, and relational capital. It can be
seen that, to date, the evidence on the relations between intangibles and firm performanc

or value tends to be limited, and this provides rooms for further research.

Firstly, data availability is a significant problem that has prevented researchers from
contributing empirical evidence on the value relevance of intangibles. As has been
discussed in section 3.3.2, the low level of intangible disclosure in the publicrdoffeas

very limited data sources for conducting quantitative empirical research in this area.
Canibano et al. (2000) point out that there is an existence of bias in accounting researct
towards the analysis of some elements of intangibles (e.g., R&D dwmdtiging) to the
detriment of other intangible assets (e.g., human capital or customer relatnnrEhip is

due to the factor that for the latter, there is an absence of data available in public reports
For example, training expenditure is often separately reported in financial statensent

many countries. Even though many firms have measured their customer satisfaction, the
metrics they used are not standardized and not comparable. As a result, the empirica
evidence tends to be limited in termisdatabase and samplanost empirical studies on
customer satisfaction have used ACSI data in the US. In addition, research on advertising
also presents a geographical bias that they have focused mainly on the US data, and the

is little evidence in tb UK due to the lack of data there.

Secondly, the metrics of intangibles appear to have some problems. For example, Ittner an
Larcker (1998) use three different customer satisfaction measures to conduct three differen
levels of analyses: customer leverdustry unit, and firm level. They argue that customer

satisfaction metrics in their studiike all satisfaction measures used in practice, have
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somewhat arbitrary measurement properties. Gupta and Zeithaml (2@d&Jy another
problem regarding ctsmer metrics. They argue that there are overlaps irxish
definition and measurement of the constructs on which perceptual customer metrics are
based. As a result, fAmany studies have ex
and the patter o f relationship among the vari at
2006:733).

The third type of problems is with the valuation models used in previousstdlfigar et

al. (2008) identify that research tme value relevance of advertising exp@nres suffers

from endogeneity problem within the single equation model that has been commonly used.
They argue that a number of factors that are not included in the model might be correlatec
with both the dependent variable (e.g., market value of tamd)the independent variables

(e.g., advertising expenditures), and this may lead to biased results.

Finally, and most importantly, there has been little empirical research on the interaction
amongdifferent elements of intangibles (Kim, 200From theRBV point of view, it is
expectedhat human capital, structural capital and relational capital are correlated with each
other as has been discussed in chapter. tdowever, empirical research has focused
heavily on the impact of individual element ofangibles on firm performance or value, but
ignored the interactiamand complementarities between different elements (Cuganesan,
2005; Mouritsen et gl 2001). For instance, brasidnd customer satisfaction are closely
related to each other. However, rassd on bransland customer metrics has grown almost
independent of each other (Gupta and Zeithaml, 2006). Frésearch should put more
effort to investigate the relationship between customer satisfaction andpCamdbano et

al., 2000; Gupta and Zbeaml, 2006)Kamakura et al. (2002) also identify that customer
satisfaction alone cannot achieve superior profitability, and they provide evidence on how
customer satisfaction and retention working together affect the profitability of bank

branches.

Many researchers have recognized these problems, and there is an increasing call fo
empirical research on the interacamong different intangibles (e.g., BismwathdTojo,

2008; LevandDaum, 2004; Marr et al., 200%an der MeeKooistraandZijlstra, 2001).
However, little has been knawso far on this regard (Kim, 2007). The next section will
discuss some empirical studies on how different elements of intangibles relate to each othel

either qualitatively or quantitatively.
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3.4.2 The interaction s among different intangibles

Section 3.4.1 has reviewed empirical literature on the value relevance of intangibles, and
shown that intangibles do have impacts on firm performance and market value. However,
focusing on individual intangible assets is not giounstead, companies should have a
holistic view of the entire value creation process of intangibles in order to create
sustainable competitive advantage (Lev and Daum, 2004). This section discusses som
empirical studies that contribute to the literatun this area, which employ either

qualitative or quantitative approach.

3.4.2.1 Qualitative empirical studies

Brennan and Connell (2000) review prior empirical research on intangibles, and indentify
some main methods used to collect data, such asstabg interview, and survey. As the
measurement of intangibles so far remains at the theory building stage (Marr et al., 2003)
a qualitative approach, especially case study, appears to be one of the most popula
methods for data collection in this sta@@ennan and Connell, 2000; Petty and Guthrie,
2000).

Johanson et al. (2001a) conduct a qualitative exploratory muttgsie study to investigate

how Swedish organizations understand the importance of intangibles as performance
drivers. They use sensiructured interviews and internal documents analysis to assess the
measurement and control process for a sample of 11 large/mediedh Swedish
companies. They find that in five of the organizations, internal analyses of the correlation
among different @ments of intangibles and the correlation between them and profitability
have been performed. For example, it is found that leadership is correlated to some othe
i ndicators of human capital and correl at

in turn correlated to customer satisfaction.

Similarly, using a mixture of archival research and interviews with managers in 25 UK
FTSE250 companies, Holland (2004) provides a comprehensive picture of
knowledgeintensive value creation processes, whiatiude hierarchical value creation;

horizontal value creation; and network value creation. The hierarchical value creation

process involves several elements of human capital and structural capital, such as toj
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management quality, quality and coherence wétesgy, executive pay schemes, and
corporate performance systems. They interact with each other, and act as the principa
drivers of a wide range of other elements of intangibles in the horizontal and network value
creation processes. The horizontal ealcreation process is normally conducted at
middle management and employee operational levels. It consists of input sourcing
decisions and processes (exploiting input intangibles such as supply chain managemer
skills, staff training, retention and recmiént skills, etc.); transformation decisions and
processes (exploiting process intangibles such as effectiveness of R&D systems ot
innovation for new products, quality of industrial relations, etc.); and output decisions and
processes (exploiting intangdd such as brand power, effectiveness of marketing and
promotional skills, quality of distribution systems, etc.). Both hierarchical and horizontal
value creation models focus on the value creation processes of intangibles within the
organization. The netwrk value creation process, on the other hand, involves interaction
among tangible and intangible value drivers at the boundary of the company. Each of thes
value creation processes are separate, but are closely connected, and are dynamic over tir
(Holland, 2004).

Both Johanson et al. (2001a) and Holland (2004) conduct case studies using a sample ¢
companies. Cuganesan (2005), on the other hand, investitise interrelationship
between different components of intangibles by conducting a singleph case study of

an innovation project within an Australian financial services firm. His study shows that
different components of intangibles transform each other often in a pluralistic and fluid
manner. In the case company, relations between the sameremgpof intangibles cannot

be described fully in terms of multiple separate causal relationships. Instead, the relations
observed among different components of intangibles may be both positive and negative
transformations and appear to be dynamic througtie innovation project. For example,
relational capital in terms of suppliers
also impeded the transformation of human capital into structural capital. Similarly, human
capital allowed the building of ste elements of structural capital in the earlier stage of the
innovation project, but hindered its progression in the latter stages.

It can be seen from the above discussion that there are various forms of interactions an
transformations among differentelements of intangibles rather than simple
causeandeffect relations between individual intangible elements and performance. These

interrelationships, however, are complicated and dynamic, and almost no general
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conclusion can be drawn. Moreover, the ctexpy of the value creation model of
intangibles reflects not only the interrelationship among different intangible components,
but also their correlation with tangible or financial assktsrthy andMouritsen (2011)

argue that, on the one hand, varigesms of IC are interacted; on the other hand, they tend
to compete with each other because of their relations with financial capital. They explore
the relationship between intellectual capital elements and financial capital via an
interviewbased case 9y in a bank, and find that financial capital is not only an effect
but al so an important I nput for | C, bec

budgeting process and the budget may reduce the relationships between IC elements.

The above studge offer qualitative evidence on the interactions among intangible
components and their correlations with other types of capital. Besides, some researcher
have attempted to investigate these interrelationships by employing quantitative
approaches, which Wie discussed in the following subsection.

3.4.2.2 Quantitative empirical studies

The previous subsection discussed qualitative empirical studies that explore the
interactions among different elements of intangibles and reveal the value creatios proces
of intangibles by telling narrative stories. Quantitative research on this issue mainly
focuses on two types of studies. One of them attempts to form an integrated framework of
investigating the relationshsgmong all three categories of intangiblegy(eCabrita and

Vaz, 2006; Kamukama et al., 2010; Shih et al., 2010; Wang and Chang, 2005). Another
type of research focuses on interrelationships among some indicators of intangibles, sucl
as the interaction between brarehd customer relationslgpor the interaction between
human capital and customer relationshipAs has been addressed in section 3.2, the
measurement models of intangibles used in practice tend to be qualitative, and limited
information has been reported publicly. Researchers haveade the challenge of
demonstrating a meaningful interplay between hard quantitative measures and softel
qualitative indicators (Petty and Guthrie, 2000). Thereftre survey method has been

used in the majority of the quantitative studies to collectigtizle information.

One of the pioneering studies conducted by Bontis (1998) provides somesindigtihe
causal link between components of intangibles. In this empirical study, a survey with 63

items is designed to capture the three intangible caems (human capital, structural
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capital and customer capital) and performance. Data is collected from a sample of MBA
students, and Partial Least Squar&s(PLS) approach is used to test the conceptual
models (measurement model and structural model). rékelts show that all the path
analyses of interrelation between different intangible components as well as their effects or
performance are significant, with the exception of the effect of customer relation on
structur al rel at i ovides eBdemcé onghe exjsteree® @ & corsstani d
interplay among human, structural and customer capital. He argues that isolated stocks o
the brightest individuals will never positively affect business performance, unless the
organization has also supportadd nurturd fbright individuals into sharing their human
capital through organizational learnt@ontis, 1998:71)

The methodol ogy of Bontisd (1998) resear
Cabrita and Vaz, 2006; Cleary, 2009). Cabritd ®¥az (2006) carry out a similar empirical
study on the interrelationship among different intangibles in the Portuguese banking
industry. Using original survey data and the PLS approach, they confirm that there are
significantly direct and indirect relatiships between intangible components and
organizational performanceApart from these main effects, there are also interaction
effects existing in the structural model. For example, structural capital and relational
capital positively moderates the relatship between human capital and firm performance.
Clearybés (2009) study strongly supports
structural capital as well as between human capital and relational capital, and also partially
supports the proposqubsitive association between human capital and structural capital.
However, there is no significant relationship found between structural capital and

performance.

More recently, Kamukama et al. (2010) explore the relationships between the three
componentsof intangibles and how they jointly affect financial performance in
microfinance institutions by usintpe survey method. The measurement of intangibles they
used is based on works of many other authors. In particular, human capital is measuret
using thelntangible Asset Monitor, structural capital is measured from different aspects
(e.g., organizational culture, orientation to quality, innovation, continuous improvement,

information systems and teamwork), and relational capital is measured through abkpects

40 partial Least Squares is a variammesed structural equation modelling technique for constructing
predictive models when the factors are many and highly collinear (Tobias, 1995; Wang and Chang, 2005). It
is particularly useful to predict a set of dependent variables from a large numbeepéndent variables

(Abdi, 2003).
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network levels, customer capital and level of marketing channels. They find that the
magnitude effect of human capital on performance depends on either structural or
relational capital, but there is no significant relationship between relational ractusdl

capital present.

The above studies utilize questionnaires to measure intangible elements. By doing so, the
can take advantage of capturing various aspects of intangible components. However, thi
method also has limitations. Some measurestahgible components used in these studies
may be questionable in terms of the extent to which they camdithe actual metrics that

haaebeen wused in practice. For exampl e, on
generally satulkdi d@o,anwlviicledshfhoom custo
answered by organization managers in Bont

Alternatively, Wang and Chang (2005) utilize secondary data that is collected from annual
reports and some other databases to investigeephenomenon. They suggest that
intangibles can be classified into three categories: human capital, relational capital, and
structural capital which can be further divided into innovation capital and process capital.
They assume that there may exist ¢hdifferent forms of relationships among these four
elements: 1) they may have a direct impact on performance; 2) human capital may affect
the other three elements of intangibles first, and these three elements then affec
performance; 3) there may alsoistxa causendeffect relationship among innovation
capital, process capital and relational capital, and ultimately these elements of intangibles
affect performance indirectly through their interrelationship. Using a sample of listed firms
in the IT indusry in Taiwan during the period 192001, Wang and Chang (2005)
investigate the impact of intangible elements on firm performance as well as the
relationshig among intangibles elements. Their results show that intangible elements
directly affect firm peformance with the exception of human capital. However, human
capital has an impact on performance indirectly through affecting the other three elements
of intangibles. Besides, innovation capital also affects process capital, which in turn
influences custmer capital. Ultimately, customer capital can contribute to firm
performance. Therefore, they conclude that human capital is the primary leading factor for
the case companies.

Wang and Changoés ( 2 Otleditgratusetinutioaly thecnetricesed tb u t e

measure intangibles tend to be more objective. Although one might doubt if they can
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capture the nature of intangibles, many metrics in their study, such as education degree as
human capital variable, R&D as innovation capital variable, advagtisxpense as a

customer capital variable, are suggested by the literature.

Anot her noteworthy study in this area 1Is
the interactions among intangible components, but also the contingent effects afyindust
context. On the basis of general resource interaction and from a rebasezkview, they
focus more specifically on the assumption that the relation of each intangible component to
firm performance is contingent on the value of other componentsditica they suggest

that interactions among intangibles are best understood within the very specific industry
conditions in which they are developed. Using survey and FDIC data in the US, they
conduct an empirical study in a sample of two 4competing setors in the banking
industry (personal and commercial banking). Their results generally support the
hypotheses of interactions among intangible components and the contingent industry
effects. Interestingly, they show that interactions among intangiblgp@oents in some
markets may experience diminished returns. For example, there are negative coefficients ir
two interaction terms in the personal banking sample. This indicates that having high levels
of organizational capital might lead to insular or buzatic behavior that will negatively

affect performance in the long run (Reed et al., 2006).

The above studies intend to construct an overall structural model of intangibles. Some
other researchers, on the other hand, attempt to provide empiricahevid® the

interrelationships among intangibles with special interests to some indicators only.

Bantel and Jackson (1989) investigate the relationship between the characteristics of toy
management teams (e.g., average age, average tenure in the firatioedewel, etc.) and
innovation adoptions (technical and administrative innovations) in a sample of 199 banks.
They find that more innovative banks are headed by more educated managers who cam
from diverse functional background. Bantel aladc k s o 89) sndir(gd &e in line with
the suggestion by Nelson and Phel ps (196
innovate and to adapt to new technologies. Ballot et al. (2001) examine the effects of
human capital (as measured by past and preseninggaéxpenditures) and technological
capital (as measured by R&D), using a sample of large firms in France and Sweden.
Interestingly, they find that there are some positive interactions between R&D and

managers/ engineerso trat nwnghcapheal empl
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capital. They explain that this confirms the higher importance of training for innovation

than for adoption.

The above studies provide evidence on the effect of human capital on structural capital.
Human capital, which isegarded by many researchers as the most fundamental intangible
componeh (Bontis and Fitzenz, 2002; Bckhuijs et al., 1999; Van der MeKooistra and

Zijlstra, 2001; Wang and Chang, 2005), affects not only structural capital but also
relational capitah s wel | . Rucci et al . (1998:84) s
effect running from employee behavior to
see that behavior depends primarily on af

These effects are empirically supfgat byNagar and Rajanbés (200!
they develop a model to measure customer relationships, and provide a test on the
empirical validity of intangible measurementsNagar and Rajan (2005) argue that
customer relationships are multifacetebcesses and that customer satisfaction is only
one di mensi on of a firmds cust omer rel
relationshig by combining four metrics: price metrics (such as interest rate); service
metrics (such as percentage of voluntamnover of tellers, the number of weeks it takes

for the bank to process smallisiness loans on average, and the esefisratio, etc.);
customer satisfaction; and customer usage and volume metrics (such as the growth i
insured deposits and in custamean). Using a unique crossectional data set of the US
retail banking industry that has been gathered from employee and customer surveys as we
as from financial reportghey find that these measures do not individually predict future
earnings, but gn individual significance in a collective setting, increasing the predictive
power substantially. Tik is due to the fadhat the activities underlying the measures are
causally interlinked to profits. Their results show tbath price and service meass
appear to affect customer satisfaction and customer satisfaction is significantly positively

correlated to customer usage and volume.

Also using mulis our ce data coll ected from a ret
customers and store records,adhham et al. (2008) provide further support to the
servicecustomerprofit chain Heskett et al., 1994)They specify models at individual
employee, customer, and store levels, as well as at an aggregated level. For the overa
aggregated model, they intiggte relationships among different employee job perceptions,

different dimensions of employee performance, customer evaluation variables formed by
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satisfaction and loyalty data, and store performance. They find that employee job
perceptions have main amderactive effects on dimensions of employee job performance,

which in turn influence customer evaluations. They also show that there is a direct effect of
employee perceptions on customer evaluations, and customer evaluations can then affe

store perfomance.

Using multts our c e dat a t o measur e i ntangi bl e
customer sONpgaspaodi Rag andMaxl{abnoédt) st uay
can overcome some data probl ems eixmosesi ng
tend to ignore the influence of bramdn customer relationshspwhich is argued to be

theoretically importantGupta and Zeithaml, 2006

3.4.2.3 Summaries and discussions

The above discussion reveals that, compared with the large nufrgiadies orthe value
relevance of individual elements of intangibles, little is known regarding the interactions
among intangible components. Although in principle there should be some fundamental
relations between elements of intangibles, the lack opirral evidence prevents
managers from understanding these relations and their impacts on financial performance
(Marr et al., 2003; Mouritsen, 2006). There are only few empirical studies providing some
insightsinto this area, either qualitatively or quaatively, and many limitations exist with
these studies. Considering the two streams of empirical research in terms of value
relevance of intangibles and interactions among intangibles, empirical research on

intangibles should pay more attention to tbiofving issues.

The first concern is related to the methodological issue. It can be seen that current
intangibles research tends to shift from theory building into theory testing. As suggested
by Marr et al. (2003) and others (e.g., Andriessen, 2084garch on intangibles has to be
improved by testing. It seems that the current interest on intasgédearch is towards
providing more quantitative empirical evidence. There is no doubt that we have captured
many aspects of these relationships thewally, such as the employeestomerprofit

chain. However, does this mean that there are consolidated models and therefore the ke
concern of research is to test them? In fact, little is known so far regarding the real value
creation process of intangisle not only with the interactions among intangible

components, but also the evidence on the value relevance of them is often weak ant
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sometimes contradictory. It is even not clear in terms of the measurement of intangibles. As
shown by the qualitative stigs on the interrelationships among intangible elements, the
value creation process of intangibles is complex and dynamic. Therefore, more qualitative
studies are needed to be done to better understand these relationships and construct mc
solid models. Bsides, empirical studies using quantitative methods are also needed. In this
study, therefore, the researcher argues that it is better to usemathitds to collect data.
Petty and Guthrie (2000) suggest that using multiple methods in intagisieach is
potential useful in terms of corroborating research findings and enriching an understanding
of the phenomenon.

Secondly, there is a neglected issue in the extant literature, which is the allocation of funds
for intangibles (Kaufmann and Schneide02). Kaufmann and Schneider (2004)
highlight that there is a dearth of research that explores how to allocate resources in the
i ntangibles I|literature. Because fiinvestm
al | manner of offib®undede tymed rhtedo Muadimgidgnel t i n
Mouritsen 201:622), it is necessary to look at the allocation of different types of
intangibles. Neely et al. (2003) suggest that the measurement tool of intangibles should b
used to support decisienaking Therefore, they call for a third generation of performance
measurement that explores the linkages between intangible dimensions of organizationa
performance and the cash flow consequence of these. The researcher argues that tt
financial capital for &irm is limited, and managers have to make a decision of how to
allocate them into different elements of intangibles to achieve superior performance. In
order to efficiently allocate funds for intangibles, several concerns should be taken into

account.

At first it is necessary to understand what the key drivers of intangibles are. Although it is
suggested that human capital should be the fundamental source of intangibles, it is no
clear which elements of human capital are most important and shouldbatedl more

funds in order to gain competitive advantage. Once the key drivers have been identified,
we should link these factors to other intangibles and performance. There appears to be nc
enough attention on this in either academic research or prdttes and Larcker (2003)

find that a common mistake companies have is that they do not link thBnaonial
measures of intangibles to their strategy and performance, so they do not understand whic
measures really mattekloreover, the interrelatiohfps among intangible elements are

found to be dynamic and change along with industrial conditions, and thus the intangible



117

models should be restructured as well.

Thirdly, it is found that some empirical studies use models generatedtiliterature,

and might ignore some important factors that influence the dependent variables or
independent variables. For example, bdta gar and Raj a n iaxhaf2t005
al .6s (2008) study have not t 8 krecostomen t o
relationshigs. In this regards, the researcher tries to model intangibles based on not only the
literature but also the findings from a previous exploratory study conducted by the
researcheduring her MRes study (20a8)07). In that study, she investigated wivatre

the most important intangibles in the retail banking industry as perceived by bank
managers, how to measure them, and how they affected bank profitability. Using
semistructured interviews with bank managers, she introduced a cudiacirey
intangides model. This model suggests that human resource can affect service quality.
Service quality and brand building will have significant impacts on customer satisfaction.
Satisfied customers lead to more loyal customers with the bank, in turn improviranthe
profitability (Chen, 2007) Based on the extant literature and the custdawng
intangibles model, the present study intends to further explore the interrelationships among
intangible elements and bank performance.

Taking into the above considamt, this study intends to provide some insight into the
value creation process in the banking industry by answering the following central research
question:how do intangibles affect bank performandsth quantitative and qualitative

methods are used &ssess this problem.

3.5 Summaries and Conclusions

This chapter revieed theoretical and empirical literature on measuring, reporting, and
modeling ntangibles. It firstly discussesome measurememiodels of intangibles, and
showed that thereareno appopriate modedso farthat can be used to measure and manage
intangiblesSome proposed modgls.g., the BSC and the Intangible Assets Moniteny

to be too qualitative and to vary from time to time and from company to cormguaohyail to
provide comprable information about intangibles among different compafdsers,

such asVAICE , do not provide a method to assess the interactions between different
components of intangibles.
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Then it discussliterature on intangible disclosure from either cogtempractice aspect or
capital mar ket aveas founds that atieough phere isian ecreasing
tendency that more information about intangibles is disclosed in the public dah®in,
overall level of intangibledisclosure tends to be very loacross the world. Moreover,
when there is a disclosure, it is mainly expressed qualitatively rather than quantitatively,
and the type of information varies from company to company, and from country to country.
In addition, empirical research on intangibisclosure tends to focus on corporate practice,
and little attention has been paid to whether or not and how capital market actors use suc

information.

After that, empirical research on the value relevance of intangibles and the intsraction
among inangible elementsvas reviewed. Because of the problems with intangible
measurement and disclosure, the majority of research on intangibles is thieding
building stage, andrery little of the proposed measurement theory has been tested
empirically (Marret al., 2003). With regard to the value relevance of intangibles, there
appears to be a bias toward the investigation of some elements of intangibles (e.g., R&D
over others (e.g., human capital and customer relationships) due to data availability
problem In addition, evidence on the relationships between many intangible elements and
form performance or market value appears to be ambiguous. More importantly, there is &
dearth of research on exploring the interactions among various intangible elements anc
their joint contribution to firm performance. Until now, we are not clear about how to
allocate funds of intangibles, what the key drivers of intangibles are, and how to make

these factors measurable and comparable.

Having observed the gaps in the extiterature, this study intends to further explore the
role of intangibles in the bank value creation process. On the one hand, more quantitative
evidence on the relationships among intangible elements and between them and ban
performance is desirable. Gme other hand, the literature review shows that it is difficult

to conducta quantitative study in this regard due to the lack of standardized and
comparable data for intangibles in the public domain. In this sense, more qualitative
research, especiallyn-depth case study is needed to better understand intangible
measurement and to construct solid model of intangibles. Therefore, mixed methods
research is adopted in thie#is to answer theesearchguestion how do intagibles affect

bank performanc&in the next chapter, the methodology choice will be discussed in detail.



119

Chapter Four: Research Methodology and Research Design

4.1 Introduction

Previous chapters covered the theoretical framework and literature review that guided this
study. This chater discusses in detail the methodological choice and the research design
process of this study based on the research purposes and research questions. Specifically
explains why mixed methods research is considered being appropriate for this thesis, wha

potential benefits can be obtained, and the weaknesses and barriers of this strategy.

Mixed methods research as a methodology has been applied widely in many fields of
social science (e.g., sociology, education, and health science) (Bryman, 2008 )iéidth

of management, accounting and finance research where positivism has long dominated
there is an increasing call for using multiple methods to explore the same phenomenor
(e.g., Cassell et al., 2006; Laughlin, 1995, Modell, 2005, 2009, 2010)rddspy this
methodologicaldevelopment and motivated by the observed gaps in intangible literature
that have been discussed in the previous chapter, this thesis adopts mixed methods reseat
as its methodologtio explore a central research questioow dointangibles affect bank
performanc® T h e resear crange @hlosophicall gobsgion makes the
combination of quantitative and qualitative approachassirable Such a
methodological choicés also influenced by practical considerations (e.g., |probwith

data availability).

Based on research questions, research purposes, and some practical issues (e.g., d
availability and time constrain),this thesis is designed to bea concurrent
gualitativedominant studyin which quantitative and qualitag data are collected and
analyzed appropriately at the same time, but the latter is given more weights than the
former. Such a design all@the twotypes of data to integratg all stages of the project.

The central research question is broken down seteen specific research questions that
are answered by the quantitative and qualitative studies, either individually or collectively.
By doing so, this thesis is expected to take advastafjevidence triangulation and
complementarity, and thus enhanhe talidity of the overall project. It should be pointed

out that although the combination of quantitative and qualitative data has the potential to
gain complementary strengths and nonoverlapping weaknesses (Johnson and Onwuegbuz
2004), this thesis hasome limitations in its research design, data collection, and data
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analysis processes, such as sample mismatching problem and the proxies used in tf

quantitative study.

The rest of this chapter is structured as follows. Section 4.2 introducegettezal
philosophical viewpoints of different methodologies. Section 4.3 illustrates the
characteristics of mixed methods research as a distinct methodology, and then explains th
rationales of the adoption of mixed methods research in this thesis.nSéetiaddresses
research questions and the two specific research methods used in this study, that is
quantitative statistical analysis and intervibased case study. The overall research design
of this study, including the timing decision, the weighti®gision, and mixing decision is

then discussed in detail in section 4.5. Section 4.6 explains the purposes of such researc
design and the potential advantages of the research design adopted in this study, name
triangulation and complementarity. Sectidry discusses the evaluation of the research,
including the reliability and validity of the quantitative and qualitative components.
Section 4.8 outlines possible barriers and weaknesses existing in this thesis. Finally,

section 4.9 concludes this chapt
4.2 Philosophical assumptions and methodology

Research methodology refers to O0the over
t heoretical underpinning to the <coll ect.i
2003:55). It is the generapproach adopted by a researcher to investigate the research
topic (Silverman, 2000). The methodological choice a researcher makes is determined by
both his/her philosophical assumptions about ontology, human nature and epistémology
(Collis and Hussey, Z1B; Morgan and Smircich, 198@ill and Johnson, 2002), and the
research question he/she is investigating (Collis and Hussey, 2003). This section addresse
the different philosophical assumptions on these three dimensions: ontology, human nature

and epistmology.
4.2.1 Ontology and human nature

The assumptions about ontology and human nature are concerned with the views tha

“1 Regarding the common philosophical elements of worldviews, some social scientists argue that, apart
from ontology, epistemology, human nature, and methodology, there is a dimension of axiology that refers to
the roleof value in inquiry (e.g., Tashakkori and Teddlie, 1998). In this study, the researcher adopts the
commonly used threpart schema of philosophical assumptions related to social science research.
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social scientists hold about the world and human beings, which together provide the
grounds of social theorizing and embrace diffiérepistemological and methodological
positions (Morgan and Smircich, 1980). With regard to the ontological assumption, the
researcher must answer the following question: what is the nature of reality (Creswell,
1994)? The human nature assumption is carezkvith the question about the role of the
investigator in such a reality (Laughlin, 1995). Indeed, human nature is treated by some
social scientists as a part of ontology. For instance, Eriksson and Kovalainen (2008) define
ont ol ogy br oa ddoy theaexistemde lofeandi relatiomship between people,
society and the world in general o (Eriks:
here is the question of whether the reality is objective and human beings are a product o
the external redly, or whether the reality is subjective and the human beings can shape the
world within their own experience (Morgan and Smircich, 1980). The former position

refers to objectivism and the latter refers to subjectivism or constructionism.

An objectivist view on ontology asserts that social reality has an existence that is

independent of social actors. It is a hard, concrete, real thing, and objective phenomenor
that lends itself to accurate observation and measurement (Morgan and Smircich, 1980)
Therefoe, one can discuss social entity, in the case of both organization and culture, as
something in the same way that physical scientists investigate physical phenomene
(Bryman, 2004; Johnson and Onwuegbuzie, 2004). Objective purists claim that human
beings, vhich are a product of the external reality to which they are exposed, only work as
responding mechanisms, even though their perception may influence this process to som

degree (Morgan and Smircich, 1980).

On the contrary, subjectivists or constructivistgect the objectivist view, and treat social
reality as a projection of human imagination (Morgan and Smircich, 1980). According to
this school of t hought, Areality 1 s mas
interpret the phenomenon in conscices prior to a full understanding of the structure of
meaning it expresseso (Morgan and Smirci
social world is not the case that the natural world is. Therefore, human beings who are
unlike animals or physitabjects should be able to attach meanings to the events and
phenomenon that surround them, and be able to shape the world within their perception:

and experience about it (Gill and Johnson, 2002; Morgan and Smircich, 1980).

However, the view of the st world and human beings is not simply either objective or
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subjective. As Morgan and Smircich (1980) suggest, there are different ontological
assumptions from the extremely objective to the extremely subjective point of view. In
their subjectiveobjective continuum, social scientists hold six different assumptions about
the world and human beings: reality as a projection of human imagination (subjectivist
approach), reality as a social construction, reality as a realm of symbolic discourse, reality
as a ontextual field of information, reality as a concrete process, and reality as a concrete
structure (objectivist approach). At one end of the continuum, an objectivist approach
encourages an epistemological stance of positivism; while at the other enc of th
continuum, the subjectivist approach is in favour of a phenomenological epistemology.

In this thesis, the researcher takes a middle position between objectivism and subjectivism
It is near the position of reality as a realm of symbolic discourse aohbgsr to the
subjective extreme (Morgan and Smircich, 1980). On the one hand, she recognizes the
existence and importance of the natural or physical world as well as the emergent socia
and psychological world. On the other hand, she also accepts thefviiriman beings as
social actorsNlorgan and Smircich, 1980; Johnson and Onwuegbuzie, 2004). She believes
that human beings have the capability to utilize language, labels, and other modes o
culturally specific action to interpret, modify their surroungs, in turn contributing to the
enactment of a reality, in line with the view of Morgan and Smircich (1980). With regard to
the phenomenon investigated in this study, namely intangibles, she concentrates primarily
on investigating how people who are teth to this phenomenon, in particular bank
managers and bank analysts, perceive, interpret and enact intangibles. Besides, she al:
believes that there may be some causal relationships between the central phenomenc
(intangibles) and other social phenoméira bank performance), and tries to identify such

relationships.

4.2.2 Epistemology

Epistemology asks the following question: what is the relationship between the researchel
and that researched (Creswell, 1994)? In other words, epistemology isnamheeth the

study of knowledge and what we accept as being valid knowledge (Collis and Hussey,
2003). It defines how knowledge can be produced and argued for, including the criteria by
which knowledge is possible, what kind of scientific knowledge islaveai, and what are

the limits for that knowledge (Eriksson and Kovalainen, 2008). The two controversial

assumptions regarding ontology and human natuabjective ontology and subjective



123

ontologyi then pose two distinct epistemological positions: pesiépistemologyand
phenomenological (or normative, interpretive) epistemology (Morgan and Smircich, 1980;
Collis and Hussey, 2003; Bryman, 2004).

One with objective ontology that treats the social world in the same way as the natural
world would encourag an epistemological consideration of positivism. Positivism
emphasizes the importance of studying the nature of relationships among the element
constituting that structure (Morgan and Smircich, 1980). Positivists believe that the
researchers cannot hakeowledge of anything, except observing phenomena and the
relations between them. Thus, they argue that researchers should maintain an independe
and objective stance (Keat and Urry, 1982; Collis and Hussey, 2003). Bryman (2004:11)
highlights several chacteristics of positivism as: 1) only phenomena and hence
knowledge confirmed by the senses can genuinely be warranted as knowledge; 2) the
purpose of theory is to generate hypotheses that can be tested and that will thereby allow
explanations of laws toebassessed; 3) knowledge is arrived at through the gathering of
facts that provide the basis for laws; and 4) science must (and presumably can) be

conducted in a way that is value free.

On the other hand, bearing with subjective ontological assumptiminith, people will be

in favour of a phenomenological epistemology. Phenomenological epistemology
emphasizes the importance of understanding the processes through which human being
concretise their relationship to their world (Morgan and Smircich, 1980)ke positivism,
phenomenologism supports the view that the subject matter of the social science, namel:
people and their institutions, is fundamentally different from that of the natural science.
Therefore, social scientists are required to grasp ubgstive meaning of social action
through a different logic of research procedure (Bryman, 2004). They interact with what is
researched, and try to minimise the distance between themselves and what is researche
(Creswell, 1994; Collis and Hussey, 2003).

As the researcher adopts a middle position in her ontological assumption, she also has
middle-range viewpoint on the epistemological stance in this study. She views knowledge
as a construction based on the reality of the world where human beingeegpemd live
(Johnson and Onwuegbuzie, 2004) this study, she believes that knowledge can be
gained by understanding the role of human beings playing in the social reityaf and
Smircich, 1980) rather than separating the knower and the knowialssheecognizes that
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it is important to study the nature of relationshapsong social phenomena, whiatethe

relationship between different elements of intangibles and bank performance in this study.

4.2.3 Methodology

Methodology refers to the ol approach to the research process. Social scientists with
different philosophical assumptions would adopt different approaches in their research.
Corresponding to the objecthseibjective debate in ontology and the
positivephenomenological contrast gpistemology, there is the quantitatiyealitative

debate in the methodology dimension.

One with objective ontological and positive epistemological assumptions will prefer a
quantitative approach in methodological position. Creswell (2003:18) defines a
guantitative approach as:

AOne in which the investigator pri mar.
knowledge (i.e., cause and effect thinking, reduction to specific variables and
hypotheses and questions, use of measurement and observatiore texd ti theories),

employs strategies of inquiry such as experiments and surveys, and collects data or
predetermined instruments that yield st

Therefore, if a quantitative approach is adopted, a researcher tends to emphasiz
quantificatons in the collection and analysis of data. He/she is likely to employ a
deductive approach to look at the relationship between theory and research, and the focu
is to test the theory or develop hypotheses. He/she may use large samples and data that ¢
highly specific and precise, hence results from a representative sample can be generalize
to the population (Collis and Hussey, 2003; Bryman, 2004).

By contrast, under the ontological orientation of subjectivism and the epistemological
orientation of pkenomenologism, a qualitative approach will be adopted in the research
process. Instead of the emphasis on testing of theory, qualitative research aims to genera
theories by employing an inductive approach. This school of thought rejects the natural
scienific model that is suggested by quantitative approach. On the other hand, they argue
that there is a fundamental difference in subject matter between the natural and social aree
(Smith and Heshusius, 1986), and prefer an emphasis on the way in whiddualdi
interpret their social world (Bryman, 2004). In this point of view, it is impossible to
separate the knower and known and to differentiate fully causes and effects in the socia
world. Thus it is inappropriate to utilize the scientific method ef physical sciences to
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study social and human issues (Onwuegbuzie, 2002; Johnson and Onwuegbuzie, 2004
Qualitative approach is also characterized by using small samples and rich and subjective
data (Collis and Hussey, 2003).

Around the crucial questioof whether or not social scientists could and/or should borrow
the methodology used in physical sciences to investigate the social world and human
behaviour (Smith, 1983), the quantitatiyealitative debate in social science research has
been discussedf more than a decade since the lat® @¢éntury (Onwuegbuzie, 2002;
Smith, 1983; Smith and Heshusius, 1986). Given the fundamentally different philosophical
assumptions, quantitative and qualitative methodologies are argued to be conflicting and
incompaible (Smith, 1983; Smith and Heshusius, 1986).

However, as discussed before, there are different positions between extremely
objectivesubjective ontology and positighenomenological epistemology. As a result, it
is also possible to have different medlologies apart from purely quantitative and

qualitative approaches.

Campbell and Fiske (1959) devaklsmmped namcoind
the fisingle operationalismo dominated in
fin order to estimate the relative contributions of trait and method variamre, than one

trait as well asmore than one methothust be employee i n t he vali da
(Campbell and Fiske, 1959:81). They opened the door for social scientists to use both
qguuanti tative and gualitative met hods i n

triangul ationo.

Recently, Johnson et al. (2006) summarized four approaches in management research. T}
first approach is positivism that has dominated management researaHdiog period.

This approach is concerned with using quantitative methods to collect data and test
hypotheses. The second one is-petiricism (also called qualitative positivism), which
emphasizes the use of nrqoantitative methods with largely posistic assumptions to
inductively describe and explain human action in and around organizations. The third
approach, namely critical theory, holds a social constructionist stance in philosophical
assumptions. This mode involves using qualitative methodsnable a structural
phenomenology or critical ethnography. The fourth approaaffiimative postmodaism,

which is similar to critical theory in ontological level, but focuses on using qualitative
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methods to enable deconstruction.

It can be seen thaherefore, it is possible to combine qualitative and quantitative methods
to investigate different ouceiadoptsthe appraach off
necempiricism. Indeed, as the quantitatiyealitative debate has died down, there has
been arincreasing interest in combining quantitative and qualitative methods in different

ways (Cassell and Lee, 2011).

In this study, the researcher tends to have a midaiige philosophical position between
objectivist and subjectivist. Therefore, it seerhatther methodological consideration
crosses positivist and n@mpiricist (qualitative positivist). In this methodological position,

on the one hand, she has the belief of a positivist that there is an objective social world ou
there to be explored, inhich there should be some causal relationships between different
elements that she is interested in. She can therefore use quantitative methods to analy:
these relationships. On the other hand, she also considers the phenomenon in the we
necempiricism siggests. She believes that the actors can use subjective meanings to
interpret and interacwith the everyday life world, and those interpretations and

i nteractions can bepeirnsvoens tpiogiantte do fwiwihe wao
Consequentlyshe can use a qualitative method, in particular interviews with the actors, to
explore how the acte subjectively experience ttsocial world. In the next section, the

methodological choice of this study will be discussed in detail.

4.3 The methodologic al choice in this thesis

The previous section addressed the resea
she takes a middle position in ontological and epistemological stances. Consequently, it i
possible that she can locate her methodologicaisiderations in both positivist and
necempiricist approaches. As has been noted in chapter one and three, the methodologics
choice in this thesis is to use mixed methods research where the quantitative anc
gualitative methods are combined togethernsTgection discusses in detail why mixed

methods research, as a methodology, is appropriate for the current study.

4.3.1 Mixed methods research as a methodology

Mi xed met hods research by definition (Jo
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in which a researcher or team of researchers combines elements of qualitative anc
guantitative research approaches (e.g., use of qualitative and quantitative viewpoints, dat
collection, analysis, inference techniques) for the broad purposes of breadtbpdimaf
understanding and corroborationo. Thi s
and practical, as it is likely to take the advantage of overcoming the wee&messgular
methods (Johnson and Onwuegbuzie, 2004), and to provide thénfoosative, complete,

balanced, and useful research results (Johnson et al., 2007).

However, tracing back the history of retk methods research, althouglantpbell and

Fiske already argued for using multiple methods in 1959, the adoption of mixed method
research in social science inquiry has not been popular until the 1980s, because of thi
paradigm war that emphasizes the distinctions between positivism and phenomenologism
Paradigm purists argue that the compatibility of positive and phenomenological
epistemologies is impossible. As a result, the quantitative and qualitative methodologies
which are underlain by different epistemological considerations are incompatible (e.g.,
Smith, 1983; Smith and Heshusius, 1986). Social scientists who encouragenultipte
methodologies/methods have to counter such a paradigtinodology link. In addition,

the early advocators of methodological triangulation also fail to indicate how the

prescribed triangulation is actually performed and accomplished (Jick, 1979).

In response to the paradigmethodology link held by paradigm purists, Howe (1988)
appeals for a pragmatic philosophical perspective. This pragmatist point of view is
illustrated as rejecting the forced choice between positivism and phenomenologism with
regard to methods, logic and epistemology (Tashakkori and Teddlie, 1998). Standing on the
middle point, pragmatists maintain that scientific inquiry is not formalistic and the
researcher may be both objective and subjective in epistemological orientagiothev
course of studying a research question (Tashakkori and Teddlie, 1998:24). Therefore, som
social scientists assert that both qualitative and quantitative approaches are useful and th
the researchers should make the most efficient use of therdentorbetter understand the
social phenomena (Tashakkori and Teddlie, 1998; Onwuegbuzie, 2002).

Pragmatism was suggested as the philosophical assumption by many social scientists (e.c
Tashakkori and Teddlie, 1998; Onwuegbuzie, 2002; Johnson and Cmnvriesg2004;

Morgan, 2007) for mixing quantitative and qualitative approaches. Morgan (2007:73)
argues that Nithe great strength of this
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methodology is its emphasis on the connection between epistemologicalrabout
the nature of the knowledge that we produce and technical concerns about the methods th

we use to generate that knowl edgeo.

Apart from pragmatism that has been most commonly associated with mixed methods
research (Feilzer, 201%), there aresome other views regarding the philosophical
foundation for mixed methods research emerged from the literature (Creswell and Planc
Clark, 2007). Greene and Caracelli (1997, 2§08Bo |1 d a #fAdi al ecti cal
states that there may be no one hmmtadigm that fits mixed methods research and
researchers can use multiple paradigms in their mixed methods study. Creswell et al.
(2003¥* view mixed methods research as a method rather than a methodology. They argue
that the philosophical assumptionsatel to the type of mixed methods design and may
differ depending on the type of design used é@e#l and Plano Clark, 2007). Mertens
(2008) suggests that the transformasiveancipatory perspectiteoffers a philosophical

foundation for mixed methods reseh.

Despite the debate in social science about which paradigms fit best the mixed method:
research, it is no doubt that in the last two decades, mmratods research has been
applied widely in many fields of social science, such as sociology, educatialuation,

and health sciencéBryman, 2005 Cresvell, 2009; Molire-Azom, 2011). Nowadays,
mixed method research has become the third paradigm in social science research, as
natural complement to traditional qualitative and quantitative reseaotingdn and
Onwuegbuzie2004).

In the fields of management and accountiegearch where positivism has long dominated,
mixed methods research has recently attracted increasing attention (e.g., Cassell and Le

42 This is cited by Feilzer (2010) frofieddlie, C., and Tmkkori, A. (2009).Foundations of Mixed
Methods Researcihousand Oaks, CA:SAGE.

3 These are cited by Creswell and Plano Clark (2007) from Greene, J. C. and Caracelli, V. J. (2003)
AiMaking Paradigmatic Sense of Mindk@ deddibe(Edh.dashdbool r a c t
of Mixed Methods in Social and Behavioural Resegipgh 93110). Thousand Oaks, CA: Sage.

* This is cited by Creswell and Plano Clark (2007) from Creswell, J. W., Plano Clark, V. L., Gutmann, M.
and Hanson, W.e d( 2Mi Ox3e)d fiMedtvhaondcs Resear ch Designso
(Eds.),Handbook of Mixed Methods in Social and Behavioural Resg@ezh209240). Thousand Oaks,

CA: Sage.

4> According to Mertens (2008), the transformatamancipatory paradigm is dlaaterized as emphasizing

the lives and experiences of marginalized groups who suffer oppression and discrimination. The ontological
view of this paradigm describes reality within a historical, political, cultural, and economic context, and the
epistemologcal position of this paradigm holds that interaction between the researchers and the participants
is essential and requires a level of trust and understanding to accurately represent viewpoints of all group:s
fairly (Mertens, 2008:98).
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2011; Cassell et al., 260 Currall and Tower, 2003; Grafton et al., 2011; Jogulu and
Pansiri, 2011; Lillis and Mundy, 2005; Modell, 2005, 2009, 2010). Challenging the
domi nance of positivism, Laaglglion t hia&b
stands at the migoint of all philosophical ssumptions in terms of ontology, epistemology
and methodology. He argues that there is no single research approach that can discove
absolute truth as all approaches provide partial depictions of reality. Therefore, it is better
to explore accounting regfithrough multiple ways (Laughlin, 1995, 2004, 2007). Modell
(2009, 2010) notes that mixed methods re

the economich as e d, functional i st Omai nstr eamob
by interpretve ad cr i t i c al perspectiveso (Modell ,
research.

The Economic and Social Research Council (ESRC) set out a ftdjeat aimed to
enhance good practice in the use of qualitative methods in management research. As pa
of the project, Cassell et al. (260conducted irdepth interviews with what they called
O60stakehol der groups©6, whi ch i ncluded ac
students, and qualitative researchers. They find that a number of intervieweesettlvocat
mixed methods in management research, because of the sense that quantitative ar

qualitative methods could support and complement each other.

Motivated by the methodology development in the management and accounting research
the researcher adopts ratk method research in the present study to examine the research
problem. As noted previously, the researcher has a middle position in her philosophical
assumptions, and this offers a foundation for the adoption of mixed methods research.
Moreover, the mettdological choice in this thesis is determined by the research objective

and influenced by the practice constraints as well, which will be discussed in the next

subsection.
4.3.2 Mixed methods research in this study

In undertaking a piece of researche ttesearcher should make a methodological choice,

“ This project namedds fBenchmar king Good Practice in Qual:
H33250006) started in 2003 and ended in 2005. Led by Professor Catherine Cassell of Manchester Busines
School, a team from Manchester Business School, Birkbeck College andnthersily of Sheffield
examined how qualitative research was done, and then designed training materials that aimed to deal with th
shortcomings they found. Their work included a review of written material and-d&piin interviews with

key people, suchsgournal editors, qualitative research funders, opinion pollsters and consultants, university
doctoral programme leaders, and researchers. (Source: http://www.esrcsocietytoday.ac.uk/)
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which is influenced by his/her philosophical assumptions. More importantly, the
methodological choice is determined by the nature and content of the research
phenomenon, as well as the extent of the availedsources (Gill and Johnson, 2002). In
this study, the adoption of mixed methods research not only is influenced by the
researcher 6s philosophical assumptions a
before, but also to a large extent reffettie practical problems in the field of intangibles
research. Before explaining the methodological choice, it is apposite here to introduce the

research history of this study.

As has been discussed in chapter three, although a huge amount of empemalhréas

been conducted in the field of intangibles research, there is a dearth of quantitative
evidence on the relationships among different intangible elements and how they relate tc
firm performance. One of the factors that limit quantitative emjpitieaearch in this
regard is that there are no widespread accepted models that can serve the purpose
measuring intangibles and comparing intangibles among firms (see section 3.2 of chapte
three).

Therefore, in an attempt to build up an appropriatelehto investigate the relationship
between intangibles and firm performance, the researcher conducted an exploratory cas
study in the retail banking sector prior to this sftidgnd introduced a customfering
intangible model based on the findings lo¢ tase stud¢Chen, 2007) Then she wanted

to further examine the relationship between custdia@ng intangibles and bank
performance using quantitative approaches. However, she found that it was difficult to

carry out a solely quantitative study besawf the problem with data availability.

Previous works suggest that there are two ways to collect quantitative data in the
investigation of intangibkperformance association (see section 3.4 of chapter three). One
is to collect private data by usingsinuments such as survey (e.g., Bontis, 1998;
Kamukama et al., 2010jyagar and Rajan, 2005). However, this way of data collection is
very time consuming and costly, and also heavily relies on the cooperation of case

companies. As will be explained furthier section 5.2.1 of chapter five, such a mode of

“" Prior to this study, the researcher conducted a case study durikiiRkerstudy (200@007) investigating

what were the most important intangibles in the retail banking industry as perceived by bank managers, how
to measure them, and how they affected bank profitability. That case study usestreetared interviews

with bank managers, and introduced a custefmeing intangibles model. This model suggests that human
resources can affect service quality. Service quality and brand building will have significant impacts on
customer satisfaction. Satisfied customers leatidee loyal customers with the bank, and in turn, according

to bank managers, improving the bank profitability.
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data collection was not feasible for this study. Therefore, the researcher turned to look ai
data source in public domain. She then found that the level of publicly available data about
intangibles is verydw in terms of the amount of information disclosed and the proportion
of quantitative data (see section 3.3 of chapter three). Lack of information to a large
extent limits the variables and data that can be used in quantitative studies, and weaken
the gaeralization of the results. Some researchers, therefore, suggested using proxies t
measure intangibles (e,d-iordelisi and Molyneux, 209 Abdelkhalik 2003; Dick, 2006,
2007). This way of data collection seems to be more practical for a PhD student th
collecting private survey data, but has an obvious weakness in that the extent to which
these proxies capture the nature of intangibles is doubtful.

Therefore, the researcher considered that a purely quantitative study might not be suitabl
for exploing the research phenomenon. She supposed that intangibles could be measure
and there were causal relationship between them and firm performance. However, we hav
not found the proper measures and have not understood explicitly the model yet, as ha
beendiscussed in section 3.4.2 of chapter three. In this sense, qualitative study is helpful
to better understand the relationships among intangible elements and between them an
firm performance, and to construct more solid models for quantitative an&ygen the

above consideration, and also motivated by the methodology development in managemen
and accounting research that has been discussed in the previous subsection, the researcl
argues that it is better to use mixed methods research that combimetitagive and

qualitative methods to investigate intangibles in this thesis. Besides, mixed methods
research seems to be more suitable to explore the objective of this study and to answer th

research question than singular methods.

The core objectivefahis study is to investigate and understand the role of intangibles in
banksd6 business model s and their I mpact
terminology in intangibles research, there is a common consensus that intangibles refer tc
the knowlelgebased resources of a firm (Kristandl and Bontis, 2007). If taking the view of
objectivism, knowledge should be a reality that is objective and observable, and then car
be measured as numbers. But can knowledge be represented just on the basigsuals ph
characteristics? Obviously, knowledge is something that involves human behaviours,
culture, and subjective thoughts rather than the purely physical characteristics. Hence, pur
positivism which treats social phenomenon the same as that in thd maitidaseems not

suitable for this study. On the other hand, a subjective perception is useful for
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understanding and describing complex social phenomena, but makes measuring intangible
impossible. However, measuring intangibles is indeed an importapbgaiof this study.
Therefore, it is better to stand in the middle of objectiv&rmjectivism to investigate
intangibles. As intangibles refer to the term of a dynamic process rather than an object
(Arenas and Lavanderos, 2008), the middle position hagpdotential to fit together the
insights provided by quantitative and qualitative research into a workable solution, and

offer an expansive and creative form of research (Johnson and Onwuegbuzie, 2004).

With regard to the research question, as has beénealiin section 1.4 of chapter oaad
section 4.1 of this chaptethe central question of this study w do intangibles affect

bank performance?Previous literature has devoted considerable effort to measure
intangibles and provide information ohem, and different measurements, indicators or
proxies of intangibles do exist (Kaufmann and Schneider, 2004). Therefore, based on
current knowledge, it is likely that the researcher can apply a quantitative approach to
answer this question by testing tteationship between bank performance and proxies of
intangibles. On the other hand, the field of intangibles research is still in its embryonic
stages (Kristandl and Bontis, 2007). As has been discussed in chapter three, although th
most popular methochat has been used in this field is case study (Petty and Guthrie,
2000), more work is needed to understand and explain the function of intangibles
(Garad -Ayuso, 2003, Kaufmann and Schneider, 2004). A qualitative approach, in
particular interviewbased cse study, therefore, is useful to gain insight into the value
creation process of intangibles and to search for appropriate intangible measures fromn

practitionerso6é perspective.

It can be seen from the above discussion thiaed methods research is thesbway to

fulfil the research objective and to answer the research question. As all social phenomen:
are quantitative and qualitative at the same f{Ereikan and Roth2006), the researcher
arguesthat knowledge about intangibles should be obtained ih loantitative form and
qualitative form to provide a rich and corepensivedescription.As Jogulu and Pansiri
(2011: 688) poi nt out , Adi vergent finding
analysis techniques appear to lead to greater depttbraadith in overall results, from

which researchers can make more accurate

Specifically, in the quantitative study of this thesif)e researcheuses proxies of

intangibles suggested by previous works and her it@nexperience andollecs
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quantitative datérom publicly available sources (e.g., annual reports, social responsibility
reports, bank websites and presentationsgnTstatistical techniqueare employedo test

the hypothesesf the relationship amoig different intangible elements abdtween lhem

and bank performance. In the meantim@, qualitative approach, in particular
interviewrbased case study is adoptedetplore how intangibles have been measured,
reported, and modelled in bank business preactn the next section, specific research
guestions that are answered by the quantitative and qualitative studies either individually or

collectively will be addressed.

4.4 Specific research questions and research methods

The importance of research @tiens in mixed methods research has been widely
discussed in the literature (e.g8ryman, 2007; Creswelland Plano Clark, 2007;
Tashakkoriand Creswell, 2007; Tashakkoand Teddlie, 1998). Given the distinct nature

of quantitative questions and qualiv&t questions, it is more difficult to frame a research
guestion in a mixed methods study than that in a single method study. For example, Green
et al. (1989) examine 57 mixed methods studies imaldtat only 5 of them integrated the
guantitative and calitative data. This may be, to some exteleto the reason that those
projects were designed to address distinct research questions rather than integrativ
questions (Bryman, 2007).

Tashakkori and Creswell (2007) review some mixed methods studiesiggeist that there
might be three ways of stating mixed methods research questions. The first one is to write
separate quantitative and qualitative questions, followed by an explicit mixed methods
guestion. Secondly, researchers could write an overarahixeg research question, which

is later broken down into separate quantitative and qualitativgsestions. The third way

is to write research questions for each phase of a study as the study evolves. They argt
that the second one is more frequentanafiel or concurrent studies, while the third one is
found in sequential studies more than in concurrent studies. This study attempts to conduc
parallel quantitative and qualitative research. Therefore, the research question is
formulated as follows. Afirst, a central research question is framed (see the central
research question in section 4.3). Then it is broken down into separate specific researcl
questions, which include quantitative and qualitative-gustions that are answered in
each strand othe study, as well as integrated questions that are explored by the

combination of quantitative and qualitative studies.
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The first subquestion is supposed to be answered by the quantitative component of this
thesis, which is specified as following:
1 RQL: what are the relationshis among different intangible elements arzhnk

performance?

The quantitative study intends to test the relationships among different intangible elements
and how they affect bank performance either individual or collectively. Bagathered
from publicly available sources, as mentioned in the previous section. Intangible elements
are measured based on the works of other authors and modified according to the dat
availability. Additionally, some of the measures are also guidedthigy interview

experience that the researcher gained from the qualitative*tudy

It should be pointed out that some variables used in previous literatigiet be
problematic. Because of data availability problem, researchers have to use proxies of
intangbles that might not fully capture the feature of intangibl@sspite the limitations

with the proxies of intangibleshe researcheargues that it is wortiwhile to conducta

quantitative study to answer the research question daevayalconsideratios.

Firstly, although the public disclosure about intangibles is poor, it is the main source that
the analysts and investorse tograsp the meaning of intangibles. It is important to
investigate the extent to which the public information is helpfda pi t a | mar k e
investment decisiomaking process. Secondly, the proxies of intangibles usetthis
thesis are suggested by previous literaturslthough hey might not be the most
appropriate measures of intangibles, they ardo#stpossible metcs that can be got, and
have been proved to be powerful factors as well. Finallgd more importantlythe
quantitative component in thikesisis not just a hypotheses testipgpcess Further, it
identifies problems and limitations witlntangibles reearch in terms of measurement,
disclosure and modelling. This provides opportunities for the qualitative component of this
thesis to further investigate those problems and search for potential ways to improve future

quantitative research in this regard.

The qualitativecomponent ofthis thesisinvolves undertaking halepth interviews with
bank analysts and bank managers. Qualitative research is argued to be suitable fo

“8proxy identification will be discussed further in section 5.2.2 of chapter five.
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exploring issues about which little is known or about which much is known to ga@h nov
understanding (Straussid Corbin, 1998) As has been discussed in section 3.4 of chapter
three although the focus of intangibles research tends to shift from theory building into
theory testing, more qualitative studies are needed in order to bederstand the value
creation process of intangibles. Specifically, the qualitative study of this thesis aims to
i nvestigate the role of i ntangi bl es in
practitionerso6 per spec towingsubquéstonspr oposes |

1 RQ2: What may be the important intangibles for a bank?

1 RQS3:How do intangibles relate to bank performance?

1 RQ4: How can intangibles be measured?

1 RQ5: How have intangibles been reported?

By answering these specific research questithresqualitative study seeks to explore how
intangibles are measured, reported, and modelled in bank business practice. As has be¢
discussed in chapter three, previous literature on intangibles that used inreagedvcase
study mainly focused on thewestigation of firm management perspective, and little
attention was paid to capital mar ket act
throughinterviewingboth bank managers and bank analysts. Bank managers are essential
participants who dectly relate to the value creation proceésntangibles while bank
analysts are the primary users of the information and they can provide perceptions abou
intangibles from standing outside the compahlgerefore, by collecting interview data
from the tvo groups of participants, the qualitative part of this thesis is likely to provide a

more comprehensive picture of intangibles than previous studies.

The above five specific research questions are supposed to be answered by either th
guantitative studyr the qualitative study. Bearing in mind that this thesis uses a mixed
methods research, the quantitative and qualitative components should be connected witl
each other rather than be separated. As Bryman (2007) suggests, a genuine mixed metho
projecti s A muc h |l i ke a conversation or deb
negotiated account of what they mean to
conversation between quantitative and qualitative studies starts at the beginning of the
reseach design, that is, from the stage of constructing research questions. The quantitative
study shows us the problems and limitations with intangible measurement, disclosure, anc
modelling. On the other hand, by exploring the value mmegirocess of intagibles, the

qualitative study has the opportunity to examine in depth those problems and limitations,
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and search for potential ways to improve the variables and models used in the quantitative
study. Jointly, the following hybrid specific questions willdeswered:
1 RQ6: What may be the problems and limitations with the quantitative models and
data?

1 RQ7: How can the quantitative models be improved?

The detailed description and discussion about the quantitative and qualitative study will be
addressed thoughly in chapters five and seven. Chapter five will outline how the
hypotheses are developed, how the quantitative models are specified, how the variable
used in the quantitative models are identified, and what the final sample looks like. Chapter
seven \ill discuss the specific procedures of collecting interview data in this study and the
data analyses process. In each chapter, the difficulties associated with either the
quantitative or qualitative methods will be discussed. The next section will showhkow

research is designed.

4.5 Research Design

Creswel | and Plano Clark (2007:58) defin
anal ysing, i nterpreting, and reporting d
of attention paid to thelassification of mixed methods design since the end of the 1980s
(CreswellandPlano Clark, 2007). For example, Tashakkori and Teddlie (1998) generate
three different types of mixed method designs: 1) equivalent status designs (sequential o
parallel);2) dominantiess dominant designs (sequential or parallel); and 3) multilevel use
of approaches. Creswell and Plano Clark (2007) classify that there are four major types of
mixed methods designs: triangulation design, embedded design, explanatory design, a

exploratory design.

The various classifications of mixed methods designs seem to suggest that there may be ¢
infinite number of design options. However, although different features have been
emphasized and different names have been given, there @ne smilarities than
differences among these classificatioimswhich certain issues are involved in all of them

(Creswelland Plano Clark, 2007). These issues are important for every piece of mixed

49 Creswell and Plano Clark (2007) summarize the range of predassifications of mixed methods design,

and provide a list of 12 classifications (see page 60 in their book). These classifications represented differen
social science disciplines, including evaluation, health research, and educational researoiphasized
different facets of mixed methods designs.
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methods study, and need to be carefully taken intoustcat the research design stage.
Such issues include 1) the sequence of the data collection and analysis, 2) the priority o
weight given to the quantitative and qualitative study, and 3) the stage/stages in the
research process at which the quantitatimel qualitative phases are connected and the
results are integrated (Morgan, 1998; Ivanketaal, 2006; Creswelland Plano Clark,
2007). In this section, the decistomaking process of this study will be addressetight

of these issugsiamely timingdecision, weighting decision, and mixing decision.

4.5.1 The timing decision of this study

Timing (also named as fAi mplementationo ol
of the quantitative and qualitative data collection and analysis (&e¢eh, 1989; Morgan,

1998; CreswelandPlano Clark, 2007). In other words, it relates to the decision whether
the quantitative and qualitative studies come in sequence (one following another), or
concurrently (lvankovat al, 2006). Different answer® this question result in two ways

of designing mixed methods research: concurrent (alsoredfeoasiipar al | el
sequential study (Tashakka@mdTeddlie, 1998; CreswesindPlano Clark, 2007).

Concurrent timing (or parallel) occurs when the quantie data and qualitative data are
collected, analysed and interpreted at (or approximately at) the sameOimnibe other
hand,in the sequential study, quantitative and qualitative data are collected and analysec
over the period of time in two distinphases. It means that the researchers use one type of
data before using the other data type (lvankewal, 2006; Creswelbnd Plano Clark,
2007). It is suggested that the concurrent design is more appropriate for a mixed method:
study in whichthe purpose is to take advantage of data triangulation or embedding results.
If the research purpose is to seek explanatory or development by combining quantitative
data and qualitative data, then the sequential design is more likely to be chosen (Creswel
andPlano Clark, 2007).

In this study, a concurrent mixed methods dessgadopted due to both theoretical and
practical considerations. The main purpose of this study is to use both numerical and
narrative data to understand the same phenomenon, in ordeoviolepa broad and

complementary explanation of the phenomenon. In other words, this study aims to seek
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triangulation and complementsyt’. As Creswell and Plano Clark (2007) suggest,

concurrent design seems to be suitable for such type of mixed metkedche

Apart from the theoretical reason, the choice of concurrent design is to a large extent
influenced by some practical considerations as well. Firstly, although the two types of data
are collected from different sources, the researcher wants tlysanthem in a
complementary manner. In this sense, rather than conducting two distinct gnialisses
better to analyse them approximately at the same time. Additionally, in such a design, as
the data collection, data analysis and interpreting resultpuantitative and qualitative
studies occur approximately at the same time, they can talk to each other whenever there |

a neel™.

Moreover, the qualitative study attempts to undertake interviews with bank analysts and
bank managers. It is difficult to range interview with them, especially in the current
economic environmerft Also, the procedure of arranging an interview normally takes
quiteal ong ti me. The researcher has to wai't
the quantitative and quadiive studiesreconducted in the way of one following another,

it is difficult to finish the overall project in the limited tinevailable for a PhD thesis

Therefore, concurrent design seems to be reasblefor this study.

Once the timing decisiohas been made, the researcher will consider the second issue:
which approach, quantitative or qualitative, or both of them, have more emphasis in her

study design. That is, she needs to make the weighting decision of this study.

4.5.2 The weighting decision of this study

Weighting refers to the relative importance or priority of the quantitative and qualitative
methods to answering the research questions (CreswélPlano Clark, 2007). When
selecting a mied methods approach, researchers must answer the question: What will the

weighting of the quantitative and qualitative methods be?

% The purposes of this study will be discussed in detail in section 4.6 of this chapter.

1 How quantitative and qualitative data are integrated will be discussed in subsection 4.5.3 of this chapter.
2 The difficulties that the researcher encountered during the qualitative data collection process will be
discussed in section 7.2.3 of chapter seven.
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In concurrent designs, there are two possible weighting options. The research may give
equal weight to quantitative andajitative methods, or may weight them unequally. In the
latter case, one of the methods will play a more important role in addressing the researct
problem than the other method (Cresveglt Plano Clark, 2007). Which approach will be
given more attentionuting the data collection and analysis processes might depend on
numerous considerations, i ncluding the r
questions, and also some practical issues (Morgan, 1998; Creswell, 2003; Cagsivell
Plano Clark, 200).

In this thesis priority, typically, is given to the qualitative approach. This decision is
influenced essentially by the research purpose of the current study, which is to explore the
role of intangibles in bankbusiness modslnd how intangibleaffect bank performance.
Qualitative methods, in particular case study, are argued to be powerful tools when the
phenomenon being investigated is highly complex and where limited theories are available
(Dul and Hak, 2008).As has been discussed in chapteree, he development of
intangibles researcko faris still in its initial stage, and there is lack of strong theoretical
fundamental in this aredn addition, our knowledge about the relationships among
different intangible elements and between thewh #@rm performance is limitedn such a
situation, the qualitative study is more important in terms of understanding deeply the

phenomenon and adding knowledge to the theoretical foundations.

Moreover, the weighting decision is also influenced by prattconsideration The
relative importance of the qualitative study over the quantitative staflgcts the
limitation of resources that can be used in this study. In fact, the researcher must answe
two questionsat the research design stag®hat shewantsto dad, andfiwhat she has to

doo. As can be seen from the research history that has been discussedibgialtg, the
researcher wished to conduct a quantitative study that attempted to investigate the
relationship between intangible elements badk performance. However, she found that
the data availability restricts the proposal, and has to consider if there is another way tc
examine the research problem in such a background. Alternatively, she decided to conduc
mixed methods research, and pudre emphasis on the qualitative approdchhis sense,

the qualitative dominant research design is more likeljnébe good use of the limited

data source.
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Considering the above issues, obviously, the best choice for the researcher is to conduct
conairrentqualitativedominant mixed methods study. Mixed methods research is such a
procedure that not only collects and analyses two types of data, but also mixes or integrate
them together (lvankova et a2006). So in addition to timing and weighting,js more
important to make the decision abatitvhich stage/stages the quantitative and qualitative

phases are connected and the results are integrated.

4.5.3 The mixing decision of this study

The mixing (or integration) decision, as the third procatwonsideration for mixed
methods design, refers to how the quantitative and qualitative data relate to each other
Without explicit relating of the two datasets, a study will be simply a collection of multiple
methods rather than a real and strong miregthods design, even if it includes both

quantitative and qualitative study (Creswell and Plano Clark, 2007).

Reportedly, despite the fact that mixed methods research has become increasingly popule
in the social science, there is a common problem inynmaixed methods studies. That is,

the quantitative and qualitative components are treated as separate domains and do n
integrate or mix with each other (Bryman, 2007). Early examin&yoGreeneet al.(1989)

found that 44% of the 57 articles they mwved did not integrate the quantitative and
qualitative data. More recently, Bryman (2006) examined 232 mixed methods research
articles from 1994 to 2003 using content analysis, and also found the lack of integration.
These findings and comments suggeat thmixed methods researchers wish to make the
most of the data they collect, they must solve the integration issue, which seems to be th

most difficult part in the mixed methods research design.

Wool l ey (2009: 7) s ugg e stivescompbnants can peucansidered a |
Ointegratedd to the extent that these col
single study and in such a way as to be mutually illuminating thereby producing findings
that are greater than the sumofparts I n concurrent studies,
and analyze the quantitative and qualitative data separately and independently, and the
merge the two datasets in terms of relating or comparing two types of data (Creswell and
Plano Clark, 2007). ABazeley (2009) points out, integration of conclusion is commonly
seen in mixed methods research, nbut bl e

|l ess commono (Bazel ey, 2009: 204) and ndfe
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the combined valueiac hi eveddo (Jones and Bugge, 200
data and qualitative data are integrated not only at the stage of results reporting, but als
during the processes of data collection and data analysis in order to maximise the

integration of two methods.

During the data collection period, the quantitative data is gathered from annual reports,
bank websites and other public information, and in the meantime, the researcher collects
qualitative data by interviewing the participants. Thenemtion between the two datasets
may occur in several ways. The variables used in the quantitative study are helpful to
formul ate interview questions in order t
proxies of intangibles used in academic aesk®. On the other hand, interview experience
that the researcher gained can facilitate the quantitative study in terms of identifying

proxies of intangible¥.

The basic data analysis procedure in this study involves conducting separate data analyse
for each of the quantitative and the qualitative data, but relating one to the other with the
purpose of triangulation and embedding. The proxies or indicators summarizeth&om
extant literature and used in the quantitative model are also useful comceptiirig the
interview data and develop further categotiewhile the qualitative interviews helps the

researcher develop hypotheses that will be tested in the quantitativé¥.study

During the final stage of empirical results presentation, findings fileenquantitative

study and gqualitative study are further compared and connected. Mertens (2011) highlights
t hat it i's I mportant for a mixed method:
integrated and the contribution to improve understandingwhatachieved based on that

i ntegrationo (Mertens, 2011: 5) . In this
gualitative study are firstly reported separately, and then brought together to answer the
integrated research questions outlinedéation 4.4. The integration of findings enables
empirical results from one approach to complement the other. For instance, through
discussing the variables used in the quantitative analysis with interviewees, the weaknesse
and strengths within those imigible proxies are further explored, and possible ways of

improving some indictors are emerging Moreover, the integration of two datasets achieves

%3 Further discussion refers to section 7.2.2 of chapter seven.

> Examples of how qualitative interview exjace helps the researcher to better understand the intangible
proxies and to identify new proxies will be discussed in section 5.2.2 of chapter five.

> Further discussion refers to section 7.3.1 of chapter seven.

% Further discussion refers to section.8.8f chapter five.
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evidence triangulation in some important findings, and thus enhances the validity of the
overall research. Thintegration of quantitative and qualitative empirical results will be

discussed in detail in section 8.4 of chapter eight and sections 9.3 and 9.5 of chapter nine.

In conclusion, this section talked about how the researcher deals with the severalrtnport
issues related to the mixed methods research design, such as timing, weighting, and mixin:
decisions. The choicemeguided by the research purposes, research questions, and some
practical considerations. Specifically, this study is designed to beormurent
qualitativedominant mixed methods study in which the quantitative and qualitative data

are connected thoroughly at all the stages of the project.

4.6 The purposes of mixed methods research

It is argued that both quantitative and qualitatigsearch has strengths and weaknesses,
and combining different approaches is likely to result in complementary strengths and
nonoverlapping weaknesses (Johnson and Onwuegbuzie, 2004). Greene et al. (1989) als
maintain that all methods have inherent bias®s limitations, so use of different methods
that have offsetting biases to assess a phenomenon has the potential to enhance the valid

of inquiry results.

In practice, researchers who use different methods in a single study may have certair
purposesFor example, a common purpose is to take advantage of triangulation (Greene et
al., 1989). As Jick (1979) has pointed out, triangulation provides researchers with
opportunities such as allowing them to be more confident of their results; helping to
refashon old theory or develop new theory by uncovering the deviant dimension of a
phenomenon; and leading to integration of theory, etc. Jogulu and Pansiri (2011) indicate
that triangulation will strengthen the findings, and as a result, mixed methods researche

can make better inferences by employing multiple techniques.

Apart from triangulation, there may be other possible benefits of mixed methods research.
Along with the increasing interest in this methodology, social scientists have also discussec
more oncretely how qualitative and quantitative methods could be combined to enhance
the understanding of social phenomenon. Rossman and Wilson (1994), for example,

suggest that mixing quantitative and qualitative methods generally have four purposes:
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corrobordion, elaboration, developing, and initiattlg so that it can better address

complex research questions.

Greene et al. (1989) identify five purposes for mixed methods research: triangulation,
complementarity, development, initiation, and expansion. Htate that researchers can
take benefit of triangulation by seeking convergence, corroboration, correspondence of
results from different methods, and/or achieve a complementarity that use different
methods to measure overlapping but also different famfets phenomenon, yielding an
enriched, elaborated understanding of that phenomenon. Development refers to the purpos
that uses sequentially quantitative and qualitative methods in which the first method helps
inform the development of the second oneidtiiin involves the discovery of paradox and
fresh perspectives rather than constitute a planned intent. Expansion relates to the
opportunity that extends the breadth and range of inquiry by using different methods for
different inquiry components (Greeatal., 1989).

With respect to the current study, it attempts to seek benefits of triangulation and
complementarity?. Firstly, this study is designed to investigate the relationships among
different intangible elements and between them and bank perfoentarough utilising

both guantitative data and qualitative data. By employing multiple methods, this study is
able to compare findings obtained through different instruments and cross check
assessments. Subsequently, it is possible to match the statedati@anships found from

the quantitative hypothesis testing with subjective descriptions and explanations that are
obtained from interviews with participa

inferences with confidef9)ceo (Jogul u and |

Secondlythis study seeks the opportunity of complementarity in measuring, reporting and
modelling of intangibles. For example, the variables used in the quantitative study might

not measure intangibles properly, as mentioned before, and the qelisatdy

" According to Rossman and Wilson (1994), corroboration refers to classical triangulation where different
methods are employed to test the consistency of finding from one method to another; elaboration refers to the
purpose that providea richness and detail that is often lacking if just one method is employed; development
refers to that the results generated by one method shape subsequent instrumentation, sampling or analys
strategies of the other method; and initiation refers to tésults from one method foster new lines of
thinking, uncover paradox and contradiction, suggest alternative ways to pose the research questions, an
generally challenge the original conceptual framework of the study.

% The researcher argues that thisdgt may also take the advantage of development. As states before, the
model used in the quantitative study is built based on not only the extant literature, but also the results
emerged from a pilot case study during her MRes progress. Actually, thetafismstudy used in this thesis

can be seen as a development of the previous qualitative study.
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complements the quantitative study by exploring the limitations with those variables from
practitionersodé perspective. The quality
intangible disclosure in the public domain, and the qualitativevietgs further reveal the
reasons why these problems exist. Moreover, the qualitative study offers meaningful and
in-depth insights into the value creation process of intangibles, and this helps the

quantitative study in terms of hypothesis developmennaodkel specification

In order to accomplish the above purposes, the researcher has to evaluate her projes
properly. A mixed methods research is a complex progress as it involves undertaking
different research methods that have distinct characteridticshe next section, the

evaluation criteria for quantitative and qualitative studies will be discussed.

4.7 Evaluation of mixed methods research

Traditionally, evaluating the quality of a piece of research involves judging how reliable
and valid theresar ch6s data collection and analy
refers to the extent to which a measurement procedure yields the same results on repeatt
trials. Validity, on the other hand, is concerned with the extent to which the measurement
gives the accurate relationship between concept and indicator (Carmines and Zeller, 1979
Kirk and Miller, 1986). Initially, validity and reliability are evaluative criteria that are
pursued by positivist to ensure the objectivity of the quantitative séidirk and Miller,

1986; Johnson et al., 2006).

With regard to qualitative research, because it has distinct underlying philosophical
assumption to that of the quantitative approach, some researchers argue that differer
assessment criteria should mked to it (Johnson et al., 2006). For examplacoln and
Guba®, as cited by Onwuegbuzie and Johnson (2006), outline four types of evaluation
criteria to replace reliability and validity: internal validity should be replaced by credibility;
external védity should be replaced by transferability; reliability should be replaced by
dependability; and objectivity should be replaced by confirmabithers, however,
suggest that objectivity is the essential basis of all good research (Kirk and Mill&), 198
They prefer using the same terms of reliability and validity, but translate and make them

relevant for qualitative research (LeCompte and Goetz, 1982; Kirk and Miller, 1986).

% This is cited byOnwuegbuzie and Johnson (2006) from Lincoln, Y. S. and Guba, E. G. (Y88&hlistic
Inquiry, Beverly Hills, CA:Sage; and Lincoln, Y. Snal Gu b a, E. G. (1990) fiJud
St udy Ristgrmationakjaurnal of Qualitative Studies in Educati@) 5359.
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In this study, as both quantitative and qualitative methods are employader to discuss
the evaluation criteria in a consistent
Ovalidityé for both studies. 't is impor
evaluating quantitative and qualitative resbaibecause of the different data collection and
analysis processes, the strategies to enhance creditability of quantitative and qualitative
research are different. Indeed, even though different names of evaluation criteria have bee

used, the ways previsuiterature suggested to produce a good research are similar.

4.7.1 Reliability in quantitative and qualitative research

Reliability, by definition, refers to the extent to which studies can be replicated. It requires
that different researchers, or tsame research on different occasions, using the same
methods, can obtain the same results as those of a prior study (LeCompte and Goetz, 198
Johnson et al., 2006).

The basic notion of reliability in quantitative social research is that a measurement is
consistent (Jordan and Hoefer, 2001). In a quantitative study, the reliability of a
measurement can be tested by statistical instruments (Jordan and Hoefer, 2001; Tashakkc
and Teddlie, 1998). However, in qualitative research, reliability tends to betantious

issue. Reliability depends on a philosophical assumption that the world is both stable anc
neutrally accessible (Johnson et al., 2006). In qualitative research, human being is ar
important actor in the social world, and human behaviour is retaéc. Therefore, it is
difficult to replicate a qualitative study in this sense.

Does this mean that reliability does not matter in qualitative research? The answer given by
many qualitative methodol ogi st s i slitative . A
research conducted as science should com
one reason why qualitative research has not built cumulatively on other qualitative researcr
is that researchers are not paying enough attention to ligjighiirk and Miller, 1986).
Indeed, in order to evaluate the qualitative research in terms of objectivity, alternative ways
of addressing reliability are suggested by many social researchers (e.g., Franklin anc
Ballan, 2001; Kirk and Miller, 1986; LeCortgpand Goetz, 1982; Seale, 1999; Silverman,
2001).
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In order to satisfy the criterion of reliability in a piece of resedrcho matter it is
quantitative or qualitativé it is important for the researcher to document his/her research
procedure expliciyt (Franklin and Ballan, 2001; Kirk and Miller, 1986; LeCompte and
Goetz, 1982). LeCompte and Goetz (1982) argue that replicability is impossible without
precise identification and thorough description of the strategies used to collect and analyse
data. Th¢ i s what Franklin and Ballan (2001)

provide a basis for checking the researcl

As can be seen in section 4.5, what research methods are used in this thesis and how tt
overall project isdesigned in light of timing, weighting, and mixing decisions are
documented clearly. For the quantitative study, what indicators are used to measure o
proxy intangible elements are explained explicitly (see section 5.2.2 of chapter five), and
the procedwr of sample collection and the source of data used in the quantitative analysis
are described in detail (see section 5.2.3 of chapter five). Similarly, for the qualitative study,
the interview procedure and the data analysis process are discussed slewely @ee

chapter seven).

Moreover, for the qualitative study, the focus of enhancing reliability is on achieving
consistent similarity in the quality of the results rather than on obtaining exactly the same
results (Collingridge and Gantt, 2008). Ider to improve the quality of data, firstly, the
researcher tried to use lawference descriptors to enhance reliability of the qualitative
study (LeCompte and Goetz, 1982; Seale, 1999; Silverman, 2001)-infenence
descriptors involves recording obsgations as concrete as possible (Seale, 1999).
Recording interviews can positively affect the outcome of the interview in several ways.
For example, the researcher can hence concentrate on what the interviewee said and the
organize followup questions. lalso provides the opportunity of an unbiased record of the
conversation (Easterbymith et al.,, 2008), and thus enhances the reliability of the
gualitative study. In this study, the researcher tried to record the interviews with the
par ti ci paont Eghteep ef twentihreei interviews were audiecorded, and

were then transcribed carefully in order to provide a basis for reliable analysis. In addition,
the researcher also tries to check the accuracy of the data by sending the transcripts c
notesof the interviews back to the participants and getting their feedbacks.

Secondly, during the data collection process, effort is made to reduce errors and bias, an

to make sure that what the researcher has captured is the true value of what interviewee
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see and the researcher maintains a neutral role in the research (Arksey and Knight, 1999
For example, different types of questions, such as main questions,-tgllogwestions and
probing questions, were asked to ensure the consistent answers wereorgot f
interviewee®. McKinnon (1988) argues that asking probing questions is a powerful
technique to reduce threats to reliability and validity in terms of allowing the research to
accommodate some of the problems caused by the complexities and limitdtithes o
human mind. Besides, attempts were also made to avoid leading questions and othe

potential introduction of bias.

Thirdly, the researcher applies a consistent coding method to enhance the reliability in the
qualitative study during the data aysib process. In intervielwased case study, coding is

an i mportant procedure to represent the |
(Seale, 1999). Even though qualitative data analyses are vague and personalistic, .
consistent coding procedgs helpful to improve the reliability in a qualitative study
(Franklin and Ballan, 2001; LeCompte and Goetz, 1982; Seale, 1999). In this study,
grounded theory coding technique that included open coding, axial coding and selective
coding was employed. Thgrounded theory method of data analysis is argued to be a
systematic data analysis procedure in terms of understanding the essence of structure
qualitative data (Franklin and BallarR001; Strauss and Corbin, B)9 in which
inaccuracies and misleadingterpretations are guarded against by technigues such as
comparative analysis and integration of theoretical concepts (Glaser and Strauss, 1967
Parker and Roffey, 1997). The coding will be discussed further in section 7.3 of chapter

seven.

4.7.2 Validity in quantitative and qualitative research

Validity is another important criterion of a good piece of research. Validity serves the
purpose of checking on the quality of the data and the re€iésyell and Plano Clark,
2007). While the reliability is awerned with whether the findings of the research is
repeatable or not, validity refers to the accuracy of the research findings (LeCompte and
Goetz, 1982).

Generally, there are two key types of validity in a quantitative study. One is external
validity that refers to the extent to which the findings of a particular study can be

® The main interviews questions will be outlined in section 7.2.3 of chapter seven.
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generalized across populations, contexts and time (Birnberg et al., 1990; Dellinger and
Leech, 2007; Modell, 2005). Another type of validity is internal validity, which is
conceptalised as the degree to which the researcher is confident about the
conclusion/inferences of the causal relationship between variables/events (Tashakkori an
Teddlie, 1998). An abundance of literature has discussed how to control for treats to
internal andexternal validities at the research design, data collection, data analysis, and/or
data interpretation stages of the quantitative research pfbdess.,Onwuegbuzie, 2000;

Onwuegbuzie and Johnson, 2006).

However, similar to reliability, validity is peeived as being an unclear and ambiguous
concept in qualitative research as well (e.g., Dellinger and Leech, @0dijegbuzie and
Johnson, 2006)There are various commentaries about validity in qualitative research
(Creswell and Plano Clark, 2007; Daljer and Leech, 20073ome argue that it is better

to develop an entirely different set of criteria to assess validity instead of traditional criteria
used in quantitative studies (Dellinger and Leech, 2Q0&yuegbuzie and Johnson, 2006).
Others suggeshat the same criteria as that in quantitative studies, namely external validity
and internal validity, can be used in qualitative research, but should be developed to be
more complex concepts and a criterion of construct validity is added into the mraluat
(e.g., Messick, 1995; Modell, 2005; Yin, 2003). Construct validity, according to Modell
(2005:237) , refers t o Awhet her t heoret.

operational definitions and measures of

In mixed method research, assessing the validity of studies is even more complicated than
that in single method studies. Some argue that due to the complex views of validity in a
qualitative study, it is better to use alternative terms instead of the term validityed mi
methods research. For example, Onwuegbuzie and Johnson (2006) recommended replacir
validity with legitimation. Others, such &eswell and Plano Clark (2008ggest that it

i's appropriate to stil!l us e t hirethistresismhei v a
researcher prefers the latter suggestion, and discusses validity in light of external validity,
internal validity, and construct validity.

External validity emphasizes the generalization of the research findings. It is easy to

understad generalization in a quantitative study. However, the claim about the

1 Onwuegbuzie and Johnson (2006) amenended some references, such as American Educational
Research Association and American Psychological Association.
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generalization in qualitative research is more problematic due to the small samples ofter
used in qualitative studies (Johnson et al., 2006). Mitchell (1983) argues that there are twc
types of inferences in social research: statistical inference and logical (i.e., scientific or
causal) inference. He demonstrates that in analytical thinking based on quantitative methoc
both types of inference proceed. However, the inference drawn fualitagive research,

such as case study, can only be logical inference (Mitchell, 1983)Bryman (2004:285)
argues, Athe findings of gualitative re
p opul aBecausenod the qualitative dominant desite generalization in this thesis
mainly refers to an inductive mode, which means that data is gathered from multiple cases
to build up theory, and then the conclusions could be transferred or generalized to othel
contexts Tashakkori and Teddlie, 1998)

The external validity of this study can be enhanced through the following ways. Firstly,
purposive sampling allows the researcher to select the cases that represent the feature
what she is interested in (Silverman, 2001). For example, when arranggmgews with

bank analysts, she contacted several big banks in the UK to identify the target analysts
rather than selecting them randomly. This ensures that she can obtain knowledge from th
most important participants. Secondly, Bryman (1988) suggeatsstudying more than

one case is helpful solution to improve generalization in qualitative research. The
researcher tried to investigate multiple cases gathered from different organizations, so the
abstracted theory is expected to possibly occur in otmganizations with similar
conditions. Thirdly, Parry (1998) argues that gathering multiple perspectives on the same
incident can help to moderate the negative impact of single sources on research validity. Ir
this thesis, the researcher tries to invedéghe central phenomenon of interest from not
only internal manager sodé perception but a
sets of interviewees, therefore, is helpful to enhance validity. Fourthly, for the quantitative
study, because of datavailability, the problems with the sample size and the quality of
data pose great threats to the external validity in the quantitative study. In dealing with
those problems, the researcher tries to collect as much data as possible and modify th
indicabrs in order to increase the sample size and improve data quality (see further

discussions in sections 5.2 and 5.3 of chapter five).

More importantly, this thesis is a piece of mixethethods research, in which the
combination of qualitative and quantitai studies has the potential to achieve

triangulation, which is one of the important ways to enhance external validity. Bryman
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(1988) argues that combining quantitative and qualitative approaches can enhance th
generalization of theirlkesygarcame rbsed sfhi onwdn
confirmationo (Bryman, 1988:131). This t
intangible elements and between them and bank performance using both quantitative
statistical technique and qualitative intefation and description. By doing so, it is
possible to achieve consistency in some findings, and thus increases the external validity o
the overall research. It should be noted that, even though this study aims to enhanc
external validity by combiningugntitative and qualitative methods, generalization is still a
limitation in this qualitative dominant study.

Internal validity is concerned with the causal relationship between variables or events
(Modell, 2005; Yin, 2003). Achieving high internal vatid means that the researcher is
confident that the categories, relationships, and interpretations she generates is actuall
true (Tashakkori and Teddlie, 1998). Conclusion of a quantitative study has internal
validity if the changes in the dependent vialgacan be attributed to the independent
variables rather than to other potential causal factors (Tashakkori and $ed®i@s8). In a
hypothesis testing study, internal validity is normally pursued through complex statistical
procedures that enable cortaver extraneous variables (Johnson et al.,, 2006). In this
study, the assumed relationship between dependent variable and independent variables
based on theoretical foundation and the findings of empirical work, and several control
variables that arexeraneous but may affect the experiment as well are also introduced into
the models. Moreover, several statistical instruments are used to test the robustness of tt

estimated results, such as rank regression, which will be discussed further in chapter six

On the other hand, internal validity in qualitative research describes a more general
concept. It refers to the extent to which the observations and measurement represent th
social reality (LeCompte and Goetz, 1982). The researcher examines carb&lly t
inferences drawn from the qualitative data by adopting some tactics suggested by previou:
literature (e.g., Onwuegbuzie and Leech, 2007; Yin, 2003). For instance, during the
interviews, the researcher found some unexpected concepts and some cortieseesia

She followed up these surprises rather than dismissing them, and took into consideratior
rival explanations and possibilittés The qualitative data was analysedaccordance with

®2 This is cited by Tashakkori and Teddlie (1998m Cook, T. D. and Campbell, D. T. (1979)
Quasiexperimentation: Design and analysis issiog field settingsBoston: Houghton Mifflin.

%3 Examples of unexpected concepts and controversial issues can be seen from later chapters (chapters eig
and nine), e. g., Aquality of portfoliod aoB82ln e X



151

the theoretical coding procedure (i.e., using techniques sugpeascoding, axial coding,

and selective coding), and this provided proper explanations about how theory was built.

Moreover, as a piece of mixed methods research, it is possible to enhance the interna
validity by combining quantitative and qualitativdata. For example, if there are
unexpected findings emerging from the statistical analysis, the qualitative method may be
useful for assessing the limited quantitative validity based estefth examination of
qualitative evidence (Jick, 1979; Modell, 2005 this thesis, unexpected or unstable
results that are found in the quantitative study are further examined in the qualitative
interviews in order to cross check evidence and explore the possible interpretations for

them.

With regard to construct vality, it refers to establishing correct operational measures for
the concepts in both quantitative and qualitative studies (Yin, 2003). In other words, the
researcher should ask herself the quest:i
tomeasurer ecord rather than something el seo
validity is considered as especially difficult to achieve in qualitative research (Tashakkori
and Teddlie, 1998; Yin, 2003 this study, validating construction is problemaiot only

in the qualitative study but also in the quantitative part. The quantitative study attempts to
measure the phenomena based on the distinction between concepts and indicators (Sea
1999), and assessing validity in this sense is to assessewktsthresearcher has found the
most appropriate indicators. The researcher recognizes that the variables used in th
guantitative models might not truly measure what is intended to be measured due to the
data availability problem. To reduce the treatsdostruct validity in the quantitative study,

the researcher tries to select proxies of intangibles that have been suggested by previol
literature and that have been found to be powerful indicators. Moreover, the use of multiple
methods is likely to redie the threats to the construct validity. The indicators used in the
guantitative analysis are further assessed in the qualitative interviews so as to check th

accuracy of the definition of indicators.

I n the qualitati ve svityladdybias ekistimg inrthe satasanabtydise r
process pose a significant threat to the construct validity. In order to ensure that the
outcomes of the analysis represent the true meaning of the raw data, the research tries

enhance her theoretical senstinand make use of some important coding techniques such

of chapter eight), and controversial views on the ingusintext (see section 8.3.1.3 of chapter eight).
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as constant comparison, which are helpful in guarding against bias and achieving grea

precisiort”.
4.8 The barriers and weaknesses in mixed methods research

Previous sections have discussedlibaefits that mixed methods researchers may enjoy.
However, this strategy, like all other research methodologies, has some weaknesses in it
research design, data collection, and data analysis processes. Especially, because of tl
distinctions between guétative and qualitative data, a significant problem that mixed
methods researchers have to solve is how to integrate the two types of data fluently. This
section addresses the overall weaknesses of mixed methods research, and the barriers
integratingquantitative and qualitative research.

4.8.1 The weaknesses of mixed method s research

As has been noted before, using mixed methods in this thesis has the potential to tak
advantages of triangulation and complementarity. On the other hand, it alsonhas s
disadvantages in both methodological position and practical issues.

Firstly, mixed methods research is criticized by methodological purists for a lack of
philosophical foundationThey contend that one should always work within either a
qualitative @ a quantitative paradign{Johnson andOnwuegbuzig 2004), and the
compatibility and cooperation between the two methods cannot be sustained (Smith anc
Heshusius, 1986). The researcher, however, argues that this may not necessarily be
weakness of mixed ethods study. Rather, the misunderstanding of mixed methods
research is, to some extent, due to the absence of a detailed methodological framework
Although mixed methods research has become popular in the social science, there ar
many puzzles that need be worked out, such as problems of paradigm mixing, how to
interpret if the quantitative and qualitative results are conflicting; and how to evaluate the
mixed methods studyCfeswellandPlano Clark, 2007Johnson an@©@nwuegbuzig2004).

One may also dilenge this study in terms of methodological choice that crosses
positivism and ne@mpiricism. However, some social scientists advocate a pluralistic
methodological assumption that there are not significant philosophical differences at play

(Johnson etlg 2006). In this sense, the researcher argues that although there is a divide

® The qualitative analysis will be discussed further in chapter seven.
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between positivism and neonpiricism, they can be partly bridged. As Johnson et al.
(2006) argue,nee mpi ri ci st s are i ndeed 0 gquaattativé at i
methods within largely positivistic assumptions. Therefore, these two methodological

positions to some extent overlap rather than being totally divided.

Other problems in mixed methods research are practical considerations. It is more difficult
for a researcher to carry out mixed methods research than single quantitative/grealitati
approach (Johnson an@nwuegbuzige 2004). It is more time consuming and more
expensive, and researchers have to put more effort into collecting and analysing data. I
fact, the use of two methods often implies more than twice the work, because it requires
not only undertaking each part of the project properly, but also combining or integrating
them together (Alexander et al., 2008). Additionally, this strategy requiredevighof

skills and experience of the researchers. They have to learn about and practice multiple
methods and know how to integrate therprapriately (Johnson and OnwuegbyZ604).
Cassell and Lee (2011) hi ghl i grcreased s bf i a
mixed methods within the management domain is the extent to which management
researchers are trained to use these tec
concern with the research capability, that is, qualitative and cat@rgiimethods appear to

be taught as separate entities rather than combining methods. Thus, some scholars sugge
that it is better to conduct mixed methodssearchby forming a research team that
includes members of both quantitative and qualitative ixg€reswelland Plano Clark,
2007;Johnson an®nwuegbuzie2004. With regard to this project, which iscancurrent

mixed methods studghat isargued to be especially difficult compared with other types of
mixed methods desigiddghnson an®®nwuegbuzie2009, as itis carried out by a single

researcher, it may not fully achieve the purposes that the researcheeéxpect

Apart from the above weaknesses, a significant difficulty that mixed methods researchers
encounter is how to integrate the differastasets (Bryman, 2007), which will be

discussed in the followingulsection.

4.8.2 The barriers to integrating quantitative and qualitative research

As has been addressed before, a large number of mixed methods studies did not integra

the quantitativeand qualitative parts (e.g., Bryman, 2006; Greene et al., 1989). One

possible reason for this tendency is that the integration of quantitative and qualitative
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findings may not always be intended (Bryman, 2007). Another reason is the existence of
some baiers to integrating quantitative and qualitative studies. Through interviews with
social researchers, Bryman (2007) finds that mixed methods researchers experience
different possible barriers to integration during their studies. He demonstrates that these
barriers might be grouped into three categories: 1) barriers that relate to intrinsic aspects o
guantitative and qualitative research methods; 2) barriers with institutional context of
mixed methods research; and 3) barriers that relate to the skillsrefietlences of social

researchers (Bryman, 2007).

According to Bryman (2007), the first type of barriers includes three factors. Firstly, if a
mixed methods project is structured in such a way that either the quantitative or the
qualitative parts dominas, it will be difficult to bring the findings together. Secondly, it is
difficult to bridge ontological divides in some fields. Thirdly, the timelines of the
quantitative and qualitative components may get out of phase so that one is generate
faster thanthe other, and this can also be a possible barrier to integrating two parts of
research. The second category of barriers includes: 1) different audiences may have
biases in one type of research; 2) journal editors or referees may prefer one researc
method as well. The final group of barriers includes methodological preferences and skill
specialisms of the researchers themselves, and some researchers may view one set of d

more interesting than another.

With regard to this study, on the one hand, theearcher recognises that such barriers
obviously make the integration of quantitative and qualitative studies difficult; on the other
hand, she argues that, to some extent, some of these barriers can be turned int

opportunities as well.

Because of thentrinsic difference between quantitative and qualitative research methods,
the structure of research projects, the ontological divides, and the role of timelines may
hinder them from integrating genuinely. However, either the quantitative or the qualitativ
domination in a mixed methods project may not necessarily be a barrier. As mentioned
before, the weighting decision in mixed methods research can be to weight either equally
or unequally. In fact, in mixed methods projects that seek different purposestiraes it

is important that one component is weighted more heavily than another. In this study,
based on the data availability and some other practical considerations, the researche

should not place equal emphases on the quantitative and qualitativeAsaltong as the
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theoretical and practical issues are taken into consideration carefully and the researct
design is structured explicitly, the mixed methods researcher can manage dominance o
one approach over another. In this thesis, specifically, Eajiiee dominant study has the
advantage of economizing the use of limited resources. Likewise, in mixed methods
research that takes advantage of development, sometimes findings of one study provide th
basis for conducting another piece of research.hEuriore, as discussed before, the

ontological divides between quantitative and qualitative studies can be bridged as well.

Another group of barriers relate to social researchers' personal skills and preferences
Ideally, some social researchers have wattogical predilections. This to some extent
makes them tending to emphasize more on one type of method. However, there is &
tendency that more and more scholars argue for putting aside the methodological conflict
in social research. Bryman (2007) findkat the majority of the interviewees in his study
depicted themselves as pragmatists. The researcher in this thesis is also standing in
middle position in terms of ontological and epistemological levels. Regarding personnel
skills, as a PhD student, thhesearcher has been trained in both aspects of research
methodology and techniques, and it is possible for her to conduct a mixed methods project
Moreover, during the process of conducting this project, the researcher continued to
improve her research $lki by discussing the problems she found with her supervisors and

taking selftraining for mixed methods research.

It should be noted that the sample problem that has been noted previously tends to be
barrier to integration in this study. The qualitatiand quantitative studies have different
sample size. The quantitative data is collected from a larger sample than the qualitative
data, covering different countries in Europe. The qualitative interview data is mainly
gathered in the UK. This is due toneé and expenses considerations. Even though the
researcher attempts to conduct as many interviews as possible, the special economi

condition and the difficulty to get access to data weaken the results of this study.

There are also other limitations assted with this study. For example, the proxies or
measures of intangibles in this study are problematic, the qualitative study might be too
subjective and lack generalizability, and there are practical difficulties with both data

collection§®. However, gery method has strengths and weaknesses. The researcher argues

% Limitations with the quantitative and qualitative components &f thesis will be discussed further in
chapters five and seven.
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that mixed method research used in this study provides opportunities to overcome some
degree of the weakness associated with quantitative and qualitative methods, anc

represents a valid researprocedure for investigate the research problem.

4.9 Conclusions

This chapter discussed the methodological decision the researcher made and the overe
procedures for collecting, analysing, interpreting, and reporting. ddta underlying
philosophich assumptions were addressed at the beginning of the chapter. The researche
identified that thi-sasgedypadiopitend ¢baud
both the ontological and thepistemological stances. This worldview makes the adoption
of mixed methods research in this study possible. Mixed methods research as a
methodology has been widely used in social science, and researchers in the fields o
management and accounting also call for the combination of different research approache
to asess the same phenomenon. The researcher believes that, given the research purpos
and the general research question, mixing quantitative and qualitative methods in the
current study makes it possible to take advargaferiangulation and complementasit

and enhance the validity of the overall research.

The overall procedure of this study was also shown in this chapter. Three important types
of decisions that the researcher made were detailed. Based on the research purposes, t
specific research quisns, and some practical considerations, this study is designed to be
a concurrentqualitativedominant mixed methods research. In addition, the researcher
described the tactics she applied to minimize the treats to external, internal, and construc
validities. However, although considerable effort has been devoted to enhance the validity
of this study, there are some weaknesses existing in this study. The possible limitations
include lack of solid fundamental framework, the difficulties of collecting amalysing

data, and more importantly, the barriers to integrating the quantitative and qualitative

results.

Overall, by explaining explicitly the research design, research questions, and research
purposes, it can be seen that mixed methods researehlieshchoice to assess the central
phenomenon. The researcher argues that the use of disparate dataistketg to

achieve confirmation and consistency on evidence, and also gain an enriched anc
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elaborated understanding of the value creation pramesgangibles.In the next chapter,

the quantitative part of this project will be discussed.
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Chapter Five: Quantitative Data Collection and Data Analysis

5.1 Introduction

The previous chapt has discussed the methodologabice in the current study, as well

as the timing, weighting, and mixing decisions of mixed methods design. This chapter
addresses the design of the quantitative component of the thesis in detail. It attempts t
provide a comprehensive picture about hitw quantitative data has been collected and

analysed.

This chapter has three objectives. Firstly, it outlines the processes of quantitative date
collection and analysis, including the data sources, sample selection, and hypothesis
developmentSpecifially, the sample banks used in the quantitative study are drawn from
the population of banks in Europe, including 63 banks in 17 countries from 2005 to 2007.
Quantitative data is manually collected from ban&snual reports, corporate (social)
responsibity reports, presentations, bank websites, databases @ogrdEX and
DataStream and other websites (see Appendix 1 for variable definitions and sources). The
guantitativeanalysis is conducted through three steps, and five hypotheses are developec
in order to test the relationship between different elements of relational capital, the
relationship between human capital and relational capital, and the relationships betweer
intangible elements and bank financial performance, ether individually or inextoc

setting.

In addition, as it has been highlighted in chapter four, the quantitative and qualitative
components of this study are integrated during both the data collection process and the dat
analysis process. The stage of quantitative data tolkebegan in early 2008, and in the
meantime, the qualitative data collection was prepared. Qualitative interviews were
transcribed immediately after each interview, and the researcher wrote up whatever
experience or reflection she gained from the int2rei as soon as possible.  During the
processes of collecting and analysing quantitative data, those interview experiences ant
initial reflections played very important roles in identifying and understanding proxies of
intangibles, as well as developingpogheses and models. The second objective of this
chapter, therefore, is to discuss how the processes of the quantitative data collection an
anal ysis are guided not only by the exta

experience.



159

Thirdly, the researcher has encountered great difficulties in collecting and analysing
guantitative data due to the data availability problem. The third objective of this chapter is
to address the difficulties and problems of conducting a quantitative emsituch} of
intangibles on the basis of public data sources, and discuss how the researcher dealt wit
those barriersThe main difficulties that the reseaerthasencountered in collecting and
analysing quantitative data were indicators identification ayat gata quality caused by

the low level of intangible disclosure in the public domain. Because of no access to survey
based intangle information, the research had use proxies to measure intangible
elements. Although the adopted proxae based on wrks of other researchers @od
suggested by interviewees, the extent to which those proxies can reflect the dimensions an
properties of intangible elements is still doubtable. Additionally, the low level of data
quality, including missing data and prebis with data standardization, poses a significant
threat to the validity of the quantitative study. In order to deal with those problems,
considerable effort has been put to reduce the effect of missingaddisnprove data
standardizationsuch as usinglternative indicators for some intangible elements (e.g.,
general administrative expenses ased to instead of advertising amarketing expenses),

and imputing missing value (e.g., brand value). Despite the effort to maximizing the size of
the usablesample, the validity of the quantitative study is weakened by the problematic
proxies and poor data quality. Howevieecauseahe purposes of the quantitative study are
not only to testhe hypothesized relationships, but alsexplore the potential prédms

and hindrances within quantitative empirical research on intangib&susespublicly

available datathe researcher argues tltas still worthwhile to conduct this study.

The rest of this chapter is organised as following. Section 5.2 ldesdhe procedure of
quantitative data collection, including the difficulties that the reseald@dsancountered at

this stage, how the proxies of intangible elements have been identified, and how the sampl
of banks has been selected. After that, se&i8ndiscusses issues related to data analysis,

in particular the problems with data quality and the development of hypotheses. Finally,

this chapter ends by drawing conclusions in section 5.4.

5.2 Procedure of quantitative data collection

As has beennitroduced in section 4.3 of chapter four, quantitative data is collected from

publicly available sources. This decision has to be made due to the difficulties the
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researcher encountered at the stage of preparation for data collection, which are addresse
in subsection 5.2.1. The procedure of quantitative data collection is guided by both extant
literature and qualitative interview experience. The rationale for proxy identification and

sample selection are explained in subsections 5.2.2 and 5.2.3, re$pective

5.2.1 Difficulties of quantitative data collection

In section 4.3 of chapter four, the researcher has briefly introduced the practical difficulties
she faced in an attempt to carry out a quantitative study of intangibles. As problems
connected withdata availability has a notable influence on the research design of the
quantitative study, and is a major cause of limitation within this study, it is necessary to

discuss them in more detail.

After reviewing relevant literature that employed quantiatapproaches to investigate
either the value relevance of intangibles or the interactions among intangible elements (se
section 3.4 of chapter three), it is found that there are two options of data collection offered
to the researcher. The first optiom to gather primary data through instruments such as
surveys. This type of data collection design is commonly utilized by prior literature (e.g.,
Araglh-S8 nc he z, 200 3; Barrett and O6Connel |,
1996; Ittner and Larcked998; Nagar and Rajan, 2005) in consideration of the nature of

intangibles.

As mentioned in section 3.2 of chapter three, there are four approaches serving the purpos
of measuring intangibles. Among them, direct intellectual capital methods and sdoreca
methods tend to be more appropriate and more accurate in terms of capturing the nature c
intangibles. These two approaches generate indicators or indices based on differen
components of intangibles in either monetary term or-monetary term (for datled
discussion refers to section 3.2.2 of chapter three). Many previous researchers, therefore
have employed survey metteid collect detailed information on intangible elements that
they were interested in. In this way, the indicators they generatedeflect different
aspects of a particular intangible el eme
study on the value relevance of training activities, standardised questionnaires are designe
to coll ect I nf or mat i cen The special surveys allovs themrtoa i
investigate the productivity effects of different types of training, namely general training

and specific training.
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Moreover, utilising survey data, researchers can conduct studies on intangibles at differen
levels of organizations. For example, Itther and Larcker (1998) examine the value
relevance of customer satisfaction by using three different levels of data: cubteeter

data of a firm, busineasnit data of retail banks, and firfavel data in the USA. With
regard to research on interaction between intangible components, the majority of prior
studies have employed survey methad gather data (e.g., Bantel and Jackson, 1989;
Bontis, 1998; Nagar and Rajan, 2005).

Because of the above advantages of usinyey method, at the initial stage of
preparation for quantitative data collection, the researcher checked the feasibility of
undertaking this approach in her study. However, she found that this way of data collection
was too time consuming and costlytte conducted by a PhD studéht. Considering the

time and financial constraintfhe survey method seemeatt to be a reasonable choice.
Apart from this, the biggest obstacle of using a survey in this stadythat the researcher
hadto rely on the cepeaation of banks. She tried to discuss with several senior bank
managers if it was possible for her to use bank dataaseso survey their employees

and customers. Unfortunately, their -gperation was not forthcoming. Under the
circumstances, the reseher hadto consider another option of data collection, that is,

using secondary data that has been disclosed publicly.

It can be seen from chapter three that, some scholars have contributed by carrying ou
quantitative empirical studies using publiclya#lable data. For instancé8arth and
Kasznik (1999) usadvertising expenditure obtained from a public database as a proxy of
brand to investigate how intangibles had impacts on share repurchase and Chang
(2005) collectdata from a public databasminual reports and other resources to conduct
an empirical study on the interactions among intangible components and relationship
between themand firm performance. They usarious proxies to measure intangible
components, such as the number of emplgyaesrage education level, and the ratio of
change in number of employees for human capital; firm age and administrative expense

per employee for process capital; as well as the number of main customers and advertisin

®For example, in Nagar and Rajanods (2005) study
they utilised was collected by two organizations: a financial institution researntte and a professional
marketing firm. The research centre had to discontinue the original plan of surveying banks every year after
collecting only one year of data due to excessive costs.

®” During interviews with bank managers in her MRes study, shad that case banks had measured and
managed their intangibles (e.g., surveying employees and customers) for a long period, and built up their
proprietary database of information on intangilfleken, 2007)
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expenses for customer capital. Thetelies gave the researcher a clue as to the accessible
data sources which could be used in her study. She then started to assess the feasibility

utilising public data sources.

However, after reviewing levant literature on intangibldisclosure, it vasobserved that

up to now, the level of intangible disclosure through public channels (such as annual
reports, social and environmental reports, and company websitesyastow across the
world (e.g., Beattie and Thomson, 2007; Brennan, 2001; GuwhdePetty, 2000; Guthrie

et al., 2007), and the disclosed information about intangibles was mainly in qualitative
terms rather than quantitative terms (e.g., Striukova et al., 2008, among others).

Moreover, the resear cherciat(dr eocpirata) redpansibility 6 ¢
reports and other information published on their websites, and found that information on
intangibles was disclosed often in an inconsistent way and was not comparable among
banks. For example, many banks have surveyed #meployees and customers either
internally or by external independent organizations, and some of them disclosed some
survey results. These results should be adequate indicators of employee satisfaction c
customer satisfacti6h However, for banks whosemployee survey or customer survey
datawere available publicly, the constructions of their survesere either undisclosed or
different from bank to bariR In this case, the researcher hiadurn to using some proxies

of intangibles in this study. The xtesubsection will demonstrate the process of identifying

proxies of intangibles elements.
5.2.2 Identifying proxies of intangible elements
As has been mentioned in the previous chapter, the purpose of the quantitative componer

of this study is to invedgate the intangibleperformance association as well as

interactions among different intangible elements. It follows one of the most commonly

® This is not only suggested by extant literat that has been discussed in chapter three, but also used as
intangible measurement in business practice. For example, in Skandia Navigator (an IC measurement mode
that has been introduced in section 3.2.3), satisfied customer index is one of thesteadurman capital.

“For example, in the UK, Lloyds TSB disclosed th
2007, but the content of this index is unavailable. On the other hand, RBS measured their employee
satisfaction bgpufiempl|l 0FO8) opi fihey disclosed the I
it, including 15 categories (i.e., communication, job satisfaction and engagement, and recognition and reward
etc.). With regard to customer satisfaction level, HBOS measuredctheis t o me r s aRropastibra c t i
of customers who were 6édelightedd or d&écompletely
asked personal and business customers every month, and calculated their customer satisfadiasedcore

on assesseant of customer understanding, accessibility, responsibility and Expertise. RBS, on the other hand,
disclosed their ranking for customer satisfaction in an independent survey.
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used classifications of intangibles, which suggests that intangibles include three categories
human capital, stictural capital, and relational capital. In this thesis, quantitative analysis
mainly focuses on indicators of human capital and relational capital. The rationale for this

decision is due to the following considerations.

Firstly, previous quantitative quirical studies on structural capital that utilized publicly
accessible data tend to be restricted to some innovation indicators, such as investment i
R&D or IT, as has been discussed in section 3.4.1 of chapter three. However, a large
proportion of R&D @ IT disclosure is voluntary in the European banking sector, where
there is no specific requirement for reporting R&D or IT investments (Beccalli, 2007). As a
result, little information on R&D or IT investment can be found in bank annual reports and
otherpublic resources. Therefore, the researcher has to exclude structural capital from the

guantitative analysis due to lack of data.

Secondly, as mentioned in section 3.4.1.1 of chapter three, the nature of the banking sectc
determines that bank produ@se generally not protected by patent, and it is difficult for
them to gain competitive advantage from product innovations. Consequently, banks tenc
to derive sustainable competitive advantage from human capital and relational capital
(BERR, 2007), as wkas nontechnical aspect of structural capital. A few empirical studies
have shown that there is very weak or evenexistent correlation between IT investment
and profitability (e.g., Beccalli, 2007). Therefore, it may be reasonable to rule out the
innovation indicators of structural capital from the quantitative study, while the
nortrtechnical aspect of structural capital, such as organizational culture and organizational

learning, will be taken into consideration in the qualitative part of this résearc

Because of the above considerations, the researcher takes account of proxies of intangibl
components with the exception of structural capital in the quantitative analyses. The
following subsections will explain how various proxies of human capital relational
capital are identified based dime extant literature and her interview experience. It should

be pointed out that, since limited intangible informatioavailable, the researcher trigs
generate as many proxies as possible at the statgaocollection. When stepping into the
data analysis stage, she will then start to select variables according to the data quality.

5.2.2.1 Proxies of human capital
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Chapter two has discussed various aspects of human capital. On the one hand, hume
cagtal can be divided into two dimensions: generic HC and -8pecific HC (e.g.,
Abdekkhalik, 2003; Swart, 2006). On the other hand, human capital has been explored at
two distinct levels: individual management level (e.g., Barney, 1991; Castanias aat] Helf
1991) and total workforce level (e.g., Wright et al., 1994). In this study, the researcher
attempts to gather proxies for both generic HC and-$ipecific HC at either the
individual level of board membéfsor at the organizational level of employe@sprder

to measure human capital from a comprehensive perspective.

It can be seen from chapter three that a number of researchers have conducted studies
top management quality. The adopted proxies include generic HC that managers develope
before tley enter a typical firm, such as education level and general working experience;
and firmspecific HC that managers gain after entering the firm, such asspetific
working experience or tenure (e.g., Ab#tehlik, 2003; Bantel and Jackson, 1989; Harris
and Helfat, 1997; Castanias and Helfat, 1991; 2001; Hitt et al., 2001; Kor, 2003). For
example, Bantel and Jackson (1989) argue that education level is correlated with cognitive
ability, and hence should be one of the important factors that have impadian&
innovation.Hitt et al. (2001) point out that extensive education and training that managers
have prior to entering their fields can provide them a high level of articulable knoWledge
Abdekkhalik (2003) employs the number of years credited tosvaetirement benefits for
CEOs and other executive members of the boards of directors to proxy labour skill.
Previous literature has also provided evidence on how these proxies of top managemer
quality and skill affect other intangible components and frenformance (for detailed
discussions refer to sections 3.4.1.2 and 3.4.2.2 of chapter three). Therefore, on the basis
previous research, education level, managerial experience before entering a typical bank
and bankspecific managerial experience adopted as proxies of management quality in

the current study.

Besides quality of management, human capital for the total workforce can also be expectec
to have direct or indirect impact on firm performance, especially for some service
industries such athe banking sector (e.g., Low, 2001; Namasivayam and Denizci, 2006).
Namasivayam and Denizci (2006) highlight the importance of employee characteristics in

© The management level in this study is limited to bank boards, due to the thaswith the exception of
board members, detailed information about other senior managers is normally unavailable in public sources.
" According to Hitt et al. (2001), knowledge that individuals have can be both articulable and tacit. The
former is ganed through formal education, and the latter is through learning on the job.
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service sectors where frontline employees should have the knowledge and capability of
assisting inthe assembly of suitable products to customers. Therefore, it is argued that
factors related to employees, such as education, knowledge, training, intellectual agility,
attitude, and motivation should be taken into consideration when assessing human capits
(e.g., Black and Lynch, 1996; Namasivayam and Denizci, 2006).

The etant literature on measuring human capital follows two streams: human resource
costing and accounting as well as balanced scorecard (Johanson et al., 1998). The forme
measures humaeapital in financial values in terms of costs, investments and outcomes,
while the latter is in favour of measuring human capital in both financial andéineorcial

terms (Johanson et al., 1998; Namasivayam and Denizci, 2006). Although measuremen
models of balanced scorecard are argued to be more closely related to the nature of
intangibles (Johanson et al., 1998), a large proportion of their measures are in qualitative
term and many metrics are not released to the public. On the contrary, human resourc
costing and accounting is more measurerogiginted (Johanson et al., 1998). In this study,
considering the data accessibility, adopted proxies of human capital at the employee leve

mainly follow the stream of human resource costing and accounting.

The first proxy for the employee level HC is staff st whi ch i s di scl
financial statements. Pulic (1998) argues that labour expenditures should be treated a
compensation for both invested time and knowledge inputs. Based on this assuneption, h
developed an intellectual capital measurement miodfalue added intellectual coefficient
(VAIC™)2 in which human capital of a firm is measured by the total expenditure on
employees. This model has been widely applied to assess intangibles in ting Isackor

(e.g., Goh, 2007; Kamath, 2007). Fiordelisi and Molyneux (2007) suggest that higher
staff costs may provide information on higher level of employee satisfaction. Thus, staff
coss areused by some researchers as one of the human capital anslif@ag. Fey et al.,

2000; Hansson, 2dQRosett, 2001).

Apart from staff cos training investment is also adopted by many previous studies to

proxy organizational human capital, as has been addressed in section 3.4.1.2 of chapte
three. Training isar gu e d to be an i mportant act i
firm-specific knowledge (e.g., Hitt et al., 2001; among others). In spite of the absence of

standardized requirement for training disclosure in Europe, some banks have release

2 Detailed discussions about VAl refer to section 3.2.3.5 of chapter three.
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information ontheir training activities in annual reports or social responsibility reports.
The researcher, therefore, trigscollect two proxies of training: training expenditures

and training days or hours that banks have provided to their employees.

Moreover, employee turnover may be another reasonable indicator of human capital (e.qg.,
Koys, 2001; Nagar and Rajan, 2005; Schneider and Bal@&%; Ulrich et al., 1991). For
example, in a case study of a large retail firm, Ulrich et al. (1991) identify a number of
indicators of employee attachment, and employee turnover is one of the most critical
indicators among them. Koys (2001) argues that employee turnover as an indicator of
employee behaviour will influence organizational effectiveness, since a lower turate/er r
means less hiring and training activities. Besides, more experienced employees retained il
an organization would improve its performance, because they have more knowledge abou
customer and organizational goals than new hired employee (Schneidervesrl B285).

It should be noted that, there is no standard definition and measure of employee turnove
rate in the European banking industry. As a result, instead of using employee turnover rate
the researcher has to collect data for twadatbrs: the nmber of employeeecruited and

the number of employeseparturs, respectively.

It is desirable to point out that the above indicators are not only suggestkd dxtant
literature, but they are also in line with human capital metrics used in somgilagan
measurement models. For example, section 3.2.2.2 of chapter three gave several exampl
of IC measures in Skandia Navigator (see Table 3.2). Among them, training days per year
managers with advanced degrees, and annual turnover of staff are recmuinzen
indicators of human capital. Similarly, in the Intangible Asset Monitor (see Table 3.3),
training cost and level of education are treated as indicators of employee competence
growth and renewal, while the professional turnover rate represents athiétystof

employee competence.

The proxies of human capital discussed so far are basettheoextant literature or
measurement models. Besides learning from existing knowledge, the researcher attempts t
generate further proxies from her interview exgece. During the process of qualitative
data collection, she tried to summarize whatever reflections she has got from each
interview. These reflections play an important role in shaping the process of quantitative
proxy identification, such as helping thesearcher to better understand proxies adopted by

literature and giving a clue to new proxies.
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For example, when discussing whether or not experience can be seen as a suitable indicat

of management quality, a bankpmaneaeqere ot d
board:
Al think in any board, we do need a bal

Asda, what would be the worst thing to have a banker, an experienced banker on your
board? But you didnot wa nause thebankdysamill krew s
not hing about potatoes, & how can they r
on our board but with | ots of experts i
I t hink, the risk inherent i n (latenbewB4& . 0

It is observed thaheextant literature normally utilizes age and fispecific experience as
proxies of human capital, as mentioned before. However, little attehéis been paid to
professional or industry experience. Only a few authors have addressed the importance @
it (e.g., Bailey and Helfat, 2001; Castanias and Helfat, 1991, 2001; Kor, 2003), and the
empirical research tends to be very limffedo the researh er 6s knowl edge
there are no empirical studies looking at the indusprgcific managerial experience in the
banking sector. Because of industry differences, it is worthwhile to distinguish
industry-specific experience from general manageegberience as well as firspecific
experience when measuring management quality. Therefore, the proxy of irshestifyc
experience is adopted in the current study, which is defined as the number of years the

manager has been worked in the banking itrglus

5.2.2.2 Proxies of relational capital

Even though relational capital includes all resources linked to the external relationships of
the firm, previous empirical research tends to put emphasis onsbasmad customer
relation$”. This tendency is not only due the extraordinary importance of these elements,
as has been discussed in section 2.4.5 of chapter two, but also owing to the relatively bette
availability of information on them compared with other elements of relational capital.

" For example, Castanias and Helfat (1991) develop a managerial rents model that analyseth#igaple
management plays in generating firm rent. Their model classifies three types of managerial skills: generic,
firm-specific, and industrgpecific. More recently, Kor (2003) develops a multilevel experidrased top
management team competence modehich proposes three levels experience: fmecific, shared
teamspecific, and industrgpecific managerial experience. He provides an empirical test of this model based
on entrepreneuri al firms that ¢ o mptiy-epeaific managemenO , a
experience contributes to the competence of the top management team. It should be noted that the proxy c
industryspecific working experience is used in the current study, rather than indpstific managerial
experience that isuggested by the above researchers.

™ Detailed discussions refer to section 3.4.1 of chapter three.
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However, similar talata approachability of human capital measurements, data of relational
capital used by previous literature is also mainly collected from private sources, which is
difficult to access for the researcher. For example, the majority of quantitative empirical
studies on customer satisfaction have used either special databases (such as Gruca a
Rego, 2005; Ittner and Larcker, 1998) or primary survey data (such as Hollowel, 1996).
Indicators of customer satisfaction recommended by intangible measurement aisalels
tend to be survey based, such as the satisfied customer index used by Skandia Navigator
the Intangible Asset Monitor. Given data availability constraint, it is not easy for the
researcher to find appropriate proxies of customer relationship

Davis and Albright (2004) conduct a study to investigate the effectiveness of balanced
scorecard in a bank. They argue that better customer satisfaction may result in ar
increasing customer base that is indicated by loan and deposit growths. In this sense, lo
and deposit growth rate can be used as a proxy of customer satisfaction (Fiordelisi anc
Molyneux, 2@7). In addition, Nagar and Rajan (2005) use loan and deposit growth rate to
measure customer usage and volume in their customer relationship mod&rhgimi
Wang and Changos ( 20 Oderformartcaiagdspciatoh, growtherateiim t
sales has been adopted as an indicator of customer capital growth. Therefore, it may b
reasonable to utilize loan/deposit growth rate as a proxy to meastmner relationship

with a bank.However, it should be noted thas a proxy of customer relationships, this
indicator has its inherent weakness, because the increase in customer loans orid@posits
bank may notbe due to good relationships betwethre bank and its customers. Other
factors such ascosts,the economic environment (e.g., GDP growth) or M&A, are also

l' i kely to affect a b ank &er exdraptepbsrks couldeh&ve n g
rapid loan growth if they were low costs, evéough that may not have anything to do
with customer relationships. A bank may also acheesignificant increase in the numbers

of customer deposits and loans on its balance sheet through taking over other banks

Therefore, this indicator may notreflector r ect | y a bankds rel at

With regard to another important element of relational capital, namely $yrane of the
most commonly sed indicators is advertising anthrketing expenditusg as discussed in
section 3.4.1.3of chapter three. A number of lsdars suggest that advertising and

marketing investmentarelikely to be in connection with brand name or brand eduity

S 1t should be noted that, although expenditures made in promoting a brand, such as adverting and
marketing expenses, is commonly suggested to be a btemtasure for brand, several researchers,
however, point out that not all these expenditures result in increases in brand value (e.g., Barth et al., 1998).
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(e.g., Barth and Kasznik, 1999; Kotha et al., 208, Shah and Akbar, 2008). For example,
Kotha et & (2001) argue that advertising is one important action that firms take to build
their reputation, and is |ikely to incre
al., 2001:572). Advertising ancharketing expenditugg therefore,are selectedto be a
proxy of brandin this study.

The second indicator of bram@duggested by previous literature is the estimated brand
value (Barth et al., 1998). Some independent brand consulting firms, such as Interbrand
have developed methodologies to estarhie value of brands for firms cressuntry and
crossindustry. Barth et al. (1998) utilise the data of brand value published by Financial
World to investigate the brand valugarket value association in a variety of industries. As

an independent consaticy, Brand Finance has tried to estimate the band value for banks
in different countries, and has published their reports of brand index for year 2005 and
2007 respectively. In this study, brand value provided by Brand Finance will be adopted as
another poxy of bank brans

Apart from adertising andmarketing expenditussand brand value, there are some other
indicators that may be potentially useful to proxy bsamick (2006) suggests that age of

the bank might be a proxy of bank branding, as a liaatkhas operated for longer time is
expected to enjoy greater reputation than a younger bank. Chauvin and Hirschey (1994
argue that accounting goodwill numbers appear to be related to brand name recognition. A
noted before, the researcher tries to cblés many proxies as possible, and she then takes

these two indicators into consideration as well.

During the process of identifying relational capital proxies, the interview experiences
played an important role in helping the researcher to understahdsedact potential
indicators. For example, although some authloase suggested that the distribution
channel should be included in the content of relational capital elements (e.g., Boedker et al
2005), there are few empirical studies that have paghtadnh to this factor, with the
exception of Dick® (2006, 2007) and Ors (2006). The absence of research in this regard
might be due to the fact that, along with the technological development that has occurred ir
the banking industry, the importance of ttraditional physical branch has tended to

decline, as discussed in section 2.2.3 of chapter two. However, during the process of

® Dick (2007) argues that branch is indeed a form of advertising for banks. In his studiesmther of
employes per branch is used as a proxy of service quality, while branch density is used to measure the
branch network of a bank.
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collecting interview data, several bank managers emphasized the role of the branch
network. For example, a bank manager hasudised the importance of the branch network
for thent’,

fAnother one | want to say is distribution network across countries. Some may say
di stribution network is a physical asse
intangible as well, in termsfamaking your bank global and providing accesses to

customers, so they can access their accounts everywhere. In that sense, it can be seen
an intangible of globalicityé. This glo

and buildsupoutfrac hi s e . 't i s an i mpo(ntraewtB7)i nt a
Therefore, based on interview experience
the fAhigh streeto all/l the time i tyusefulphy

indicator of bank brargin this study. Stable branches with a stable customer base are also

a proxy for stability of bank relationships with customers.

5.2.2.3 Proxy of service quality

Previous subsections showed how proxies of human capital annalatapital have

been identified. As this study intends to examine the intangg@dermance association,
service quality as an important factor that determines bank profitability, cannot be ignored.
Ors (2006) argues that service quality may havesitige impact on bank profit due to the
fact that banksO6 customers are probably
for their deposits because of higher service quality. Some previous studies have providec

empirical evidence in this regafe.g., Duncan and Elliott, 2002, 2004; Kiser, 2002).

Additionally, from the case study conducted in her MRes, the researcher found that service
quality and brand buildop have important effects dranksdcustomer relationshgg(Chen,

2007), inlinewith¥r s6 (2006) suggestions that adyv

jointly determined. Thus, the effect of service quality should be taken into account when

investigating the interactions among intangible elements as well as the relationship

betweenntangibles and bank performance.

The proxy of service quality used in this study is the number of employees per branch,
which is suggested by Dick (2006, 2007) and Ors (2006). Both of them argue that, a larger
number of employees per branch may reprebéagiter service quality, as the customer

"It should be noted that this paragraph is not a direct quote. Rather, it is based on the notes that the
researcherds taken during the interview.
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waiting time should be reduced. Avkiran (1999) also finds that even with the increasing
high-technology solutions as the substitutes of branch staff, staff contact still tends to be an
important factor that determes service quality. Therefore, it is necessary to provide

adequate staff numbers to serve customers.

In summary of what have been addressed so far, given the constraints of data availability, i
is not easy to identify proxies of human capital and atati capital that are accessible in
public resource. Some may argue against the extent to which the proxies used in this stud
can capture the nature of intangibles. The researcher recognises their limitations. Howevelr
the researcher has to rely on theas,there are no other options that she can choose. In
addition, the process of proxy identification is guidedthg extant literature, business
practice, as well as the researcher 6s ow
of variables ratinal. More importany, the problems associated with proxy identification
and data quality/ present an opportunity in the mixed methaésearch. By further
exploring these problems in the qualitative part of this thesis, it will be shown how the
combinatian of quantitative and qualitative approaches can help the researcher to find new
ways to overcome in part these problems. Section 5.3.2 of this chapter will provide the
detailed definitions of the intangible proxies used in this thesis.

5.2.3 Sample selection and data sources

The previous subsection discussed how the potential proxies of human capital and
relational capital have been identified. In this subsection, the procedure of sample selectior
and the sources of data used in the current study are didcusse

5.2.3.1 Sample selection

The sample firms used in the current study are drawn from the population of banks in
Europe. The rationale of setting this study in the banking sector is, as has been explained i
section 2.3.2 of chapter two, due to the demto the competition environment in the

banking industry as well as the characteristics of bank products and services. This choice i
al so influenced by the researcher 6s per s

Additionally, it can be seendm chapter three that, due to the data availability problem,

8 Problems with data quality will be discussed later in section 5.3.1 of this chapter.
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guantitative empirical studies of some intangible elements, such as training, advertising or
customer satisfaction, tend to focus on the US data, while there is little evidence in the UK
and othe countries in Europe. With the purpose of filling this gap, therefore, the researcher

chooses banks in Western European countries as the population of the quantitative study.

Apart from the above considerations, the European banking industry provides an
appropriate context for investigating intangibles from a reselbased view. As Reegt al.

(2006, 2009) suggest, it is better to limit intangibles research to one market or region in
order to control for the variance of exogenous market and regulataditions. As this

study relies on public resources, it is difficult to get enough observations within one
country in Europe to conduct appropriate statistical analyses. On the other hand, the
European banking sector has experienced increasing integeattbrharmonization in
recent years (Goddard et al., 2007; Molyneux and Wilson, 2007). As has been discussed il
section 2.2.3 of chapter two, since the {8870s, there have been various legislative
frameworks, such as the First and Second Banking Dire¢t@ntributing to create a
single financi al mar ket in the EU. Rece
Services Action Plan (FASP) has further promoted the integration of European banking
and financial markets (Molyneux and Wilson, 2007). Goed by a set of harmonizing
regulations and supervisories, although differences across countries sfifl éxisddard

et al., 2007; Gual, 1999), banks now tend to operate more freely throughout Europe
(Molyneux and Wilson, 2007). Therefore, looking dtth fisi ngl e mar ket o
to reduce sample heterogeneity, on the one hand; and to maximise the sample size, on tt

other hand.

The procedure of sample selection followed several steps. To begin with, the names of
sample banks were drawn frometibank list provided by thBankscopedatabas® in
April 2008, including four types of 139 banks: bank holdings and holding companies,

commer ci al banks, saving banks, and coop

" FASP is a legislative framework published by the European Commission in 1999, and was largely
completed by 2004. The overall objectwEFASP was to remove remaining barriers so as to develop the
Single Market in financial services. It has several specific objectives, such as 1) developing a single market
in wholesale financial services; 2) creating open and secure retail marketsal8islesty state of the art
prudential rules and supervisigBuropean Commission, 1999, 2007, 2009; HM Treasury, 2003)

% It is generally argued that the integration process has advanced further in the wholesale market than that i
the retail market (e.gAvila, 2007; Goddard et al., 200AM Treasury, 2003Molyneux and Wilson, 2097
Cvila (2007:1940) pointed out t hat Aithe process
complete while the retabanking sector is in the process of redlisao n 0 .

81 |t should be pointed out that, at this stage, the researcher did not use any of the data Bamksbepe
database, other than a printed list of the bank names.
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checked, and banks that met the failog criteria were chosén 1) banks who are
independent and for which electronic copies of annual reports in English version for at
least two continuous fiscal years during the period of 2005 to 2008 is available; and 2)
whose main operating activitiesclude retail banking servitk After that, a list of bank
names in 17 countries was identified, and was ecbesked with the bank list published

by Wikipedi&?, from where 20 more banks who met the above criteria were identified.

It should be pointedwot t hat the researcher 6s initial
Previous literature suggested that the role of intangibles might differ according to bank
types. For example, Reed et al. (2006) argue that the impacts of intellectual capital
compnents on bank performance will vary across different types of banks, due to the
dissimilarities in customer needs, loan offering, rivals, density, and intensity of competition
existing in them. They find that the profile of IC components, namely humatalcap
organizational capital, and external social capital, differs across personal banking and
commercial banking sectors in the US. Moreover, the researcher has experienced simila
viewpoints from interviews with some bank analysts. For instance, irviewerA6, the
analyst argued that reputation of a bank did not matter in retail banking, compared with
price; but it was extremely important in investment banking. The interviewee in interview
A2 held the similar opinion that intangibles were importantifanks, but the value of
different intangible elements varied between investment banking and retail banking.
Therefore, it would be better to investigate intangible components within retail and other

types of banks separately.

However, the relative infornti@n regarding intangibles produced by the sample banks are
generally in a consolidated way across different business divisions of them, and there is nc
particular data available for the retail banking unit. Therefore, the researcher has to conduc
analyss on the basis of consolidated data for all the banking activities within a bank. In
order to control the variance of exogenous market, the sample banks were divided into twc

groups according to the proportion of their retail banking actiftties

8 Among those 139 banks, some of them have to be eliminated due to the folloagngsel) they do not

have accessible websites; or 2) they operate as parts of a banking group and do not produce their ow
individual annual reports.

8 Banks whose main activities are investment banking, asset (wealth) management, insurancestatereal e
leasing, rather than commercial banking, are eliminated from the final sample. Besides, pure online banks are
not included in the sample either, as their profiles of intangibles differ significantly from traditional
branchbased banks.

8 Webpagehttp://en.wikipedia.org/wiki/List_of banks in_Eurape

% There is lack of detailed information related to interest income for some banks. In this case, the
percentage of total operating incoffee retail banking activities is used instead of net interest income. Even
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1) banks tlat earn at least 50% of their net interest income from retail banking
activities;
2) banks that earn less than 50% but at least 10% of their net interest income from

retail banking activities.

So far there were around 74 banks included in the sample.uilidsbe noted that, the final
sample of this study has not been constructed yet in this subsection, as it has to be subje
to the data availability of these banks (see Table 5.1 of sample construction in the nex
subsection). The next subsection will déserthe types and sources of data used in this
study, and how the final sample looks like at the end of data collection process.

5.2.3.2 Data sources

The type of data used in this study is panel data for a-tffe@eperiod of time, which
combines both time ses and crossectional data. The main purpose of using panel data

Is to boost the sample size. As mentioned before, there were only 74 banks in accordanc
with the imposed criteria after initial sample selection. This sample size is not large enough
to carry out powerful statistical analyses. In this case, panel data enables the researcher t
apply certain statistical techniques in this study. Aside from this reason, panel data may
give Aimore informative dat a, moa kel evsad i (@®
and Porter, 2009:592), compared with time series or @®ds$onal data. Moreover,
Guijarati and Porter (2009) suggest that panel data is useful to examine the dynamic o
change in the way of studying the repeated cross section of disesveDuring the
qualitative data collection process, the researcher learned from her interview experience
that te role of intangibles in the bantklue creation process might change along with the

economic cycle. Therefore, it might be better to ingegé them using panel data.

The time series of panel data in the current study begin from fiscal year of 2005 and end ir
2007°. This is for the reason that, since 1 January 2005, all listed firms in the European
Union have been required to publish thansolidated financial statements on the basis of

International Accounting Standards. Even though the harmonisation is only partial, due to

so, there are still 12 banks that did not provide detailed information about either net interest income or
operating income regarding their retail banking divisions. As they heseribed their banking activities on

their websites, and shown that they operated mainly in retail or commercial banking market, they are still
included in the sample for the purpose of maximising the sample size.

% |t should be noted that when conductilagiged financial performandatangible elements association
tests, the financial performance data used in this study ends in year 2008.
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the factor that it is optional in some of the standards (Banque de France, 2005), this tc
some extent may reduce thariances with the financial performance data caused by
different accounting standards. However, towards the end of the study period, a global
financi al crisis occurred, which has a s
performance. This toosne extent increases the sample variance. In order to control for any
time effects, year dummies are introduced to the specified models, as will be discussec

further in chapter six.

There are various data sources that have been used in this study,. tResthyajority of

i ntangi ble variables and all financial v
reports, corporate (social) responsibility reports, presentations, and other online
i nformation. Al | t he above dmdividuahevebsites. we
Among them, reports and presentations were downloaded in electronic format, while some
other information (such as bank history or management profiles) was printed directly from
the relevant webpage. Secondly, data related to exeditaaors, such as education level,
working experience, and professional qualification, were collected fronBtiaedEX
databasgbank websites, and other websites (sudBussnessweek.coandWikipedia.org.
Thirdly, data of brand val{é is provided byBr and Fi nance (2008)
Financi al Brands I ndexo. Finally, i n thi
financial statements was not the Euro, financial data will be translated into Euros using the
exchange raté$ at the closingdata of each fiscal year, which were obtained from the
DataStreamdatabase.

During the above process of data collection, some banks had to be excluded from the fina
sample, as they provided very little information related to intangibles (see Table 5.1 of
sample construction). Finally, a sample of 63 banks over three®yeard across 17

countries was constructed (see Table 5.2).

% The methodology used by Brand Finance to estim
Cash Flow (DCF) temique. This method discounts estimated future royalties at an appropriate discount rate,
and then obtain a Net PresentValue h er afinbd val ued (Brand Finance, 200
8 Data type of the exchange rate is ER (Exchangemiddle). Datastreammdefinition of ER: this rate is the
midpoint between the bid rate and the offered rate.

8 It should be noted that, among the sample of 63 banks, 4 banks only have observations for year 2007, an
another 3 banks have observations for year 2006 and 2007.
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Table 5.1 Summary of sample construction process

No. of banks
The 4 types of banks in Western Europe at 25/04/2008 139
Excluding Banks that do not have accessible websites, do not
English information, or do not produce independent annual reports -61
Excluding banks whose main operating activities do not include |
banking services; -22
Excluding banks in whit there are no annual reports for at least
continue fiscal year available; -2
Including banks whose name are identified from Wikipedia; +20
Excluding banks that only provide little information about intangibl -11
Final sample 63

Table 5.2 Summary of the sample

No. of banks in each country] Percentage of total sample
Italy 9 14.3
Germany 8 12.7
Spain 7 11.1
UK 6 9.5
Denmark 5 7.9
Greece 5 7.9
France 4 6.3
Sweden 4 6.3
Austria 3 4.8
Belgium 3 4.8
Cyprus 3 4.8
Finland 1 1.6
Ireland 1 1.6
Netherlands 1 1.6
Norway 1 1.6
Portugal 1 1.6
Switzerland 1 1.6
Total sample 63 100

It should be noted that, in order to gather as much data as possible, considerable effort he
been put into the process of data collection. However talube low level of intangible
disclosure, the final sample that the researcher can get is not unproblematic. There are sti

a number of missing values for some intangible variables, and many data items are no
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noisefree. Problems with data quality will besdussed in detail in the following section.

5.3 Procedure of quantitative data analysis

Section 5.2 has introduced the procedure of quantitative data collection. In this section, the
procedure of quantitative data analysis is discussed. Specifically, sabsécB8.1
demonstrates the problems within the data quality. After that, the dependent and
independent variables used in the current study are introduced in subsection 5.3.2. At the
end of this section, how the hypotheses have been developed based ounsditarature

and the researcher o6s interview experienc:

5.3.1 Problems with data quality

As mentioned in the previous section, the data used in the current study are nérepoise
Rather, the low level of data quality is a significameat to the validity of this study. It is

t he researcher 6s responsibility to addr
(Onwuegbuzie, 2000). More importantly, identifying threats to validity here may be useful
to explore the problems with conding quantitative study in the field of intangibles
research, which is one of the purposes of the quantitative component of this thesis.
Therefore, this subsection discusses problems with data quality in the quantitative models
of interest.  In general, ¢e are two main problems inherent in the dataset of this study,
including missing data and problem with data standardization.

5.3.1.1 Missing data

Missing data is a common problem for empirical social science research (Allison, 2002;
Greene, 2008; Hortoand Kleinman, 2007). Greene (200863 identifies that the cases

of missing data may fall into three different types: 1) the data may be simply unavailable,
which is normally called missing completely at random (MCAR) or ignorable case; 2)
missing datas not random but tends to be systematically related to the phenomenon being
modelled, which is labelled as not missing at random (NMAR); and 3) an intermediate
case in which there is information about the missing data contained in the complete
observatios that can be used to improve inference about the model, and missing data in
this case is termed missing at random (MAR).
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With particular regard to this study, unfortunately, it suffers heavily from missing data
problem. For several indicators, the geosh of missing data is extremely serious, and the
researcher has to exclude these indicators from the quantitative data analysis. For exampls
employee recrugd and employee departweere initially considered to proxy employee
turnover. After data collgion, however, the researcher found that the available
observations for these two indicators were not enough to carry out appropriate statistical
analysis. For the sample of 178 bamars, there were only 64 and 43 observations for
indicators of employeeecruited and employee departures, respectively. As a result,
employee recruited and employee departures have to be eliminated from the propose:
statistical analysesFor other indicators that arstill taken into consideration, the

researcher has to firmppropriate ways to cope with missing values with them.

Previous researchers have proposed a variety of methods to deal with missing data
Conventionally, the simplest method is Listwise Deletion (also known as complete case
analysis), in which any obsetions that have missing data on any variables in the model
are deleted from the sample, and analyses are just applied for the complete dataset
(Allison, 2002). Other traditional methods, such as Pairwise Deletion (also known as
available case analysiapd unconditional mean imputation, are also widely used to work
with missing data (Allison, 2002; Horton and Kleinman, 2007; Little and Schenker, 1995).
In this study, the Listwise Deletion approach is adopted to deal with missing data. The
majority of themissing data in this study seems to fall in MACR case, as they are
unavailable information simply due to disclosure problem. It is suggested that when
missing data is MCAR, the estimates for Listwise deleted dataset will be unbiased (e.qg.,
Allison, 2002;Horton and Kleinman, 2007). In this case, Listwise Deletion seems to be
more suitable than some other traditional approd@hswever, it has to be noticed that,
applying Listwise Deletion will exclude a large fraction of the observations (Allison, 2002;
Horton and Kleinman, 2007). As the sample size in this study is relatively small, this will
create inefficient analyses, such as inflating the standard error and reduce the level o

significance (Acock, 2005).

In order to reduce the effect of missingalain the efficiency of the statistical dyses,
other effort haveen devoted to enlarge the datasets. For example, for the variable of brand

% Comparing Listise deletion with Pairwise deletion, for example, the latter can use more available
information than the former. However, Allison (2002) argues that Pairwise deletion produces more efficient
estimates only when the correlations among variables are dgnlessl When there are relatively high
correlations present, which appears to be the case for some models in this study, Listwise deletion does bette
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value, Brand Finance provided estimated brand value and brand rating for banks for year:
2005 and 2007 only, anihe data of them for year 2006 were missing. In this case, the
researcher has to make an assumption that the brand value or rating of a bank in 200
Sshould remain unchanged compared with th
brand value orratp f or year 2006 can be i mputed
rating in 2M@5. The variable of advertising anthrketing expenditusghas missing data on

over 35% of the cases. If it is used as an independent variable in a multiple regressior
model, thestatistical power losses after Listwise deleted data will be substantial. Therefore,
an alternative variable, namely other general and administrative expenditure (exclusive of
staff coss$), is introduced due to the factor that, for a number of bah&sxpenditure on
advertising andnarketing is generally lumped with staff coand other expenses in line

with item of general and administrative expenses in the income statement. Similarly, some
banks in the sampl e di dn 0bles sepapately.tin ogler tod w i
cope with missing value problem, the total number of goodwill and other intangible assets
on the balance sheet was used instead of goStwilMoreover, previous literature also
suggests that general and administrative expareddan be seen as a proxy of intangibles,

as it contains expenditures on brand beyond advertising (Hand and Lev, 2003). Kotha et al
(2001) use sales and general administration figure to measure marketing investment ir
reputation for internet firms, anthfl a significant and positive relationship between it and

firm performance.

In spite of the above effort to maximizing the size of the usable sample, the existence of
missing data is likely to cause a significant reduction in statistical power, andéoapo
threat to the external validity of this study in terms of weakening the representativeness of
the sample. Except for the problem of missing data, the quantitative study also suffers from
another serious data quality problem, that is, many indicatonsamgibles are not defined
or measured in a standardized way across different banks. In the next subsection, probler

with data standardization will be discussed.
5.3.1.2 Problem with data standardization
Onwuegbuzie (2000) argues that specificity afiables, such as operational definition of

dependent or independent variables and types of instruments used, can be one of the ma
common threats to external validity at the data collection and analysis stages of

1 The definitions of the proxies will be outlined in section 5.3.2 of this chapter.
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quantitative studies. In the current suthis threat tends to be in particularly noticeable.

As noted before, the majority of information related to intangibles is disclosed voluntarily.
Due to the absence of legislation or standards in measuring or reporting them, some
indicators are not defed or measured in a standardized manner across banks and countries
For example, the data of employee number was available for almost all the banks in the
samplé. However, around 30% of them did not provide clear definition on how the
number of employeewas calculated. For banks that identified the definition of employee
number, the major4itiwmeorquheml esedoamiéf bb
number at the end of each fiscal year, while some others reported the average number c
employeein each year. Likewise, there was no clear and standardized definitidinefo
variable of advertising ancharketing expendituee I n banks® i ncome
from the item fAadvertising expenseso, a
advertisingand marketing were found, such as marketing and public relations; marketing

and communication; marketing and entertainment expenses, etc.

Differences were found not only in definition of indicators, but also in the measurement
unit of them. Forinstance, the sample banks measured the time they spent on employee
training in different units. Some banks disclosed the amount of hours they spent on
employee training, while others provided information about average training days per
employee. In such case, the researcher has to make an assumption that one training day
should be equal to 7.5 training holirsand converted working days per employee to

working hours per employee based on this assumption.

To sum up, the above problems with data standatidn, along with the problem of
missing data discussed previously, may weaken the validity of this study. As a result, the
empirical results that will be presented later in chapter six must be interpreted with extreme
caution. However, does this meae tuantitative part of this study is a waste of time? The
researcher would argue that it does not. As explained in section 4.4 of chapter four, one
of the main purposes of this study is to explore the potential problems and hindrances of

conducting quantative empirical research in this field. In this sense, the problems with

%2 Among the samplef 63 banks, 62 of them have disclosed information on the number of employees.

% According to data from the EU Labour Force Survey for Q4 2007, the average weekly working hours for
full-time staff in the Europe at betwe@&b hours and 40 hours a weeko(&e: FedEE 2010 report:
Untangling the myths of working time: how long is the European working wéek#able at:
http://www.fedee.com/workinghours.shimiTherefore, on average, working hours for Eagan fulitime

staff can be assumed at 7.5 hours a day.
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data quality represent the current level of infatioraavailability of intangibledisclosure.
An empirical study of the information content ofangible disclosure, and whether the
presence of intangible indicators, as reported by companies, is associated with bank

performance is thus warranted. The results are presented in chapter six.

5.3.2 Summary of proxies for intangibles

Sections 5.2.2 and 5.3.1 of this chapter demonstrated the proxies of intangible
elements have been identified, and what the problems are with the data quality of these
proxies. This section summarizes the proxies of human capital and relational capital the
researcher has collectgdlso see Appendix 1 fosummary of variables definitions,
measurements and sourcel$)should be pointed out that some proxies introduced here
may not be used in the proposed models in the later chapter. Due to the data availability
constraint, the researcher tried to collastmany intangible proxies as possible. However,
the proxies that can be used in the final constructed models rely not only on the underlying
theories, but also to a large extent on the actually available data for them.

5.3.2.1 Proxies of human capital

The proxies of human capital can be classified into two levels: top management level HC

and employee level HC.

For human capital at the top management level, data for the following proxies have been
collected:
1) CE OO0 s -spkdific enperience. This indicatess used to measure finspecific
managerial experience of the CEO in the bank, and is defined @$atreimber of
years the CEO has been a member of the Bbard
2) CE O6 s managerial experience | t measures the CEOG&®
experience befer he/she came into the specific bank, and is defined a®ttle
number of years the CEO has been an executive member of a board in other firms

before he/she came into the bank.

% For a few banks in which the CEO is not a member of the board, the number of years the CEO has been:
CEO in that bank is used to measure CEO experience.
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3) CEOOs i-spetifics texpgrience. Thi s i ndicator me
industryspecific experience. It is defined as the total number of years the CEO has
been working in the banking industry.

4) CEOG6s | evel of e du¥® andérgraduate wh, pastradilate orr a
master = 3, MBA = 4, PhD = 5, others = 1. If the CEO haswotdegrees at the
same level, then plus 1.

5) Average experiences of other executive directors on the board. This indicator is
used to measure finspecific managerial experiences of other executive directors
on the Dbankoés boar d, abmuchberiof yearsaall oter a t
executive directors have been members of the board divided by the number of other
executive directors on the board.

6) Average pastanagerial experiences other executive directors on the boadrtis
indicator measures otherex ut i ve directorsod gener al
they came into the specific bank. It is defined as the total number of years all other
executive directors have been executive members of boards in other companies
before they came into the specifiank divided by the number of other executive
directors on the board.

7) Average industry experiences of other executive directors on the . bbaisi
indicator measur es ot h especifie experiente. ¥ &5 d
defined as the total numbef years all other executive directors have been working
in the banking industry divided by the number of other executive directors on the
board.

8) Average education level of other executive directors on the board. The level of
education for each executivei r ect or I's rated in the
education, and then the average education level is calcalatkd total education
level of all other executive directors divided by the number of other executive

directors on the board.

With regard tchuman capital at employee level, there are three proxies obtained, exclusive
of employee recruited and employee departures that have to be discarded owing to missin
data problems:

1) Average staff cosf which is defined as the total staff costver the nmber of

employes.

% It should be noted that, it would be teetto take the professional qualifications that bank managers have
into consideration. However, such information is largely unavailable for bank CEOs in some European
countries.
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2) Average training hours per employee. This indicator is calculated as the total
number of training hours over the number of emploYedr some banks that
provide information on training days rather than training hours, training days is
converted into hours in the way of 1 unit of training day equal to 7.5 units of
training hours, as has been explained before.

3) Average training expenses per employee, which is defined as the total expenses or

staff training over the number of employees.

5.3.2.2 Proxies of relational capital

As noted before, the proxies of relational capital used in this study are mainly to measure
brand and customer relationskEpro sum up, there are the following brand metrics:

1) Goodwill and other intangible assets, which is miedi as the accounting number of
goodwill and other intangible assets on the balance sheet over total assets at the en
of the fiscal year.

2) Advertisingand marketing expendituse which is deined as the total advertising
andmarketing expenses over totakess at the end of the fiscal year

3) Administrative expenses, which is defined as the total general and administrative
expenses (exclusive of staff costs) over total assets at the end of the fiscal year. Thi:
indicatoris used instead of advertising améiketing expenses in case of the latter
having not got enough observations to run statistical analyses.

4) Bank age, which is defined as the numl
operation¥’.

5) Branch numbers.

6) Brand value, which is defined as thermtavalue of a bank over its total assets at
the end of the fiscal year. Data of brand value is provided by Brand Finance 2008
r e p &lokal 500 Financial Brands Index: An Annual Review of the Top Banking
Brands in the World .

7) Brand rating. The definitiorof brand rating was based on the above Brand

Finance report as well. Banks were rated from AAA b By Brand Finance. Then

% There are a few banks that provided directly the number of training bode/s per employee.

" If a bank group was created by merger or acquisition of two or more banks, then the beginning of this
bankés operation is traced back to the earliest 'y
% The definitions of brand tigs given by Brand Finance is as following: AAA: extremely strong; AA: very
strong; A: strong; BBB: average; BB: ungmgrforming; B: weak; CCC: very weak; CC: extremely weak; C:
failing. The ratings from AA to CCC is altered by including a plus (+) omus ¢) sign to show their more
detailed positioning compared with the general rating group.
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each rating was given a score, from i
of AAA.

The customer relationship metricliged in this study is measured as the average value of
borrowerso relationship (BR) and deposit
customer loans/deposits growth rate, as previous literature suggest that growth rate of ban
loans or depositsam represent the customer usage and volume of lending or borrowing
transactions (Nagar and Rajan, 2005). Particularly, BR and DR are calcufdted as

Ly, - L Dg, - D

BR = 813100, andDR = 813100
Bt-1 DB’t—l
Wherelg, ; Lg tiis the total amountofloan t o cust omers i n a bank

yeart andt-1 respectivelyand Dg, ; Dg, 1 iS the total amount of deposits to customers in the
bankds bal ance s¢admdt-Eréspeetivtely.t he end of year

Apart from the aboveroxies of human capital and relatibr@apital, the number of
employees per branch is used to proxy service quality, which is defirtté asmber of
employees over the number of branches for the bank.

It should be noted that, to theeear cher 6s knowl edge, t he a
most of the available public data sources expressed in quantitative terms. Further, as note
before, unlike some other quantitative studies, the researcher in this thesis encountere
great difficulties wih data availability. In spite of considerable effort to maximizing

sample size and improving data quality, the usable data tends to be limited. Consequently
the testable models have to be constructed depending upon both the underlying hypothesce
and theavailable data. The next section will discuss how the hypotheses have been

developed.

5.3.3 Hypotheses development

As have been addressed in chapter one and chapter four, the central research questit
investigated in the current study isow do intangites affect bank performancerhis
central question is then broken down into several specifieqaabtions, which are

answered by the quantitative and qualitative studies, either respectively or collectively. The

“|'n Nagar and Rajandéds (2005) study, the growth
Federal Deposit Insurance Corporation (FDIC) insured depase in yeat and consumer loans in yegr
respectively.
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first specific question which is supposedbie answered by the quantitative study is: what

are the relationships among different intangible elements and bank performance?

As has been discussed in chapter three, each intangible component can be directly linked t
firm performance, anthe extantliterature has provided a large amount of evidence on the
individual impact of intangible elements on firm performance. Moreover, the researcher
experienced from interviews with bank managers that the individual strengths of intangible
elements that the sa banks have tended to be critical resources for differentiating
performance among banks. Accordingly, they sought to gain sustainable competitive
advantage by enhancing their relative strengths of human capital, structural capital, or
relational capitalThus, it is rational to test whether or not intangible indicators can directly

affect bank financial performance.

On the other hand, both the extant i te
show that the combination of different intangibleneents is more likely to contribute to
superior performance. From a resodbesed view, achieving strategic advantage
requires the integration of different types of fiapecific resources and capabilities (Teece

et al., 1997). As has been pointed ouseéction 2.4 of chapter two, intangible components
seldom work independentl y. Rat her , as R
embedded in one component of intellectual capital (IC) can leverage the value of
knowledge in the other components, sukht the combination of the two results in a

di stinctive, i ndivisible resource endowl
performanced (Reed et al ., 2006 : 869) .
elements is similarly argued by some bananagers who have been interviewed during
the process of qualitative data collection. It is found that, although the case banks
prioritised different intanigple elements in which they taelative strengths compared with
their peers, they tended to appiate more the integration of the three. The unique
combination of HC, SC, and RC, and their special individual strengths plus their collective

strength, are likely to be the source of bank competitive advantage.

Therefore, for the purpose of exploritige impacts of intangibles upon bank performance
clearly, it is better to test the interactions between intangibles at first, and then to test the
individual and collective impacts of intangible elements on bank performance. Specifically,
the quantitativenalysis in this thesis is conducted through the following three steps:

71 Step 1: the relationship between different elements of relational capital;
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1 Step 2: the relationship between human capital and relational capital;

1 Step 3: the relationships between ng#éles and bank performance.

5.3.3.1 The relationship between different elements of relational capital

The investigation of the relationship between different elements of relational capital mainly
focuses on how indicators of brandhave impacts on cumner relationshig The
brandcustomer relationship association is of particular interest to the researcher due to twa

reasons.

Firstly, as has been discussed in section 3.4.1.4 of chépes, tprevious literature on
brand and customer relationstigended to be developed separately, and ignored the
interaction between them (Gupta and Zeithaml, 2006). However, e customer
relationshi can be expected to be closely related to each other, and it is better to focus on
both of them rather than took at one of them alone (Ambler et al., 2002). Ambler et al.
(2002) suggest that brand strength can be used to acquire new customers, and ofte
encourage existing customers to purchase more products from the firm. In this sense, :
strong brand is expedeto be associated with better customer relatiosshian a
relatively weak brand. Some scholars have provided empirical evidence in support of the
brandcustomer relationship association. For example, Hung (2008) finds that brand image

had a strong impaon customer loyalty in the insurance industry in Taiwan.

In the financial service sector, however, it is difficult to keep brands differentiated from
each other because of the industry characteristics (Foo, et al., 2008). In particular, althougt
promoton expenditures, such as advertising and marketing expenses, can be used to attra
deposits and marketing loans (Hason et al., 2000), the effectiveness of advertising
expenditure is open to question (Howcroft and Lavis, 1986). As Ors (2006) identifies,
findings of previous studies on the role of advertising in the banking sector were often
contradictory. In this case, it is worthwhile to investigate whether or not proxies okprand

such as advertising expenditure, have impacts on customer relat®nship

Secondly, during the process of qualitative data collection, the researcher found that brand
were seen to be powerful in the banking business practice in terms of developing and
maintaining customer relationskipf r om b ot h bank manageéer s

perspectives. For example, a bank analyst said,
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ARRet ai |l banking is personal financi al
powerful. And also people tend to buy their financial services, products, and put their
savings with institutions theyafea mi | i ar wi th and they hav

(Interview A2)

Likewise, several bank managers (e.g., bank managers in interview B7 and B10) also

discussed how their brands helped them to retain loyal customers.

Therefore, encouraged by the calls for morepigical research on interaction between
brands and customer relationshse.g., Canibano et al., 2000; Gupta and Zeithaml, 2006),
and also motivated by the researcher 6s
developed to examine the impacts of dbamdicators on the customer relationship:

1 Hypothesisl(H):a bankdés brand will posi tsi vel )

Wherecustomer relationshg as discussed in section 5.3.2.2 ah@vre calculated as the

average of the growth in loans argpdsits.

5.3.3.2 The relationship between human capital and relational capital

As discussed in section 2.4 of chapter two, the three components of intangibles, namely
human capital, structural capital and relational capital, are interacted with each othe
Among them, human capital is argued to be the most fundamental one (e.g., Chen et al
2004; Wang and Chang, 2005; Van der M€eoistra and Zijlstra, 2001), as it affects firm
performance through having impacts on structural and relational capitp|B@ntis et al.,
2000; Van der MeeKooistra and Zijlstra, 2001). Specifically, in this subsection,
hypothesis 2 is proposed to investigate the relationship between human capital and the
customer relationship:

1 Hypothesis 2 (H): a bankods hiluposatively affacp itstcastomemw

relationshis.

The frequently addressed issue related to the impact of human capital on relational capita
is the employeeustomerprofit chait® (e.g., Bontis et al., 2000; Kaplan and Norton,
1996). Simply speaking, themployeecustomeiprofit chain believes that there are
positive correlations between employee satisfaction and loyalty, customer satisfaction and

loyalty, and financial performance (Loveman, 1998). A number of studies have provided

1% The employeeustomesprofit chain, which is also called as servim®fit chain, is first proposed by
Heskett et al. (1994), and has attracted many scholars to conduct a large numbericdlestyalies.
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empirical evidence suppting this conceptual framework (e.g., Harter and Schmidt,
2002; Rucci et al., 1998). For example, the emplayetomerprofit model is developed

in Sears to track how employee attitudes affect employee retention, how employee
retention affects customesatisfaction, and finally how customer satisfaction affects
financial performance (Rucci et al., 1998). In the financial sector, Payne et al. (2000) argue
that retail banks would benefit greatly if they could integrate employee measures, customel
measuresand shareholder measures together. Moreover, Maddern et al. (2007) find that
staff satisfaction and service quality are key factors in determining customer satisfaction in
UK financial service companies, but the relationships tend to be complex rather tha

simple and linear.

There are several studies of particular interest to the researcher, as they shed light on tf
role of some proxies that has been discussed before (such as training or employee cost) ¢
the customer relationship. For instance, Kidaed Rouiller (1997) investigate the impact

of training on qualityrelated outcomes. They find that the amount of training received by
the work group members tend to be an important factor in determining epedditgd
outcomes that consist of service biyaproductivity, and customer satisfaction. Chebat et

al. (2002) conduct an empirical study to investigate what makes bank contact employees
more likely to perform positively towards their customers. They find that among four
factors, namely training,dhavioural control, pay management and managerial orientation,
pay management has the strongest effect on service employee behaviour. Aside from pa
management, training also significantly affects employee behaviour. These studies provide
further evidencen how human capital at the employee level affects customer relatisnship

with a firm.

On the basis of extant knowledge, therefore, it can be expected that employee level huma
capitalhasa positive impact on the customer relationship. In addition & ithis observed

from the qualitativeinterviews that, top management quality may be closely related to a
bankdés relational capital. Some bank man
gual ity could have direct andcustomet relaterslEp i m
in the way of setting bank strategy, improving lower level manager and employee
engagement, enhancing organizational culture, and so on. A bank agalgstn

191 Despite the large amount of empirical evidence supporting these links, some argue that the
implementation of the satisfactigarofit chain has been problematic for many firms (Anderson and Mittal,
2000). Anderson and Mittal (2000) then gegt that it is better to strengthen the serpiadit chain by
accounting for thesymmetriandnonlineamature of each link.
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exampleof how t op mecisi@makings might have negative pact on the
customer relationship:

fBut the reality is that banks are reactive, they are not proactive. You know, they moved
their call centres to India because this saved their money. And then they moved then
back because the customerdrd6 t | i Khey actwally adked dhe customer in the
first place: do you want to be spoken to by someone in banks with accent and you may
be unfamiliar with? They woul dndot have
compani es. 0 (Interview AB)

I n this sense, It can be assumed that
experience and education will affect their decismeking, and will then have an impact
on the bankds wcustomer relationship

On the basis of previous | iterature and
above, Hypothesis 2 can then be broken down into threbygdiheses:
1 Hypothesis 2a (KH,): Top management HC of a bank will positively affect its
customer relationsh#p
1 Hypothesis 2b (H,): Employee level HC of a bank will positively affect its
customer relationshgp
1 Hypothesis 2c¢c (H): a bankos Hu man capital at
empbyee level will jointly positively affect its customer relationship

5.3.3.3 The relationships between intangibles and bank performance

Previous subsections have addressed hypotheses developed in the first two steps of tf
quantitative study, which intel to examine the relationships among intangible elements.
In the final step, the intangiblgerformance association is explored using various models.
Specifically, models are firstly built to test the individual impacts of human capital and
relational caital on bank performance. After that, the collective impacts of them are

investigated.

As has been discussed in section 3.4.1.2 of chapter thesxtant literature has provided
some empirical evidence on the human cayital performance associatisrat both top
management level and employee level. Firstly, previous studies have revealed that tof
management HC, especially CEOs®6 human (
performance (e.g., Bailey and Helfat, 2003; Boone et al., 1996; Castaniagléatd 1991;
Holbrook et al., 2000). For example, Castanias and Helfat (1991) argue that the superiol
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managerial skills that CEOs developed from education and prior work experience are
profitable for their firms. Holbrook et al. (2000) find that the préxperience and
knowl edge of founders of new U. S. semic

failure.

Secondly, the employee level HC, sushtiaining investment (e.g., &gd-Sanchez et al.,
2003; Barrett and OO0 GéemnFeyd al., 2000;0tdlisi anct d s
Molyneux, 2007; 200) , can also affect firmsodé perfo
there is a firmspecific relationship, in which employee skills and motivation, as well as
job design and work structures, wilffect the productivity, creativity, and discretionary
effort of the work force, and in turn
particular for the retail banking sector
has an important impachdhe quality and volume of bank loans as well as earnings from

|l ending activities, and thus positively |
the following hypothesis is proposed to assess the impact of human capital on bank
performance:

1 Hypothesis3(H):a bankds human capital wil.l p C

In considering the different levels of human capitdk is decomposed into three

subhypotheses:
1 Hypothesis 3a (H): a bankodés top management HC
performance.
1 Hypothesis 3b (B): a bankds empl oyee l evel HC
performance.

1 Hypothesis 3c (H):a bankdés HC at both top man

level will jointly positively affect its performance.

Likewise, high level of dational capital, such as advertising (e.g., Ors, 2006; Pitelis, 1991)
and customer satisfaction and loyalty (e.g., Anderson et al., 1994, 2004, Itther and Larcker,
1998), is argued to be associated with superior firm performance, as has been presented
section 3.4.1.3 of chapter three. Srivastava et al. (1998) point out that, greater relationa
capital can be used by a firm to lower costs, attain price premiums, and generate
competitive barriers, etc., which in turn lead to better performance. In thengébanking
sector, Reed et al. (2009) find that external relations are useful to improve loan quantity

and quality. Consequently, it can be expected that relational capital will have impacts on
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bank performance, and the following hypothesis is developed

1 Hypothesis4(H):a bankos rel ational capital wi

As noted before, the present study focuses mainly on two kinds of relational capitad: brand
and customer relationstgpThus,H, is broken down into the following bthypotheses so
as to investigate if bank performance is influenced by lsrand customer relationstgp
either individually or in a collective setting:
1 Hypothesisd4a():a bankos brand will positivel
1 Hypothesis 4b (k): a bak 6 s c ust o mesmwill positivalyt affextnits h i p
performance.
1 Hypothesis 4c (W): a bankés brand and wil joistly o me |

positively affect its performance.

Hs; andH,4 concern the influences of human capital and relational capital amk b
performance respectively. More importantly, the combination of the two intangible
components can make more contribution to superior firm performance than they work
individually, as shown before. Kaplan and Norton (2004) argue that intangible elements
tend to affect performance indirectly through their interactions. In fact, some intangible
elements by themselves are of little value. Only when they combine with other resources,
they can create value for a firm. For example, Castanias and Helfat (199} haghlight

that top management skill has the potential to create competitive advantage for a firm by
combining with other firm assets and capabilities. Even though previous studies focus
more on the direct impacts of individual element of intangiblesjesresearchers have
tried to explore the joint impacts of intangible elements (e.g., Cabrita and Vaz, 2006; Nagar
and Rajan, 2005; Reed et al., 2009; Wang and Chang, 2005). Nagar and Rajan (2005) fin
that metrics of service, customer satisfaction, anstocner usage and volume do not
individually affect bank profitability, but gain individual significance when they join
together. Similarly, Reed et al. (2009) hypothesize that improving only one form of human
capital or social capital without the improvemieof the other might be insufficient to
positively affect performance, and they then suggest that it is better to assess these tw

capitals concurrently.

Besides the above evidence provided by previous studies, interviews with bank manager:
also helpedhe researcher to further understand the joint impacts of different intangible

elements on bank performance. In general, bank managers interviewed believed that ther
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were relations between individual intangible elements and bank performance. However,
some of them highlighted that human capital, structural capital, and relational capital
should be combined rather than analysed separately, because they could not create value
isolation. For example, the manager in interview B8 said that,

il t hi n kbinatiod «f all three. Wou need to do all three absolutely right. Human
capital, if you get it wrong, then you lose; if you get structural capital wrong, you lose;

if you get your relational capital wrong, you also lose. So you do need to do all three at
the same ti me. But I donot believe 1in
capital, because it is very nice to have very loyal customers, but if your business model
iI's too expensive, y ou -tcearnnd,t ynoalk ec anmEnte yc
your customers a great service, because you are just not efficient enough. So you hav
to do all three, clearly (Interview B8)

Therefore, based oextant knowledge and interview experience, the following hypothesis
is developed to assess the intangigegormance association:
1 Hypothesis 5 (H): a banko&s human <capital and

positively affect its performance.
5.4 Conclusions

This chapter has described the procedures of quantitative data collection aadaties

in detail. It attempdto achieve several objectives. Firstly, it identified the difficulties the
researcher encountered during the processes of collestth@nalysing quantitative data

on intangibles. These difficulties are mainly caused by the data availability problem.
Considerable effort has been devoted to identify proxies of intangible elements, maximize
sample size, and improve data quality. Secgntlis chapter demonstrated how the
gualitative component of this study was integrated with the quantitative study. The
concurrent design of mixed methods allows the researcher to take advantage of using bot
extant knowledge and qualitative interviewpexrience to guide the quantitative data
collection and analysis. Thirdly, this chapter explained clearly how the proxies of
intangibles have been identified and defined, and how the hypotheses used to answer th

specific research question have been deeslop

Specifically, the quantitative study intended to explore the intangi@dsrmance
association step by step on the basithefe x t ant | i terature and t
experience. It is argued that each intangible element is likely todmawrelividual impact
on bank performance. Moreover, there are potential important interactions among different

i ntangi bl e el ement s, and intangible elen
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superior performance when they are combined or integthtedthey work individually.
Therefore, the first and second steps of the quantitative analyses aimed to test the
interactions among intangible elements. At first, the relationship between different
elements of relational capital, namely bramad custorar relationship, was tested, and

then the relationship between human capital and relational capital was examined. The fina
step of data analysis looked at the individual and collective effects that intangible elements
put on bank performance. In partiaglit firstly explored the individual impacts of human
capital and relational capital on bank performance. After that, how the combination of the
two affected bank performance were tested.

It has to be noticed that, the proxies of intangibles used icutinent study are problematic,

as one may challenge the extent to which they can capture the nature of intangibles. Ir
addition, the low level of data quality is also a serious threat to the validity of this study.
However, the researcher argues that @®xsed here are on the basis of extant knowledge,
and covered most of the available public data sources expressed in guantitative terms. |
addition, they are the information related to intangibles that can be accessed by externa
investors. It is worthwile to explore their impacts on firm performance, even through with
the above discussed weaknesses.

Overall, this chapter provided a detailed description regarding sample selection, data
sources, and hypotheses development. In the next chapter, vastaildd models will be
constructed to examine the developed hypotheses.
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Chapter Six: Empirical Results from the Quantitative Study

6.1 Introduction

Chapter five has described how the key hypotheses were developed to investigate th
intangiblesperformance association, and what proxies of intangibles and data could be
used in the quantitative analyses. This chapter presents the empirical results of model
that are constructed to test flolowing keyhypotheses

1 Hypothesis1 (H):abanks br and wi | | positivesy af
Hypothesis 2 (H): a bankés human <capital wi |
relationshis.

Hypothesis3(H):a bank&és human capital wil/ p C
Hypothesis4 (H):abank 6s rel ational capital wil
1 Hypothesis 5 (H): a bankads human <capital and

positively affect its performance.

The testable models are built based on the extant literature, interviewesxe, as well as
data availability. Multiple Ordinary Least Square regression technique (OLS) is employed
to test the constructed models. Moreover, various statistical analyses are carried out to te:

the robustness of some key models.

Overall, the emppical results providgoartial evidence in support of those hypothefes.
hypotheses 1 and 2, it is found that the combination of top management HC and employex
level HC has a much higher explanatory pofor explaining the variatiom the proxy of

cst omer relationships than the two | eve
fiim-specific experience has a positive 1 m
individually or in a collective settingContrary to theexpectationstaff costs as proxy of
employee level HC, appears to affect customer relationships negatively.

Moreover, he relationship between intangible elements and bank financial performance
(hypotheses 3, 4 and &je tested by several lagged modElspirical evidence shes that

hi gher | ev el -spécificCekpererice is likelyuts heragsociated with better
financi al performance (measured by retur

level of education appears to affect ROA negativlith regard to preies of employee
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level HC, staff costs tend to have negative impact on ROA, although such an effect turns tc
be statistically insignificant when control variables are added to the m&ieigar to
finding of hypotheses 1 and 2, it is also found thatcthrabination of different intangible
elements appears to better explain the levdbantk financial performance than thdg
seperatedly, as can be seen fritim adjusted Rfor models. It should be pointed out that
when control variables, namely bankesibank type and year dummies are included to
regressors, the adjusted® Rmproves significantly.An interesting finding from the
guantitative analysis is that as -gpeciicx i e s
experience is likely to better explaine variatoni n t he sampl eCE®8 & s
firm-specific and past managerial experience, evident by both the significance of their
coefficients and their contributions to improve the overall explanatory power for the

constructed models.

However, itshould be noted that some of the empirical resybigear not to be stable,
suggesting by the robustness tests used to check the sensitivity of the main models. Th
sensitivities may be caused by the limitations and problems with the models, the proxies
used to measure intangibles, and the low level of samplewlideh will be discussed in
detail inalater section (section 6.6)

The remainder of this chapter is organized as follows. At first, section 6.2 outlines the
descriptive statistics of depemde independent, and control variables used in the
regression models. After that, how the regression models are constructed and the estimate
OLS results of these models are discussed step by step, with corresponding robustnes
check for the key models mach step. Specifically, section 6.3 describes the construction
process and empirical results of the models that are used to test the relationship betwee
brand metrics and the customer relationship. Then section 6.4 demonstrates the mode
specification ad empirical results for testing the relationship between human capital and
the customer relationship, as well as the robustness tests for the key models in this stey
The final step, which intends to investigate the individual and collective impacts ahhum
capital and relational capital on bank performance, is discussed in section 6.5, including
the model construction, empirical results and some robustnessStestien 6.6 highlights

the weakness of the quantitative analysémally, section & provides the overall

discussions and conclusions.

6.2 Summary descriptive statistics of main variables
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This section presents descriptive statistics about the key proxies of human capital anc
relational capital, the financial performance variable, and the omaitrol variables that

are adopted in the constructed models.

6.2.1 Descriptive statistics of human capital and service quality variables

Table 6.1 contains the summary descriptive statistics of human capital and service quality

variables®2

Table 6.1 Summary descriptive statistics of human capital and service quality

variables

This table presents summary descriptive statistics of human capital and service quality variables, including
12 wvariabl especificépadsce f { €CMOE X) manayé&rial @peripneaesGCEOP ) CEC
industrys peci fi c experience (CEOI N) , CEOObs Ispecifie | o
experiences of other executive directors at thedb@@EDEX), average pastanagerial experienseof other
executive directorsn the board (OEDP), average indusdpecific experiences of other executive directors

on the board (OEDIN), average education level of other executive directors on the board (OEDED), average
staff coss (SC) that is measured in ten thousand euros, agdraging hours per employee (TH), average
training expenses per employee (TE) that is measured in euros, and number of employees per branch (EPB
For the purpose of reducing skewness, variables of CEOEX, CEOP, OEDEX, OEDP, SC, TE, and EPB were
transforned by taking naturdbgarithmof themt®:

Panel A: Summary descriptive statistics of human capital and service quality

variables for all the bank years

N Min Max Mean Std. Deviation| Skewness
LNCEOEX 166 0.000 3.584 1.628 0.827 -0.263
LNCEOP 152 0.000 3.401 0.826 1.083 0.912
CEOIN 143 0.000 49.000 24.740 10.958 0.068
CEOED 152 1.000 5.000 3.507 1.302 -0.133
LNOEDEX 114 0.000 3.199 1.549 0.682 -0.093
LNOEDP 101 0.000 3.091 0.891 0.884 0.592
OEDIN 89 4.000 33.700 22.061 5.443 -0.364
OEDED 100 1.00 5.000 2.931 0.877 -0.094
LNSC 176 0.520 2.968 1.813 0.331 0.005
TH 51 5.600 63.190 34.478 13.779 0.058
LNTE 53 4.539 7.663 6.278 0.791 -0.404
LNEPB 126 0.687 4.042 2.753 0.622 -0.715
Valid N (listwise) 15

192 The descriptive statistics and all other statistical analyses in this thesis were produced IBAS%ihg
Statistics 18echnque.

193 There were value of zero existing in some variables, such as CEOEX, CEOP, OEDEX, and OEDP. In this
case, data was transformed by taking the nakogalithm of the original value plus 1.
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Panel B: Summary descriptive statstics of human capital and service quality variables for years 2005, 2006, and 2007 respectively

Min Max Mean Std. Deviation Skewness
2005 2006 | 2007 2005 2006 2007 2005 2006 2007 2005 2006 2007 2005 2006 2007
LNCEOEX 0.000| 0.000| 0.000 3.584( 3.258 3.296 1.570 1.589 1.716 0.839 0.826 0.825| -0.099 -0.288 -0.405
LNCEOP 0.000( 0.000| 0.000 3.401 3.401 3.401 0.904| 0.768| 0.812 1.154 1.072 1.043 0.800 1.076 0.909
CEOIN 9.000| 0.000 1.000| 47.000( 48.000| 49.000 26.220| 23.650( 24.430| 10.435( 11.235| 11.232 0.221 -0.011 0.088
CEOED 1.000| 1.000 1.000 5.000 5.000 5.000 3.480 3.520| 3.520 1.368 1.297 1.270| -0.163 -0.133 -0.100
LNOEDEX 0.560] 0.000 0.000 3.114 3.157 3.199 1.614 1.636 1.422 0.568 0.669 0.767 0.431 -0.201 -0.030
LNOEDP 0.000] 0.000 0.000 2.560 2.620 3.090 0.8 0.860 0.962 0.859 0.888 0.919 0.573 0.540 0.668
OEDIN 4.000( 5.000| 15.000| 33.500| 32.250| 33.700| 21.411| 22.435| 22.260 5.909 5.390 5.208| -0.640( -0.970 0.625
OEDED 1.000| 1.000 1.000 5.000 5.000 5.000 2.946 2.890 2.955 0.914 0.853 0.889( -0.154( -0.196 0.017
SC 1.681| 3.262 3.067| 19.444| 18.864| 17.909 6.443 6.570 6.423 2.473 2.449 2.221 2.641 2.319 2.266
LNSC 0.520] 1.182 1.121 2.968 2.937 2.885 1.802 1.826 1.811 0.356 0.333 0.310| -0.431 0.248 0.318
TH 18.000| 5.600| 10.700| 63.190| 55.070( 62.170| 37.936| 31.473| 35.35 13.971| 13.807| 13.766 0.362 0.015 -0.023
LNTE 4.864| 4.857 4.539 7.244 7.662 7.576 6.179 6.365 6.269 0.804 0.812 0.793| -0.443 -0.371 -0.512
EPB 1.987| 2.005 2.018| 52.296| 54.942| 56.958| 18.637| 18.582| 18.630| 10.353| 10.830( 11.321 1.133 1.191 1.532
LNEPB 0.687 | 0.695 0.702 3.957 4.006 4.042 2.765 2.747 2.750 0.616 0.640 0.625| -0.910 -0.747 -0.584
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Panel A of table 6.1 reports summary descriptive statistics of human capital and service
quality variables for the overall study period. It can be seen fremldy column 2 that

the valid number of observations would be very low (N = 15) if including all the 12
variables listed in this table in a regression. In other words, there are only ydaank
observations with complete data when combining these l1ablasi together. Although

data for individual factors shows a minimum number of 51 (row 11, column 2), the
combination of variables, results in a significant reduction in the valid number of
observations, due to the fact that not only some banks discloskttie information about

their intangibles, but also banks tend to disclose different piece of intangiaied
information'®. Therefore, variables related to other executive directors, namely
LNOEDEX, LNOEDP, OEDIN, and OEDED, have to be discardedhftbe constructed
models®.It should be pointed out that the later reported models in this chapter are
constructed in consideration of maximizing the number of observations rather than for a
balanced sample, due to the limited available data and the pwpaosaintain as large

sample size as possible.

Panel A of Tabl e 6. lspecificeexpsriencen(@GEOINCr&Qes fromi n
a minimum of 0 to a maximum of 49 (row 4, columns 3 to 4), with a mean of 24.74 (row 4,

column 5). Such a wide range chVv ue i ndicates that there

194 For example, it is found that banks in Germany and Fraece to disclose very little information
regarding their training activities, while information related to other executive directors is largely unavailable
for banks in Italy. As a result, the combination of variables related to other executive diaectdraining

hours leads to the valid number of observations for only 27 bank firm years. For banks that have provided
information on their training activities, they also appear to disclose different types of information. Data for
training hours (TH) andaining expenditures (TE) are available for 51 and 53 observations respectively, but
the combination of these two variables have only 26 valid cases.

195 The reasons why these four variables were dropped are due to the following considerations. Fiestly, ther
are around 30% to 40% missing values in these variables. If they were included in the constructed models
the valid number of cases would be relatively low. For example, if LNOEDEX, LNOEDP and OEDED were
included in Model 2.3 (see section 6.4.2), thadvaumber of observation would decrease from 50 to 37.
Therefore, in order to keep the regressors low and get as many valid observations as possible, these fot
variables were not taken into consideration. Secondly, even though indicators of other extmdtors HC

have been used in some previous studies (e.g. Atddik, 2003), the majority of empirical research on top
management HC took account of variables related to CEO or chair of the board only (e.g., Weiner and
Mahoney, 1981; Waldman et al.0D 1) . Mor eover, this decision is
interview experience. When discussing about t he
performance, the manager in interview B4 argued that the power of the director beotddéten into
consideration as well. The CEO is normally the most powerful executive director in a bank. Therefore, it may
be rational to discard variables of other executive directors from the regressors. It should be noted that
variables of TH and LNTHBave more missing values than LNOEDEX, LNOEDP, OEDIN, or OEDED, but

are included in the specified models, because training investment is argued to be an important indicator for
employee level HC by previous literature, as has been discussed in chaptensdfdive. Even so, for the
purpose of maximizing sample size, the specific models will include either training hours or training
expenditures, rather than the combination of these two variables.
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industryspecific experience across the sample banks. The skewness of 0.068 (row 4,
column 7) suggests that the distribution of CEOIN is slightly skewed to the right, but is
close to be symmetrical. € mean of CEOED is 3.507, which indicates that the average
education level of the CEOs in the sample banks is over the degree of postgraduate o

master.

It can be seen from the first column of Panel A that only about 30 percent of the sample
banks provié information on their training activities. The value of average training hours
per employee (TH) ranges from 5.6 to 63.19 (row 11, columns 3 to 4), with a mean of
34.478 (row 11, column 5), and standard deviation of 13.779 (row 11, column 6). This
shows aquite large variation in the training activities for those banks. LNSC and TH
present a nearly normal distribution, with the skewness of 0.005 (row 10, column 7) and
0.058 (row 11, column 7) respectively. On the other hand, for LNCEOP and LNEPB, even
though the data have been transformed so as to improve the normality of their distribution,
they are moderately skewed at 0.912 (row 3, column 7)-@7d5 (row 13, column 7)

respectively.

Panel B of Table 6.1 presents the summary statistics of HC andesqunatity variables

for each year over the study period of year 2005 to 2007, including both original data and
transformed data. It can be seen from row 10, columns 8 to 10 that, the mean of SC from
2005 to 2007 has not changed much, which suggests thavtrage level of cost per
employee for the sample banks remains at a stable level during theyghreperiod.
However, it is notable that the standard deviation of SC has decreased, at 2.473, 2.449, ar
2.221 (row 10, columns 11 to 13) for years 208806, and 2007 respectively. This
suggests that the variation of average staffsciustthe sample banks has lessened from
2005 to 2007.

Row 14, columns 8 to 10 of Panel B shows that the average value for the number of
employees per branch remains altnaschanged over the study period, at 18.637, 18.582,

and 18.630 for years 2005, 2006, and 2007, respectively. This finding is consistent with
what Dick (2006) observed in the US banking industry. He found that the number of
employes per branch showed li& change from 1993 to 1999. This suggests that,

although the technological development has created more channels for banks to delive
their products and services (such as the Internet), the traditional branch service seems t

remain important in the banig industry.
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6.2.2 Descriptive statistics of relational capital variables

Table 6.2 provides the summary descriptive statistics of relational capital variables.
Specifically, the summary descriptive statistics of relational capital variables for all the
study period are presented in Panel A, while descriptive statistics of them for each year are

reported in Panel B.

Table 6.2 Summary descriptive statistics of relational capital variables

This table presents summary descriptive statistics of relati@mtat variables, including the number of
branches (B), goodwill and other intangible assets as a percentagfal dssets (IAA%), advertising and
marketing expendituseas a percentage of total assets (ADVA%), administrative expenses as a percentage of
total assets (ADMA%), brand value as a percentage of total assets (BVA%), brand rating (BR), bank age
(AGE), andthe customer relationship (CR%) that is proxied by average value of customer loans and deposits
growth. For the purpose of reducing skewnessiables of B and AGE were transformed by taking natural
logarithmof them.

Panel A: Summary descriptive statistics of relational capital variables for all the bank

years

N Min Max Mean Std. Deviation | Skewness
LNB 126 3.219 9.393 6.987 1.396 -0.321
IAA % 175 0.000 5.965 0.808 1.025 2.623
ADVAY% 115 0.009 0.152 0.050 0.031 1.254
ADMA% 175 0.114 1.766 0.520 0.261 1.715
BVA% 99 0.160 2.230 0.750 0.444 1.184
BR 98 7.000 22.000 14.628 3.104 -0.699
LNAGE 173 2.708 6.282 4.906 0.660 -0.957
CR% 178 -12.391 77.603 15.046 12.347 1.915
Valid N (listwise) 41
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Panel B: Summary descriptive statistics of relational capital variables for years 2005, 2006, and 2007 respectively.

Min Max Mean Std. Deviation Skewness
2005 2006 2007 2005 2006 2007 2005 2006 2007 2005 2006 2007 2005 2006 2007
B 25 25 25 12000 12000| 12000 2245 2353 2645| 2.851| 10.830| 3.369 2.045 1.957| 1.678
LNB 3.219 3.219 3.219 9.393 9.393| 9.393 6.935 6.940( 7.070| 1.411 1.405 1.402| -0.460 -0.256 | -0.292
1AA% 0.001 0.000 0.000 2.566 5.5 | 5.427 0.599 0.797| 1.003| 0.618 1.028 1.262 1.498 2.902| 2.122
ADVA% 0.012 0.009 0.011 0.143 0.147| 0.152 0.052 0.049| 0.018| 0.031 0.305 0.030 1.186 1.290| 1.383
ADMA% 0.117 0.114 0.126 1.766 1.678| 1.562 0.549 0.509| 0.504| 0.283 0.264 0.240 1.674 1.866| 1.609
BVA% 0.237 0.191 0.106 2.230 1.800| 1.905 0.815 0.647| 0.768| 0.515 0.414 0.422 1.425 1.538| 0.864
BR 7.000 7.000 7.000| 21.000| 21.000| 22.000 14.667 14.652| 14.598| 3.435 3.511 2.800| -0.829 -0.801| -0.568
LNAGE 2.708 2.773 2.833 6.279 6.280| 6.282 4.922 4917| 4.882| 0.668 0.653 0.669| -1.085 -0.977| -0.872
CR% -5.145| -11.598| -12.391| 48.083| 68.794| 77.603 12.741 14.905| 17.227| 9.326| 13.223| 13.595 0.932 1.876| 2.056
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Similar with what has been found in section 6.2.1, the combination of relational capital
variables also causes the problem of small number of observations (Panel A of Table 6.2
row 10, column 2), as banks in different countries appear to disclose information on
different intangible variables. For example, among the sample banks, data for &ltsnd v
(BVA%) and brand rating (BR) are largely available for banks in the UK or France, but
very few banks in these two countries have provided information about their advertising
and marketing expenditures (ADVA%). The inconsistence in intangibles regaatinoss
countries in Europe makes it difficult to conduct quantitative research in this area.
Moreover, when both human capital and relational capital variables are needed in the sam
regression models (see sections 6.4 and 6.5), further reductionvialitheumber of cases

are found, and significant influence the power of statistical analyses.

Turning to the descriptive statistics of individual variables, it can be seen from row 2 of
Panel A that, LNB ranges from 3.219 to 9.393, with a mean val6e€98¥% and a standard
deviation of 1.396. If we look at the original value of this variable (see Panel B of Table
6.2), the average number of branches for the sample banks has increased over the thre
year period, observed as 2245, 2353, and 2645 for g&as, 2006, and 2007 (row 2,
columns 8 to 10) respectively. Given the technological innovations in the banking sector,
this might be a surprising finding. Some may argue that the development of alternative
channels such as internet banking should redbeeneed for banks to have physical
presence (Heffernan, 2005). However, similar findings have been reported by some
previous researchers in other countries, such as tH8UrSEurope, Hernando and Nieto
(2007) argue that the branch network remains aroitapt channel for delivering retail
banking products and services in Spain, and Internet banking seems to be a complemental

channel rather than a substitute for physical branches despite the large investment on it.

Row 3 in Panel A of Table 6.2 reportise accounting number of goodwill and other
intangible assets as a percentage of total assets. It has a mean value of 0.808 and a stand
deviation of 1.025, indicating that there is a quite big difference in this variable across the
sample banks. It isbserved from Panel B of Table 6.2 that, on average, the proportion of
intangible assets to total assets for the sample banks increased significantly, from 0.599 fo
year 2005 to 1.003 for year 2007 (row 4, columns 8 to 10).

With regard to the advertisgnand marketing expenditures, very little change has been

1% For exampleHannan and Hanweck (2008) identify that thenber of offices of commercial banks in the
U.S increased 39 percent from 1988 to 2006, and the rise has even picked up speed in recent years.
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observed from 2005 to 2006, with mean of 0.052 and 0.049 (row 5, columns 8 to 9)
respectively. Some researchers argue that during the recession, increasing marketin
expenditures, or at least maimiag the same level as before, will be helpful to increase
company performance (e.g., Kksal and Ozgi, 2007). However, this seems not to be the
case for the sample banks during the financial crisis of-2008, as there is a remarkable
decrease in therpportion of marketing expenditig¢o total assets for year 2007, to only
0.018 (row 5, column 10).

The final row in Panel B of Table 6.2 shows the descriptive statistitieafustomer
relationship that is measured as the average level of deposit®aarsd change rate. It
suggests that, on average, the sample banks have seen an increasing growth in the
customer loans and deposits during the study period, even in the year 2007 when the glob:s
financial crisis occurred. However, there is quite a largeation across the sample
banks, as this variable ranges from a minimum valud 1391 to a maximum value of
77.603 in 2007.

6.2.3 Descriptive statistics of financial performance and control variables

Table 6.3 provides information on descriptigeatistics of the financial performance
variable and some control variables. In this study, financial performance is used as the
dependent variable in a lagged financial performantangibles model, and measured

by a bankoés r et entage dits fomlamsetst(ROAN)as a perc

197 The rationale of using this performance measure will be discussed later in section 6.5.1 of this chapter.
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Table 6.3 Summary descriptive statistics of financial performance and control variables

This table presents summary descriptive statistics of the financial performance vartabteomeassetROA), and two combl variables: bank size that is proxied as the natural logarithm
of a bankés total assets (LNASSETS), and a dummy v ar %aohits et intefest ma@mekfrom netpildankir) AcHVRIES)
andzero otherwise

Panel A: Summary descriptive statistics of financial performance and control variables for all the bank years

N Min Max Mean Std. Deviation | Skewness
ROA% 178 -4.200 2.105 0.614 0.876 -1.861
LNASSETS 178 7.336 14.768 11.851 1.705 -0.528
BTYPE 146 0.000 1.000 0.644 0.481 -0.607
Valid N (listwise) 146

Panel B: Summary descriptive statistics of financial performance and controlariables for years 2006, 2007, and 2008spectively

Min Max Mean Std. Deviation Skewness
2006 2007 2008 2006 2007 2008 2006 2007 2008 2006 2007 2008 2006 2007 2008
ROA% -1.069 -1.262 -4.202 1.881 2.105| 1.902 0.956 0.869| 0.071| 0.526 0.610 1.063| -0.853 -0.418| -1.640
LNASSETS 7.346 7.337 7.491| 14.115| 14.216| 14.768 11.834 11.834| 11.882| 1.696 1.729 1.717| -0.625 -0.563| -0.438
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Panel A of Table 6.3 shows that ROA ranges from a minimum.200% to a maximum

of 2.105% (row 2, columns 3 to 4), with an average rate of 0.614% (row 2, column 5) for
the overall study period. is noticeable that due to the financial crisis that occurred in
2007, the average banksd ROA decreases d
2008 (Panel B of Table 6.3, row 2, columns 9 to 10). The standard deviation of ROA for
the overall samplperiod is 0.876 (Panel A of Table 6.3, row 2, column 6), suggesting that
there is a significant variation in the return on assets among the sample banks over th
study period. Specifically, it can be seen from Panel B of Table 6.3 that the standard
deviaton for ROAtends to be moderate in 2006 and 208(0.526 and 0.610 (row 2,
columns 11 to 12) respectively. However, dramatic variation in R@Ang thesample

banks occurs in year 200®ith a standard deviation of 1.063 (Row 2, column 13). This
indicates that there is a big difference in the financial performance across European banks
in 2008 when the global financial crisis that started in 2007 showed its further effects. It is
noticed that the skewness of ROA-Is861, indicating that the distributiaof it departs

from symmetry with a quite longer left tail than that of a normal distribution.

Firm size as one of the main control variables in this study is proxied by the natural
|l ogarithm of a bankoés tot al a stakiegtthe natutalN A S
logarithm, the distribution of bank size variable is moderately skewed to the left from
symmetry, with a skewness €§.528 (Panel A of Table 6.3, row 3, column7). In addition,
Panel B of Table 6.3 shows that there are very little clangehe mean and standard
deviation of LNASSETS from 2005 to 2007. It ranges from 7.336 to 14.768 (Panel A of
Table 6.3, row 3, columns 3 to 4), with an average value of 11.851 and a standard deviatiol
of 1.705 (Panel A of Table 6.3, row 3, columns 5)o 6

Panel A of Table 6.3 also presents the summary descriptive statistics for another control
vari abl e, namely bank types (BTYPE). BTY
if a bank earns at least 50% of its interest income from retail banking aci t i es a
otherwisé® It has an average value of 0.644, suggesting that there are more than 60

percent of banks in the sample whose main banking activities is retail banking.

In short, this section discusses briefly the descriptive statisticsriaibles of intangible
elements, financial performance variable, and two control variables. In the present study,

Multiple Ordinary Least Square regression technique (OLS) is applied, and these variables

198 For definition of this variable, refers to section 5.2.2.1 of chdpterand Appendix 1.
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are utilized in different models to test the hypo#dsethat have been discussed in chapter
five. The subsequent sections will then discuss the constructed models and the empirica

results of OLS regressions.
6.3 Testing the relationship between brand s and customer relationship s
6.3.1 Model construction

As has been shown in section 5.3.3.1 of chapter five, the first step of data analysis is tc
assess the relationship between different elements of relational capital, in particular to tes
the following hypothesis:

1 Hypothesisla bankds br aymaftect igsicdstbomeprelaiongisip v e |

In order to test the above hypothesis, several models are constructed. The dependet
variable of them is the customer relationship (CR%), which is proxied by the average value
of the loan and deposit growth rates. Tihdependent variables are chosen from seven
proxies of branglthat have been collected:
1 Goodwill and other intangible assets (IAA%);
71 Advertising andmarketing expenditusgf ADVA%);
1 Administrative expenses (ADMA %);
1 Bank age (LNAGE);
1 Branch number (LNB);
1 Brand value (BVA%);
1 Brand rating (BR).

Among these brand metrics, brand value and brand rating are direct measurements of th
overall brand of a bank, and are provided by an external independent consultancy. The
other proxies of brarglare provided by bdans 6 own report s, and
brands indirectly.

As OLS regression technique is used to test the hypothesis, in order to check the OLS
assumption of multicollinearlity, at first a correlation matrix among the above variables is

conducted, apresented by Table 6.4.

Table 6.4 shows that the correlation coefficient between any two variables of teads
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to be mild. It is noticeable that brand value (BVA%) is significantly correlated to ADVA%
(0.329), ADMA% (0.476), as well as BR (0.602).idt not difficult to understand the
correlation between estimated brand value and brand rating, as they are provided by th
same brand valuation consultancy. As a result, BVA% and BR are used as independen
variables alternatively. Regarding the correlatioetween estimated brand value and
advertising expenses, similar result has been reported by Barth et al. (1998). They find tha
firmsd brand vFmadnciadWorkl sdra sigaificantty pdsityvely associated

with their advertising expenses.

Table 6.4 Pearson correlations of relational capital variables

IAA% | ADVA% | ADMA% | LNAGE LNB BVA% BR
ADVA% Correlation 212
Sig. 184
ADMA%  Correlation 2131 47T
Sig. 181 .002
LNAGE Correlation 177 -.101 .013
Sig. 267 529 .937
LNB Correlation .333" .030 -019  .4147
Sig. .033 .853 .907 .007
BVA% Correlation .043 329" 4767 -.119 110
Sig. 789 .036 .002 457 494
BR Correlation 197 214 .200 -.256 175 .602™
Sig. 218 179 211 .106 273 .000
CS% Correlation 4477 124 .164 -.224 -.107 .044 .136
Sig. .004 441 .307 .160 505 784 .396

Notes: *, **, and *** indicate twetailed significance at 10%, 5%, and 1% respectively. The variabéeas
defined in section 6.2.2.

Another brand variable is branch number (LNB), which is significantly correlated with two
other variables: IAA% (0.333) and LNAGE (0.414). Moreover, it can be seen that ADVA%
and ADMA% are significantly correlated to éaother, due to the fact that advertising
expenditure is generally included in the
financial statements. In this study, ADMA% is used as an alternative to ADVA% in the
final step of data analysis.

Overal speaking, the correlations among the independent variables are not high (less tha

0.50), with the exception of that between BVA and BR, indicating that there might be no
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serious multicollinearity problems existitid. Therefore, considering the correlatio

among variables of bragdthe following models are built to test hypothesis 1.

At first, following Barth et al. (1998) who argue that brand value estimated and published
by a wellrespected financial magazine contains vaklevant information to imnestors, it
can be expected that the direct measure of rafmand value, which is estimated by a
leading independent brand valuation consultancy, will reflect useful information to bank
customers and affect customer relations. Specifically, BVA% idylitee have a positive
effect on a bank &gsModelulsltisoconstructed ® lasséss b sushhai [
relationship exists:

CS%; = by + B1BVA%; + Uy (Model 1.1)
Where CS%; is the proxy of customer relationshifor banki in periodt (for detailed
definition of the variable refers to semti 5.3.2.2 of chapter five); BVAY%is estimated

brand value for bankas a percentage of its total assets in periadd(); is the error term.

Moreover, Vakratsas and Ambler (1999) demonstrate that advertising input may have
impacts on customer baviour (e.g., choice, loyalty, and habit, etc.) through some mental
effect on customers (e.g., awarenesemory, and attitude towatttands, etc.). Logically,
it can be conjectured that the more advertising expenditures for a bank, the more growth or
its loans and deposits. In addition, Bank age is likely to affect customer behaviour as well,
as older banks are likely to enjoy greater reputation than younger banks, and tend to knov
their customers better than younger banks (Dick, 2006). Therefore, @dks lban be
expected to gain more benefits of good customer relatiom8tap younger bankd4odel
1.1 is then extended to incorporate these two proxies of rand

CS%;, = by + B1BVAY%; ; + b, ADVA% + bs LNAGE;  + U (Model 1.2)
Where ADVA%; is the pecentage of total advertising amdarketing expenses to total

assets fobanki in yeart; andLNAGE;; is the natural log of bank age.

Besides, thererae ot her proxies provided by banks
brands, such as LNB anthAA%. Branch network is argued to be a form d¥artising for

banks (Dick,2007, 2008. Thus, it may affect the customer experience and behaviour by
using many prime public locations to constantly remind them of the brand name of the

bank. In addition, banks with a large numberbahk offices are likely to provide more

199 Gujarati and Porter (2009) suggest that if the-pése correlation coefficient between two independent
variables is in excess of 0.8, then multicollinearity $dous problem.
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convenience to the customékumbhakar et al., 2001)n this sense, branch number can
be seen as an indicator of accessibility of a bank, and is likely to have a positive influence
on the customer relationshifherefore, Model 123° is constructed as the extension of
Model 1.2:
CS%; = by + B1BVA%Y%;; + b, ADVA%; + bs LNAGE; + B,LNB; + U
(Model 13)

Where LNB; is the natural log of total branch numbers.
6.3.2 Empirical results

This subsection reports the findings of Models 1.1, 1.2, and 1.3. Before these models are
applied to the sample data, it is necessary to address the potential probleirers, @s

they may have an undesirable influence on the estimates produced by OLS (Kennedy
2003).

The descriptive statistics of variables presented in subsection 6.2.2 show that there ar
extreme values in the dependent variable, nathelgustomer reltionship (CR%). It can

be seen from Panel A of Table 6.2 that, CR% ranges from a minimum vall2 381 to a
maximum value of 77.603, with some extreme values that are more than four standaro
deviations away from the average value of CR% (15.046). piémence of outliers may
pose a serious threat to the OLS assumptions. Therefore, in order to reduce the potentiz
bias caused by the outliers, the dependent variable in Models 1.1, 1.2, and 1.3, namel:
CR%, is winsorizet* at the 5% and 95% levels. Specifily, the top and bottom 5%
values of CR% are replaced by the value at tharidl 95" percentiles respectively. After
winsorization, the skewness of CR% is reduced from 1.915 (Panel A of Table 6.2, row 9,
column 7) to 0.361. Therefore, the winsorized%RVCR%) is used as the dependent
variable for Models 1.1, 1.2, and 1.3. Table 6.5 presents the findings of these models for

the entire sample.

19 1AA% is not included in the model, as tlaecounting number of goodwill and other intangible assets

itself has information content of brand name recognition, good customer relations, and so forth (Chauvin and
Hirschey, 1994). As a resulCR% and 1AA% are more likely to interact with each other as both cause and
effect, rather than present a causal relationship.

1 There are different ways of dealing with outliers, such as winsorisation, exclusion, or retention. In this
study, since th@umber of observations is small, and the extreme values in CR% are likely to seriously bias
the OLS results, either exclusion or retention seems to be unsuitable. In addition, following some previous
studies of intellectual capital in which variables wdtlitliers were winsorized (e.g., Callahan and Stuebs, Jr,
2007), winsorization is considered to be an appropriate method to deal with outliers in this study. In this study,
all winsorizing are done based on full sample rather than on balanced sampléréh€®% is winsorized

on the basis of 178 cases.



210

It can be seen from the last row of Table 6.5 that, the number of observations tends tc
decrease, from 99 in Miel 1.1 to 43 in Model 1.3. It suggests that sample size falls when
more explanatory variables are included in the model. As has been discussed in section 6.:
the combination of intangible variables results in significant decreasing number of
observationsand analyses are based on the maximum sample rather than the balance
sample. With regard to the individual models, Table 6.5 shows that, the coefficient for
BVA% in Model 1.1 is not statistically significant at any reasonable level, suggesting that
we @nnot conclude that the regression coefficient for this explanatory variable is
significantly different from 0. The adjusted Ror Model 1.1 is very small (0.011), which
indicates that the Model 1.1 does not provide a good fit to the sample data. Thtibengg

sign of omitted variables bias with the model. In addition, the coefficient for the intercept
is highly significant at the 1% level, also suggesting that there may be some explanatory

variables missing from the model.

Table 6.5 Regressions of cusmer relationships on brand metrics (dependent

variable: winsorized CR%)

Model 1.1 Model 1.2 Model 1.3
Intercept | 13.497*** 26.161*** 28.662***
(.000) (.009) (.008)
BVA% 2.749 2.191 0.120
(.151) (.501) (.973)
ADVAY% 24.033 36.989
(.625) (.484)
LNAGE -2.857 -2.280
(-109) (.254)
LNB -0.493
(.672)
Adj. R? 0.011 0.018 -0.008
Sig. F 0.151 0.258 0.463
N 99 63 43

Notes: P-values are in parentheses. *, **, and *** indicate tmiled significance at 10%, 5%, and 1%
resgectively. The variables are as defined in section 6.2.2.

After adding another two independent variables into Model 1.1, namely ADVA% and
LNAGE, the specified Model 1.2, however, does not present a good fit to the sample data
either. Compared with Model 1L. the adjusted Rfor Model 1.2 has risen very slightly,

from 0.011 to 0.018. Neither the overall significance of the regression modeF}Sigr

the coefficients for those three explanatory variables are statistically significant at any level
indicating that there are not strong relationships between those brand metrics and custome
relationship for the sample banks. When the variable of brand network is included into
Model 1.2, the adjusted?Ror the constructed Model 1.3 has even dropped to aimegat

value €0.008). This indicates that the inclusion of LNB does not improve the explanatory
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power of the regression model. Instead, LNB appears to have no contribution to

loan/deposit growth across the sample banks.

With reference to the coefficientsnometrics, all of them appear to be statistically
insignificant, suggesting that the estimated brand value, advertising expenditure, bank age
and brand network, are likely to have no significant impacts on customer relationships for
the sample banks. Moreer, it is noticeable that the signs of coefficients on some
regressors, such as LNAGE and LNB, are opposite to the expectation. Babeexsant
literature, both bank age and brand network are assumed to positively affect the custome
relationship. Foexanple, Dick (20®) finds that customers valued branch densitand

bank age when they chose deposit institutions in the US. However, these two explanatory
variables have negative coefficients in both Models 1.2 and 1.3. On the other hand, as
expected, A% and ADVA% have positive coefficients, even though they are not

significant.

To sum up, the above models do not provide evidence to support the assumed relationshi
between brand strength and customer relatiossiigpcaptured by growth in customer
depsits and loans. The adjustedfBr the three models are very low, and the coefficients
for all the independent variables in them are not statistically significant at any reasonable
level. There are several possible interpretations for these resultstly, Firis may be due

to the fact that the variables used in the model are not appropriately defined, as has bee
discussed in chapter five. Especially, there is only one type of measure for customer
relationshig used in the models, and this has its latidns. The average deposit and loan
growth rate is used to proxy the customer relationship. However, other factors (e.g.,
economic growth) may also affect this indicator. For example, manager in interview B3
argued that deposit and loan growth rate wkal\lito be driven by market conditiond
Therefore, it would be interesting if future research could take account of market effect

when using this proxy (e.g., adjust for economic growth).

Secondly, the models may not be correctly specified. As theiaceets for all the
intercepts in the three models are highly significant, it suggests that there may be some
omitted variables excluded from those models, such as other intangible elements. Fol

3 n D (2@0R)&wsly, branch density is measured as the number of branches in a local market divided by

the square miles of the local market.
13 The weaknesses of intangible proxies used in the quareittudy are discussed with interviewees in the
qualitative study, and this will be illustrated further in section 9.3 of chapter nine.
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example, human capital metrics are argued to be potenttargatiat may influence the
customer relationship as well, as mentioned in previous chapter. Therefore, in the next
subsection, human capital metrics will be taken into consideration both individually and
collectively with brand metrics in examining whaicfors may be the potential drivers of
banks6 customer relationships.

6.4 Testing the relationship between human capital and relational capital

6.4.1 Model construction

The second step of data analysis in the quantitative study is to test the relati@taleen
different components of intangibles. In particular, as has been demonstrated in sectior
5.3.3.2 of chapter five, hypothesis 2 is developed to investigate whether or not human
capital has an impact on relational capital:

1 Hypothesis 2 (H): a banks human capital wi || pos

relationshi.

In order to test the above hypothesisjs broken down into several siiypotheses:
1 Hypothesis 2a (Hy): Top management HC of a bank will positively affect its
customer relationsh#p
1 Hypothesis 2b (k): Employee level HC of a bank will positively affect its
customer relationshgp
1 Hypothesis 2c (H): a bankos Hu man capital at

employee level will jointly positively affect its customer relationship

This subsetion introduces the regression models which are constructed so as to examine
the impacts of human capital at top management HC and employee level HC on custome

relationships both individually and collectively.

The model construction begins from the iindual impact of top management HC on

customer relationships. As has been addressed in section 5.3.3.2 of chapter five, the
researcher learnt from her interview experience that human capital at top managemen
level is likely to have a direct effectonlkas 6 cust o mer relati on:c
setting the bank customer service strategy. Therefore, at first, Model 2.1 is built to test

H2a, Which seeks to find whether or not some top management HC measures can affect .
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bankd6s customedatly:rel ati onships dire

CS%; = by + BILNCEOEX;; + b, LNCEOR, + b; CEOED, + U, (Model 2.1)
Where LNCEOEYX; is the natural logarithm of the number of years the CEO has been on
the board for bank as of periodt; LNCEOR; is the natural logarithm of the number of
years the EO has been an executive member of a board in other firms before he/she came
into the bank; and CEOED s t he CEOOG6s | evel of educatdi

Secondly, previous research suggests that some employee level HC elements, such
training play important roles inetermining customer relationships (e.g., Chebat et al.,
2002; Kidder and Rouiller, 199Pennings et gl.1998). Fo example,Pennings et al.
(1998) argue that professional firmsd ab
and retain clients gends on their firmlevel human capital. Based time extant literature,
Model 2.2 is constructed to tdsby:

CS%; = by + BILNSC;  + boLNTE;; + Uy (Model 2.2)
Where LNSG; is the naturblogarithm of average staff cagper employee (in 10 thousand
Euro) for banki in periodt; and LNTE is the natural logarithm of average training

expenses per employee (in Euro) for bamkperiodt.

The above two models look at the individual impa€thuman capital at either top
management level or employee level on customer relationships. Apart from their individual
effect, these two aspects of human capital may affect customer relationships jointly. For
example, as mentioned before, top manageteest HC can affect customer relationships
indirectly through having effects on employee level HC, sugiuesuing effective strategy
of employee recruitment and training, improving low level manager and employee
engagement, and so oim order to tesH,., which looks at the collective effect of top
management HC and employee level HC on customer relationships, the following model is
constructed:

CS%; = by + ;LLNCEOEX;; + b, LNCEOR + b CEOED+ b4LNSGi;

+BsLNTE;  + U; (Model 2.3)

In addition, when examining the factors that determine the relationship ofmarstavith
service organizations, the quality of service the organizations provide to their customers is
argued to be a critical one (e.g., Bell et al.,, 2005; Heskett et al., 1994, Liljander and
Strandvik, 1995). Liljander and Strandvik (1995) highlightt tbastomer retention as an

indicator of relationship between customers and a firm depends critically on the quality of
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and satisfaction with the service they have received. Therefore, taking into account of
service quality met ramerrelationships,tMedeli2i3 is iextegded a
to be as the following:
CS%; = by + ;HLNCEOEX;; + b, LNCEOR + b CEOED+ b4LNSGCi;
+BsLNTE; ; +bsLNEPB;; + U, (Model 2.4)

Where LNEPRB; is the natural logarithm of the average number of employees per branch
for banki in periodt, which is suggested to be a proxy of service quality of a bank (e.g.,
Dick, 2006, 2007; Ors, 2006).

Finally, the previous section has tested the relatipnsetween brarsdand the customer
relationshig, and shown that brand metrics seemed to have no significant effects on
customer relationships for the sample banks. However, it was found that there might be
problems of omitted variables within the constad models that were used to investigate
the brandcustomer relationship association, such as human capital metrics. Therefore, it is
worth to assess if the combination of human capital and brand metrics has joint effects or
bank customer relationshipso@sequently, an additional stilypothesis is postulated as
the following:

1 Hypothesis 2d (Hy): a bankdés Human capital and

affect its customer relationstip

In order to tesH,q, three brand metric¥: ADVA%, LNAGE, and LNB ae added into
Model 2.4, as stated below:
CS%; = by + BLLNCEOEX + b, LNCEOR, + by CEOED,+ bLNSC,
+BsLNTE; +BLNEPB;; + by ADVA% + by LNAGE; + BoLNB; , + U
(Model 2.5)

Empirical results of the above models will be presented in the next subsection.
6.4.2 Empirical results
Table 6.6 reports the OLS regression results of Models 2.1 to 2.5 basedwinstezed

CR% (WCR%). The last row of it shows that sample size changes as more independen

variables are added into the model. The number of observations for Model 2.1 is 146,

114 Brand value (BVA%) is excluded from Model 2.5 due to the reason that if adding this variable, the
number of observains would be too small to conduct OLS regression analysis.
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indicating that missing data is not a serious problem for variables rete@Q. However,

data for employee level HC variables tends to be limited, and there are only 53 cases fol
training expenditures (LNTE) (see Table 6.1). As a result, sample size for Model 2.2
appears to be quite small (53), and when combining variableeedeta CEO and
employee together, the number of observation is only 50 (Model 2.3). Moreover, after the
variable of service quality that is captured twe number ofemployes per branch is
included into the model, sample size for Model 2.4 further decreases to 41y, Niualel

2.5 that includes both human capital variables and brand variables has a small sample siz

of only 31.

Table 6.6 Regressions of customer relationshgon human capital and brand metrics

(dependent variable: winsorized CR%)

Model 2.1 Model 2.2 Model 2.3 Model 2.4 Model 2.5

Intercept 15.907*** 30.486*** 31.033*** 30.677** 8.391
(.000) (.004) (.006) (.017) (.802)

LNCEOEX 1.684* 3.046** 2.789** 4.358**
(.054) (.022) (.037) (.019)

LNCEOP -0.596 -1.387 -1.947** -3.269*
(.385) (.177) (.039) (.053)
CEOED -0.946 -0.425 -0.701 -1.737
(.103) (.700) (.485) (.201)
LNSC -10.702** -11.871* -9.464* -5.671
(.023) (.035) (.088) (.605)
LNTE 0.366 0.307 1.356 3.190
(.783) (.822) (.291) (.145)
LNEPB -3.536 -2.436
(.116) (.460)

ADVA% -96.232
(.586)
LNAGE -0.641
(.796)
LNB 1.439
(.652)
Adj. R? 0.021 0.065 0.128 0.226 0.259
Sig. F 0.114 0.071* 0.049** 0.020** 0.070~

N 146 53 50 41 31

Notes: P-values ag in parentheses. *, ** and *** indicate twailed significance at 10%, 5%, and 1%
respectively. The variables are as defined in sections 6.2.1 and 6.2.2.

It can be seen from row 12 of Table 6.6 that, fhéest for Model 2.3 is statistically
significant at the 5% level, while that for Model 2.1 is not statistically significant at any
reasonable level. It suggests that the null hypothesis that the coefficients on the top
management level HC variables are jointly equal to zarmotbe rejected. Howevethe

coefficients on human capital variables at both top management and employee level are nc
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jointly equal to zero, and they can explain at least 12.8% of the variations in customer
relationship variable across the sample banks. Moreover, recall ¢hittést for Model

1.3 is not statistically significant at any reasonable level (Table 6.5), but that for Models
2.4 and 2.5 are statistically significant. This suggests that only using brand metrics may not
explain the wvari at i omesrelationshipd) leut varabtep bf Bumana n
capital, service quality, and branatombined together can explain 25.9% of those
variations. This is consistent with the RBV theory whereby competitive advantage may be

based on combinations of intangiblesnealone not enough.

Note that the adjusted®Rncreases from 0.021 in Model 2.1 to 0.259 in Model 2.5,
suggesting that the explanatory power has improved when adding more variables of
intangible elements into the model. Row 12 of Table 6.6 shows that topgeraent HC

al one can explain only 2% of the wvariati
the changes of employee level HC can explain about 6.5% of that. By comparison, once
combining top management HC and employee level HC metrics togethehea
explanatory variables to explain the variations in customer relationships, the explanatory
power is up to 12.8%. Further, when the service quality variable (LNEPB) is added into the
regression model, the adjusted goes up rapidly, from 12.8% in Meb2.3 to 22.6% in
Model 2.4, suggesting that the increase in explanatory power is likely to be largely
attributed to the inclusion of the service quality metrics. However, as mentioned before, the
valid number of observations decreases as more explavataaples are included. When
including LNEPB into Model 2.4, the number of observations (41) relative to the number
of explanatory variables (6) is low. Thus, the above results should be interpreted with

caution, as they may not be stable due to the simafile size.

With regard to the coefficients on the independent variables, LNCEOEX remains
significant i n al | t he model s wher e it
firm-specific managerial experience has a statistically significant and pasipaet on
customer relationships for the sample banks. On the other hand, staffi.tdSC) have a
significant coefficient in Models 2.2, 2.3, and 2.4, but becomes insignificant in Model 2.5
where brand metrics are added into it. Similar change is alsalffor another variable,

t hat I s, CEOs 6 past manageri al experienc
Models 2.1 and 2.3 appears to be statistically significant in Models 2.4 and 2.5. These
sensitivities may be due to the omitted variables biasezhby the exclusion of the brand

variables. It can be seen from the last column of Table 6.6 that, with the inclusion of brand
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variables, the coefficient on the intercept in Model 2.5 becomes statistically insignificant,
while that in Models 2.1 to 2.4ra all highly significant. It suggests that adding brand
metrics into the model may to some extent reduce the omitted variables problem, ever
though they tend to have insignificant individual impacts on the dependent variable. Indeed
as mentioned in chagttwo, from the RBV point of view, it can be expected that different
elements of intangibles are interacted together rather than separated. The evidenc
presented here shows that the combination of brand metrics and human capital proxie:
seem to better gkain the variation on the proxy of customer relationships than human
capital alone.

It should be pointed out that the coefficient on LNCEOP shows an opposite sign to the
expectation. It is expected that a CEO who has more managerial experience shkeuld h
better knowledge of customers and set better customer strategies, such as creating &
effective system for customer relationship management, which would then be associatec
with better customer relationships. However, LNCEOP tends to affect growtlstionuer

loans and deposits (CR%) negatively in all the models, either significantly or
insignificantly. One possible interpretation may be related to the definition of this
vari abl e. The CEOsd past manageri al e xXp
members in not only banks, but also other types of organizations. Therefore, this variable
may not actually capture CEOsd® manageri a
the longer the CEO has been with previous companies may be negatively t@lated

long he/she has been with the current bank, and this may also explain the positive
coefficient on LNCEOEX and the negative coefficient on LNCEOP.

With the exceptions of the above three regressors, the coefficients on all other variables ar:
not satistically significant at any reasonable level in any model. Among them, some
variables such as training expenditure (LNTE) and branch number (LNB) that capture
employee level HC and brand strength respectively are positively related to the customet
relaionship (CR%), which are consistent with what the researcher expected. Recall that the
sign of coefficient on LNB was found to be negative and insignificant in Model 1.3.
Interestingly, when looking at the joint effects of human capital and brand metrite o
customer relationship (Model 2.5), LNB appears to have a positive impact on CR%,
although it remains insignificant. There may be several possible explanations for it. Firstly,
the change of sign may be due to the fact that Model 1.3 is not cogpetlified, as noted
before. As a result, the negative coefficient on LNB in Model 1.3 may not reflect the actual
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relationship between it and the customer relationship. Secondly, the sensitivity may be
caused by potential correlations among LNB and somehurapital metrics". Therefore,
further robustness checks are carried out and will be introduced and discussed in the ne»
subsection. Moreover, the sample size for Model 2.5 is very low, only 31 observations for
9 independent variables, while in Model 1tBere are 43 observations for 4 independent

variables. Change in sample may also have an impact on such sensitivity.

On the other hand, the signs of coefficients on staffsqa@dSC), number of employees

per branch (LNEPB)advertising andnarketing ependiturs (ADVA%) and bank age
(LNAGE) are inconsistent with theoretical expectatioaighough most of them are not
statistically significant in any model, except for LNS&br examplestaff coss represent

the compensation for invested times and kndgéeinputs by employees (Ry 1998).
Employees who are compensated by higher salary can be expected to have bette
knowledge of customers and deliver better service to customers than those who are pai
less. As a result, staff casarelikely to have gositive effect on the customer relationship.
However, the results show that LNSC has negative coefficients in all the models. Likewise,
unexpected negative signs are also found for the variables LNEPB, ADVA% and LNAGE,
which are conjectured to affect ptgely the customer relationship.

In sum, the above findings show that the human capital at top management level alone
appears to have no statistically signifi
combined with employee level HC and servipaality metrics, both the joint effect of
them and the individual effect of top management HC tend to be significant for the sample
banks, and the explanatory power of the regression model increases dramatically.
However, when human capital, service giyalind brand metrics are combined together,
although the overall regression remains significant, many explanatory variables appear tc
have insignificant coefficients, with the exceptions of two top management HC variables.
The failure of providing empiridasupport to relationships between the customer
relationship and employee level HC, service quality and brand metrics may be due to
several possible reasons. Firstly, the definitions of those intangible proxies may not capture
the nature of the intangiblelements accurately. Secondly, the low level quality of the
sample data and the small sample size may result in invalid findings, as has been discusse
in chapter five. For example, it is noted that the number of observations for Model 2.5 is

only 31, in which there are nine independent variables. Thirdly, as the models are analysed

115 The Pearson correlation of variables in Model 2.5 will be disclkster in section 6.4.3 (s&able 6.7).
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using the OLS regression technique, there might be some problems with the underlying
assumptions of OLS methodology. For examiide, e ene (2008: 57) h i
interacton among the variables may serve to obscure their individual contribution to the fit
of the regression, whereas their joint e
Model 2.5. This might be a sign of multicollinearity problefmerefore, theollowing
subsection will examine the extent to which the existence of potential problems may

weaken the validity of the above results.
6.4.3 Robustness tests

As noted in the previous subsection, there is a possibility of multicollinearity among the
regessors included in Model 2.5. In order to test the degree of multicollinearity problem,

the following statistical analyses are conducted.

At first, Pearsonds correlations among t
multicollinearity is a poblem (see Table 6.7). Table 6.7 shows that the significant
correlation coefficients between LNB and LNCEOP, as well as ANB and ADVA% exceed
the absolute value of A0. 60, at 0.624 an
be a high level of mtitollinearity problem in the regression motél In addition, LNB

also has statistically significant correlations with three other regressors, namely LNSC,
LNEPB, and LNAGE, although these correlations appear to be modest. Therefore,
tolerance statisticsTOL) and variance inflation factor (VIF) are calculated to further test

for multicollinearity (see Table 6.8).

116 Regarding to what level of correlation coefficient between regressors indicetass saulticollinearity
problem, there were different suggestions given by previous researchers. As mentioned in subsection 6.3.1
Guijarati and Porter (2009) suggest that if the correlation coefficient between two independent variables is in
excess of 0.8then multicollinearity is a serious problem, whitastman (1984) suggests that a correlation
coefficient of +£0.6 normally indicates serious multicollinearity problem.






