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Abstract

Exchange Market Pressure refers to money markegudilbrium that arises due to non-zero
excess demand for domestic currency in the foreigithange market. Exchange rate changes
reflect the extent of market pressure in the abs@ficCentral Bank intervention. It is argued
that nominal exchange rate changes have consequdncedomestic macroeconomic
variables. These include domestic output growttrease in domestic prices, balance of trade,
firms’ price-setting behaviour in high inflation watries, foreign debt burden of the country,
balance of payments and the stability of the dommdistancial system. It has been observed
that the Central Banks generally intervene in theeign exchange market to avoid these
undesirable consequences of exchange rate chalmgéss thesis, we construct exchange
market pressure and intervention index for Pakistsing Weymark’s (1995) approach. The
basic objective is to identify whether it is dowmaiaor upward pressure that has remained
dominant over the entire sample period. Based taniention index values, we evaluate the
Central Bank’s monetary policy over the given sampériod. In addition, we also calculate
the actual exchange rate and predicted exchangeausaig one period lagged exchange rate.
We check whether monetary policy is successfultsnobjective of reducing exchange rate
volatility. Finally, we also evaluate the determmisgof exchange market pressure in a panel of
ten countries. The first empirical chapter utiliskféerence data and the two-stage least square
approach. In the second empirical chapter we adlainsen’s (1988) cointegration approach.
Both of these provide evidence of downward pressm active Central Bank intervention.
Furthermore, these chapters show that the Cendénrak’B foreign exchange intervention policy
is fairly successful in achieving its objectivereflucing exchange rate volatility. The initial
empirical chapters use a fixed parameter approHuis. has the disadvantage that it does not
allow the estimated parameters to take accourttwdétsiral changes. A third empirical chapter

addresses this issue and uses the Kalman Filtee Vianying Parameter approach. This has
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the advantage of allowing the parameters to takewt of the effects of structural changes
on parameter constancy. The results show unstatimated parameters. The constructed
exchange market pressure and intervention index slmvnward pressure and the active
Central Bank intervention. Thus, this chapter ferttconfirms our earlier findings of
downward pressure and active Central Bank interoenHowever, despite unstable estimated
parameters, Central Bank intervention policy iscesesful in reducing exchange rate volatility
which is unexpected. In the earlier empirical chept we assumed direct Central Bank
intervention. However, there may be the case thattr@ Bank may use interest rate for
fending off speculative attack. In such a case ltatter to include interest rate as component
of exchange market pressure to truly reflect theéerex of foreign exchange market
disequilibrium. Last empirical chapter overcomds thsue and uses Eichengreen et al. (1996)
approach for constructing exchange market presdtireonsists of percent changes in
exchange rate, relative interest rate differentiatl relative percent changes in foreign
exchange reserves. Furthermore, in this chapterewaduate the determinants of exchange
market pressure in a panel of ten countries. Tiseilt®e indicate the relevancy of some

macroeconomic variables and measures of openness.
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Chapter One

1.1 Introduction
In this thesis, we examine Exchange Market Pressuthe Foreign Exchange Market.

We consider, although not exclusively, ExchangekdBPressure in Pakistan and evaluate the
monetary authority’s response to prevailing manetssure. In particular, we focus upon
whether the Pakistani currency has on average iexped pressure to depreciate or not over
recent decades. We also consider what fractiomesfsprre the Pakistan Central Bank relieves
through the purchase or sale of foreign exchangerves. We also examine whether the
Central Bank in Pakistan is successful in achieumglesired objective of reducing exchange
rate volatility. Furthermore, we evaluate the deieants of Exchange Market Pressure in a
panel of ten countries.

The collapse of the Bretton Wood fixed exchargge system ushered in a substantial
change in the international financial architectubdternative systems introduced included
hard pegs, and floating and intermediate exchaage arrangements. Hard pegs are also
known as currency union, referring to one counttgping another country’s currency, either
as part of wider currency union or dollarising lmymally entering into currency union. A
floating exchange rate can refer to either a fleatfor a managed float. In this system,
although a Central Bank freely intervenes in aifpreexchange market to avoid undesirable
exchange rate fluctuations, it does not commitfiteeany particular exchange rate level. An
intermediate system consists of fixed exchange @twling peg, exchange rate band, and
crawling band. All these exchange rate arrangementdve Central Bank foreign exchange
intervention to reduce pressure on the domesticenay. Fischer (2001) shows that the
number of countries with an intermediate excharage declined from 98 in 1992 to 63 in
1999. Despite the falling number in the 1990s, éhegmain a considerable number of

countries with an intermediate exchange rate system
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Exchange rate changes have important implicationkey macroeconomic variables
that include domestic output, unemployment, inflatiand balance of payments. Nominal
exchange rate changes are fully reflected in ddmgsice changes, if Purchasing Power
Parity (PPP) holds. This implies that a rise in thehange rate (or domestic currency
depreciation) increases domestic price of tradgbtals in the consumer basket. Even if PPP
does not hold, we could still expect some passutiitofrom exchange rate changes to
domestic prices. A nominal exchange rate playsrortant role in price-setting behaviour in
high inflation countries (Taylor, 2000). In a highflation environment, firms pass on to
customers the increase in cost that results frochange rate changes. This further increases
the domestic price level. Furthermore, the deptieeiaof one country currency results in the
collapse of exchange rate regime of the secondtogguor example, in East Asian currency
crises. Gerlach and Smets (1995) argue that a dapom of one country’s currency increases
its competitiveness against its trading partnetss Tncreases the trade deficit of the second
country, reduces the foreign exchange reservelseo€Central Bank and thus puts pressure on
its exchange rate regime to collapse. Second, rereey depreciation for one country makes
its exports cheaper in a second country. This resltite overall price level and thus decreases
demand for real money balances in the second gougiven that money supply is fixed, this
leaves the second country’s residents with excessetary balances which they swap for
foreign currency. This depletes the foreign excleargserve of a second country’s Central
Bank and thus moves it from having no speculatittack equilibrium to one where it is
profitable for speculators to launch speculativecks (Eichengreen et al. 1996).

Nominal exchange rate changes are associated vattements in the real exchange

rate when Purchasing Power Parity does not hdlbe real exchange rate determines both

! Nominal exchange rate is defined as the numbemii of domestic currency per units of foreignrency.
Hence. a rise in the exchange rate is also a dameestency depreciation.
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internal and external equilibrium and resource calton in the economy.Furthermore,
changes in the real exchange rate determine arggiakternal competitiveness and thus the
country’s trade balance through its effect on inhjamid export prices.

Exchange rate changes have an important effecherbalance sheet of domestic
agents particularly firms and financial instituton(see Krugman, 1999). Exchange rate
shocks do not turn into a recession in economigk sound firm, household and financial
sector balance sheets (Mishkin, 1998). Economiegdh wieak balance sheets are more
vulnerable to a speculative attack which translatés a severe recession. Foreign currency
denominated debt of firms and financial instituigelay an important role in the transmission
of exchange rate shocks. Negative exchange ratekshiocrease foreign currency liabilities
and debt servicing of firms and financial instituis. This deteriorates their balance sheet and
results in the collapse of financial institutionsdafirms. This leads to output loss and an

increase in the unemployment rate.

1.2 Exchange Market Pressure
Two important concepts in this thesis are Exchavigeket Pressure and Intervention.

Exchange Market Pressure refers to foreign excharag&et disequilibrium that arises due to
non-zero excess demand for domestic currency irfotfeggn exchange market. It is reflected
in exchange rate changes in the absence of Cédrdt intervention; for example through

changes in foreign exchange reserves or interést ha this study, we define Exchange
Market Pressure as the exchange rate change thdt wave occurred in the absence of
Central Bank intervention given the expectationegated by the actual exchange rate policy

implemented. Frequently, a Central Bank intervane$e foreign exchange market to avoid

2 Real exchange rate can be defined as the rejative of tradable to nontradable goods. Alterndyivie can be
defined as the nominal exchange rate adjusteckfative price differential (Edwards, 1989).
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the undesirable influence of exchange rate chaoge®mestic macroeconomic variabtds.
such a case, actual exchange rate movements ddulhotreflect the extent of foreign
exchange market pressure. The sum of exchangemdtéoreign exchange reserve changes
can better measure the prevailing pressure indfeigh exchange market when the Central
Bank uses only foreign exchange reserves changerelieving pressure on the currency.
However, when a Central Bank intervenes indirebifychanging interest rate with the sole
objective of influencing market pressure, then exge rate, foreign exchange reserve and
interest rate changes better reflect the extenfoodign exchange market pressure. An
intervention index based on given exchange marnedspre definition can be defined as the
fraction of pressure that the Central Bank relieegher by selling or purchasing foreign
exchange reserves or changing the interest rateyocombination of these.

Exchange Market Pressure measurement has remameminportant part of the
empirical literature on speculative attacks andrengy crises. Blanco and Garber (1986)
constructed a macroeconomic model that consisteafmoney demand, purchasing power
parity and uncovered interest rate parity and agdpthis to the Mexican experience under a
fixed exchange rate regime. They showed that datialu occurs when foreign exchange
reserves reach critical level and the shadow exgthaate exceeds the fixed exchange rate
level! The empirical Exchange Market Pressure and intéioe index literature uses excess
demand for domestic currency in examining the tioée Central Bank allows market forces to
play in determining the domestic currency valughimforeign exchange market. These studies
include Girton and Roper (1977), Roper and TurngvEl©80) and Weymark (1995). All

these approaches are model-dependent becausentipertents of Exchange Market Pressure

% Foreign exchange market intervention can be eitterilised or unsterilised. Sterilised foreign leage
intervention offsets the effects of foreign exchamgserve changes on domestic monetary base. Ooththe
hand, unsterilised foreign exchange interventioasdoot offset the effects of foreign exchange imetion on
domestic monetary base. It results changes in dicymasnetary base equal to foreign exchange resganges.
* The critical foreign exchange reserve level refera level when Central Bank stops interveninghia foreign
exchange market.
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are derived using a macroeconomic model. These tevadvantage of setting out a clear
analytic framework that is based upon existing theth contrast, Eichengreen et al. (1996)
Exchange Market Pressure is a model independerdubecneither the components of
Exchange Market Pressure nor the weights assigoedhém are derived from any
macroeconomic model. So, for example, it is anrelytiempirical matter whether foreign
exchange reserves or the interest rate are imgontaalculating Exchange Market Pressure.

Girton and Roper (1977) use the monetary appré@a¢he balance of payments and
derived exchange market pressure index which iplsimum of exchange rate and foreign
exchange reserves changes. Since both exchangangt®reign exchange reserve changes
are equally weighted; therefore, the constructidnEschange Market Pressure is only
dependent upon the index’s components and doeseqaire the estimation of the macro
model. Roper and Turnovsky (1980), on the otherdharsed anlS-LM framework and
derived an optimum trade-off that monetary authesitface between domestic credit and
exchange rate when stabilising domestic output. Whights assigned to the components are
based upon the estimated parameters. Weymark (1888 a notable contribution to the
theory of Exchange Market Pressure. Although Wekadi995) Exchange Market Pressure
is dependent upon actual exchange rate and foeighange reserve changes, the weights
assigned to foreign exchange reserve changes arediérom an estimated macro model.
Thus, to produce an exchange market pressure imgexeed to estimate a model and hence
derive weights assigned to components of the ind@lbis converts foreign exchange reserve
changes into equivalent exchange rate units. Timiag equivalent weights ensures that the
exchange market pressure index is not dominatetieognost volatile component.

Exchange market pressure is not directly observdblean be measured through the

channels that are used for restoring foreign exghamarket equilibrium. In Girton and

® Roper and Turnovsky (1980) and Weymark (1995) ireqthe estimation of six and two parameters
respectively from stochastic macro mode for asagmieights to the components of exchange marksspre.
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Roper’'s (1977), Roper and Turnovsky's (1980) andyivark’'s (1995) studies, it is assumed
that a Central Bank uses either the exchange rater@ign exchange reserves or both for
restoring foreign exchange market equilibrium. ThHhese studies assume direct intervention
which takes place through the sale or purchaseoddign exchange reserves. However,
interest rate is another policy instrument that @emtral Bank may use for restoring foreign
exchange market equilibrium (see for example Edi$883 and Dominguez and Kenen, 1992
for the interest rate policies pursued by the EeampMonetary System member countries to
keep their exchange rates within the bands prestrily the Exchange Rate Mechanism).
Therefore, the studies that do not include theré@sterate as a component of exchange market
pressure may not fully reflect the extent of foreaxchange market disequilibrium. Since the
Central Bank changes the interest rate to fendheffpressure, Eichengreen et al. (1996) use
interest rate as an additional component of exohamayrket pressure index.

Contrary to Girton and Roper (1977), Roper and dusky (1980) and Weymark
(1995), Eichengreen et al. (1996) use the invefrsamance approach for assigning weights to
the components of exchange market pressure. Thioagh has the advantage of assigning
low weight to more volatile components and ensuha$ exchange market pressure is not
dominated by more volatile components. An undegyimuition behind using the inverse of
the variance approach is that the linear combinatd exchange market pressure index
components will yield an index dominated by moréatite components (Eichengreen et al.
1994). In our case, foreign exchange reserve clsaage several times more volatile than
exchange rate changes which in turn are more \@tiien interest rate changes. Therefore, an
unweighted exchange market pressure index willibeed by more volatile components (in
our case foreign exchange reserve changes). Thersmwof variance approach therefore
assigns low weight to more volatile component ansuees equal weight for all components
of the Exchange Market Pressure Index.
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An important element of this thesis is the behawiof macroeconomic policy in
Pakistan. Pakistan’s exchange rate regime has evdiwough different phases. After the
founding of the country, Pakistan adopted the pott fixed exchange rate and fixed the
parity of its currency against US dollar at rupe@23n 1948. This was occasionally revised,
for example in 1973 to rupees 9.9 to the US dolldris parity remained fixed until"8
January, 1982, when Pakistan switched from a fiweal managed float exchange rate system.
Since then the Pakistan rupee has depreciated by tihhen 500% to 59.72 per US dollar in
2005. On the other hand, the country’s foreign arge reserves have increased from US
$553 million in 1976 to US $10, 599, thus growingX800%. Therefore, one of the puzzles
that this thesis aims to consider is why the exghamate has depreciated by such an enormous
extent given that country’s foreign exchange resehave also shown tremendous growth.

One of the elements of this thesis is to adopt M&k's (1995) approach for
constructing exchange market pressure and inteoreimdex for Pakistan. This approach is
adopted because it enables us to verify what taaif pressure Central Bank relieves through
the purchase and sale of foreign exchange resdfuethermore, Weymark (1995) argues that
Girton and Roper’s (1977) and Roper and Turnovsk$$80) exchange Market Pressure
indices measure foreign exchange market disequifibby the simple sum of exchange rate
and foreign exchange reserve changes under fixddflaat systems. On the other hand,
foreign exchange reserve changes and exchangehatges fully reflect the extent of foreign
exchange market disequilibrium in a managed floatan intermediate exchange rate
arrangement. Thus, under a managed float or intiateexchange rate system, measurement
of foreign exchange market disequilibrium involvesnverting foreign exchange reserve
changes into equivalent exchange rate units amddbmbining them with observed exchange

rate units
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Weymark (1998) further argues that model-indepehdgpproaches to exchange
market pressure are difficult to interpret in terafigheir general usefulness. This is because
neither the components of exchange market pressuréhe weights assigned to them are
derived from a stochastic macroeconomic model.Heumore, the volatilities of the exchange
rate, foreign exchange reserve and interest chamgesnly depend on the structure of the
economy but also on the intervention activity oé fBentral Bank. In such a case, volatility
smoothing approaches cannot be expected to assjigal &eights to all components of
exchange market pressure index. Weymark (1998)dudrgues that a poor understanding of
market participant’'s expectation formation procasd failure to model this process correctly
is the primary cause of poor performance of excharsge models linking macrocosmic

variables with exchange rate determination at swdtintermediate horizon.

1.3 Thesis Structure
The plan of thesis is as follows. In the secondptéra we set out and contrast

empirical exchange market pressure models. In hivd thapter, we discuss the empirical
exchange market pressure literature and see wh#thedeterminants of exchange market
pressure confirm their theoretical predictions. @@bes Four to Seven are the core of the thesis
and use Weymark’s (1995) approach. Chapter Eighthe other hand, uses Eichengreen et
al.’s (1996) statistical approach for Exchange Mafressure.

In terms of the main empirical chapters in thissis, Chapter Four uses difference data
and the instrumental variable technique for coms$ing exchange market pressure and the
intervention index for Pakistan using Weymark'sq4Papproach.Difference data enables us
to avoid the spurious regression problem that angkeen both dependent and independent

variables, although independent of each other, terrded together. This gives a high

® Weymark (1995) used differenced data and thelnsntal variable technique to construct exchangekena
and intervention index for Canada.
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correlation among them. The instrumental variable the other hand, is used to avoid the
endogenity problem. This arises due to the simattas determination of the dependent
variable and one or more of the independent vagabln such a case, classical linear
regression approaches do not yield unbiased estmaft the variables of interest. This
problem is overcomed by the use of instrumentalabées that are correlated with the
endogenous variable but not correlated with theregerm. This yields unbiased estimates of
parameters of interest. In our case, we estimaemtight assigned to the foreign exchange
reserve using interest rate and exchange rateideets. We estimate these parameters using
real money demand and price equation. It is arghatreal money balances and interest rate
are simultaneously determined. This results imaulaneity problem which we address using
the instrumental variable technique.

Much of the empirical literature in internationfshance has gone beyond simple
differencing of the data to deal with potential spus relationships and we next utilise these
methods. In Chapter Five we use Johansen’s (1988) Jahansen and Juselius’ (1990)
cointegration approach. It is argued that althodiferencing satisfies stationary properities,
it results in the loss of vital information abotietlong-term relationship if the variables of
interest are cointegrated. A linear combinationnoh-stationary variables can give a non-
stationary relationship. However, it may be theec#éisat a linear combination of non-
stationary variables yields a stationary relatigmsikhen there is evidence of cointegration.
Such an outcome provides evidence of the preseinadamng-term relationship. We test the
presence of such a relationship using JohanseA83jland Johansen and Juselius’ (1990)
multivariate cointegration approach. It has an athge that it not only allows us to test the
presence of more than one cointegrating vectorataa to test the validity of economic
theories by imposing restrictions on the parameiémterest. Furthermore, the results remain

invariant with respect to the direction of normatien.
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Our first two empirical chapters, Chapter Four dfige use a fixed parameter
approach for constructing exchange market pressogdean intervention index for Pakistan.
However, a fixed parameter approach is criticisedalnise it does not allow the parameters to
vary to take account of the effects of structurbhrges over time. Furthermore, it is
considered as one of the important factors in thar performance of exchange rate models.
Chapter Six overcomes this issue by using the Kalffigr time varying parameter approach.
It takes account of the effects of structural cleanthat have occurred over the given sample
period on parameter constancy. These changes eélakistan’s switch from fixed exchange
rate to managed float or‘f"&lanuary, 1982, the introduction of interest fraaking system in
1981 and subsequent replacement of interest ratenigedeposits with a system based on
principle of profit and loss sharing from July}, 1985 (Khan 1994; Ahmad and Khan, 1990),
the denationalisation of public sector banks, thpdsition of sanctions in the wake of nuclear
explosions and lifting of these sanction and inflofiWoreign capital due to Pakistan’s decision
to cooperate with the international community Bitar against terrorism after the September
11" terrorist attack on US. Consequently, the macralehparameters that are useful for
constructing exchange market pressure and intéoreimdex may change over time.

The last three chapters assume direct Central Baekvention, which takes the form
of the sale and purchase of foreign exchange reseBichengreen et al. (1996) argue that
interest rate changes are another mechanism byhwihéc Central Banks can restore foreign
exchange market equilibrium. In such a case, s$utiat ignore the interest rate do not fully
reflect the extent of foreign exchange market pressEichengreen et al. (1996) constructed
such an exchange market pressure index that irclexiehange rate change, relative interest
rate and relative percent changes in foreign exghaaserves as its components. It uses the
inverse of the variance approach for assigning kisitp the components of exchange market

pressure. This approach has the advantage of asgigmw weight to more volatile component
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and thus ensures that more volatile componentotdaminate the exchange market pressure
index. Furthermore, it does not require the ma@pemic assumptions made by Girton and
Roper’s (1977) and Weymark’s (1995) models.

Furthermore, in this chapter, we consider the rdetents of exchange market
pressure in a panel of ten countries. For examypdegxamine whether more open economies
have greater exchange market pressure. Other idsatese address in Chapter Seven include
the relevance of policy variables, openness of @egnand macroeconomic variables as
determinants of Exchange Market Pressure in paaeldwork. Particularly, we test which of
these variables explains Exchange Market PresModels based on a panel framework use
repeated observations on the same variable. Thefus@anel has the advantage of enabling
researchers to estimate the complicated modelspt@h&ight summarises the study and
provides policy implications.

1.4 Contribution to the literature

In this thesis, we evaluate the exchange marlkestspre on Pakistan rupee in post 1976
period. We examine whether it is upward or downwanessure that has remained dominant
over the entire sample period. Based on exchang&kemgpressure index, we evaluate
monetary authority response function by constrgciimervention index. The intervention
index values reflect the extent that Central Balldwes to market forces in the determination
of domestic currency value in the foreign exchamgarket. This has important policy
implication. The Central Banks that target exchamgge stability loose monetary
independence. Furthermore, we evaluate the detantsirof exchange market pressure in a
panel of ten countries. We check whether exchangkkeh pressure can be explained by a
range of macroeconomic variables, policy varialled measures of trade openness. Based on
these findings, we recommend which variables Celamks should keep in check if they

want to avoid pressure on their currencies.
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Chapter Two

Exchange Market Pressure Models

In the literature, there are two main approaclesxchange market pressure, namely
the model-dependent and model-independent. TherdifEe between the two is that the
model-dependent approach uses a stochastic maatel feo either deriving the components
of exchange market pressure or weights assignddetm or both. On the other hand, the
model-independent approach does not use a macrelnimdderiving the components of
exchange market pressure or weights assigned . tlrethis chapter, we discuss model-
dependent theoretical models of Exchange Markessbre and determine how they differ
from each other in deriving either the componeritpressure index or weights assigned to
them or both.

The chapter is outlined as follows. In section®#€elderive Girton and Roper’s (1977)
exchange market pressure index using the monetgyoach to balance of payments. In
section 2.2 we discuss Roper and Turnovsky's (1@8@hange market pressure model and
show how both these indices differ from each othederiving exchange market pressure
components and the weights assigned to them. &e2t®buses a stochastic macro model to
derive Weymark’s (1995) exchange market pressudepaovide a theoretical justification as
to how it differs from Girton and Roper (1977) aRdper and Turnovsky (1980) in deriving
market pressure components and weights assignetthetn. Furthermore, based on the
exchange market pressure index, we derive an enéon index which we define as the
fraction of pressure that Central Bank relievesoulgh the purchase and sale of foreign

exchange reserves. Section 2.4 uses a short-teafthveeigmented monetary model of market
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pressure for deriving Pentecost et al.’s (2001)harge market pressure. Furthermore, this
section shows how Pentecost et al.’s (2001) manedtsure index differs from the preceding

indices. Section 2.5 concludes.

2.1 Girton and Roper’s (1977) Monetary Model of Eghange Market Pressure

The first model we consider is by Girton and Roper (A9Girton and Roper (1977)
derived a model of Exchange Market Pressure u$iagronetary approach to exchange rate
and monetary approach to balance of payments. fidoersed their attention on the monetary
independence that Canadian monetary authorities/eag they pursue a fixed exchange rate

regime. This is based on domestic and foreign nemypebnditions and is given as:

M = PY” exp ™ (2.1)
ME =P Y7 exp) (2.2)
M. =F, +D, (23)
M.* =F"+D (24)

Equation 2.1 denotes domestic money demand. It shioat the demand for nominal

money balancesM ") is influenced by domestic real incomé X and interest ratei (). A rise
in B andY, lead to an increase in demand for nominal mondgnisas. This is because as

domestic price and income increase, people nee@ maney for financing their increased
transactions. On the other hand, the interest nggieesents an opportunity cost of holding
money. Therefore, as the opportunity cost of h@dimney increases, people prefer to hold
nominal money balances in terms of assets thattbarmterest rate instead of cash balances.

This decreases the demand for nominal money balalmpation 2.3 shows the sources of

domestic money supply in the economy. It reveals tfomestic money supplyM;’) is
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created by either increase in domestic credit (dbimeomponent of base money measured in

domestic currency),) or through the purchase and sale of foreign exgbaeservesK, pr
both. * denotes foreign counterparts of domesticabdes.

Money market equilibrium conditions imply that aclyange in money supply must be
equal to money demand. Therefore, we take the faf fast difference of both sides of
equation (2.1) and (2.2):

Am® = Ad, +Af, =Ap, + B By, —a Ai, = Am° (2.5)
Am* = Ad,”+Af7 =Ap "+ B Ay - a' A = Am” (2.6)
The left-hand side of equation 2.5 represents tlieces of domestic money creation and the

right-hand side indicates the determinants of mateaypand in the economy. It shows that the

domestic money supply changes due to changes iestanctredit Ad, = AD, ) and changes
t-1

in foreign exchange reserveAf( = AF, ). B, denotes domestic monetary base. On the other
t-1

hand, the right hand side of equation 2.5 showsstheces of change in money demand that
include changes in domestic price, domestic reabrme and interest rate. We assume that

money multiplier is constant and equal to unityeTinoney market equilibrium condition
requires that log money supply changénf) should be equal to log changes in money
demand Am?).

Subtracting the foreign money market equilibriuondition (eqn: 2.6) from the

domestic money market equilibrium condition (eqi®) ields:
AmS —AmY = Ad, +Af, - Amy = Ap, - Ap; + by, - B Dy, - adi, +a’ Al (2.7)
Girton and Roper (1977) did not assume that absdRurchasing Power Parity

holds. Absolute Purchasing Power Parity holds dniigviations from its absolute version are
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stationary. The non-stationary real exchange raf@yi that absolute version of PPP does not

hold. The relative version of Purchasing Powerti@sigiven as:
Ap, =Ap,”+ A, +Aqg, (2.8)
where As, denotes logged change in nominal exchange rabeedefs the number of units of

domestic currency per unit of foreign currency. efea rise in the exchange rate denotes the

depreciation of domestic currency. In the casetatiacnhary real exchange rate,{, we can

define in equation 2.8 that changes in foreigngaad nominal exchange rate are equally

reflected in domestic price changes. We re-writgaéiqn 2.8 as:

As, +Ag, = Ap, —Ap; (2.9)
Substitution of equation (2.9) in (2.7) yields:

Ad, +Af, —Am = As, +Aq, + BAy, - S Ay, —adi, +a’Ai; (2.10)
Re-arranging the above equation yields:

As, = Ag, —Ad, —Af, + Amy + BAy, — B Ay, —adi, +a"Ai; (2.11)

Ag, denotes deviation from absolute Purchasing PowamityP If absolute version of
Purchasing Power Parity is assumed to hold, thegnwill automatically disappear. However,
Girton and Roper (1977) eliminate deviation fromrdhasing Power Parity Ag,) by

assuming them to be a linear function of domestdit and foreign money growth (Haache
and Townend, 1981):

Ag, = ehd, -6 Am; 6,0 = 0 (2.12)
Substituting equation (2.12) for deviation from ghasing power parity in equation (2.11)
gives:

As, =60d, -G Am - Ad, - AF, +Am + By, - B Dy, - abi, +a” A (2.13)
Re-arrange the above equation:
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As, =-@1-6)Ad, + 1-8)Am - Af, + SOy, - B Ay, —abi, +a’ Ai; (2.14)
Equation 2.14 shows that the domestic credit aneiga money supply are no longer minus
and plus unity. Sincé& is unrelated to that part of growth of money sypphat results from

foreign exchange reserve changes, the coefficientfp is still minus unity (Haache and
Townend, 1981). Therefore, we can write equatidd 2s:

As, +Af, =—(1-0)Ad, + 1-6")Am + Ay, — B Ay, —abi, +a’ Ai; (2.15)

The sum of exchange rate and foreign exchangeveesbianges appears on the left-hand side
of the equation 2.15. This suggests that we carsunea@xchange market pressufss (+ Af, )

without estimating any structural macro model.

It is assumed that perfect capital mobility hadasl is given as:
As.,, =Ai, —Ai" = -a\d, + 0 Am (2.16)
Equation 2.16 is a parity condition which statest tthe differential between domestic and
foreign interest rates is fully reflected in exmetiexchange rate units. The violation of this
parity provides opportunity to foreign exchangeitaalgeurs to make a profit.

Substituting equation (2.16) in equation (2.1%kgi
As +Af, =-1-0)Ad, + L-)Am + BAy, - B Ay, +adhd, —a’ & Am (2.17)
As +Af, =-(1-ad-6)Ad, + (L-a' & -6)Am + By, - B by, (2.18)
Assuming thatg = (1-ad-6) andg =(1-a'd -6 )
Substitution of these values for the coefficientsclbanges in domestic credit and foreign
monetary aggregates yields Girton and Roper’s (L8@idation of exchange market pressure:
As, +Af, = —gAd, + @AM + B Ay, - B0y, +V, (2.20)
As +Af, in equation 2.20 denotes Girton and Roper's (1E¥¢hange Market Pressure

index. It is equally applicable to all exchangeeratgimes. It shows that under a floating
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exchange rate system, exchange rate chard®s@) reflects the extent of foreign exchange
market disequilibrium and foreign exchange researesheld constaniAf, = 0On the other
hand, foreign exchange reservess,(>0) absorb the entire pressure under a fixed exgghan
rate and the exchange rate is held fixesk €0). However, under a managed float or
intermediate exchange rate system both exchangg&gt>0) and foreign exchange reserve
changes 4\s, >0) restore foreign exchange market equilibrium.

The right-hand side of equation 2.20 indicatesdierminants of Exchange Market
Pressure. It shows that an increase in domestiitqrad, ) and foreign income4y; ) either

decreases the value of domestic currency or redheesountry’s foreign exchange reserves
or both and hence increases pressure. On the lzdhel; a rise in domestic income or foreign
money either increases domestic currency valuenaggforeign currency or increases foreign
exchange reserve or both under managed float amteheeduces market pressure.
Furthermore, Girton and Roper’s Exchange Markes$ne assigns equal weights to both
exchange rate and foreign exchange reserves chargese, it does not require estimating
any structural exchange rate model or adoptingséatystical approach for assigning weight to
the components of Exchange Market Pressure. Iteeaily be constructed by summing up

exchange rate and foreign exchange reserve changes.

2.2 Roper and Turnovsky’s (1980) Model of Exchang®larket Pressure

Roper and Turnovsky (1980) derived the optimurderaff that monetary authorities
face between foreign exchange reserve and exchatgechanges for stabilising domestic
output in a stochastic IS-LM frame work that inasda foreign sector. The stochastic I1S-LM
framework that is used for deriving optimum tradeis extended and includes the foreign

sector. It is given as:
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Yo = b.l.yt _bZit - b33t * Uy (2.21)

m =aYy, _a2it T Uy (2-22)
i, =i,"+EAs,, (2.23)
EAs,, =6(5-S) 0<6<1 (2.24)

y, = domestic output in period
i, = domestic interest rate in peritd
s, = exchange rate level denoting the numbers of whitmestic currency per unit of

foreign currency.
S = equilibrium exchange rate level.

S, = expected exchange rate level in the next period.
m, = Money Stock or base money measured in logarithms.
u, =u, =YV, =Stochastic disturbances.
We assume that all parameters in equation (2.2&) pasitive exceptb, that satisfies
additional restrictiorO<b, < 1

Equation 2.21 describes a goods market equilibricondition. It states that
depreciation of domestic currency (i.e. a risesihmakes exportable goods cheaper relative to
foreign goods and hence increases domestic owtpet (y,). This explains negative sign for
exchange rate it equation. Similarly, a rise in interest ratg) (s associated with decline in

domestic output level through the investment chhrfriation 2.22 explains domestic money

market equilibrium conditions. It shows that dorrestominal money balancesm() are

positively and negatively correlated with domesticome and interest rate respectively.

Equation 2.23 assumes perfect capital mobilitgtdtes that domestic interest rate is equal to
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foreign interest ratei{) plus expected exchange rate changEsA§,,). Equation 2.24

describes the evolution of expected exchange Itatsserts that if the current exchange rate is
above the long-term equilibrium rate then one perbhead exchange rate is expected to
depreciate and vice versa.

If we denote the deviations from long-term equilim exchange rate by
s, =(S-9) this enables us to write equation 2.24EAS,,, = &, . Given this expression of
expected exchange rate changes, we can re-writgieq2.23 as:
i =i +65 (2.25)

Substituting equation 2.25 in equation 2.21 gives:

Y. =hy, —h,i; —b,65 —hs +u, (2.26)
(%, —hy,) =Dy, ~b6s —bs +u, (2.27)
(1-h)y, = -bji; —~b65 —hs +u, (2.28)

- _b2it* _b2$[ B bsst +u1t 2 29
Yi (i-b,) (2.29)

Similarly substituting interest rate expressipr i, + &, in equation (2.22) yields:

m =ay, —a,(, +6&)+u, (2.30)
m =ay, —a,, —a,65 +U, (2.31)
Solving equation (2.29) and (2.31) for :

- a:l.(_bZit* —b,65 —bs +uy)

1-b,) _azi: —a,05 tUy (2.32)

m

_ -abji —ap,&5 - ghs +au,
@-b)

m _azi: - az& + Uy (2.33)

By re-arranging the above equation:
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m = {ai(bg N azg}st B AN (2.34)

1-b) 1-b)
The negative exchange rate sign confirms to whattlleory suggests. Monetary authorities
can change the exchange rate by changing the foeighange reserves against domestic

currency (decreasingy ). We can re-write equation 2.34 as:

_(ab, +a,)i vau tu, = 47B) o (2.35)

ST %" a(b, +b,0) +a,0

Re-arranging the above equation yields:

@-b) (@b +a)i
a (b, +b,0) +a,0 1-b)

§=- +au, +U, (2.36)

Therefore, Roper and Turnovsky's model yields matigdendent Exchange Market Pressure
given as:EMP, = As, +7Am,
wheredAe, /0Am, =7 and

L-b)
a,(b; +b,0) +a,0

n=-

Contrary to Roper and Girton’s (1977) model thaigss equal weight to exchange rate and
foreign exchange reserve changes, Roper and Twkyievenodel requires estimating six
parameters from th&-LM framework, as outlined above, for assigning weighforeign
exchange reserve component of Exchange MarketlRPeeschese include income elasticity of

money demandy,, interest elasticity of money demarad, sensitivity of output to its own
level b, interest elasticity of domestic outply, output sensitivity to exchange rate changes
b, and deviation of exchange rate from its long-teamilibrium level 8. Hence we need to

estimate three equations for deriving weights toabsigned to foreign exchange reserve
components of exchange market pressure index. Wilisensure that exchange market

pressure index is not dominated by more volatilaponent.
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2.3 Weymark’s (1995) Model

Prior to Weymark’s (1995) model, Girton and RopgE947) and Roper and Turnovsky
(1980) constructed exchange market pressure indigie®n and Roper (1977) assign equal
weights to exchange market pressure index compsraamnt is a simple sum of exchange rate
and foreign exchange reserves changes. On the lodinel, Roper and Turnovsky (1980) use
stochasticlS-LM framework for deriving weights to the componentsesthange market
pressure index. However, none of these indices shbat fraction of pressure Central Bank
relieves through the purchase and sale of forexghange reserves.

Weymark (1995) addressed this issue. Based omagsiili exchange market pressure
index, she constructed an intervention index thatws what fraction of pressure Central Bank
relieves through the purchase and sale of foreigchange reserve. Weymark (1995)
developed a small, open economy model of Exchangekél Pressure. This consists of
nominal money demand, price equation, uncovereatast rate parity, money supply process

and monetary authority response function to exchaatg fluctations. It is given as:

d

m- =p, +hy, —b,i, +v, (2.37)
P =8, tap, +as (2.38)
i, =i +ES., -5 (2.39
m® =m_° +Ad, +Af, (2.40)
Af, =-p s (2.41)
where:

m, = refers to money stock in period
p, = domestic price level in peridd

y, = real domestic income in peribdd
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i, = domestic interest rate level in period

v, = stochastic money demand disturbance in périod

s, = nominal exchange rate refers to the number i wh domestic currency per unit of

foreign currency.

Ad, = [h D, - hl_lDt_l]/ M, whereh,is the money multiplier in periokl D; domestic credit
and M, is the inherited monetary stocktin

Af, = [h F - h_lFt_l]/ M,_, whereF,is the stock of foreign exchange reserves in period
t, with h, andM..; defined as above

P, = the policy authority’s time-variant responsefficient.

The asterisk denotes foreign counterparts of dameatiables. Small letters denote that all

variable used are in logarithms. The notatigs,,, represents rational agents’ expected value
of exchange rate one period ahead based on thenation currently available.

Equation 2.37 shows that domestic money demanjt) (s positively and negatively
associated with domestic incomg, { and interest ratei,) respectively. This implies positive
and negative sign for estimated real domestic ircqarameterlf > Pand interest rate

parameter i§, < 0. Similarly, equation 2.38 shows that domesticgsi (p,) are influenced

by foreign price (p,) and exchange rate changes)( However, the absolute version of

purchasing power parity is assumed not to hold alaws for systematic deviation given by

a,. If a,=0 anda, =a, =1 simultaneously then equation 2.34 breaks dowmtalzsolute

version of purchasing power parity.
Equation 2.39 is uncovered interest rate paritictvinolds that the domestic interest
rate equals the foreign interest after adjustmémtghe expected change in exchange rate.

Equation 2.40 defines the money supply processhdivs that the current money supply is
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determined by inherited money stocki(,), and by changes in the domestic component of

monetary base, namely domestic credd(=—

) and foreign exchange reserves
t-1

AF
(af, =22

t-1

). B, denotes domestic monetary base. The money mattigi assumed to be

constant and intervention is assumed unsterifised.

Equation 2.41 shows monetary authority’s respofsggtion to exchange rate
movements. The negative sign of monetary autharigsponse function indicates that Central
Bank smooth exchange rate changes by selling archgsing foreign exchange reserves. It

purchases foreign exchange reser#§ X0) when there is pressure on domestic currency to
appreciate (i.eAs, <0). On the other hand, Central Bank sells foreignhexge reserves
when the domestic currency is under depreciatieggure. The monetary authority’s response
function takes values betwe@x p, < . In a country with fixed exchange rate = . This
implies the Central Bank’s infinite interventiorr fimaintaining fixed exchange rate parity. On
the other hand, under float exchange rage= . I® the intermediate exchange rate
arrangement® < p, <. In practice, the monetary authority’s responsefion p, is time-

varying. It is argued that a Central Bank doesintdrvene each time domestic currency is
under pressure. It may be the case that monetdhpraies abstain from intervening in the
foreign exchange market and let the exchange reteges absorbs the entire exchange market

pressure. In such a case, the monetary authorggjgonse function equals zerp, (= ). ®n
the other hand,, >0 when the Central Bank leans against the wind @mdhases foreign

exchange reserves when there is downward presaullernestic currency. It may be the case

that the monetary authority’s response coefficisnhegative p,<0. This occurs when the

" Unsterilised intervention implies that Central Ratoes not offset the effects of the purchase atelaf foreign
exchange reserves on monetary base.
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monetary authority leans with wind — that is, then€al Bank purchases foreign exchange

reserves {f, > 0 when the domestic currency is already under presso depreciate
(As, >0) and vice versa. Substitution of equation 2.38gnation 2.37 yields

m" =a,+ap +as +hy, -b,i +v, (2.42)
Substitution of equation 2.39 in equation 2.42dgel

m’=a,+ap +as +hy, ~b( + ES.-8)+Y (2.43)
m’=a,+ap +(a+b)s +hy, ~b,(,"+ Es.) +Y, (2.44)

The monetary approach assumes continuous moneetreyuilibrium at any period:

Am® =Am° = Am (2.45)

Ad, - p,As, = a,Ap,” +(a, +b,)As, +b Ay, —b,Ai, " -b,AES,, +Av, (2.46)
Equation 2.46 shows that the exchange rate chaegaired for restoring money market

equilibrium subsequent to exogenous disturbancesrtép upon the monetary authority’s
response functionp,. The sources of exogenous disturbance that caoseesiic money
market disequilibrium are foreign price change,nges in domestic income, foreign interest
rate change, domestic credit, expectation aboutrdutxchange rate change, and the random
money demand shock.

Re-arranging equation 2.46:
Ad, - pAs, —(a, +b,)As, = a‘lAptD +bAy, - bzAitD —b,AES.,; Vv, (2.47)
- (:51 ta, + bz)ASt = aiAptD + blAyt - bzAitD - Adt TV~ bzAElst+1

1

= — (5 +a,+b)) lalApD+b1Ayt —b,Ai,” - Ad, +v, —bzAElst (2.48)
t 2 2

As,

N
bs = [X, -bAE(s.,)]

t
where
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B=-1p. +a, +b,)]

X, =|a,ap,” + by, ~b,0i " +v, -Ad,|

Equation (2.48) shows that exchange rate changgsoc@ur due to excessive demand for
money EDM, = [aiApD+blAyt —b,Ai, " +v, —AdtJ or because of agents’ expectations about
future exchange rate changeg\E,S,, > . The actual exchange rate changes also depend on
the Central Bank’s choice for the value gf and also on exchange rat, § and interest rate
(b,). The expressiorEDM, also suggest that an increase in domestic crelfibhet increase

pressure on domestic currency if it is equally etfffsy an increase in the demand for domestic
monetary aggregates.

Re-arranging equation 2.48 yields:

(P.+a, +b,)As, =-[a,Ap,” +bAy, —b,Ai,"-Ad, +v, ~b,AES,,,]

p.bs +(a, +b,)As = {a,0p,” +bAy, —b,Ai,” -Ad, +v, —-b,AES,,]

Substitution ofg,As = —Af, from equation 2.41 in the above equation yields:

- Af, +(a, +b,)As, = -{a,Ap; +bAy, —b,Ai; —Ad, +v, —b,AES,,,] (2.49)
Re-arranging equation 2.49 yields:

(a, +b,)As = [aiApt* +b Ay, - bZAit* —Ad, +v, ~b,AES, +Af] (2.50)

Multiplying both sides of equation 2.50 bgi—b yields:

2 2

- [aiAptD + blAyt B bzAitD TV, — Adt B bzAESH + Aft]

2.51
2 +b, (2.51)

As,

and the implied exchange rate elasticity with respeforeign exchange reserves is given as:

__aAst_ -1
oAf, a,+b,

(2.52)
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It is assumed that exchange elasticity of domgsite (a,) is greater than interest elasticity

of money demandly,). This implies that the elasticity of exchangesnaith respect to foreign

: o 1
exchange reserves is always negative/fize- <0).
2 2

The Weymark (1995) model dependent Exchange M&tletsure is given as:
EMR = As, +7Af, (2.53)
The construction of Exchange Market Pressure reguihe estimates of. This further
requires the estimates of interest rate elastioityeal money demandbf) and exchange
elasticity of domestic pricea,). Thus the construction of Weymark’s (1995) Exdmen
Market Pressure index requires only two estimatesnely interest elasticity of money
demand b,) and exchange rate elasticity of domestic prigg) @nd contrasts with the Roper
and Turnovsky (1980) model that requires estimatirgparameters. .

Under fixed and floating exchange raties,entire pressure is absorbed by exchange rate
and foreign exchange reserve changes. However,r umdeanaged float or intermediate

exchange rate arrangements, monetary authorities ttadecide what fraction of pressure

they are willing to relieve by foreign exchangeemention. Hence under a managed float,

t

exchange market pressure is relieved by exchartgechange{ EAI\;TPJ and part of it by

. Af L . ,
foreign exchange reservEsEM—tPj. Therefore, the division of equation 2.53 yields:
t

__Bs A

e I (2.54)
EMP  EMP

Weymark defines exchange market intervention aaaién of pressure that the Central Bank

relieves through the purchase and sale of forexghange reserve and is given as:
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@) B,

EMR mAg L,
n

(2.55)

The intervention index takes values betweer <« <. In a fixed exchange rate regime

As, =0 and the entire pressure is absorbed by foreighange reserves)f, = EMR). In
such a casey = 1. On the other hand, under a flexible excharage regime, the entire
pressure is absorbed by exchange rate chan§®s=EMR) and foreign exchange reserve
changes are held constaif(= ). @nder an intermediate exchange rate systemtirtine
varying coefficient takes values between zero anfinity 0<p<o and therefore,

intervention index takes a value between zero aty 0<c <1.

2.4 An Alternative Exchange Market Pressure Model
Pentecost et al. (2001) derived their ExchangekbtaPressure index from a short-

term wealth augmented monetary model of foreigrharge market. The model assumes that
purchasing power parity does not hold, imperfedbssitutability between domestic and
foreign assets, and non-bank financial wealth astie determinant of demand for all assets.

The model in log linear form is given as:

Am, = Ap, = aby, + gAw, + BAi,, — )i, — A, (2.56)

A denotes first difference operatan, is nominal money balanceg, is domestic price level,
y, domestic output levely, non-bank private sector wealth, own short-term interest rate

of nominal money balancesr and ¢ denote income and wealth elasticity of real money

demand/f, y and ¢ denote elasticities of real money demand with rngatself, interest rate
on alternative assets, ) and foreign interest rate, () respectively. Equation 2.56 shows that

the demand for nominal real money balances is igekit associated with domestic real
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income (y,), non-bank private sector wealtlw,) and the own rate on nominal money
balancesi(, ). The positive association between real money deinaad its own interest rate
(i) reflects the fact that money is held in the foofmbank deposits that yield low but

positive interest rate. Equation 2.56 further iaths that the demand for the domestic real
money balances is negatively associated with istel@e on competing assets and foreign
interest rate. All variables in equation 2.56 akeqg in log form.

Domestic credit and foreign exchange reserve awmrdgetermine the domestic
money supply. After assuming a unity multiplier, ea write domestic money supply as
AnY = Ad, + Af, (2.57)

The continuous money market equilibrium conditimplies the equality of changes
in real money demand and supply equation. Henceamewrite continuous money market
equilibrium condition as:

Am, = Ad, +Af, = Ap, +ady, + SO, + PAW, — A, — A, (2.58)
Equation 2.58 indicates the equality between chamgenoney supply and money demand
and thus ensures continuous money market equitibriu

The demand for real money balances in a foreigmiry is identical to domestic real
money demand function and is given as:

Am - Ap; = aly, + BAi, + @AW, — JAi, — A, (2.59)

y and & denote semi elasticity of demand for domestic neahey balances with respect to
domestic and foreign interest rate. Compare toidarbonds, domestic bonds are assumed to
be closer substitutes of domestic real money bekarthis ensures that the semi-elasticity of
domestic real money balances with domestic intenast is higher then the foreign interest
rate y >9.

The nominal exchange rate that links domesticfarelgn money market is given as:
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S = Q{%J (2.60)

t
Equation 2.60 shows that nominal exchange ratéeatefined as real exchange rate adjusted
for relative price ratio. Real factors determinealreexchange rate and are therefore
exogenously given. Therefore, we can write equaié0 as:

As, =Ap, —Ap; +Aq, (2.61)

Equation 2.61 permits the deviation from purchagiager parity (PPP)

The changes in relative output growth are refi@atechanges in real money demand
which in turn depend on real exchange rate andivelanterest rate differential changes.
Therefore, we can write this relationship as:

(Qy, —Ay;) =g, - A(Ai, —AiL) (2.62)
Equation 2.62 indicates that relative changes tpwudepend on real exchange rate changes
and on relative interest rate differential betwdemestic and foreign country.

Solving equation 2.58 fo\p, yields:

Ap, = Ad, +Af, —ady, - BAi,, — AW, + JAi, + AN, (2.63)
Similarly, the solution of (2.59) foaAp, yields

Ap, =Am - ady, - BAi;, — AW, + A, + AT, (2.64)
Subtracting 2.64 from 2.63 yields:

Ap, _Ap: =Ad, + Af, —ahy, - SO, — AW, + A, + cﬂi: -
[ant - any; - A, ~ g + jai; + i ]

Ap, - Apt* =Ad, + Af, —ady, - SAiy, — gAW, + A, + &i: - A”f + aAy: +
ﬁAi:nt + ¢AW: - }'Alt* -\,

Substituting equation 2.61 for domestic and fargagice differential in the above equation

yields:
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As - Aq, = Ad, +Af, —aly, - B, — AW, + A, + &i: ‘A”f + aAy: +
ﬁAi:nt + ¢AW: - J'Alt* - A,

Re-arranging the above equation yields:

As - A, = (Ad, —Am) = a(By, = 8Y;) = By, = Diy,) — (AW, —Aw) +
(- Y)(Ai; - bi) +Ag,

Substituting equation 2.62 in the above equatietdygt

|as + B, - ai,) - AF | = (Ad, - An) - ayng, + aA(Bi, - Bi) - g(Bw, - D) +
(v - O)(Ai; - Ai) +Aq,

Re-arranging the above equation:

|8 + BB~ Biry) = A, | = (80, - AmY) + (1= a)Bg, + (A + y - 8)(B, - i)
— (AW, — v ) (2.65)

The left-hand side of equation 2.65 measures BExgghadarket Pressure in a wealth-
augmented monetary model. It is a simple sum ofinahexchange rate changes, changes in
relative interest rate differential and foreign leaege reserve changes. It shows that interest
rate is another channel that the Central Bank a@nfor restoring foreign exchange market
equilibrium. The positive sign indicates that CahtBank can relieve Exchange Market
Pressure by increasing interest rate, letting exghaate to depreciate or by selling foreign
exchange reserves or any combination of all thasahles.

Equation 2.65 further shows the determinants wéhBnge Market Pressure in a
wealth-augmented monetary model. It indicates tBathange Market Pressure can be
explained by relative changes in monetary aggregaeal exchange rate changes, relative
changes in long-term interest rate differential agldtive changes in non-bank private sector
wealth. It reveals that growth in domestic monetaggregates greater than foreign country
aggregates increases pressure on domestic curteraspreciate. Similarly, the factors that

increase demand for domestic money relative toigarenoney, such as non-bank private
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sector wealth, reduce pressure. As we have arduaekay > 0 ; therefore, a domestic long-

term interest rate above a foreign interest raggssts an increase in pressure.

2.5 Central Bank Foreign Exchange Intervention
The Central Bank can influence Exchange Markes$ne by intervening in the

foreign exchange market. This could be direct aliratt intervention. Direct intervention

refers to the purchase and sale of foreign exchaegerves with the sole objective of
influencing exchange market pressure. On the dthed, the use of interest rate to influence
the prevailing pressure is called the Central Bankidirect foreign exchange market
intervention. In this thesis, we have particulafbcused on the Central Bank’'s direct
intervention.

Direct intervention can be sterilised and ungssd. Sterilised intervention refers to
Central Bank’s offsetting the effect of purchasel aale of foreign exchange reserve on
domestic monetary base. In other words, undetfisestiintervention, domestic monetary base
remains unaffected by the Central Bank’s actionthéforeign exchange market. In contrast,
under sterilised intervention, the Central Bank ddomt offset the effects of its foreign
exchange intervention on domestic monetary bases Blomestic monetary base changes by
the extent of changes in foreign exchange reseBiese it changes domestic monetary base
therefore, it is assumed that unsterilised inteiwenhas a significant effect on exchange
market pressure. On the other hand, the effectenilised intervention on exchange market
pressure is uncertain. Since it leaves the domestinetary base unaffected its effect on
market pressure is still to be fully investigated.

In this thesis, we have focused on the CentralkBiatervention in the foreign
exchange market. We have then used interventioexindlues for evaluating the conduct of

the Central Bank monetary policy over the given glanperiod. The objective was to check
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the extent that Central Bank allows to market ferge the determination of exchange rate
level. We have not paid attention to whether therirention policy pursued by the Central

Bank is sterilised or unsterilised.

2.6 Conclusion
In this chapter we have discussed theoretical nsodelExchange Market Pressure.

They are called model-dependent models becauser ¢t components of exchange market
pressure or weights assigned to them or both areedefrom a stochastic macro model. The
objective was to check how they differ from eacheotin terms of their components or
weights assigned to them or both.

Girton and Roper (1977) used a monetary modekkoha&nge rate determination and
derived exchange market pressure index that isnalsisum of exchange rate and foreign
exchange reserve changes. It assigns equal weghtgh exchange rate changes and foreign
exchange reserve changes. Hence the construdtiGirton and Roper's (1977) exchange
market pressure index does not require estimatimygstochastic macro model for deriving
weights to be assigned to components of pressdexirRoper and Turnovsky (1980) on the
other hand, used dB8-LM framework for deriving the trade off that monetarythorities face
between exchange rate and foreign exchange resetves they stabilise domestic output.
The exchange market pressure that they derive asstim of exchange rate and foreign
exchange reserve changes. However, both comporastsnot equally weighted. The
construction of Roper and Turnovsky (1980) requéstsmating six parameters for weighting
foreign exchange reserve changes.

Contrary to Girton and Roper (1977) and Roper &ndovsky (1980), Weymark
(1995) constructed an exchange market pressureid@cd/ention index. The intervention
index is defined as the fraction of pressure thatG@entral Bank relieves through the purchase
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and sale of foreign exchange reserves. Similar dpeR and Turnovsky (1980), Weymark
(1995) also used a macro model for deriving theghtsi assigned to foreign exchange reserve
changes. Contrary to Roper and Turnovsky (1980)riéek (1995) requires the estimation of
two parameters for assigning weights to foreigrhaxge reserve changes.

Girton and Roper’'s (1977), Roper and Turnovsky'880) and Weymark’s (1995)
exchange market pressure indices are simple sunexabfange rate and foreign exchange
reserve changes. However, they differ in weighBogemes. Pentecost et al. (2001), on the
other hand used a wealth-augmented monetary maukldarived an exchange market
pressure index that is a simple sum of exchangge fateign exchange reserve and relative
interest rate differential changes. The constrmctod Pentecost et al.’s (2001) exchange
market pressure index requires the estimation ef marameter for assigning weight to the

relative interest rate differential component ia #xchange market pressure index.
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Chapter Three

Empirical Exchange Market Pressure Literature

In this chapter, we discuss the studies that hased WGirton and Roper (1977),
Weymark (1995) and Eichengreen et al. (1996) falweating pressure on different countries’
currencies and monetary authorities’ response ifmct~urthermore, we also discuss the
studies that have used Girton and Roper (1977)Eaciiengreen et al. (1996) for evaluating
the determinants of exchange market pressure ie 8gries and panel frameworks. The
objective of constructing Exchange Market Presama an intervention index is to check the
direction of pressure and see what fraction of qunes Central Banks relieve through the
purchase and sale of foreign exchange reservethdromore, the objective of evaluating the
determinants of Exchange Market Pressure is tormeie whether they confirm their
theoretical predictions. The results indicate dowardvpressure and active Central Bank
intervention. Furthermore, we gather evidence tih@t determinants of market pressure
confirm their theoretical predictions.

The rest of the chapter is as follows. In sectidh \Be discuss the studies that have
used Girton and Roper’s (1977) model and its difieversions to different countries. Section
3.2 discusses the studies that have used a VARbagprwhile using Girton and Roper’'s
approach. Weymark’s (1995) model and its applicatmdifferent countries are discussed in
section 3.3. In section 3.4, attention is paidhe studies that have used Eichengreen et al.

(1996) in time series and panel frameworks. Se@iérconcludes.
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3.1 Empirical Studies of variants of the Girton andRoper (1977) Model.

The first model that we discuss is Girton and Rep@ 977) theoretical model. They
applied their model to post-war Canada. Its obyectivas to construct Exchange Market
pressure index and measure the degree of autonmaythte Canadian Central Bank has in
pursuing an independent monetary policy in an opeonomy. They equated monetary
autonomy with monetary authorities’ ability in drgeng domestic prices and interest rates
from their foreign counterparts by the use of manetpolicy. Girton and Roper (1977)
measured the monetary independence with the damastdit parameter in their estimated
regression equation. A lower domestic credit edtohacoefficient suggests that monetary
authorities can use domestic credit as instrumentametary policy for influencing domestic
macroeconomic conditions. On the other hand, higloenestic credit shows that an increase
in the domestic component of money supply woulddase pressure on domestic currency.

Such a case implies the loss of monetary indepeedérhey regresseEMR on Canadian
dollar on changes in domestic crediid(), growth of US money supplyAmm ), domestic
output growth Qy,) and US output growthAy; ) respectively and estimated the following
equation:

EMP =a -BAd, +B,Am + B.Ay, — B4y, +V, (3.1)

Where EMPR consists of Canadian exchange rate defined as ewaflunits of Canadian per
US dollar changesAs, ) and foreign exchange reserve changsfs)(respectively. A random
error termy, is included in the equation to capture the effeftemitted variables from the

equation and deviations from equilibrium. Similarly is an intercept that measures the
extent of pressure in case all regressors includdde equation are equal to zero. Girton and
Roper (1977) estimated equation 3.1 for Canadagusmualised data for the period 1952

through 1974. The estimated coefficient of domestexdit in equation 3.1 was quite high,
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suggesting that Canadian monetary authorities whneler a fixed exchange rate, had little
scope for pursuing independent monetary policyotlmer words, an increase in domestic

credit reflected in either exchange rate changks)(or foreign exchange reserve changes
(Af,) or any combination of both under managed floathe® variables included in the

regression equation (3.1) confirmed their theoattfredictions. Girton and Roper (1977)
tested the sensitivity of exchange market pressudex to its components (whether the
authorities absorb pressure in international reseivanges or exchange rate changes) by

including a new variablé? = s / f, in (3.1) and re-estimated it. The newly introduvadable

was insignificant and the estimates of the resthef variables remained unchanged. This
suggests that the constructed exchange marketupeeissinsensitive to its components (see
table 3.1). This has the policy implication thag¢ tomponents of Exchange Market Pressure
can be used for the foreign exchange market int¢iwe necessary for attaining certain
exchange rate targets (Girton and Roper, 1977).

A modified version of Girton and Roper’'s (1977) mebavas applied to Brazil by
Connolly and da Silveira (1979). This modified vensdepends on four essential ingredients:
(a) stable money demand function, (b) money sugplypurchasing power parity, and (d)
monetary equilibrium. Unlike Girton and Roper (137Connolly and da Silveira assume that
purchasing power parity holds continuou$lBased on these assumptions, they derived a

single country exchange market pressure regressjoation given as:
EMR = _IBlAdt + IBZAp: + IBSAyt (3.2)
Connolly and da Silveira estimated equation (82)two period: one for 1955-1975

and then for a shorter sub-period of fourteen yeb®62-1975 for Brazil. The sign of the

estimated coefficient on the growth of domestiaddrevas consistent with a monetary model

8 purchasing power parity states that domestic prieiect foreign prices via exchange rate changes.
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of exchange market pressure and was significabbth periods. This can be interpreted as
given a stable money demand function; an increasgomestic credit is associated with an
outflow of foreign exchange reserve or depreciabbrexchange rate or any combination of
these under a managed float. Thus the domesticgt @eefficient worked as an offsetting

coefficient, and reflected changes in domestic itrbding offset by either exchange rate
changes or foreign exchange reserve changes ocanpgination of these. The estimates of

both foreign price 3, and incomegB, were not significant from 1955 to 1975, but wennf

1962 to 1975. This shows that an increase in thiagables appreciated domestic currency,
encourages capital inflow or a combination of bath¢g thus reduced pressure on domestic
currency.

It is argued that the regression equation that treeexchange rate or foreign exchange
reserves changes as the sole dependent variablmess fixed and flexible exchange rate
regime. Connoly and da Silveira (1979) verified tperformance of the model that uses
simultaneous changes in exchange rate and foregraage reserve changes by comparing its
results with those that are obtained using exchaaigeand foreign exchange reserve changes
as the sole dependent variable. The results ofettpeession equation that used exchange rate
and foreign exchange reserve changes comparedse tbtained using the sum of exchange
rate and foreign exchange reserve changes werefpotre entire sample period and worst
for the sub-sample. This confirmed the opinion thatler a managed float, simultaneous
changes in exchange rate and foreign exchangevees#ranges better explain exchange
market pressure then exchange rate or foreign egeheeserve changes alone. They also

tested the sensitivity of exchange market pressreits components by including
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J, =(s, -1 /(f, -1 exchange rate to foreign exchange reserve Yaftee basic objective of

including this ratio as an additional variable wascheck what fraction of pressure the
monetary authorities relieve by exchange rate amckign exchange reserve changes

respectively. The higher value of the estimatedffment of §, implied that monetary

authorities preferred exchange rate changes isvielj pressure. On the other hand, lower
value is associated with foreign exchange resebsmrling a major portion of exchange

market pressure. The estimated coefficientsbfwas insignificant and other coefficients
remained unchanged. The insignificant estimatefofmplied that the monetary authorities

did not distinguish between exchange rate and dareexchange reserves in relieving
exchange market pressure (see Table 3.1 for details

The modified version of Girton and Roper (1977)egivin equation 3.2 is further
applied by Modeste (1981) for evaluating the Argeedn monetary experience during the
1970s. All variables except foreign price confirntedir theoretical predictions. However, the
estimated coefficient of foreign price was insigraht and yet the F — statistic of 9.41 indicate
that the three variables together explained subatarriation in exchange market presstfre.
Modeste (1981) further tested the sensitivity ofl@nge market pressure to its components

by including 4, = (s, -1)/(f, —-1) as an additional regressor. The estimated coeffiaf J,

was insignificant and the estimated parameters th@ remaining variables remained
unchanged. This supports the view that monetarhoaities did not distinguish between
exchange rate and foreign exchange reserve changestoring foreign exchange market
equilibrium. Modeste (1981) further tested the caffly of monetary model of exchange

market pressure using exchange rate and foreighaege reserves as the sole dependent

° Girton and Roper (1977) usef = S / ft for testing the sensitivity of Exchange Market $2rge to its

components. It is discontinuous for valuesf(gfequals to zero.

9 The F-test is used to test the null that all estéd parameters in the regression equation are ltemejection
implies that one of these estimates is non-zeralauns explains some variation in the dependentlotei
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variables. The use of exchange rate and foreigimamge reserves as the sole dependent
variable implies flexible and fixed exchange ragstem. The estimates of exchange market
pressure using either exchange rate or foreignamge reserve changes as sole dependent
variable were inferior to those obtained from tlegression equation that used the sum of
exchange rate and foreign exchange reserve chasgbe dependent variables. This confirm
the view that under managed float, both exchantgeaad foreign exchange reserves instead
of exchange rate and foreign exchange reserves dletter explain market pressure for
Argentina in 1970s. These finding confirm the sigréy of monetary model in explaining
market pressure under a managed float.

The studies discussed above focused on the redairbetween exchange market
pressure and its determinants. It is importanther parameters to be stable over time for the
formulation of effective policy. Hodgson and Schin€t981) addressed this issue and tested
the stability of Exchange Market Pressure and iwsetary determinants for Canada, France,
West Germany, Belgium, the Netherlands and Swdrekl They used quarterly data from
1959:02 to 1976:01 and two stage least square agipfor carrying out their analysis. For the
United Kingdom, the sample period was 1964:02 t661®1, due to the absence of some data
before 1964. Hodgson and Schneck tested the syatilthe relationship between Exchange

Market Pressure and its determinants using theviiiig equation:
EMR =a +BAs., + B,DY, + B0p, + B8, + SAd,
By, + B.0p," + B.Aa"” + B,Ad," + B £+, (3.3)
The new variables introduced in equation 3.3 Asg, and Aa,. The former denote future

spot rate of the same maturity as domestic andgiotiaterest rate and the latter is the deposit
expansion multiplier. The future spot rate reflettts linkage between domestic and foreign

economies through the asset market. It reflectetfeets of interest rate differential between
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domestic and foreign countries on exchange manesispre. The deposit expansion multiplier
is the inverse of reserve requirements. It reflébes influence of an increase in checkable
deposits resulting from the changes in the resest/#éise commercial banks on exchange rate
and reserve changes. The world counterparts ofidhgestic variables are denoted by *. The
world variables are weighted average of the comedmg variables for the individual
countries. The weights are the ratio of individoaney stocks to world money stocks. The
world is defined as the sample countries plus Un8tates, Japan and Italy.

Expected signs of the coefficients are:

Bo:B7. B3, Be: By >0 and B, 55, B, 5, < O

The sign of B, is uncertain. It reflects the effect of interesterdifferential between domestic
and foreign country on exchange market pressuaitfir uncovered interest rate parity. This
could be either positive or negative. The posigffect of future spot exchange rate is in
conformity with the Chicago theory that assumesilflie prices. As a consequence, changes
in nominal interest rate reflect changes in expkatdation rate. Therefore, an increase in
domestic interest rate relative to foreign intemasé reflect an increase in domestic inflation
and hence an increase in pressure on domesticicyr@ depreciate.

On the other hand, negative future spot rate iaceord with Keynes theory which
assumes sticky prices, at least in the short ransThe assumption of sticky prices suggests a
rise in interest rate as a consequence of cordradti domestic money supply without
matching fall in domestic prices. A domestic ingtreate higher than the foreign interest rate
attracts capital inflows and thus puts pressuredomestic currency to appreciate. Thus
Keynes theory suggests a negative relationshipdsstviuture spot rate and exchange market
pressure. The results indicate that money demaridbkas were generally insignificant. On

the other hand, money supply variables like doroesgdit and home money multiplier were
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significant with signs as predicted by theory. Ttability test however, suggested a weak

relationship between exchange market pressuretantbinetary determinants.

The estimated parameters of domestic incomyg ) foreign price Qp;), foreign
deposit expansion multiplierAg; ) and expansion in the domestic credit of foreigurtry

(Ad,) results either an increase in foreign exchangerve or appreciation of domestic

currency or both and thus reduce pressure on damastrency. On the other hand, the

estimated coefficients of changes in domestic p(&®,), domestic deposit expansion

multiplier (Aa, ), domestic credit&d, ) and foreign incomedy; ) exert pressure on domestic

currency to depreciate and that an increase ireth@sables either reduces domestic countries
holding of foreign exchange reserves, deprecidiesalue of domestic currency or both.

A slightly altered formulation of Connolly and d@dv@ira’s (1979) version of Girton
and Roper's (1977) model was adopted by Kim (198B) examining Korean foreign
exchange market conditions for the period MarchO1l98 July 1983. He estimated the

following equation:
EMR =-£Ad, + ﬁzAptD + B4y, - B,Amm (3.4)
In addition to standard variables, Kim includg&sym in the equation for capturing the effects

of money multiplier changes on Exchange Market &tnes? The negative estimates of

domestic credit and money multiplier confirmed tte#cal predictions that an increase in
these variables increased pressure on domestiencyrto depreciate. This can be interpreted
as, when the nominal cash balances of the domesstidents increase, they swap them for

foreign currency. This increases pressure on dacnestrency to depreciate. On the other

11 Zettelmeyer (2004) evaluated the impact of moygpaticy shocks on exchange rate in Australia, Garand
New Zealand during the 1990s. They identified manetshocks with the reaction of three months market
interest rate to policy announcements that werehmanselves endogenous to economic news on the gayne
and found a negative association between inteagstike and exchange market pressure.

2 The money multiplier reflects the total changetiea money supply that results from an increasenefumit of
money in the economy.
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hand, positive estimates of foreign price and deimesacome support the view that an
increase in both these variables attracts eithem#iow of foreign exchange reserves or
exchange rate appreciation or any combination @h.bKim reestimated equation 3.4 by

including &, =(s, —1)/(f, —1) as an additional regressor. The objective wasett the

sensitivity of exchange market pressure to its aomepts. The estimate of coefficient on this
variable was insignificant and other variables rexd unaffected. This suggests that
monetary authorities did not distinguish betweechaxge rate and foreign exchange reserve
in relieving pressure. Finally, Kim estimated edgoat3.4 using foreign exchange reserves as
the sole dependent variable. The estimated coefiti@f variation and significance of foreign
price increased substantially while that of doneesticome and domestic credit reduced
slightly. Kim interprets this finding as the Koreamnetary authorities preferring to utilise
foreign exchange reserves in relieving pressuras Tily reflect the Korean monetary
authorities’ fear that exchange rate movements amaluly influence domestic prices and the
debt burden of the country.

The monetary models that used exchange rate chasgthe sole dependent variable
failed to explain short-term movements of Canadih-dollar exchange rate in the 1970s
(Backus, 1984; Lafrance and Racette, 1985). Ths$ @aubt on the validity of the monetary
approach as an explanation of the short run moven@nCanadian-US exchange rate after
the breakdown of Bretton Wood system. Burdekin Bodkett (1990) argued that the studies
that use exchange rate as the sole dependent leairaplicitly assume a fully flexible
exchange rate which seems inconsistent with theabpbst-Bretton Wood experience of dirty
float. They therefore used simultaneous changesxthange rate and foreign exchange
reserve as the dependent variable and re-exantieeoerformance of the Girton and Roper’s
(1977) monetary model for explaining short-term mmments of the Canadian-US exchange

rate for the period 1963:01 to 1988:01. The obyectvas to test whether the monetary model
51



adequately explains short-term movements of thea@ian-US exchange rate since its
floating in June 1970. The proposed dynamic spetifin of the Girton and Roper (1977)

model included lagged dependent and independeigbies. Other variables included in the
model are the Canadian and US gross national pratkftators and the Canadian and US
three-month Treasury bill rates. The results indidaat all variables have signs consistent
with the literature and were generally significgndifferent from zero. However, some

variables were insignificant, particularly the Cdiaa Treasury Bill Rate.

A modified version of Girton and Roper’s (1977) retary model of Exchange Market
Pressure as given in equation 3.4 was further egfly Thornton (1995) to Costa Rica. Costa
Rica is a small economy in which foreign prices amzhetary conditions are taken as given.
In addition, Costa Rica’s domestic currency andeifgmr exchange reserves witnessed
significant changes over the given sample peridus Thade Costa Rica a suitable country for
testing the validity of Girton and Roper’'s (1977pmetary model of Exchange Market
Pressure.

The estimated parameters were in conformity witkirttheoretical predictions. The
negative estimate of domestic credit and moneyipligit implied that an increase in domestic
credit increased pressure on domestic currencgpoediate. On the other hand, positive signs
of foreign price and domestic income suggest thaherease in these parameters is associated
with decrease in pressure on domestic currencyrnitwo (1995) further tested the sensitivity
of exchange market pressure to its components dydimg the ratio of the exchange rate to

foreign exchange reserves = (s, —1) /(f, —1) . The estimated coefficient on this variable was

insignificant and other estimates remained unchdngkis suggests that monetary authorities
did not distinguish between exchange rate anddorekchange reserve changes in relieving
pressure. Finally, Thornton (1995) reestimatedrtioelel using foreign exchange reserves as

the sole dependent variable. The overall estimaftéfse model improved substantially, which
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the author interprets as the Central Bank of CB&ta preferring foreign exchange reserve in
relieving pressure. This may reflect the monetatharities’ fear that exchange rate changes
might influence domestic price levels.

All the studies discussed above, except BurdekehBurkett (1990), estimated Girton
and Roper (1977) and its modified version withollbveing for a dynamic response. Mah
(1998) on the other hand, adopted a dynamic appraad re-examined Connolly and da
Silveira’s (1979) version of Girton and Roper’s rabds given in equation 3.2 for Korea. The
dynamic equation that Mah proposed included lag@gddges of the independent variables. The
estimated coefficients showed signs consistent thighr theoretical predictions. Furthermore,
the estimated parameters were significantly differfBom zero suggesting that dynamic
specification of equation 3.2 explained exchangekeigressure for Korea adequately.

All the studies discussed above use Girton and FOE&977) model to examine
individual country Exchange Market Pressure. Bahrmkooee and Bernstein (1999) on the
other hand, employed Girton and Roper’s (1977) mémteinvestigating EMR for Canada,
France, Germany, Italy, Japan, UK and the US. Téstynated three different specifications
of this equation. In addition to the benchmark m@degiven in equation 3.4, they estimated it
using exchange rate foreign exchange reserve wdto (s, —1)/(f, —1) as an additional
independent variable. The basic objective of iniclgdhis ratio was to test the sensitivity of
exchange market pressure to its component. Thd #pecification used foreign exchange
reserve changes instead of composite index thatdas exchange rate and foreign exchange
reserves as the dependent variable. The estimétbsnchmark equation were poor. The
domestic credit coefficient was insignificant foi eountries except Canada and the UK.

However, when the same equation is estimated u8jngs an additional regressor, results

were substantially improved. The estimatedpfis significant and of negative sign, suggesting
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that most of the pressure in these countries i®rhbd by changes in foreign exchange
reserves rather than exchange rate changes. Fittalgpecification of equation 3.4 that used
foreign exchange reserves instead of compositaias, including exchange rate and foreign
exchange reserve changes yield the estimates iables of interest in accord with literature.
One implication of these findings is that the exaerate regime of these countries was close
to fixed instead of freely floating.

Contrary to the studies discussed above, Poll&@89)l tested Wohar and Lee’s (1992)
formulations of the Girton—Roper (1977) model ustlega from Barbados (1968 - 1991),
Guyana (1964 - 1985), Jamaica (1964 - 1993), amddad and Tobago (1967 - 1993). The
basic objective of the paper was to identify thterimational variables that develop pressure on
Caribbean countries’ currencies. Wohar and Lee92) formulation of the Girton and Roper

model is given as:
EMP =-B8Amm - B,Ad, + B,Am + B,Aq, + BAY, - BAY, — B,Aer, +V, (3.5)
g, and er.denotes deviation from the purchasing power paaityl interest rate differential

between domestic and foreign country.

Wohar and Lee (1992) proposed an alternativeisoniodel which is given as:
EMP =-BAmm - B,Ad, + B,0p; — B,Ai; + BAq, + BLY, — B.0er +V, (3.6)
The difference between the two equations is the Veagign disturbance enters into the
economy. In equation 3.5, foreign money supply ambme are the sources of foreign
disturbance. On the other, foreign price and isterate are the important sources of foreign
disturbances in equation 3.6.

The estimates of both domestic credit and moneitiphiar are significant and are
negatively signed, which is in conformity with tHigerature. Similarly, the estimate of

differential between domestic and foreign pricedsitive and is significant, suggesting that

54



purchasing power parity does not hold for Caribbeanntries. Similarly, the coefficient of
domestic income, although of positive sign, issighificantly different from zero.

The results further showed that growth in US mosegply significantly increased
pressure for Barbados and Guyana and was therefenéfied as a major source of foreign
disturbance for these countries. On the other ha&is, inflation significantly increased
pressure for Jamaica and Trinidad and was thereftmnetified as an important source of
foreign disturbance for these countries. For Jamadlwe US interest rate was identified as a
source that contributed to the build up of pressurets currency. Finally, Pollard tested the
composition of Exchange Market Pressure to its aomapts by including another variable

J, =(s, -1 /(f, -1 in the regression equation. The estimated coefficon this ratio was

insignificant for Jamaica and Trinidad & Tobago.w&wver, for Barbados and Guyana the

estimate was significant and of positive and negasign. This suggests that in Barbados, the
monetary authorities preferred exchange rate clsafgerelieving pressure. On the other

hand, the negative estimate of this ratio implieattmonetary authorities in Guyana

intervened in foreign exchange market and relieweukt of the pressure by selling and

purchasing foreign exchange reserves.

Contrary to above studies, Taslim (2003) appliedtd@i and Roper's (1977)
framework to study Australian exchange market pmessand reserve transactions during
1975-1997. The results indicate substantial resénaesactions even after the switch to a
floating exchange rate in December, 1983. This shthat Australian monetary authorities
permitted little flexibility to exchange rate in jadting towards its underlying market
equilibrium rate. An implication of the continuedtervention is that monetary policy is
unlikely to be fully independent of balance of pans adjustments.

Most of the studies that we have discussed havel wkemestic and foreign

macroeconomic variables as Exchange Market Presl®ieeminants. Conversely, Hallwood
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and Marsh (2004) used expected exchange rate chanthen the band€£Ax,,, and expected
exchange rate depreciation from the central pdity, along with macroeconomic variables
as the determinants of Exchange Market Pressuey &taluated Exchange Market Pressure

against pound during the inter-war period wherpirated a peg to gold and consequently to

the US dollar and estimated an Exchange MarkesBresnodel in the following forr:

EMP =a - 8d, + £5,d,” + B,(8y, - &y,") - 8,80, - BEAX.,, — BE(AC) +v,  (3.7)

EMR refers to Girton and Roper’s (1977) measure ofhBrge Market Pressure index. Its
lower value implies greater pressure against pdwechuse there is some reduction in the
domestic reserves relative to foreign reserveseactiange rate depreciation.

We include EAx,,, and Eg,, as additional regressors. The rationale for inolgdhe
real exchange rate is to evaluate the effect ofatien from purchasing power parity on the
level of exchange market pressure. An over-valueal exchange rate reduces domestic
exporters’ competitiveness in the international ketiand hence puts downward pressure on
domestic currency. The deviations from centraltggc,) and movements of exchange rate
within the band ;) reflect the effect of expected exchange rate ghaon the level of
exchange market pressure. Uncovered interest aaity guggests that expected exchange rate
reflects the differential between domestic and ifpreinterest rate therefore, we include
deviations from central parityc() and movements of exchange rate within the bagy t0
evaluate the effect of interest rate differential @xchange market pressure. The asterisk
denotes foreign counterparts of domestic variables.

The main finding of the paper is that devaluagapectation as denoted by deviations

from central parity ¢ ) and movements of exchange rate within band) (and UK

13 Hallwood and Marsh (2004) used monthly data betwday 1925 and August 1931 and McCallum-Wicken'’s
instrumental variable technique, which uses instmts for endogenous variables.
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macroeconomic fundamentals have significant powerexplaining pressure. This has
important implications in that disciplined managetef macroeconomic fundamentals may
not be enough to maintain a currency peg over a.tdnforeign disturbance can put pressure
on domestic currency and results in the collapsefoded exchange rate regime.

Foreign debt is an important factor that determipeessure on domestic currency.
However, its effect on market pressure has not bmaluated in the empirical studies
discussed above. There are two channels througthvam increase in foreign debt increases
pressure. It is argued that the debt burden canésbto market pressure in the form of
increased debt and debt servicing payments. Thasdsect effect of debt burden on market
pressure. Indirectly, debt burden reduces prodigtim the economy. With unchanged
demand, a drop in the production increases pridedomestic goods and services. With
unchanged world price level, increase in domesticep increases pressure on domestic
currency to depreciate. This makes it necessagvatuate the effects of debt burden on the
build up of exchange market pressure.

Guyana’s debt showed great fluctuations for theodel1968 to 2000. In 1968, it
constituted approximately 30 percent of Guyanaimelstic income and had increased to more
than 800 percent of domestic income by 1991. Ittéell80.5 percent of domestic income in
2000 due to debt relief given by the donor commurihis makes it necessary to consider the
impact of foreign debt burden on the build up ofefgn exchange market pressure for
Guyana. Modeste (2005) evaluated the impact ofdreign debt burden on Guyana market

pressure using following equation:
EMR =a - £d, _:328: + B, pt* = B,1po, — Bsuncer + B X, (3.8)
We include the foreign debt burdeB;(), relative price of crude oilrpo,), macroeconomic

uncertainty (incey) and lagged real export(_,). Lagged real exports are used to allow for
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a delay in the response of productivity changegrtwth in real exports. It is assumed that
productivity growth is influenced by foreign deburten, relative price of crude oil,

macroeconomic uncertainty, and lagged growth ith eports and is therefore replaced by
these variables in equation 3.8. The results aontireoretical predictions. Empirical evidence
shows that domestic credit, foreign debt burdelative crude oil price and macroeconomic

uncertainty are positively correlated with exchangarket pressure. On the other hand,
growth in foreign price p;) and lagged real export®Xp_,) reduce pressure on Guyanian

dollar to depreciaté&®

The studies discussed above confirm monetary apprmaExchange Market Pressure
which argues that a rise in the domestic compookatmonetary base would reduce either the
foreign exchange reserve or the depreciation akogy. The results obtained in these studies
further support this interpretation. Particularjpmestic credit is consistently negatively
related to Exchange Market Pressure, and is sogmifj apart from in Bahmani Oskooee and
Bernstein (1999). This suggests that a rise in dtimeredit results either in exchange rate
depreciation or depletion of foreign exchange neseior any combination of these. This has
the important policy implication for the Central i@ having to give up its monetary
independence of attaining domestic objectives wihgargets exchange rate stability. The
estimate of money multiplier has also the samerpnégation. Furthermore, the estimates of
foreign price and domestic income are consisterth heir prediction. An increase in
domestic income and foreign price reduce pressardamestic currency. All these findings

are consistent with the monetary model of exchamgeket pressure.

14 Burket and Richard (1993) evaluated the impagiabal and regional developments and found thaskoeks
emanating in the region had greater power in erplgiParaguayan pressure.
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Table 3.1 Summary of Early Empirical Evidence on Giton and Roper (1977) Exchange Market Pressure Mode

* * * .k

Authors Country Period d, mm m P Yi Yi ot er; I
Girton and Roper(1977) Canad& 1952A - 1974A -0.96% 1.14° -2.84%  2.80°

Connolly and da Silveira (1979) BraZil 1955A - 1975A -0.85 1.2 2.78

Modeste (1981 Argentifa  1972Q2 - 1978Q3 -1.46 1.1 0.87

Kim (1985) © Korea 1980M2 - 1983M7  -0.69 -0.56% 0.95 0.06

Thornton(1995)° Costa Rica 1986M1 - 1992M12  -0.92 -0.85% 4.3% 0.43%

Bahmani-Oskooee and Bernstein (1999)  Cafiada  1973Q1 - 1993Q3 -1.37  -1.46° 1.36" 0.06"

Bahmani-Oskooee and Bernstein (1999)  Frdnce  1973Q1 - 1993Q3 -0.4£2 -0.44° -0.06 -1.26

Bahmani-Oskooee and Bernstein (1999)  Gernfany 1973Q1 - 1993Q3 -0.43 -1.30° -0.33 -0.30

Bahmani-Oskooee and Bernstein (1999) taly 1973Q1 - 1993Q3 0.04 -0.85 0.31 0.31

Bahmani-Oskooee and Bernstein (1999)  J&pan 1973Q1 - 1993Q3 099 -1.29% 0.18 0.37

Bahmani-Oskooee and Bernstein (1999) UK 1973Q1 - 1993Q3 1.5 -1.45° 1.13° -0.13

Bahmani-Oskooee and Bernstein (1999)  °US 1973Q1 - 1993Q3 076 -0.23% -0.01 -0.07

Polard (1999) Barbad6s 1968A - 1993 -1.04 -1.38% 0.61° 0.31 2.033 0.29 0.01

Polard (1999) Guyaria 1964A-1985A -1.02  -0.83* 1.59% -0.05 051 1.05 -0.12°

Polard (1999) Jamaia (1964A-1993A) 097 -1.07° 1.88% 1.35*  1.06% 0.14 -0.36
Polard (1999) yll'r(])lgaago 1967A-1993A -1.0f  -1.09% 2.14° 112 1.16° -0.08 -0.02

Note: dl, mm, m: p:, y:, Y, 4. el and i: denotes domestic credit, money multiplier, foremgoney supply, foreign price, foreign income, dotieescome, deviations from purchasing
power parity, interest differential between domeatid foreign country and foreign interest raedenotes that this regression uses independemibied?, = (€, —1) /(f, —1) . The coefficients

of ’9t are not reported due to space constraint. Theeabmpirical studies use Ordinary Least Squaretasa®n method.@ denotes that estimated parameters are significdifterent from zero.



3.2 Exchange Market Pressure Studies Based on VARp@roach

In economics, it is common to have variables thatonly explain some dependent
variables but are also explained by the dependerdhies. Such a situation is characterised as
simultaneous equation bias. This issue is genedajit with by the use of the instrumental
variables technique which uses instrumental vaegmbbr endogenous variables. Furthermore,
it splits variables between exogenous and endogeratables. Sims (1980) criticised this
approach and advocated equal treatment of all blagain the presence of simultaneous
equation bias. That all variables should be treagedndogenous. It was in this spirit that Sims
(1980) developed the Vector Auto Regression (VARpmach. Since its development, the
VAR approach has been frequently used in empinntarnational finance literature.

The theoretical literature on currency crises ers@@s macroeconomic variables and
shifts in market expectations about the macroecimofundamentals as important
determinants. Karfakis and Moschos (1999) used AR framework to examine the
macroeconomic fundamentals that explain Exchangekd&flaPressure for Greece, using
guarterly data from 1975Q1 to 1995Q4. The Grangasality results thus obtained show that
real overvaluation of the drachma, the reserve @aggratio, the current account balance and
the net capital movements have predictive poweexplaining Greece exchange market
pressure for the given period. On the other haadarce and historical decomposition results
show that shocks associated with real over valnatieserve adequacy ratio, and net capital
movements were the most important sources of foreighange market pressure in Greece.
These findings have the implication that monetamtharities should monitor the signals given
by these variables if they want to avoid pressuréhe Greek drachma.

The independence of monetary authorities in foatmg effective monetary policy

depends on the exchange rate regime. In a fixedaexye rate regime, monetary authorities



target the domestic currency value and market ohtes its quantity. Thus under a fixed
exchange rate, monetary authorities lose monetalgpendence as they cannot use monetary
instruments for attaining domestic objectives. @& dther hand, a floating exchange rate buys
monetary independence but monetary authorities bavg@ve up the freedom of fixing the
value of domestic currency in the foreign exchamgarket. In a managed float system,
monetary authorities can simultaneously target éRehange rate stability and domestic
objectives. Kamaly and Erbil (2000) used Exchangeldt Pressure and a VAR approach for
gauging the monetary independence for Middle East orth African (MENA) region
countries (Egypt, Tunisia and Turkey) that mairgdira managed flodt. The authors were
primarily interested in gauging the degree of manetindependence and the monetary
authorities’ response to exchange market pressufdENA region.

The small estimates of domestic credit and intemstdifferential may imply a higher
degree of monetary independence for Turkey. Thadsig evident from exchange rate changes
that dominate foreign exchange reserve changes piluvides support that the Turkish
economy is more open and Turkish monetary autlksrian use monetary policy for targeting
domestic objectives. On the other hand, the lasgjenates of domestic credit and interest rate
for Egypt and Tunisia suggest a low degree of nawyeindependence. The authors’
interpretation of this finding is that in an enviment of low monetary independence,
monetary authorities have to vigorously changemitsetary instruments for them to have a
desirable effect on exchange market pressure.

Contrary to Kamaly and Erbil (2000) who tested thdependence of monetary
authorities, Tanner (2001) examined the respons$emametary authorities to Exchange

Market Pressure for Brazil, Chile, Mexico, Indomed{orea and Thailand in VAR framework.

15 The authors provide two reasons to justify theafs¢AR: (a) it circumvents the endogenity probleand (b)
it provides an effective tool to analyse how a eysteacts to shocks in one of its components tirdéomgpulse
Response Function.

61



Particularly, Tanner was interested in identifyimgether monetary authorities sterilised their
foreign exchange market intervention. The resuldicate that contractionary monetary policy
reduced pressure. However, Mexican and East Agiantdes’ monetary authorities sterilised
their foreign exchange market intervention and thaseased domestic credit in the event of a
speculative attack on their currencies.

Tanner (2002) further extended his previous worknfier, 2001) and reexamined the
relationship between exchange market pressure amuktary variables for 32 emerging
markets in Western Hemisphere, Asia and Europetovesutoregression Approach has the
advantage of examining the relationship betweerh&xge market pressure and monetary
policy in both directions. In this study, Tannel0Q2) used a modified exchange market
pressure index that consisted of three elementselyaa real money demand, money supply
and real exchange rate, as its compontriffie VAR estimates of exchange market pressure
indicate a positive association between domestialitrand exchange market pressure, a
finding consistent with traditional monetary theoijhe negative estimate of interest rate
differential for the majority of the countries alsonfirms their theoretical predictions. This
suggests that an increase in interest rate diffieter@duces pressure on domestic currency.
Shocks to exchange market pressure increase deroestiit and thus confirmed the view that
domestic monetary authorities sterilised their ifgmeexchange market intervention.

Pooled estimates further support individual coumegtor auto regression estimates.
They show a positive association between domeséditcand exchange market pressure.

However, pooled estimates of interest rate diffeagrprovide inconclusive evidence. The

=d-m +
8 Tanner (2002) uses modified exchange market pregsiuen as:emp d‘ m At. Here /1‘ denotes
foreign price (pl ) and deviations from purchasing power pariFyX. Thus exchange market pressure increases
with fall in real money demandna‘), increase in domestic component of money sung or real exchange

rate depreciates or foreign inflation falléto
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augmented model that includes fiscal policy vasaddtimated for the subset of the countries
further provides evidence of the positive assommatietween domestic credit and Exchange
Market Pressuré’

The East Asian financial crises affected the coesitof region to varying degrees and
the Philippine was no exception to this. The stahdénternational Monetary Fund
prescription was the same as that embodied in rapnetodel of Exchange Market Pressure -
to reduce domestic credit instead of targeting exghange rate level (Boorman et al. 2000).
Gochoco-Bautista and Bautista (2005) examined venetiie prescription suggested by the
International Monetary Fund contributed to streegihg the Philippine peso during the
period. Particularly they focused on whether thanetary authorities’ response of contracting
domestic credit reduced pressure on the Philippes. They used Tanner's (2000, 2001)
VAR method and obtained results that supportedrtdditional view of a positive association
between domestic credit and Exchange Market Pres$his supports the view that increase
in domestic credit expansion either depreciates edbin currency or depletes the foreign
exchange reserves of Central Bank or both. Thdtseptovide further evidence that in the
non-crisis period, monetary authorities steriligederve outflow, fearing that unsterilised
foreign exchange intervention would cause banksumt the domestic financial system.
However, in the crisis period, monetary authorigéstained from sterilizing foreign reserve
outflow and followed a tight monetary policy in tHace of exchange market pressure.
Furthermore, in a non-crisis period, an increasmterest rate differential reduced pressure.
Conversely to that, in a crisis period, an increadaterest rate differential increased pressure,

suggesting a perverse effect. This has an impogahty implication in that in the crisis

" Younus (2005) used Engel and Granger's (1987)diep-procedure and Vector Error Correction Model fo
evaluating the impact of domestic credit on excleantarket pressure for Bangladesh. They found that a
increase in domestic credit increases exchange engmessure, which is reflected either in excharsge
depreciation or foreign exchange reserves depktiorany combination these.
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period, the use of interest rate as an instrumentametary policy will not yield the desired
results.

The empirical studies on Exchange Market Preshateuse a VAR approach tends to
omit the output growth variable. However, the dotiesutput growth is considered to be an
important determinant of Exchange Market Presdar¢he Girton and Roper (1977) model,
growth in domestic output reduces pressure onohgegtic currency. Furthermore, the second
generation currency crises models argue that ougpotvth might inversely affect the
devaluation expectation and hence reduce pressurthed domestic currency. Due to its
enormous importance, Garcia and Malet (2007) usedA& framework and included
domestic output as an additional determinant inmeximg Exchange Market Pressure for
Argentina from 1993-2004.

The results indicate a positive relationship betwemmestic credit and market
pressure — a finding consistent with the monetapr@ach to balance of payments. Shocks to
Exchange Market Pressure indicate that Argentimaanetary authorities sterilised reserve
outflow with a view to providing enough liquidity tthe domestic financial system. Second,
this study finds a positive association betweeprggt rate and Exchange Market Pressure.
This suggests that interest rate rather than radymiessure alerted domestic investors to the
eventual need for depreciation and thus increaseskpre. Third, the study provides evidence
that increase in output reduced pressure on Angeguti currency. This finding confirms the
second generation currency crises model's theatgtiediction that worsening fundamentals
increase pressure on a fixed exchange rate regimalapse?

The empirical literature that analysed exchangekatguressure in a VAR framework
delivers consistent results. It indicates thatremeéase in domestic credit increases pressure on

domestic currency. This has an important policy liogpion for countries that target the

18 Kumah (2007) examined exchange market pressurésdgnamics for the Kyrgz Republic using the Mark
Regime switching approach and found that contraatip monetary policy helps reduce pressure.
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exchange rate stability, in that they would havgit@ up the independence of using monetary
policy instruments for attaining domestic objectivaich as output growth and stable prices.
The interest rate effect in some studies is copttarwhat the theoretical literature suggests
and seems to be insignificant. A positive intereste coefficient implies that monetary
authorities cannot use the interest rate as apoigtrument for reducing pressure. On the
other hand, a negative relationship between exehamayket pressure and domestic output is
confirmed in Garcia and Malet (2007). All theseds®s suggest that monetary authorities
cannot use the interest rate as a policy instrurimeat crisis period. However, if the policy
authorities wish to reduce pressure, they havemntral domestic credit growth and formulate

policies conducive to domestic output growth.

3.3 Empirical Studies of the Weymark (1995) Model

Prior to Weymark (1995), Frenkel and Aizenman ()982rived an index that
measures the extent of foreign exchange marketwernéon. It takes the value of zero and one
for two extreme exchange rate regimes, flexible faxetl. Based on Frenkel and Aizenman’s
(1982) index, Weymark (1995) proposed an indexxahange market pressure which she
later used for developing a quantitative measurethef degree of exchange market
intervention. It indicates the fraction of pressuihat a Central Bank relieves through the
purchase and sale of foreign exchange reservesm@f&y(1995) argues that the intervention
index values can be used as a tool for analysiagnibnetary policy being implemented.

Using a simple macroeconomic model with rationgbemtations, Weymark (1995)
constructed a quarterly measure of exchange mamexsure and intervention index for
Canada between 1975 and 1991. A subset of thesdatald values was then used to analyse
the Bank of Canada’s conduct of exchange rate yaler the period 1981-1984. The

Exchange Market Pressure indicated upward pressuf@éanadian dollar between 1975Q2 to
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1984Q4. In the post-1984 period there was downyaedsure. The intervention index mean
value indicated that on average, the interventictivities of the Central Bank of Canada
removed approximately 96% of the pressure by pwiolgaand selling foreign exchange
reserves. Exchange rate changes relieved the reygamarket pressure. Poso and Spolander
(1997) used the Weymark (1995) model for analydimg Bank of Finland’s conduct of
monetary policy during the markka’'s recent floainfr September 1992 to October (1996).
The average exchange market pressure was more oftgative than positive. The
intervention index mean value of 0.99 indicated tha Bank of Finland removed almost all
the pressure by purchasing and selling foreign &xgé reserves and permitted limited
flexibility for the exchange rate to adjust towartdsunderlying free float equilibrium value.

A Weymark-type model was also applied to Chile &rédece by Kohlschen (2000)
and Apergis and Eleftheriou (2002), respectivelphlschen (2000) modified Weymark’s
(1995) model slightly and applied exchange markesgure and intervention index to analyse
pressure on the Chilean peso from 1990 to 88&: slightly modified the index with reserve
requirement and gathered the evidence that sugptnteChilean peso’s experiencing upward
pressure. Furthermore, the intervention index sakgggest that the Central Bank of Chile
substantially intervened in the foreign exchangeketaand prevented the Chilean peso from
appreciation for most of the time.

An approach slightly modified from Weymark's (199%jodel was also applied by
Apergis and Eleftheriou (2002) to analyse Greek eteny authorities’ response to Exchange
Market Pressure from 1975 to 1998. They assumedlbkence of a well-developed financial
system and therefore, the absence of perfect sutaility between domestic and foreign

assets. In other words, they assumed that uncoveteekst parity condition does not hold.

9 1n the early 1990s, Chile witnessed a surge iritaamflows equivalent to 10% of GDP, due to laSU
monetary policy. In order to avoid a conflict beemecapital inflows and domestic objectives, thel€n Central
Bank initially imposed a one-year non-interest beareserve requirement on selected capital infldwigially,

it was set up to 10% and was increased to 30% in 1982.
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The mean of the exchange market pressure wasvm&itm 1975Q4 to 1989Q4. On the
other hand, in the post-1990 period, exchange rhgskessure was negative, indicating
appreciating pressure on Greek drachma. In the gé-post-1989 period, the intervention
index means were 0.89 and 0.97 respectively. Tidisates that in the pre-1989 period, policy
makers let the exchange rate to depreciate to lbhestxports. However, in the post- 1989
period, particularly after 1992, the Bank of Gredoequently intervened in the foreign
exchange market to stabilise the value of domesticency as part of the Maastricht criteria
regarding the limitations of inflationary pressuf@s

Some studies use both model-dependent and modgtendent approaches when
considering exchange rate arrangements. Jeism@b)(28ed the model-dependent approach
proposed by Weymark (1995) and the model-indepandpproach of Eichengreen et al.
(1996) for measuring exchange market pressure rgedvention index for Australia over the
post-float period. The resulting exchange marketsgure and intervention indices thus
enabled the author to determine how well the twthodologies explained the conduct of the
Australian Reserve Bank momentary policy over therg period. The empirical evidence
shows that the Central Bank assisted pressure @nAtistralian dollar to depreciate and
reversed appreciating pressure. Contrary to Jeig2@05), Leu (2009) found that in the post-
float period, the monetary authority followed arlegay against the wind policy — that is, the
Australian Reserve Bank sold (purchased) foreigohamge reserves when the Australian
dollar was under pressure to depreciate (apprécitite difference in the results could be due

to the use of different econometric approach. Jams(2005) uses the two-stage least square

20 Chen, Shiu-Sheng and Taketa (2007) assessed litleyvaf Weymark’s (1995) index of foreign exchang
market intervention using general changes in foregxchange reserves and pure intervention data. The
intervention index that uses general changes ieigarexchange reserve suggests strong interverianthe
other hand, the intervention index constructed gigore intervention data indicates that Japanesentany
authorities have not frequently intervened in tlmeign exchange market over the sample period thus
investigated.
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approach, while Leu (2009) used Johansen’s coiatiegr approach for constructing
Exchange Market Pressure and intervention indeAémstralia®*

Since its development, Weymark’s (1995) approachlbdeen applied by a number of
researchers for evaluating the external positiah @nduct of monetary policy for a number
of countries. All these studies indicate that tbardries thus evaluated were either faced with
downward or upward pressure. However, almost allliss confirm some form of Central
Bank leaning against the wind in that the CentrahiBfrequently intervened in the foreign
exchange market and relieved depreciating pressuselling foreign exchange reserves and
vice versa. This confirms the view that the CenBahks of the countries thus evaluated
allowed a limited role to market forces in determgnthe value of domestic currency in the

foreign exchange market, a finding consistent withfear of floating.

3.4 Empirical Studies of Eichengreen et al's (1996hodel

Before Eichengreen et al. (1996), Girton and Rdd&77), Roper and Turnovsky
(1980) and Weymark (1995) derived Exchange Markes$ure indices that are simple sum of
exchange rate and foreign exchange reserve chahigegever, all these studies differ in
assigning the weights attached to Exchange MarketsBre components. Girton and Roper
(1977) assigns equal weight to both exchange radf@eign exchange reserve changes. On
the other hand, Roper and Turnovsky (1980) and Veelyr{1995) derived the weight using a
stochastic macro model. All these studies assumedctdforeign exchange market
intervention that the Central Bank relieves presshy purchasing and selling foreign
exchange reserves. However, it may be the caseQbatral Bank relieves pressure by
changing interest rate. In such a case, interésicanstitutes another monetary instrument that

Central Bank may use for restoring foreign exchamgeket equilibrium. In such a case, the

2L We also use two-stage least square and Johars®ntsgration approach to determine if the reifer or
complement each other.
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studies that ignore interest rate do not fully eeflthe extent of foreign exchange market
disequilibrium.

Eichengreen et al. (1996) used a statistical agpr@and constructed an exchange
market pressure index consisting of percentagegehanexchange rate, relative interest rate
differential and percentage change in relative ifpreexchange reserves. They used the
inverse of the variance approach for assigning itsitp the components of exchange market
pressure. This approach assigns low weight to molagile component and thus ensures that
all variables are equally weighted.

First generation currency crisis models argue thabnsistency between domestic
macroeconomic policies and the exchange rate regftaa results in the collapse of the fixed
exchange rate regime. Particularly they argue theteased monetising of budget deficit
results in speculative attacks and thus the cddlapk the fixed exchange rate regime
(Krugman, 1979). Bird and Mandilaras (2006) examitiee relationship between fiscal deficit
and Exchange Market Pressure for Latin America &ilibe@an (LAC) and East Asia & Pacific
(EAP) regions in a panel framework. The resultsaai# significant effect of fiscal deficit on
exchange market pressure for Latin America & Cadrb (LAC) countries but not for East
Asia & Pacific (EAP) countries. The difference metresults is due to low savings, lack of
investor’s confidence and high and volatile infyatirate in LAC compare to EAP countries.
These findings have the implication that the samléecy prescription cannot be followed in
both regions to avoid currency crises.

Moreover, foreign debt is an important factor irugiag exchange market pressure.
There are two channels through which an increasdoiaign debt increases pressure.
Ricardian equivalence points towards a strong @ssoc between an increase in taxes and an
increase in debt. It argues that current highet dabgest a future increase in taxes. Given a

future rise in taxes, rational agents would saeeamount equal to foreign debt to offset the
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effects of expansionary macroeconomic policies uture. This will not affect investors’
confidence and thus cause pressure on a highlptedeountry to rise.

On the other hand, Keynes argues that domesticoeticnagents are myopic. They
base their consumption on disposable instead ofi@eent income. In such a case they do not
save the amount required for financing future esparary macroeconomic policies. In such a
situation a rise in foreign debt will increase pee on domestic currency. Mandilaras and
Bird (2008) tested which of the above effects dbtdeurden on exchange market pressure
held true for Latin American countries from 19702000. They used Eichengreen et al's
(1996) approach for constructing exchange marketgure. However, they assigned weights
to the components of exchange market pressure dyatio of inverse of variance of each
component to the sum of inverse of variance ofcathponents. They used four proxies of
Exchange Market Pressure for checking the robustogsheir results. The first proxy used
exchange rate changes, relative interest rateréliffml and relative foreign exchange reserve
changes. The second specification used exchangearad foreign exchange reserve as
components of exchange market pressure. The thedfgcation uses exchange rate changes
to denote market pressure. In the fourth specifinatthe authors assumed that purchasing
power parity holds and used inflation differential denote devaluation expectations. The
results indicate that an increase in foreign detiteases pressure on currency to depreciate in
foreign exchange market. This finding appears tadieist across different proxies used for
denoting Exchange Market Pressure.

Finally, Turkey experienced currency crises in 1994d 2000-2001 as well as
unsuccessful speculative attacks that were fentfdaydhe monetary authorities. This makes
Turkey a suitable country to examine the relatignéletween exchange market pressure and
macroeconomic fundamentals. Katircioglu and Feri2011) evaluated this relationship and
found the relevancy of fiscal and current accoualtitice, domestic credit and excess real
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money balances to be important macroeconomic detants of exchange market pressure in
Turkey. These findings suggest that the monetatiicaities in Turkey should constantly

monitor the growth of these variables if they winavoid pressure on Turkish currency.

3.5 Conclusion

In this chapter, we reviewed the empirical studied have applied Girton and Roper
(1977), Weymark (1995) and Eichengreen et al. (19@5the experience of different
countries. The empirical studies that use Girtod &oper (1977) and Eichengreen et al.
(1995) are primarily interested in evaluating tletedminants of Exchange Market Pressure
both in time series and panel frameworks. On theerohand, the studies that have used
Weymark’s approach to different countries were ritg concerned with determining the
direction of the pressure and monetary authoritiesponse function. They focused on
whether downward or upward pressure was dominagt the given sample period and what
fraction of the pressure a Central Bank relieveasugh the purchase and sale of foreign
exchange reserves.

The empirical studies that use Girton and Rop@®57) model provide evidence that
confirms the predictions implied by the monetarpra@ach to Exchange Market Pressure. This
indicates that in a fixed exchange rate regime,irmmease in domestic credit increases
pressure on domestic currency to depreciate. Tdssain important policy implication in that
when a Central Bank targets exchange rate stghilityas to relinquish its independence in
using monetary policy instruments for stabilisingmeestic output or prices or both. The
empirical evidence further shows that an increasgioimestic prices further increases pressure
on domestic currency to depreciate. However, anease in domestic output and foreign
prices are associated with downward pressure oresfiiencurrency. All these findings are

consistent with the predictions of the monetary ed@d exchange market pressure. Similarly,
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the studies that use Eichengreen et al. (1995¢anet that fiscal deficit, foreign debt burden,
current account deficit are important determinasftexchange market pressure in a panel
framework.

The studies that applied Weymark’'s (1995) apgno® different countries provide
evidence that it is either upward or downward presghat has remained dominant over the
entire sample period. Furthermore, they indicate the Central Bank actively intervened in
the foreign exchange market and allowed limitedilfldity to exchange rate to adjust to the
equilibrium value as suggested by the market forteshe chapters that follow, we use
Weymark’s (1995) approach and determine whether downward or upward pressure that
has remained dominant on the Pakistan rupee oeegitren sample period. Furthermore,
based on the exchange market pressure index, wargonan intervention index and use its
value for analysing monetary authorities’ responges foreign exchange market

disequilibrium.
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Chapter Four

Exchange Market Pressure and the Degree of Exchandarket
Intervention: The Case of Pakistan

Abstract

In this chapter, we construct an Exchange Markes$tre and intervention index for Pakistan
using the Weymark (1995) approach. We then usectimstructed intervention index for
evaluating Central Bank of Pakistan’s exchange paikcy over the period 1976:Q1 to
2005:Q2. The empirical evidence suggests that enage there was downward pressure on
Pakistan’s currency and active Central Bank intetiea. The intervention index shows that
Central Bank used both exchange rate and foreighasmge reserve changes for restoring
foreign exchange market equilibrium, which is cetesit with a managed float exchange rate
regime. Thus our characterisation of the excharaje regime based on Central Bank
intervention is in conformity with International Metary Fund Report on Exchange Rate

Arrangements and Exchange Restrictions insteacefifart and Rogoff (2004).
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4.1 Introduction
After the collapse of the Bretton Wood system, miodtistrialised countries adopted a

system of flexible exchange rate. They arguedttimadoption of such a regime would reduce
exchange rate volatility. In practice, few of thattowed market forces to determine the value
of their currencies. The International Monetary éfdmnual Report (1998) on Exchange Rate
Arrangements and Exchange Restrictions shows thahd end of 1997 forty- six of 184
countries allowed their currencies to be determitgdmarket forces. Even then, they
frequently intervened in foreign exchange market stabilised their currencies (Spolander,
1999). The remaining countries either fixed orabld limited flexibility for their currencies.
Countries often adopt extreme ends of the specthimxchange rate arrangements
namely fixed or flexible exchange rates. Frank@b@) and Fischer (2001) support the bipolar
view and argue that the countries that adopt efilked or flexible rates are less prone to an
exchange rate crisis. They report IMF official exxafe rate classification and exchange rate
arrangements and suggest abolishing the interneediathange rate arrangemefit€alvo
and Reinhart (2002) examined actual exchange naetipes of thirty- nine countries and
found increased interest rate and foreign exchaaigevolatility - a phenomenon attributable
to increased exchange rate stabilisation and for@gchange intervention by monetary
authorities. Levy-Yeyati and Sturzenegger (2005)staucted de facto classification of an
exchange rate regime that reflects actual instéaaheounced exchange rate policies. They
found wide differences in de facto and de jure erge rate policies. Particularly, the
countries that claim to float frequently interveéndhe foreign exchange market for stabilising

the external value of their currencies. Furthermtrey found that the countries that declare

22 Fischer (2001) report International Monetary Fukithual Report (2000). The report provides evideote
vanishing intermediate exchange rate regime. Adogrtb this report, in 1991 there were 16 percemtltpegs,
62 percent intermediate and 23 percent indeperftieit In 1999 their number reached to 24 percemntency

peg, 34 percent intermediate and 42 percent indigmerfloat. Frankel (1999, p. 7 footnote) also repan IMF

classification that breaks down as: 25 peggeddimgle currency, 13 pegged to composite, 6 crawhegs, 12
horizontal bands, 10 crawling bands, and 26 manfigats.
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they have flexible rates behaved like fixers inagtempt to avoid exposure of their currencies
to speculative attacks. They named this kind ofherge rate arrangement ‘hidden pegs’.
These studies show that there are wide differebetseen de facto and de jure exchange rate
practices. They further provide evidence that tbentries that declare fixed or flexible
exchange rate regime, in fact follow intermediatenanaged float exchange rate policy. It is
therefore, largely an empirical matter to asseseumtry’s exchange rate regime, rather than
trust public policy pronouncements from a GovernnhmerCentral Bank.

Frenkel and Aizenman (1982) first constructed raadex that measures the extent of
foreign exchange intervention. It may be viewedtlas fraction of the money market
disequilibrium that exchange rate changes elimindteler the two extreme systems of fixed
and flexible exchange rate systems, it takes vadfieero and one. In contrast to Frenkel and
Aizenman, Weymark (1995) derived an interventiodex based on the Girton and Roper
(1977) approach. It defines an intervention indexhe fraction of pressure that Central Bank
relieves by changing foreign exchange reservetkits a value of zero and one under the
system of fixed and pure float exchange rate systath values between zero and one for
intermediate and managed float exchange rate amnaegts.

This chapter focuses upon the exchange rate syst&akistan. Pakistan’s exchange
rate system has evolved through different phasés. 1 8" January, 1982, Pakistan followed
a fixed exchange rate arrangement. Since then,sf@als exchange rate system is
characterised as managed float (Ahmad and KhanQ)198 this system, simultaneous
changes in exchange rate and foreign exchangeveeskanges capture the extent of foreign
exchange market disequilibrium.

In this chapter, we adopt the Weymark (1995) apgmofor constructing exchange
market pressure and intervention indices for PakisParticularly, we check the direction of
pressure and evaluate the monetary authority’orespby constructing an intervention index.

75



This approach has the advantage of allowing uyatuate the monetary authority’s response
to market pressure by constructing an interveniiolex. We then use the intervention index
values to confirm whether Pakistan’s exchange smtangements are in conformity with
International Monetary Fund’s Annual Reports on lixtwge Rate Arrangements and
Exchange Rate Restrictions or Reinhart and Rog{#2) exchange rate classification. The
International Monetary Fund’s Annual Reports on lixtge Rate Arrangements and
Exchange Rate restrictions characterise Pakisethange rate regime as pegged to the US
dollar for the period 1976 to 1982. A post-1982 lextge rate regime of the country is
characterised as managed float except for the@29. For 1999, the country’s exchange rate
regime is characterised as multiple 6hé@n the other hand, Reinhart and Rogoff (2002),
using de facto exchange rate policy, characterdasin’s exchange rate regime as pegged to
US dollar for the period 1971 to 1982. For the g#82 period, it characterises Pakistan’s
exchange rate regime as a de facto crawling péwetJS dollar with a band width of +/- 2%.
Using the intervention index mean value, we testtiver our characterisation of the exchange
rate regime is in conformity with the IMF classdt@on or that of Reinhart and Rogoff (2004).
The results indicate dominant downward pressurel active Central Bank
intervention. Most of the interventions leaned agtithe wind and removed most of the
downward pressure on domestic currency. The inteivme index mean value suggest that on
average Central Bank relieved sixty-one percerthefpressure by selling foreign exchange
reserves. Exchange rate changes absorbed the negnpnessure. Since both exchange rate
and foreign exchange reserve changes restoredfoegchange market equilibrium therefore,

we characterise the country’s exchange rate regase managed float. Thus our

23 pakistan introduced a multiple exchange rate syste 22% July, 1998 due to sanctions that were imposed on
the country in the wake of its nuclear explosiofise multiple exchange rate system comprised obffigial
exchange rate, (b) floating inter-bank rate (FIBRY composite rate. State Bank of Pakistan detexdnfficial
exchange rate while the floating inter bank rate \watermined by the market forces. The compostte was
based on certain specified ratio of official rated &loating inter-bank rate which was initially & at 50-50
(50% official and 50% FIBR) and was changed to @®8 2f' December, 1998 and further to 5:95 percent on
11™ March, 1999 (State Bank Annual Reports 1998-189230).
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characterisation of the exchange rate regime basdtie Central Bank’s intervention index
mean value confirms International Monetary Fund’sndal Reports on Exchange Rate
Arrangements and Exchange Rate Restrictions ratie@r Reinhart and Rogoff's (2002)
classification.

The rest of the paper is organised asvi@l Section 4.2 reviews related past studies on
exchange market pressure. Section 4.3 addressethdbeetical model of a small open
economy that engages in stabilising exchange hattufition and in Section 4.4 we analyse
data using descriptive statistics and graphicadeswe. Section 4.5 contains our main
empirical results. These include unit root testsegtion 4.5.1, estimation of the model and
construction of exchange market pressure and iegion index in section 4.5.2 and 4.5.3

respectively. Section 4.6 concludes.

4.2 Literature Review

In this section, we review the theoretical modeisl gheir empirical application to
different countries and regions. Particularly weu® on theoretical models and show how
they differ from each other.

Before Girton and Roper’s (1977) paper, Whitemaale{1975) argued that under a
managed float, the effective exchange rate anddiorexchange reserve changes reflect the
extent of money market disequilibrium although me das yet constructed a single composite
index that measures it. Girton and Roper (1977ivddrsuch a measure of market pressure
and named it Exchange Market Pressure (EMP). Itsarea the extent of domestic money
market disequilibrium that arises due to non-zexoess demand or supply of domestic
currency in the foreign exchange market. It isaest by adjustments in exchange rate or

foreign exchange reserve changes or any combinatiboth of them. Since its development,
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the Girton and Roper (1977) model has been applyeal number of researchers to number of
developed and developing countries. Girton and Rep@d977) model and its modified
versions have been applied to Brazil's experienger d955-1975 by Connolly and Da
Silveira (1979), sterling’s effective exchange rater the period 1964 -1978 by Hacche and
Townend (1981), Korea’s experience by Kim (1985)st@ Rica’s experience by Thornton
(1995), by Burdekin and Burkett (1990) to Canadga,Mmah (1998) to Korea, by Pollard
(1999) to Barbados, Jamaica, and Trinidad & TobagaHallwood and Marsh (2003) to the
pound sterling during the inter-war period, 1925-&id by Modeste (2005) to Guyana.

Roper and Turnovsky (1980) carried forward Girtod Roper’s (1977) work. Based
on the assumptions of fixed prices and perfecttabpnobility, they derived the optimum

trade-off that monetary authorities face betweecharge rate(Ast) and foreign exchange

reserve (Af, ) changes for relieving pressure on the domesticengy. They allowed the

intervention to take the form of changes in exclearaie and foreign exchange reserves with
both of them not equally weighted.

Contrary to exchange market pressure indices disdusibove, Eichengreen et al.
(1995) derived a model independent exchange markessure index that includes the
percentage change in exchange rate, relative pageeichange in bilateral interest rates and
foreign exchange reserves differenffalThey assigned weights to the components of
exchange market pressure by equalising their comdit volatilities. The Exchange Market
Pressure index provided by Eichengreen et al. (1#9%alled a model-independent index
because neither the components of exchange masstyse nor the weights assigned to them

are derived from a structural model of the economy.

% Eicehngreen et al. exchange market pressure isdgxen as:
%S + T%AG; —itD)— 0g%A(f, - £5)
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In contrast to Eichengreen et al. (1995), Penteebsat. (2001) derived a measure of
exchange market pressure from a short-term wealgmanted monetary model of foreign
exchange markét. It includes exchange rate changes, foreign exahaeserve and relative
short term money market interest rate differeriztiveen domestic and foreign country as its
components. They used a principal component apprdac assigning weights to the
components of exchange market presétire.

Weymark (1998) criticised the model-independenthexge market pressure index
due to difficulty in its interpretation. She argui@t the components which Eichengreen et al.
(1996) uses relieve exchange market pressure oddmmestic currency. The magnitude of
interest rate and foreign exchange reserve chaagesietermined by the structure of the
economy and Central Bank intervention activityheatthan a volatility-smoothing technique
that ensures the components of Exchange Markesiteare equally weighted. Therefore, it
is necessary that exchange market pressure inaigssbe derived from a model that reflects
the economy for their proper interpretation (Weyknao98).

Weymark (1995) further argued that Girton and RogE®77) were primarily
concerned with the monetary independence enjoyethéymonetary authorities in Canada.
They equated monetary independence with the raktiip between domestic credit and
exchange market pressure. The significant coroglaietween these variables suggests that
the monetary authorities in Canada are not indeg@nth formulating monetary policy.
Similarly, Roper and Turnovsky (1980) were concdrigth deriving the optimum trade-off
faced by the monetary authorities between exchaatgeand foreign exchange reserves for
eliminating exchange market pressure. Thus theangt market pressure indices derived by

Girton and Roper (1977) and Roper and Turnovsky8@l9do not constitute a model

% pentecost et al. (2001) exchange market pressdex is given as:

[5 + Blim = bim) = fi] = (dy ~m") + A= ag)gy + (@A + y = Y)(Biy - 2it") = 5w ~ ")

% Principal Component Analysis is a common technifpuefinding patterns in data and expresses tha uhat
such manners that highlight their similarities aifferences (see Pentecost et al. (2001).
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independent definition of exchange market pressuiterefore, Weymark (1995) defined
exchange market pressure in general terms as tes®xlemand for domestic currency in the
international market that would be relieved by extde rate changes in the absence of foreign
exchange market intervention, given the expectatmmout the actual exchange rate policy
implemented.

Based on a model-independent definition of exchanmarket pressure, Weymark
(1995) constructed an exchange market pressura thdéeincludes exchange rate and foreign
exchange reserve changes. The weights assigneldet@amponents of exchange market
pressure are derived from a small open economyastic macroeconomic model. Contrary
to other indices that simply measure exchange rmapkessure, Weymark (1995) also
constructed an intervention index defined as thetion of the pressure that Central Bank

relieved through the purchase and sale of forexgha@nge reserves.

4.3 A Model
In order to measure exchange market pressure ingoRakistan currency and also the

foreign exchange intervention policy of the StatnB of Pakistan, we adopt the approach of
Weymark (1995). Weymark’s simple model is basedmmmey demand, price, interest rate,

money supply and monetary authorities’ responsetiom and is given as:

m® = p, +hy, —b,i, +v, b, > Gandb, > 0 (4.1)
P =8 +tap +as a,a, >0 2H
i, =i+ ES. -8 (4.3)
m°=m_’ +Ad, + Af, (4.4)
Af, = -pAs, (4.5)
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Asterisks denote foreign counterparts of domegtigables and the notatioks,,
represents the rational agents’ expected valuadfange rate at time+ 1, conditional on the
information available in period All variables are logged.

Equation 4.1 describes domestic real money demamtion. It states that the demand

for nominal monetary aggregat(amld is)a positive function of domestic pricép, and real

income (y, )and a negative function of interest rate.(The positive relation between income

(y,) and nominal money demar(dnld) is based on the assumption that as income in@gase

people demand more money for financing their tretisas. The interest rate represents an
opportunity cost of holding money. As the opportyntost of holding money increases,

people prefer to hold their cash balances in askatsarn interest rate. This reduces demand
for domestic money balances. Equation 4.1 alsoahst®chastic money demand disturbance

(v,). Equation 4.2 is the Purchasing Power Parity jRf®Rdition. It states that the domestic

prices(p,) are an increasing function of both exchange (gteand foreign price Ieveth).

The spot exchange rate is defined as the numbenit§ of domestic currency per unit of

foreign currency. Hence an increase in exchange saggests that the domestic currency

depreciates. Parametag denotes deviations from purchasing power paritgy E 0 anda; =

a; = 1 simultaneously, the price equation breaks domrabsolute PPP, suggesting that
exchange rate and foreign price changes are reflexjually in domestic prices.

Equation 4.3 is Uncovered Interest Parity and satggthat returns on both domestic
and foreign assets are set equal. In case of elifter between the domestic and foreign
interest rate, exchange rate changes to bring ibgjoal asset returns. Equation 4.4 defines the

evolution of the money supply process. It statest thoney supply depends on inherited
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money stockm?,, changes in domestic credifid, and foreign exchange reservésf, 2N,

Equation (4.5) shows that the Central Bank respawdexchange rate fluctuation. For
example, as the domestic currency deprec{ags> , tl®@ Central Bank sells foreign
exchange reserve@Af, < OBimilarly, when a country has an appreciatingrengey, the
reserves of the Central Bank righf, >0).

We now seek to use the simple model to obtain exgdnamarket pressure and
intervention indices. Substitution of equation j4a@d (4.3) into (4.1), taking the difference of

the resulting equation, combining it with the cahtvank’s response function and re-arranging

the resulting equation yields an equation for th@nges in the exchange rate:

_ —{(a8p,” +bAy, —bAi, " +v, - Ad, -b,AES,,) +Af}

4.6
2, +b, (4.6)

As,

Taking the partial derivative of exchange rate geawith respect to foreign exchange

reserve changes is given by equation 4.7:

_aAst -1
oAf, a,+b,

®.7

The exchange rate elasticity with respect to fareagchange reserveg) is of negative sign.
It shows that both foreign exchange reserves antbagge rate changes move in the opposite
direction. An increase in foreign exchange reseaugses the exchange rate to appreciate, and
vice versa.

The log linear small open economy model givenvaballows us to construct

exchange market pressufgeMR) index given as:

EMR = As, +1Af, (4.8)

#’ Changes in the domestic credid, =[h,D, —h,_,D, ]/ M,_ where h, is the money multiplier in period

t, D,denotes domestic credit, ald ,_, the inherited money stock. Changes in foreign emghaeserves af,
= [hF — h_1F:_1] / M{_; whereF; is the stock of foreign exchange reserves in perio
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The EMR index measures the extent of exchange rate charegpsred for removing

exchange market pressure in the absence of C&sdrd intervention. It takes a negative or a
positive sign. A negative sign implies strengthgnpmessure and vice versa. A zero value of
exchange market pressure suggests the absencelatmpeessure. This index contrasts with
the Girton and Roper (1977) approach that assignaleveights taAs, and Af, hencer = 1.
Equation 4.8 further shows that ag andb, rises, lessEMR is relieved byAf, (i.e.n - 0).
That is, as the semi-elasticity of real money damianinterest rate rises and the response of
domestic prices to exchange rate increageapproaches to zero and the Central Bank either
allows exchange rate changes or the interest @teestore foreign exchange market
equilibrium.

Based on exchange market pressure index, Weymi&85) constructed foreign
exchange market intervention index. It measuredrdation of total pressure on the currency
that Central Bank relieves through the purchasdéordign exchange reserves. Hence, the
intervention index is the ratio of reserve changegressure, adjusted for parameterWhen
monetary authorities engage only in direct exchamgeket intervention, the intervention
index («) ) is given as:

_ NAf _ nAf
EMR  As +7Af,

@ (4.9)

Dividing the numerator and denominator of the rigisind side of the equation 4.9 by

1/n gives:
Af
W = 1—‘ (4.10)
—As, + Af,
7

The intervention index takes values betweew <@, <. Its values can be interpreted as

follows: when ey = 0, the Central Bank abstained from interveninghi@ foreign exchange
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market and exchange rate changes absorbed the @néissure. This is consistent with a
flexible exchange rate regime. On the other hasgs 1 suggests that foreign exchange
reserve changes absorbed the entire pressure ahdnge rate remained unchanged. This
suggests fixed exchange rate arrangements. Whentémeention index takes values between

0 < @< 1, we call it a managed float. This is becausth ltee exchange rate and foreign
exchange reserve absorb the prevailing pressures 0 indicates the Central Bank’s leans

with the wind. That is for example, the Central Baurchases foreign exchange reserves
when there is a pressure on the domestic currendgpreciate. Typically a Central Bank will
only engage in leaning with the wind to attain acchange rate level rather than to resist
exchange rate volatility. We adjust the exchangekatgressure and intervention index with
n . It converts foreign exchange reserve changesdqtovalent exchange rate changes. The
underlying intuition of adjusting foreign exchangeserve changes witly is to avoid
exchange market pressure and intervention indexigbelominated by more volatile
component.
4.4 Data

In order to construct an exchange market presswutersgervention index for Pakistan,
we use logged quarterly data for the period 1976@82005:Q2. The data on interest rate,
domestic and foreign price and spot exchange rate waken from International Monetary

Fund, International Financial StatisticsQuarterly money supply data were taken from the
Thomson Data stream and denatge monetary aggregate. The State Bank of Pakistan
provided quarterly data on nominal GDP. The satisplayed strong evidence of seasonality
particularly for real GDP and money supply whichrevadjusted using X — 12 ARIMA
seasonal adjustment programme. Call money ratesrgfaghe rate of interest, ( that lending
institutes charge to brokerage firms when extenthags for financing their clients’ financial
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needs. Similarly, the exchange rgt® refers to number of units of domestic currency in

terms of US dollars. Consumer price indices fohtfedkistan(p,) and the U pf') reflect

the cost of acquiring a fixed basket of goods asrdises by the average consumer. Money

(m,) refers to currency plus demand deposits. Forexghange reserveéf, refer to total
reserves minus gold. Real income ¥ and refers to nominal income adjusted using

Pakistan’s consumer price index.

Figure 4.1 contains the graphs of data in log levEollowing the approach of
Weymark (1995), the graphs reveal that real modewyestic price level, foreign price and
real domestic income display an increasing trendr diie entire sample period. The call
money rate plot reveals much persistence. From 1®&001, the exchange rate shows that
the Pakistan rupee consistently lost its value ragauS dollar. Subsequent to 2001, the
exchange rate did not rise so rapidly. This ocaclichee to an increase in the country’s foreign
exchange reserves following the lifting of sancsioimposed in the wake of nuclear
explosions, increased worker’s remittances, readimeglof external debt, substitution of hard
loans into soft ones, and Pakistan’s cooperatioth witernational community in its war
against terrorism. Domestic real income also shiowsasing trend except for the year 1998
to 2001. The fall in domestic real income for theripd 1999 to 2000 could be due to
sanctions imposed on the country in the wake ofniiglear explosions. The data are
apparently non-stationary in levels and therefor®y rhave implications for the statistical
properities of our estimators. Therefore, we folynahvestigate non-stationarities using
statistical tools.

Figure 4.2 contains graphs of first difference daaall these variables. The plots do

not display any systematic pattern which is in comity with the non-stationarity of the
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Figure 4.2 Data in first difference
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Notes: These graphs represent data for Pakistat€sest rate, money supply, prices, US pricestdyd nominal exchang

rate with US dollar and real income. Sample peisddom 1976 to 2007




stochastic process. This finding is further supgmbrbby the values obtained for both
Augmented Dicky-Fuller and Phillips-Perron unit rdest values using log differenced data

and are given in section 4.5.1.

4.5 Empirical Results

4.5.1 Unit Root Tests

In this section, we examine the time series progerdf the variables used in the
analysis. The empirical work based on time sersga dssumes that the underlying stochastic
process is stationary. This implies that its meaniance and auto covariance (at various lags)
remains time-invariant no matter at what point weasure them. When this assumption is
violated, we say that the time series is non-gtatip. A non-stationarity test that has been
widely used in empirical work on time series pracissbased on the following Augmented

Dicky Fuller regression:

P
DX, =0y + BX, + ) DX +E, (4.11)

i=1
Herex, and &, denote stochastic time series process and whige moror term respectively.

The unit root test implies thagt, = .0 calculated t—values are greater than thecatditvalues
from McKinnon (1996), we do not reject the nulldz#ta non-stationarity. Alternatively, if the
calculated t—values are less than the critical otfes null of non-stationarity of the data is
rejected. Due to quarterly data, we use four lagtha maximum number of lag leng(p) .
Alternatively, the lag length can be chosen so thatinformation Criterion (AIC) value is
minimised. After selecting the optimal lag lengtfe use the Augmented Dicky Fuller test for
testing the presence of unit root.

Table 4.1 shows the results of ADF unit root testh in log levels and log first

difference for random walk model with drift and wirift and trend. It is evident from the
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Table 4.1: Unit Root Test®

ADF Test in Levels

Variables Constant Constant and trend
Iy -1.442 (1) -1.673(1)
m -1.750(1) -2.950(1)
o} -0.287(1) -2.534(1)
p,” -2.853(1) -3.891% (1)
S -0.453(1) -2.496(1)
Y, -1.399(1) -2.571(1)
5% critical values -2.887 -3.449
ADF Unit Root Test in First Difference
Variables Constant Constant and trend
Al -10.837(1) -10.810° (1)
Am, -12.268 (1) -12.377 (1)
Ap, -2.908*(1) -3.033(1)
AptEI -3.791° (1) -4.897% (1)
As -9.386% (1) -9.531%(1)
Ay, -10.287 (1) -10.289° (1)
5% critical values -2.887 -3.449

Note superscripta indicates the significance of the variables at &fifical values. * denotes the foreign
counterparts of the domestic variables. Lag lengthmmrentheses (.) are determined by the Akakikeriation

Criterion with maximum number of 4 lags. Variablesed are defined ag: = Treasury Bill Ratem, = M1 in

Pakistan, p, = CPI in Pakistan,p, © = uscp, S, =spot exchange rate, angl =gross domestic product

adjusted with GDP deflator. 5% one-sided criticallnes are taken from McKinnon (1996). Quarterlyadat the
period 1976:Q1 to 2005:Q2 is usel. denotes first difference operator.

table that log level data yield the t-values theg ar greater than 5% critical ones for all
variables except foreign pricepf) in model with constant and deterministic trendefefore,
we are unable to reject the null of unit root indks for all variables, except foreign price
( ptD) with drift and deterministic trend.

Following Weymark’'s (1995) empirical strategy, westf difference the data to

overcome the non-stationarity issues. The diffezetiata ADF unit root test results are, as

2 We also tested the non-stationarity of all vagatih levels using Phillips and Perron test. Tiselte indicate
that the calculated t-values are less than critiahles; therefore, we can not reject the null@i-stationarity for
all variables in levels. However, Phillips-Perranituroot test applied to difference data yieldsatenes that are
greater than critical ones. Therefore, we can téfecnull of non-stationarity for all variablesfast difference.
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expected, entirely different from those obtainedewels. The lower part of table 4.1 shows
that the calculated t-values are lower than thecafiones at 5% significance levels for all
variables except for domestic price with constamd deterministic tren&® However, first

difference domestic price is stationary with drifhis shows that first difference domestic
price with drift would be more appropriate spedcifion for the estimation. Figure 4.2 further
confirms our interpretation. It shows that forejgmce in first difference does not show any
deterministic trend and fluctuates around zero mEarthermore, the Phillips-Perron unit root
test (given in appendix) show that all variables stationary at first difference. All this shows

that we can reject the null of non-stationarity dirvariables in at least one specification.

4.5.2 Estimation of the Model
We need to estimatg, the relative weight of foreign exchange rese(fé,) to

construct exchange market pressure and intervemaex, as discussed in section 3.3. This

necessitates the estimation of paramew@ysand b, from equation (4.1) and (4.2) given

below:
m’ = p, +hy, by, +V, b, > @Gandb, > 0 (4.1)
P =3, tap, +as a,a, >0 2

The basic objective of constructing an exchangeketgressure and intervention index is to
determine the direction of pressure and evaluaentbnetary authorities’ response function
over the sample period.

We have used differenced data and the two-stage $e@are approach for obtaining

interest sensitivity of money demarfd, ajd price sensitivity of exchange rg@, from

the estimated real money demand (eq. 4.1) and pgcation (eq. 4.2). This approach is

29 We also tested the non-stationarity of all vagahlsing the Phillips-Perron test. The differenata desults
indicate that the null of non-stationarity can bgected for all variables.
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adopted to overcome the endogenity problem thaesudlue to simultaneous determination of
the dependent variable and one or more of the smbgnt variables. In such a situation,

ordinary least square approach yields inconsisgstitnates of behavioural parameters in the
regression equations. Two -tage least square (28¢&) instruments for obtaining unbiased
estimates of the endogenous variaBfeimistrumental variable is assumed to be uncormlate
with the model’s error term but correlated with grelogenous variables. It is argued that the
instruments used may be strongly correlated with émdogenous variable but may be

uncorrelated with the dependent variable. This giag insignificant estimates of endogenous
variable(s) in the estimated regression equatianthErmore, we do not take into accourft

and R? values due to lack of consensus on the uniquaitlefi of the coefficient of variation

if the model is estimated by the method other tbedinary least square. Furthermore, the
objective of using instrumental variable is to abteonsistent estimates of the causal effects
of endogenous variables on regressand and the fusestauments instead of endogenous

variables fulfil this task (Verbeek 2008, p. 150).

Table 4.2 shows the estimates of the real moneyaddrfunction using log level, log
first difference and Newey-West adjusted standardre with Ordinary Least Square (OLS)
and Two-Stage Least Square (2SLS) metd@ontrary to many researchers who have used
interest rate in levels, we use it in log differerform to test the short-term dynamics of

money demand functiolf. One difference between the log level and firffiedénce models is

% Following Weymark (1995), we used the US CPI, ¢hmeonth US Treasury Bill Rate and real domestic
income as first stage instruments in the real malgyand equation. For the price equation, we use€Bl, the
three-month Treasury Bill rate and the lagged emgbaate as first stage instruments.

31 Newey-West test statistic corrects standard efropsesence of autocorrelation and heteroscedtgstic

32 Fair (1987) argued that the interest rate shoeldufed in levels than in log form. It is becausbemvthe
interest rate changes from 0.02 to 0.03, the lop@finterest rate rises from -3.91 to -3.51, wh&ch change of
0.40. If, on the other hand, the interest ratesrfisem 0.10 to 0.11, the log of the rate rises fré20 to -2.21
which is only a change of 0.09. One generally dugssee that a one percentage point rise in tleedsit rate has
four times the effect on the log of the desired eyoholdings when the change is from a base of (h@2 when

it is from a base of 0.10.
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Table 4.2 Real Money Demand Estimation

Tech: Indep: Coeff:  T-ratio T-ratio DW .
Equation Variable (N\W)  stat M@ ARCH, g2
oLS 13.81 0.44
1 [Level] Const 0711 951 -4.91° 0.92 (0.00) (0.77) 0.98
Iy 0.144 693 454
Y, 1.191 68.08 33.75°
oLS _ 5.34 0.97
2 [Diff] A, -0.013 -1.12  -1.43  1.89 (0.00) (0.43) -0.26
Ay, 0.126 1.98 2017
2SLS 34.03 2.23
3 [Level] Const -0.588 -5.37° -2.55* 0.99 (0.00) (0.14) 0.97
Iy 0.163 -4.62 -2.39°
Y, 1.170  52.47 24.83
2SLS _ 4.406  0.04
4 [Diff] A, -0.080 -1.13  -1.46  2.274(0.354) (0.84) -0.46
Ay, 0.129 1.79 1.95

Note: Level, Diff and NW refer to log level data, log fdifenced data and NeweyMest test statistic respective
data for the period 1976:Q1 to 2005:Q2 is us@denotes significant t — valued M , and ARCH, denot

Godfrey Lagrange multiplier and Autoregressive Gbiodal Heteroscedasticity test statistics to tds n
autocorrelation and heteroscedasticity in the egohregression equation.

that former includes an intercept term while défecing removes the constant in the latfer.

It is evident from Table 4.2 that interest rate asal domestic income estimates are of
negative and positive signs. The positive domesatincome estimate suggest that as income
goes up, people demand more money to finance traisactions. On the other hand, a
negative interest rate estimate suggests thattigthise in opportunity cost of holding money,
people prefer to hold their cash balances in tesfragssets that earn interest rate instead of
holding them in cash balances. This behaviour dividuals and firms suggests a negative

sign of interest rate in real money demand equéfion

3 We also estimated the real money demand funcsangunterest rate in levels. Although the estirdargerest
rate parameter was significant yet the coefficientrongly signed and is not different from zerdd@83).

3 Abe Shigeyuki et al. (1975), Mangla (1979), Kha®§0, 1982, 1994), Ahmad and Khan (1990), Hossain
(1994), and Qayyum (2001, 2005) estimated moneyadenfor Pakistan. Arize (1989) examined demand for
money in four Asian economies: Pakistan, the Bpilies, South Korea and Thailand. Bahmani-Oskooee an
Rehman (2005) examined the stability of the moreyahd function in Asian developing countries tinatlide
India, Indonesia, Malaysia, Pakistan, the PhiliggirSingapore and Thailand.
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Table 4.2 further shows significant domestic reabime estimates in all specifications
except difference data and two-stage least squatbaah. On the other hand, interest rate
estimate is insignificant in difference data est#sa A high R? with low Durbin-Watson
statistic suggests spurious regression due to fusenestationary data (Garnger and Newbold,
1974). This arises when both dependent and independriable trend together which causes
the apparent high correlation. It is further evidéom Table 4.2 that the null of no serial
correlation cannot be accepted for all specificetioexcept difference data and 2SLS
approach. Rejection of no serial correlation caukesstandard errors to be underestimated
and they are adjusted using Newey-West test stat3h the other hand, we cannot reject the
null of no heteroscedasticity in all specificatiahge to low F-statistic with the probability of
obtaining it being quite high.

Table 4.2 further reveals that the estimates af reoney demand function using
difference data yield reduced and insignificaninestes of real domestic income and interest
rate. Moreover, use of non-stationary data givesgative coefficient of variation. However,
real money demand estimates using difference datd W statistics that are quite high
implying that null of no serial correlation can no¢ rejected. Because of this, we prefer
difference data 2SLS estimate of interest ratec@ostructing exchange market pressure and
intervention index. Hence we use equation [4] ibl&al.2 for our estimate of the coefficient
of interest raté?

The estimates of price equation using log lews, first difference data with Ordinary
Least Square (OLS) and Two Stage Least Square (2&Sgiven in Table 4.3. Following
Weymark (1995), the constant term is introducegrine equation, both in log level and log

differenced data to denote the deviations from albs@urchasing power parity. Table 4.3

¥ |t is somewhat dissatisfying that the interese msticity is statistically insignificant withastdard t-statistic
and Newey-West test statistic. However, it is moeeassuring that specification tests suggest nmuak
misspecification.
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Table: 4.3 Purchasing Power Parity Equation

S Tech: Idep: Coeff:  T-ratio T-ratio D.W LM, ARCH,  R?
= variable [NW]  Stat
=3
i
1 OLS const -0.297 4472 .301® 016 153.67  37.07  0.98
[level] (0.00)  (0.00)
p,” 0449 6892  4.46°
S 0.766 22112 11.992
2 OLS const 0.006 5_213 4_393 1.88 8.11 1.26 0.11
[Diff] (0.00)  (0.29)
Ap,” 0.371 1.89 1.91
t
As, -0.016  -0.32  -0.29
3 2SLS  const -0.266 3472 o512 017  98.49 36.37 098
[Level] (0.00)  (0.00)
p” 942 613* 399°
S 0.779 21542 11.962
4 2SLS  const  0.001 0.24 0.22 1.77 5.76 011  -2.26
[Diff] (0.22)  (0.98)

o 0287 079 058
Ap,
As, 0828  1.81 1.65

Note: Level, Diff and NW refer to log level data, log fdifenced data and Newey-West test statistic. @uwprt
data for the period 1976:Q1 to 2005:Q2 is usadienotes significant t — valued M , and F,, denote

Godfrey Lagrange multiplier and Autoregressive Gtiodal Heteroscedasiiy test statistics to test the
autocorrelation and heteroscedasticity in the egohregression equation

shows positive estimates for foreign price and erge rate in all specifications except
difference data and ordinary least square apprdachitive estimates of exchange rate and
foreign price are consistent with purchasing popestity. Purchasing Power Parity suggests
that exchange rate and foreign price changes as#iyady associated with domestic prices.

Table 4.3 further shows that log level and ordiniagst square approach yield significant
estimates of both exchange rate and foreign pRaehermore, the t-values are substantially
reduced when they are adjusted using the Newey-Wssttin all models. The table further

reveals that the use of difference data yields cedwestimated parameters for all variables

except for exchange rate in the two-stage leasaregumodel. HighR?and low DW statistic

with nonstationary data suggests a potential spariegression (Granger and Newbold,
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1974). This occurs due to the fact that althougtependent and dependent variables are
random walk and independent of each other, theytrareled together and this causes the
apparent high correlation among them. Autocorreatest statistics suggest that we cannot
reject the null of no serial correlation in all netsl except difference data and 2SLS.
However, we cannot reject the null of no heteroastdity in difference data estimate of price
equation. Since serial correlation is fundamentalblem of time series data and gives
underestimated standard errors, they are adjustedg uNewey-West test statistic.
Furthermore, all specifications except log levetadand ordinary least square approach yield
increased Durbin Watson statistics, which may iadicabsence of serial correlation. We
prefer to use an exchange rate estimate of stayio@a and 2SLS for constructing of
exchange market pressure and intervention indeis. Jppecification of price equation yields
non-spurious regression estimates and are therpfeferred over other specifications of price
equation given in the table 4.3 for constructinglenge market pressure and intervention

index for Pakistan in the next section.

4.5.3 Estimation of Exchange Market Pressure and kervention Index

Following Weymark (1995), we use interest rate anchange rate estimates obtained
from first differenced data and two-stage leastasguapproach for constructing exchange
market pressure and intervention index for PakisiAe have adopted this approach to
overcome the endogenity problem that arises dsémaltaneous determination of dependent
and one or more of the independent variables. desstates using instruments instead of
endogenous variables in the estimation of regrassguation. The instrumental variables
must be correlated with endogenous variables bobrwelated with the model’s error term.
We construct exchange market pressure and inteoveimdex to check the direction of
pressure and evaluate the monetary authority’soresp The intervention index estimates are
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then used to characterise the exchange rate regfntée country from 1976 to 2005.
Exchange market pressure index is given as:
EMP = As, +nAf, (4.8)

The sign of exchange market pressure determinedinbetion of pressure. A negative
sign indicates strengthening pressure on the ddamestrency. A positive estimate of
exchange market pressure suggests the deprecwitidomestic currency/As, >0) in the
absence of Central Bank intervention. On the offaexd, in a fixed exchange rate regime, the
Central Bank relieves all the exchange market presdn such a case, positive exchange

market pressure would suggest an unchanged exchatggAs, = 0) and a drop in the
Central Bank’s holdings of foreign exchange reseiy¢, < 0).
We need the estimate of bilateral elasticipy to construct a model consistent

exchange market pressure and intervention indeis tibtained by adding the estimated
parameter of interest sensitivity of money dem@ng from money demand equation 4.1 in
section 3.3 and(a,) exchange rate estimate from price equation 4.8eiction 4.3. The
parametei, reflects the sensitivity of domestic prices tolege rate changes. Similarby,

is interest rate sensitivity of money demand. Themetes of both these variables obtained
from regression equation using difference datatemdstage least square approach following
Weymark (1995) are:

ap,= 0.828 andb, = 0.080

Based on these estimates of interest rate and egeheate, the model consistent
elasticity 77 is:

n = BEIg. -1 =-1101
a,+b,  0.82€+0.08C
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n denotes exchange rate elasticity with respecbteidn exchange reserve changes and is
used to convert foreign exchange reserve chandesenuivalent exchange rate units. We
assume that interest rate estimate is of negaitiyeand lower than that of the exchange rate

estimate. This gives us a negatiyewhich implies that exchange rate and foreign erdge

reserve changes move in the opposite directionindrease in foreign exchange reserves is
associated with the appreciation of domestic cayreagainst the US dollar in the foreign
exchange market.

Figure 4.3 shows quarterly estimates of exchangeken pressure. It is evident from
the figure that depreciating pressure has remaduedinant over the entire sample period.
This is further supported by exchange market presgsiean value of 0.005. This can be
interpreted as if the Central Bank had abstainedfintervening in the foreign exchange
market, the domestic currency would have depretibie 0.5 percent. However, a positive
Exchange Market Pressure mean value does not i@y in each quarter there was
downward pressure on domestic currency’s valuerel hee fifty-one quarters for which we
have appreciating pressure. For the remaining -sixtyquarters, we have depreciating
pressure on the domestic currency.

It is evident from Figure 4.3 that in the initisdample period, there was downward
pressure on domestic currency. In this period,ethveas political uncertainty and a drop in
economic growth due to the worst flood that hadr évethe country. However, the 1980s
show a reduced Exchange Market Pressure on donmstiency and a period of relative
tranquillity. This occurred due to the country’deglance with Western Powers in their
opposition to the Soviet invasion of AfghanistarakiBtan received increased economic
assistance from Western countries that resultedlrnmost seven percent economic growth.
This in turn reduced downward pressure on domestitency. The rise in exchange market

pressure from 1993 to 2001Q3 reflects the effecsmnctions that were imposed on the
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Figure 4.3 Exchange Market Pressure (EMB Index
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Note: This figure contains the Weymark approacesitimate Exchange Market Pressure between 1976 and
2005.

country due to its imports of missile technologyd gursuit of its nuclear programme. This
deprived the country of the foreign economic aasist that it received in the 1980s. The post-
September 2001 period shows a substantial reduttiatepreciating pressure on domestic
currency. The drop in exchange market pressureratudue to (a) increased worker’s
remittances due to the international community’ackdown on undocumented currency
transactions, (b) rescheduling of Pakistan’s exledebt, (c) repayment of expensive debt and
substitution of hard loans into soft ones, (d) siboon-structural inflows, (e) lifting of
international sanctions that were imposed due totg’'s nuclear programme and import of
missile technology, and (f) improved relations wittternational financial institutions and
bilateral creditors due to country’s support of theernational community in its war against

terrorism.
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Figure 4.4 Intervention Index (w,)
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Figure 4.4 shows intervention index values. Werdeéin intervention index as the fraction of
pressure that the Central Bank relieves throughh@ase and sale of foreign exchange reserves
and is given as:

_ Af
“4=7
—As, +Af,
n

Its values range betweenro and . @ =0 implies the absence of Central Bank intervention
and exchange rate changes relieving the entireamgehmarket pressure. This is consistent
with flexible exchange rate arrangemer@ss o) < implies that exchange market pressure is
relieved by exchange rate and foreign exchangevesshanges. Such a monetary policy
characterises the exchange rate regime as mandomd dy < O reveals the monetary

authority’s leaning with the wind in that the cetbank purchased foreign exchange reserves
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when there was already a downward pressure on dicnecesrency.«, > 1can be interpreted

as foreign exchange reserve changes being morethlagarwarranted by the pressure. This
leads the exchange rate to move in the directigrosige to that which would have prevailed
in the absence of Central Bank intervention.

Figure 4.4 reveals that there are twenty-four guastfor whicha, = 1 This can be

interpreted as foreign exchange reserves changasgheelieved the entire pressure in these
guarters. Since the exchange rate did not changeaw term the exchange rate regime fixed

one for these quarters. Similarly for forty-one dees we havew, < 1This reveals that in

these quarters both exchange rate and foreign egeh@serves changes absorbed Exchange

Market Pressure, which is consistent with a mandiged. For twenty eight quarters) > , 1

suggesting that relative changes in foreign exchaegerves were more than those warranted
by the pressure. This caused the exchange rateot@ nm the direction opposite to that

warranted by the pressure. For the remaining twefoyr quarters, we havey<0. This

implies the Central Bank’s leaning with the windipp in that the Central Bank purchased
foreign exchange reserves when there was alreagywlard pressure on domestic currency
and sold reserves with a strengthening domestiecay.

It is further evident from the exchange marketsgure and intervention indices that
Central Bank’s response varies with the directibpressure. The intervention index exceeds
its unity value when there is upward pressure omektic currency. This may indicate the
Central Bank’s preferences for maintaining the cefitipe advantage of domestic exporters
in the international market. On the other hand, ititervention index value ranges between
zero and one when there is downward pressure orestamcurrency. In this case, the
exchange rate also changes, but less than is vedrag the pressure. This can be interpreted

as that the Central Bank may be pursuing multipieaiives of enhancing the competitive
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actual

Figure 4.5 Predcited (§”*"**’) and observed exchange rateg’
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Note: The dotted line denotes the predicted exabaatg, which is more volatile. Solid lines, on dtker hand, denote the
observed exchange rate that would have prevaildteimbsence of Central Bank intervention. Thiess volatile.

advantage of domestic exporters in internationaketa and at the same time restricting the
effects of exchange rate changes on domestic paiséscountry’s foreign debt burden. The
intervention index mean value of 0.61 is substdptidifferent from that obtained by

Weymark (1995) for Canaday = 094hd Apergis and Eleftheriou (2002) for Greeag =

0.971% This shows that foreign exchange reserves andaexghrate changes absorbed sixty-
one and thirty-nine percent of the pressure resmdyt Since both exchange rate and foreign
exchange reserve changes absorbed the pressureamwesafely characterise Pakistan’'s

exchange rate regime as managed float for the giaeple period.

3 Kohlschen (2000) made Weymark (1995) approachistms with Chilean monetary experience and obthine
intervention index mean value of 0.196. Similarjyofander (1997) analysed Finland central bank nietaion
policy using Weymark (1995) approach and obtaiméervention index mean value of 0.99
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Exchange Market Pressure reflects the extent ef domestic money market
disequilibrium that exchange rate changes restotkd absence of Central Bank intervention.
We can therefore calculate actual exchange ratentbald prevail in the absence of Central

Bank intervention using the one period lagged oleskexchange rate:

S[predicted — (1+ EM Ft)) o_blserved (412)
where §P** is the unlogged predicted exchange rate whichbeamterpreted as the level

of exchange rate that would prevail in the absefcgentral Bank interventiorS***"*" refers

to unlogged one period lagged exchange rate. Caosgpanof the two gives an idea of the
extent of foreign exchange intervention. Figure dtws that the predicted rate is more
volatile than the observed exchange rate whichuithér supplemented by their standard
deviation of 18.499 and 18.380. This suggests thatCentral Bank’s foreign exchange
intervention is successful in achieving its objeetf reducing exchange rate volatility.
4.6 Conclusion

In this chapter, we constructed an exchange markssure and intervention index for
Pakistan using the Weymark (1995) model. The objecivas to check the direction of
pressure and evaluate monetary authority’s respadifse exchange market pressure’s mean
value of 0.005 provides evidence that deprecigtiegsure remained dominant over the entire
sample period. Furthermore, the actual exchange imtless volatile than the predicted
exchange rate suggesting that foreign exchangeemngntervention is successful in achieving
its objective of reducing exchange rate volatility.

Intervention index mean value suggests active @eBank intervention. However, the
Central Bank's response is not uniform and varigg wthe direction of pressure. The
intervention index exceeds its unity value when dioenestic currency is under pressure to

appreciate and vice versa. The mean value of teevintion index is 0.61, indicating that
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foreign exchange reserve and exchange rate chaatgesbed sixty-one and thirty-nine
percent of the pressure respectively. Based orintlieevention index’s mean value, we can
safely characterise Pakistan’s exchange rate asgedrnfloat over the entire sample period.
Thus our characterisation of the exchange rat@ isonformity with the IMF's rather than
Reinhart and Rogoff's (2002). This is because waratterise Pakistan’s exchange rate
regime based on the actual policy implemented.

In this chapter, we used difference data and tagestleast square approach for
estimating real money demand and price equatiatho@bh it helps to overcome the spurious
regression problem that arises due to the use fstadionary data, it results in the loss of
vital information about the long-term relationshiighe variables of interest are cointegrated.
We address this problem in the next chapter bygusiahansen’s (1988) multivariate

cointegration approach.
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Appendix

Appendix A.1 Data
We have used logged quarterly data for carryingooutempirical analysis. It is taken

from the International Monetary Fundternational Financial Statistifor all variables except

M1 and quarterly real GDP data. The details ofda& are: Call money rate (line 60B...ZF)
refers to the rate of interest charged by the lampdnstitutions when extending loans to
brokers for the purpose of financing loans formi$eof the brokerage firm. In the same way,

exchange rate (Line DE.ZF) refers to a unit of dstgecurrency per unit of foreign currency
mainly US dollar. Consumer price indices, both Rakistan p,and US ptD (Line 64.ZF)

reflect changes in the price of acquiring a fixeakhket of the goods and services by the
average consumer. Data on M1 is taken from Thorsda stream and denotes currency plus
demand deposits. Foreign exchange reserves (LinBZH) are the sum of the foreign
exchange reserve position in the fund, and the dliBrdvalue of the special drawing rights
holding by monetary authorities. Monetary authesticomprise Central Bank and, to the
extent that they perform monetary authorities’ fiows, currency boards, exchange

stabilisation funds, and treasuries.

Appendix A.2 Instrumental Validity Test

We use instrumental variable technique to overcem#ogenity problem. Instead of
endogenous variables, we use instrumental variabldse estimation of real money demand
function and price equation. The instrumental \d@es should be correlated with the
endogenous variable but should be uncorrelated whth models’ error term. Sargan
developed a test to check the validity of instruteersed. It is a four step test: (a) estimate the

original model using the two-stage least squarercamb, (b) generate residuals from the
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estimated model, (c) estimate regression equatiprekiduals using exogenous variables and
instrumental variables and (d) obtain the numberbsiervations and®.

The test statistic is given as:

S=nR’ (A.1)

S and n denote Sargen tests statistic and number of ols@msaUnder the null hypothesis

that all instruments are exogenous to model’s @sonSis distributed asy’_, wherem-r

is the number of instruments minus the number dbganous variables.

We suspect that the interest rate is endogenaletbrmined. Estimates of real money
demand function using two stage least squaresiaea q table A.1. The bottom part of Table
A.1l shows estimates of residual regression equakorm the residual regression equation,
we obtain

Table A.1 Real Money Demand and Residual Regressi&guation

Variable Coefficient t-values R?
Ai, -0.080 -1.13 -0.46
Ap, 0.129 1.79
Residual Regression on instrumental variables
Ai” -0.003 -0.115 R?2
AptD 0.923 3.624% -0.058
A -0.048 -0.0704

Note: i,, P, and Y, denotes interest rate, consumer price index aridiogaestic income respectively.
A denotes first difference operator. Quarterly daden 1976Q1 to 2005Q2 is used.

the number of observations afd required for calculating Sargan test. The tesissia is
given as:
S=117 * (-0.057) = -6.669

Since the calculated Sargan test statistic of $i§éess than the criticgt, > of 5.99

at two degrees of freedom. Therefore, we can nettréhe null that the instruments
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Table A.2 Price equation and Residuals RegressiomjHation

Variable Coefficient t — ratio R?

Constant 0.001 0.24 -2.26
Ap,” 0.287 0.79
As 0.828 1.81

Residuals Regression on instrumental variables

Ai” -0.021 -0.919 -0.01
Ap; 0.109 0.479
As -0.062 -0.679
Ay, -0.047 -0.779

Note: ilD, ptD, St-1 and Y, denotes US Treasury Bill rate, US CPI, lagged mairéxchange rate, and
domestic real income) denotes first difference operator. Quarterly daden 1976Q1 to 2005Q2 is used.
used in the estimation of real money demand funcii@ valid. Table A.2 contains two- stage
least square estimates of price equation and r@sidegression equations. Residual regression
equation gives us the number of observations RAdrequired for estimating Sargen test.
Therefore, the Sargen test statistic is calculases
S=117*0.01=-1.17

Since the calculated Sargan test statistic of -k 1ss than the criticgt’_, of 7.82 at
two degrees of freedom we cannot reject the nydothesis that the instruments used in the

price equation are valid.
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Appendix A3 Phillips-Perron Unit Root Test

Phillips and Perron Unit Root Test in Levels

Variables Constant Constant and trend
I, -4.419° -4,739°
m -1.797 -2.970
o} -0.989 -2.373
D’ -4.738" -2.558
S 0.005 -2.558
Y, 0.768 -3.319
5% critical values -2.886 -3.449
Phillips and Perron Unit Root Test in First Difference
Variables Constant Constant and trend
A, -17.338 -17.277°
Am, -12.183 -12.286
Ap, -9.672° -9.675%
Ap,” -3.769° -5.209"
As, -9. 403 -9.368°
Ay, -14.318 -14.337
5% critical values -2.886 -3.449

Note a indicates the significance of the variables at&#ical values. * denotes the foreign counterpaftthe
domestic variables. Lag lengths in parenthesearé)determined by the Akakike Information Criteriaith

maximum number of 4 lags. Variables used are défam i, = Treasury Bill Rate,m = M1 in Pakistan,

p, = CPI in Pakistan,p, 7= us CPI, s, =spot exchange rate, anyf =gross domestic product adjusted

with GDP deflator. 5% one sided critical values teen from McKinnon (1996). Quarterly data for feriod
1976:Q1 to 2005:Q2 is used denotes first difference operator.
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Appendix A.4
Real Money Demand and Price Equation (intercept isropped form the estimation).

Real Money Demand
T-Ratio

Indep: Variable Coeff: [NW] DW Stat LM ) ARCH, R?
. 4.406 3.942
Al 0.080  -1.461 2.274 (0.354) (0.005) -0.66
Ay, 0.129 1.945
Price Equation
T-Ratio LM .
Indep: Variable  Coeff: DW Stat @) ARCH, R?
x 4.406 0.123
Ap, 0.319 0.339 1.765 (0.007) (0.97) 2,761
As, 0916  2.7072

Note: NW refers to Newey-West test statistic. Tlagiables used are interest ratét),(foreign price (p: ),
nominal exchange rates() and domestic real incomey(). A denotes first difference operator. Quarterly data

for the period 1976Q2 to 2005Q2 is uséd denotes significant t-valued.M ,, and F,, denotes Breusch

Godfrey Lagrange multiplier and Autoregressive Gtiodal Heteroscedasticity test statistics to test null of
no autocorrelation and heteroscedasticity in thienased regression equation

Table A.4 shows real money demand and price equatiaifference data. It shows that all

the variables have the signs consistent with tleerth However, except nominal exchange
rate, the estimated parameters for all the remgimariables are insignificant. The estimates
of Exchange Market Pressure and Intervention inolesed on the real money demand and
price equation given in Table A.4 shows dominantviiward pressure and active Central
Bank intervention. Exchange Market Pressure aneruantion index mean values of 0.005
and 0.579 further support this interpretation. Thie results that we have obtained by
dropping constant term are quite similar to thdse are obtained from estimated real money

demand and price equations that include constamt te
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Appendix A5
Real Money Demand and Price Equation (Uses interestte in level).

Real Money Demand

T-Ratio LM .
Indep: Variable  Coeff: [NW] DW Stat @) ARCH, R?
. 4.398 2.324
Ai, 0.00083 6.025%  2.180 (0.354) (0.061) -0.05
Ay, 0.043 0.943
Price Equation
T-Ratio LM .
Indep: Variable Coeff: DW Stat “ ARCH, R?
x 9.687 67.085
Ap, 0519  2.920° 1.771 (0.046) (0.00) -1.401
As, 0.639  3.246°

Note: NW refers to Newey-West test statistic. Tlagiables used are interest ratét),(foreign price (p: ),
nominal exchange rates() and domestic real incomey(). A denotes first difference operator. Quarterly data

for the period 1976Q2 to 2005Q2 is us@d.denotes significant t-valuetM , and F, denotes Breusch

Godfrey Lagrange multiplier and Autoregressive Gtiodal Heteroscedasticity test statistics to test null of
no autocorrelation and heteroscedasticity in thienased regression equation

Table A.5 shows the estimates of real money denaadprice equation when both Pakistan
and US interest rate are used in levels. The siubevs that although the estimated domestic
interest rate parameter is significant yet it isomgly signed. In addition, the estimated
parameter of domestic real income although of p@sgign is not significantly different from
zero. However, the estimated parameters of bo#idgorprice and exchange rate are positive
and significant when the price equation is estighateing the US interest rate in levels as an
instrument for exchange rate. The constructed exgianarket pressure and intervention
index based on the use of interest rate in leyatsvsthat on average domestic currency was
under pressure to depreciate and active Centrak Baarvention. Exchange Market Pressure
and intervention index mean values of 0.004 an®4 further support this interpretation.
These finding shows that our estimates of Exchdvigeket Pressure and intervention index
obtained using difference data and the real moreapashd and price equation containing

intercept are robust to different specifications.
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Chapter Five
Exchange Market Pressure and Intervention Index: cae of Pakistan.

Evidence from Cointegration Approach
Abstract

To work with a model based approach to Exchangekdt Pressure, estimation on level data
may be spurious. This chapter utilises a cointemgrdtamework to estimate the parameters of
a Weymark’s (1995) model. We also construct anrvetation index. Additionally, we utilise
the same framework to estimate Girton and Ropdr@ 1) monetary model of Exchange
Market Pressure. The objective is to check thectoe of pressure, evaluate monetary
authorities’ response to prevailing pressure arsd tiee independence of Central Bank in
pursuing independent monetary policy over the gigample period. The results indicate
monetary independence, dominant downward pressutaesPakistan’s currency and active
Central Bank intervention. An intervention indexggasts that foreign exchange reserve
relieved seventy-three percent of the pressureh&h@e rate changes absorbed the remaining

pressure.
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5.1 Introduction
Exchange market pressure is defined as money maidexjuilibrium that arises due to

nonzero excess demand of domestic currency indgorekxchange market (Taslim, 2003).
Since it is directly unobservable, exchange maptessure is measured by changes in the
macroeconomic variable that are used for restormaney market equilibrium. In fixed
exchange rate system, it is reflected in foreigoheaxge reserve changes. On the other hand,
exchange rate changes measure the extent of foegdrange market disequilibrium in a free
float. In a managed float or intermediate exchargfe system, simultaneous changes in
exchange rate and foreign exchange reserve mefaseirgn exchange market disequilibrium.

Girton and Roper (1977) first derived an Exchaipgrket Pressure index using a
monetary approach to the balance of payments. férgeto the volume of intervention
necessary to restore foreign exchange market bquii. Such an intervention takes the form
of money market operations and exchange rate chaugder two extreme exchange rate
regimes of fixed and flexible exchange rates. Uralenanaged float, both money market
operations and exchange rate changes simultanechistgcterise the volume of intervention
necessary for restoring foreign exchange marketliequm. In Girton and Roper’s (1977)
model, both these components are equally weighted.

Weymark (1995) made a notable contribution to theory of exchange market
pressure. She used a stochastic macroeconomic rieodidriving the weights assigned to the
components of exchange market pressure indexnitests foreign exchange reserves changes
into equivalent exchange rate units. Since its dgveent, many researchers have applied the
Weymark (1995) approach to different countries dbecking the direction of pressure and
have evaluated monetary authorities’ response fithiese studies include Poso and Spolander
(1997) to Finland, Kohlscheen (2002) to Chile, Tas{2003) to Australia, Akiba and Ida

(2004) to Singapore and Jeisman (2005) to Austr&lahlscheen (2002) slightly modified
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Weymark’s (1995) approach to incorporate the Chilpalicy of reserve requirements on
foreign capital inflows’ On the other hand, Poso and Spolander (1997)pgedntervention
data for evaluating the Finnish Central Bank's ceme to exchange market pressire.
Empirical evidence shows that the Central Bankthe$e countries actively intervened in the
foreign exchange market to avoid undesirable exgpbarate fluctuations. Apergis and
Eleftheriou (2002) on the other hand, assumedesteate insensitivity of money demand and
imperfect substitutability of domestic and fore@gsets. Their empirical evidence supports the
predominance of downward pressure and active ddyark intervention.

In this study, we use Girton and Roper’s (19774 Weymark’s (1995) methodology.
Girton and Roper’s (1977) approach is used tottesmonetary authorities’ independence in
formulating an effective monetary policy. On théet hand, Weymark’s (1995) approach is
used to check the direction of pressure and ewaltre@ monetary authorities’ response by
constructing an intervention index values. We ade®fgymark’s (1995) approach because
contrary to Frenkel and Aizenman’s (1982) approdtcbnables us to evaluate the monetary
authority’s response to undesirable exchange hattuaitions by constructing an intervention
index>° It refers to the fraction of pressure that a Cariank relieves through the purchase
and sale of foreign exchange reserves. The obgddito provide estimates of an exchange
market pressure and intervention index which caruded as tools for analysing monetary
policy in Pakistan.

We use Johansen’s (1988) multivariate cointegragijoproach for empirical analysis.

We use Johansen’s (1988) approach because thpmeistially a spurious regression with

3" Due to increase in capital inflows, the Chileannetary authorities imposed a twenty percent noerést

bearing reserve requirement on selective capitivis which was increased to thirty percent in Ma992. This
was reduced to ten percent in June, 1998 and \ivamated three months later.

% pure intervention includes those purchasing amithgeoreign exchange reserves by the Bank of dil
which are aimed at affecting the markka exchantge ra

% Frenkel and Aizenman (1982) defined optimal exgearate regime in terms of stochastic shocks affgd¢he

economy. The real shocks induce fixity of exchargies. On the other hand, monetary shocks are stensi
with the desire for flexibility of exchange rateurthermore, the desire for flexibility of exchangge diminishes
if the share of non-traded relative to traded gaedsgher.

112



non-stationary data when used with classical regyasAn important exception arises when a
linear combination of nonstationary variables egtishary. In such a case, we say that there
exists a long run cointegrating relationship amémg variables and there is not a spurious
regression. Johansen (1988) developed a multieadaintegration approach that is widely
used in the literature for analysing long run tielahip among the nonstationary variables.
Indeed we go substantially beyond the previous tendyy not only using Johansen (1988) to
estimate a money demand and price equation inghesgystem. But to do so within system
full information maximum likelihood should improveur estimated results. The results
indicate monetary independence and downward pressudomestic currency over the entire
sample period. Furthermore, the gathered evidenggests that the Central Bank actively
intervened in the foreign exchange market for angidindesirable exchange rate changes.
The rest of the chapter follows as: in section We derive the Exchange Market
Pressure and intervention index using Weymark'9%)9method. In section 5.3, we analyse
the data which includes data discussion and graplaicalysis. In section 5.4 we outline
Johansen’s multivariate cointegration approachiarggction 5.5, we discuss the results. The
results include testing of nonstationarity of tlaadon the variables of interest in section 5.5.1,
discussion of vector error correction model estemabf real money demand and price
equation in section 5.5.2. In section 5.5.3 we toot exchange market pressure and
intervention index for Pakistan using Johansen’#ivasiate estimates of real money demand
and price equation. Section 5.5.4 is addressetidcstimmary of results obtained from log
levels and log difference data with Johansen maii@te cointegration approach and two stage

least square method. Section 5.6 concludes.
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5.2 The Model
We firstly set out the Weymark (1995) model usedctmstruct exchange market

pressure and an intervention index for Pakistais. diven in logarithmic form as:

d

m- =p, by, —b, +v, b, > Oandb, > O (5.1)
=3, +ap, +as a,a,> 0 B
i, =i+ ES.—5 5.
m® =mZ, +Ad, +Af, (5.4)
Af, = -p,As, (5.5)

Asterisks denote foreign counterpart of domestitabdes. Equation (5.1) explains that
an increase in real incomgy, ijcreases the demand for nominal money balarfo&s )
because there is a larger volume of transactiobe financed. An increase in interest rate ( )

raises the opportunity cost of holding money andg ttreduces the demand for money (Kreinin
and Officer, 1978). Equation (5.2) defines the atioh of domestic price level. The

exchange rat€s,) is defined as the number of units of domesticaswy per unit of foreign

currency such that a rise in the exchange ratsdecéated with a depreciation of domestic

currency. Equation (5.2) states that domestic pegel is positively influenced by foreign
price (p,’) and exchange ratés, changes. Absolute purchasing power parity is assuim
hold, if a, is constrained to zero araj and a, are assumed to be equal to unity (Spolander,

1999). Equation (5.3) is Uncovered Interest RatetyPaGiven that the domestic financial

institutions are well developed, it explains thay aivergence between domestic and foreign
interest rate (i) is reflected in expected exchange rate changes. fdtation Es,,
represents the value that rational agents expguriodt+1 given the information in period

Equation (5.4) defines money supplyn® in) terms of its sources. It states that inherited
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money stock fn’,), domestic credit £d,) and foreign exchange reservAf() determine

money supply in period Equation (5.5) is monetary authority’s resporsexchange rate
fluctuations. It indicates the way the central basflanges foreign exchange reserves in
response to exchange rate fluctuations (Chen aketd,a2007).

Substitution of equation (5.2) and (5.3) in (5tBking the difference of the resulting
equation, combining it with the Central Bank's resgpe function and re-arranging the

resulting equation yields:

— _{( aiAptD +b1Ayt _bzAitD+Vt _Adt _bzAEtShl) +Aft}

5.6
2 +b, (5.6)

As,

Equation (5.6) shows that changes in foreign pdosestic income, foreign interest rate, and
domestic credit, expected change in the spot exghaate and foreign exchange reserves
determine exchange rate changes. The elasticitgxohange rate with respect to foreign
reserves; is given by equation (5.7):

_0As _ 1

(5.7)
oAf,  a, +b,

/7:

n converts foreign exchange reserve changes intwaqot exchange rate units.

Exchange market pressure index based upon the ewacromic model given in
equation (5.1) to (5.5) is given as:
EMR = As, +nAf, (5.8)
Exchange market pressure index indicates the loligion of pressure between exchange rate
and foreign exchange reserve changes. It furtheraie that in the absence of central bank
intervention, the entire pressure is absorbed mhaxge rate changes. Based on exchange

market pressure index, Weymark (1995) defines gorexchange intervention index as:

_n(af) _ nhf (5.9)
" EMP  As +7if, '
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Dividing the numerator and denominator of the rijaind side of the equation (5.9) by

1/n gives:
Af
w = - t 6)1
—As, + Af,
Ui

The intervention index reveals the fraction of gressure that the Central Bank relieves
through the purchase and sale of foreign exchangserves. Its values range

between-w <@ <. @ equal to zero represents that the Central Bankaialesl from
intervention. Whenw, equals to one there was fixed rate. between zero and one implies
changes in both exchange rate and foreign exchrasgevesw < 0 shows the Central Bank’s

leaning with the wind policy. This can be intergeethat the Central Bank purchased foreign

exchange reserves when there was a downward pgesswtomestic currencyy>1 shows
that the Central Bank response was more than thatanted by the pressu(@f, > EMR).

This leads the exchange rate to move in the dmectipposite to that warranted by the
pressure.
5.3 Data

Quarterly data on all variables except nominal mnyo(d1) for Pakistan and US.
Pakistan’s Gross Domestic Product (GDP) are oldafrem International Monetary Fund
International Financial Statistic The authorities at Statistical Department, Stémk of
Pakistan (SBP) provided us quarterly data on non@iP. Similarly, we obtaine11 data
from Thomson data streariM1 data for US is taken from Federal Reserve Banlipage.
Due to unavailability of quarterly GDP deflator @atwve adjusted the nominal GDP and
nominal money balanced/() for Pakistan and US using their CPIs. Sincedhai on real

GDP and moneyM1) showed seasonality problem, it was adjustedgu¥in- 12 ARIMA
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seasonal adjustment programme as available in Eveandard version. In the analysis that
follows, all the variables are used in logarithrfigom.

Call money ratei( Yefers to rate of interest that domestic finansistem charges to

brokerage firms to finance their clients finaneiakds. Similarly, exchange ratg refers to

domestic currency per unit of foreign currenqy. and p,” refers to domestic and foreign
price respectively. Moneym )enotes currency in circulation and demand depWsit
Foreign exchange reservé$§ refer to total reserves minus goly. is real income obtained

by adjusting nominal GDP with Pakistan consumesepmdex.

Figure D1 (given in Appendix D) shows graphs ig levels. It indicates that except
interest rate, all variables display nonstatiogatitterest rate on the other hand, varies over a
time with a tendency to rise and fall. Exchange naibt indicates that prior to 1982, it has
remained fixed. It further shows that a shift ie tevel of exchange rate took place in the first
guarter of 1982 and fourth quarter of 2001. Thenfar shift occurred due to country’s switch
from fixed to managed float exchange rate regime8Brjanuary, 1982. The latter shift
occurred due to Pakistan’s cooperation with thddvaorits war against terrorism.

Figure D2 (given in Appendix D) contains the graphslifferenced data on all these
variables. It indicates that the differenced datasdnot display such a clear stochastic trend
and fluctuates around constant mean which confihasthe data is stationary. This is further
confirmed by the values obtained for Augmented Ridkuller unit root test using differenced

data, as given in section 5.5.1.

“0UsM1 is defined as currency, travellers’ checks, dedrd@eposits, and other checkable deposits.
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5.4 Econometric Method

In this section, we present an empirical methodpldigthe data is nonstationary, we
can not use classical estimation methods due tdospuregression problem (Granger and
Newbold, 1974f! A simple approach to deal with this problem istflifference the data as is
the case with previous chapter. Although differagcsatisfies stationarity properities of time
series variables for estimation yet it also resthits loss of vital information about long run
relationship, if the variables involved are coimtggd. This problem can be overcomed by
using either Engle and Granger (1987) or Johars@88{ approach.

In this paper, we test the presence of cointegyatelationship using Johansen’s
(1988) and Johansen and Juselius’ (1990) multiteadaintegartion approach. We prefer this
approach to Engle and Granger’s (1987) method a&)tEngle and Granger’'s (1987) do not
distinguish between the presence of one or moretagiating vectors (Hafer and Jansen,
1991), (b) Engle and Granger’s (1987) being a ttep-procedure. At first stage, we estimate
our model using ordinary least square approachiratite second stage we test the stationarity
of the residuals. Stationarity of the residualsliegpthe presence of cointegrating relationship.
However, the error committed at the first stagugrice the second stage results. On the other
hand, Johansen (1988) and Johansen and JuselR®) (i& only permits us to examine the
guestion of cointegrating vectors in the multivegiaystem, it also allows us to test the
number of cointegrating vectors as well. In additidue to endogenity of all variables, the
results remain invariant with respect to the dimtf normalization. The Johansen (1988)
and Johansen and Juselius (1990) procedure is bpsadhe following relationship:

X =M X g oo +1 k—lxt—k +e (t=1- 1) (5.11)

*11f R? exceeds Durbin Watson statistic, it suggest tiaregression is spurious (Granger and Newbold4)197
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Where 1, is a vector of parameters(, is a vector of variables ang is a vector oferror

terms with zero mean and constant variance givem\ asGenerally, the above model is
estimated in difference form to avoid spurious esgion problem. Although it satisfies
stationarity property yet it also results the logsital information about long run relationship,
if variables involved are cointegrated.

Taking first difference of equation (5.11), Johansand Juselius (1990) suggest

writing it in the form given as:

DXy =T A g e DX g "TIX L +E (5.12)
Where

ri:_(|_r|1_ ...... _nk) (i =1 k-1),

and

|_|:—(|—|_|1— ...... —|_|k)

Equation (5.12) is first order vector auto regressinodel except for the final matridX,_,
which contains information about the long run trielahip. The equality of the rank df
denoted asr and the number of variablep indicate the stationarity of all the variables.
Therefore, any combination of stationarity variablgields stationary variables i.e.,

cointegrated. Zero rank =0) of matrix M suggests that all the elements of the matrix are
nonstationary and first difference may be recommadntiVhenr < p, it implies that there are
pXx rmatricesa and £ such thatl =af'. Here § denotes the matrix of cointegrating
vectors, anda represents the matrix of weight with which eacintsgrating vector enters
each of theAX, equation. Johansen and Juselius (1990) demongtet, the cointegrating

vector, can be estimated as the eigenvector assdciaith r largest and significant

eigenvalues found by solving
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NS = SeoSo “Sui =0 (5.13)
where S,, denotes the residual moment matrix from the regvasof AX, on its lagged
values,S,, is the residual moment matrix from an ordinarstesgjuare regression of,_, on
AX ..., and S, is the product of moment matrix. Given these evgéres, we can test the

null hypothesis that there arecointegrating vectors by calculating two test stats known as

trace test and maximum eigenvalue test give as:

Avace(fo) =T " log—A,) (5.14)
and
Anax(lo) =-Tlog - 4,,) (5.15)

Here trace and max refers to trace and maximumeadge test respectively. The trace test is
used to evaluate the null hypothesis that therer aoe fewer cointegrating vectors against a
general alternative hypothesis. On the other hamakimum eigenvalue test, tests the null

hypothesis that = 0 against the alternative hypothesis that].

5.5 Results

5.5.1 Unit Root Tests
The presence of cointegrating relationship requineg the time series data on the

variables of interest should be integrated. Thiglies that the data should be nonstationary in
levels and stationary at first difference. Dickyll€utest identifies the integrating order of the

time series data and is given as:

P
DX, = Yo+ 6K+ DX +E (5.16)

i=0
where A is the difference operatok, is the logarithm of the variable being tested,6 are
the parameters to be estimated a&nds an error term. The null of nonstationarity pfseries
is rejected if calculated t — values are less tharcritical values. On the other hand, if
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Table 5.1: Unit Root Test in log levels and first diference®

ADF Unit Root Test in log levels ADF Unit Root TestFirst Difference
Variables Constant Constant and trend Variables Constant Constant and trend

i, -1.442 (1) -1.673(1) Ai, -10.837(1) -10.810°(1)

m -1.750(1) -2.950(1) Am, -12.268' (1) -12.377 (1)

m -1.431(2) -2.479(2) Ay -3.950% (1) -3.932 (1)

b, -0.287(1) -2.534(1) Ap, -2.908 (1) -3.033(1)

p,” -2.853(1) -3.891°(1) Ap,” -3.7917 (1) -4.897* (1)

s -0.453(1) -2.496(1) As -9.386% (1) -9.531°(1)

Y, -1.399(1) -2.571(1) Dy, -10.287° (1) -10.289 (1)

A 0.255(1) -2.546(1) Ay, -7.066" (1) -1.069(1)

emp -10.247°% (1) -10.22F (1)

5% critical values -2.887 -3.449 5% critical values -2.887 -3.449
Note a indicates the significance of the variables at&tcal values. * denotes the foreign counterpaftthe domestic variables. Lag lengths in paresgbd.)
are determined by the Akakike Information Criteriith maximum number of 4 lags. Variables used deéned as:it = Treasury Bill Rate,m, = M2 in

Pakistan, p, = CPI in Pakistan,p, 7= us CPI, S, =spot exchange rate, any,k =gross domestic product adjusted with GDP defl&i@6.one sided critical
values are taken from McKinnon (1996). Quarterliadar the period 1976:Q1 to 2005:Q2 is usAddenotes first difference operator

“2 We also tested the nonstationarity of all variakte levels using Phillips and Perron test. Thailtssindicate that the calculated t-values are tbs® critical values;
therefore, we can not reject the null of nonstatidy for all variables in levels. However, Philiferron unit root test applied to difference dégdds t-values that are greater
than critical ones. Therefore, we can reject nUllanstationarity for all variables at first diffarce.



calculated t—values are greater than the criticaésp we do not reject the null of
nonstationarity of time series. Table 5.1 repodEwdated t—values of variables of interest in
log levels and log first difference with drift amllift and trend model. The results show that

we are unable to reject the nonstationarity nulldlh variables in log levels except foreign
price p, with drift and deterministic trend model and exof@ market pressure with both

drift and deterministic trend model. This meang floaeign price is drift nonstationary but

trend stationary in levels. However, Phillips- Parunit root test (given in appendix) provide
evidence that foreign price,’ is drift stationary and trend nonstationary inglsv In addition,

US income is of positive sign with drift model. $hgan be interpreted that the data generating
process is explosive. This implies that the US mmecdoes not converge to its equilibrium
value over the given sample period. Table 5.1 @&rrtimdicates that all variables except
domestic price with trend model are stationaryist tdifference. However, first difference
domestic price is stationary with drift. This shotmt first difference domestic price with
drift is appropriate specification for estimatidrhis is further confirmed from the figure D2
(given in appendix). It indicates that first diffece domestic price does not show any
systematic trend and fluctuates around its zeronmEarthermore, we also estimate Phillips
and Perron unit root test (given in appendix) whstlows all variables are stationary at first
difference. All this shows that we can reject th of nonstationarity for all variables at least
in one specification.
5.5.2 Vector Error Correction Model Results

We test the presence of long run relationship usiolgansen (1988) cointegration
approach. The linear combination of two or morel(d) variables yields nonstationarity
variable as well. An important exception arises whiaear combination of nonstationarity

variables yields stationary outcome than thesealsbes are said to be cointegrated. Stationary



linear combination of these nonstationary variabdeggests the presence of long run
cointegrating relationship.

In this section, we have adopted an approach thataves upon Weymark (1995).
Instead of separately estimating real money dem(&nt) and price equation (5.2) using
Johansen (1988) cointegration approach, we exasiialimensional vector process that
allows us to test whether there is evidence thsiindit money demand and price equation
relations prevail in the data. The variables usethé analysis are defined in the data section.

As a priori, we can think of two cointegrating wa&st governing the long run
behaviour of these variables. First cointegratiegtor is expressed in terms of real money

demand function and is given as:

m - p, = by, —b,i, +v, (5.1)

where b, and b, denotes the income and interest rate elastidiig. éxpected thab, is close
to unity, corresponding to a unitary elasticitydahatb, > 0. Second, if the real exchange
rate is stationary, we can expect that:

P =8, *ap, +as (5.2)
corresponds to second cointegrating relationship & =a, =1. In addition to estimating

real money demand and price equation using singitov error correction model, we also
estimate Girton and Roper (1977) model to test tlmmestic monetary authority’s

independence in pursuing an independent monetdigypdhe Girton and Roper model is

given as:

As +Of =a—Bm + B,m + By, — BsY; (5.17)

It is assumed that an increase in domestic monpplglwand a rise in foreign income put

pressure on domestic currency to depreciate. Onother hand, an increase in domestic

income and foreign money supply reduces pressug®orestic currency.
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Table 5.2 Diagnostic statistics

Diagnostic test Test Statistic
Real Money Demand and Price Equation

LM(1) 37.563[0.397]
LM(2) 27.495[0.845]
LM(3) 20.387[0.737]
LM(4) 49.498[0.067]
LM(5) 34.161[0.556]
LM(6) 42.185[0.221]

/\/(2Het) 1546.414[0.263]
X2 4 1.561[0.458]

Girton and Roper Model

LM(1) 37.625[0.051]
LM(2) 31.265[0.181]
Xy 11.819[0.92]
Xiior @) 4.396(0.111)

Note: LM denotes Lagrange Multiplier test for raegtiserial correlation up to third orde}(2 normal is a chi-

square test for normality: hetis anF test for heteroscedasticity. Numbers in squarekata are the probability
values of the test statistics.

For estimating six dimensional vector procés®. X, = m - p,, P, Y is Prs
S.) using Johansen multivariate cointegration approaetfirst need to determine the optimal

lag length. Instead of using some information date for determining optimal lag length, we
estimated the unrestricted Vector Autoregressiomehap to eight lags and checked the
residuals properities which were satisfied at thesen lag length of six. For estimating Girton
and Roper (1977) model, we used two lags at whieh residuals of unrestricted vector
Autoregression model satisfied required properitieable 5.2 shows the results of statistical
tests used to check residuals properities of estimanrestricted VAR. It is evident from the
table that the null of no serial correlation andnioscedasticity can not be rejected. Similarly,
we can not accept the null of non-normal distrimitdf residuals.

Prior to estimation of long run relationship, wepose restrictions on intercept and

trend in the short run and long run with a viewselecting appropriate model. The first
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possible specification includes intercept but mmdr in cointegration equation, no intercept or
trend in VAR. Thus data do not contain linear teiathd therefore, the differenced data has
zero mean. Moreover, cointegrating equation and \tl\imodel three includes intercept but
no trend. In this case, data does not contain tkaridthe specification is allowed to drift
around an intercept. Intercept in VAR cancels o#pt in the cointegrating equation. This
leaves only one intercept in the short run. Finathpdel four contains intercept in both VAR
and cointegrating equation, linear trend in coiraigg equation, no trend in VAR. Trend in
cointegrating equation takes account of exogenomsty.

We select the appropriate model by moving fromntiost restrictive to least restrictive
model by comparing trace or maximal eigen valu¢ sestistic to their critical values. We
select the model when the null that thereraceintegrating vectors is not rejected for thetfirs
time (Asteriou and Hall, 2007).

Table 5.3 reports the results of cointegration tesshg the specification that includes
real money balances, real domestic income, inteed¢st domestic and foreign price indices
Pakistan’s nominal exchange rate, US money suppllylsS real income. Two test statistics
are used to determine the number of cointegrateajovs. The decision about the number of
cointegrating vector is based upon the calculateticitical statistics. The null hypothesis is
not rejected if the calculated values are less thercritical ones. If calculated maximum or
trace statistics are less than their 95% criticedsp we do not reject the null of presence of
cointegrating relationship.

It is evident from Table 5.3 that Maximum eigenwaknd trace test statistic provide
evidence of two and three cointegrating vectorstif@ specification that uses real money
demand and price equation in single vector errotection model. We prefer maximum eigen
value test statistic in selecting the number ofmtagrating vector because of its strong

alternative hypothesis compare to trace test sta(inders, 2010). On the other hand, both
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trace and maximum eigen value suggest one coirtbegraector for specification that uses
exchange market pressure, domestic and foreign mealey balances and domestic and
foreign real income.

Next we impose exact — identifying (also called nentestable) restrictions for
identifying cointegrating vectors. These restricicare imposed to identify the cointegrating
space and are equal to the number of cointegraBotprs (Ostero and Milas, 2001). On the
other hand, over-identifying restrictions (alsoledltestable restrictions) are the additional
restrictions and are imposed on the cointegratiagtors. We test the validity of these
restrictions using standard likelihood ratio tetstistic (Milas, 1999). The presence of two
cointegrating vectors in six dimension vector systgeuggests imposing two non —testable

restrictions on each of the cointegrating vectorrder to do so, the two cointegrating vectors

associated withX, =[m - pt, p,, i,, ¥, p, .S ] are given as:

M, =[@:, B, Asr B4 G5 Ber @71 and

M, =[@, @ @sy Boss Boss Bosr $orl

Here I, and N, denote first and second cointegrating vector whiehote the real money

demand (n — p,) and price equation) respectively. Each cointegrating vector contains
seven elements, they represent the coefficient afheof the endogenous variable
[m-p,p. i, Y. P .s]and intercept termu respectively. The non—testable restrictions

imposed for identifying cointegrating vectors aieeg as:

@, =1, g, =0 (real money demand equation) and

®, =0, @, =1 (price equation)
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Table 5.3: Cointegration test based on Johansen miaxum likelihood method

Real Money Demand and Price Equation

Girton and Roper Model

Null Hypothesis Alternative A__rank value 5% critical Null Alternative A __ rank value 5% critical values
Hypothesis values Hypothesis Hypothesis

A e Fank test A ax Fank test
H =0 H,:r>0 46.593 40.957 H,:r=0 H,:r>0 50.398 33.877
H,:r<1 H,o:r>1 42.155 34.806 H,:r<1 H,:r>1 22 766 27.584
H,o:ir<2 H,:r>2 23.14# 28.588 Hoir<s2  H,ir>2 16.586 21.132
H,:r<3 H, :r>3 15.674 22.299 H,:r<3 H,:r>3 7.596 14.265
H,:r<4 H,:r>4 9.178 15.892 Ho:r<4 H,:r>4 0.372 3.841
Hy:r<5 H,:r>5 6.428 9.165

Ayace TanNk test Ay .ce Fank value Ayace FANK test
H,:r=0 H,:r= 143.142 103.847 H,:r=0 H,:r=1 97.718 69.819
Hy:ir=1 H,:r= 96.549 76.973 H,:r=1 H,:r=2 47.320° 47.856
H,:r=2 H,:r=3 54.393 54.079  H,:r=2  H,:ir=3 24.554 29.797
H,:r=3 H,:r= 31.279 35.193 Hoir=3 H,ir=4 7.968 15.495
Hy,:r=4 H,:r=5 15.606 20.261 H,:r=4 H,:r=5 0.372 3.842
H,:r=5 H,:r=6 6.428 9.165

Note: adenotes the first time when the null hypothesigids rejected for the 95% significance level. Mo@etontains intercept but no trend in the cointeggrt
equation, no intercept or trend in VAR. Model 3lirtes intercept in the cointegrating equation a#dRyno trend in cointegrating equation and VAR. Mdbd includes

intercept in cointegrating equation and VAR, ling@nd in cointegrating equation and no trend inR/A/ariables used in the VAR arfn — P, , it, /"

P;, and§

which denotes real money balances, inter banknoatiey rate, domestic real income. Domestic pritm®jgn prices and Pakistan’s nominal exchange N#R is
estimated using three lags from 1976Q1 to 2005@2and I indicates the total number of the cointegratingte®s and the rank of the cointegrating matrix.endtes foreign counterparts of

domestic variables.



The non-testable restrictions imposed on the fishtegrating vectorg, reveals that we
express it in terms of real money demand- p, (¢, = 1) and drop the long run estimates of
price equationp, (g, = 0). The remaining variables are included unibtr Similarly the
non-testable restrictions imposed on the secormtegnating vectorsy, allows us to express
it in terms of price equatiomp, (¢, = 1) and drop long run estimates of real moneyatem
equationm — p, (@, = 0). This also allows us to include the resthef variables unrestricted

in the second cointegrating vector.

The over — identifying restrictions (also calledtéble restrictions) the validity of

which is to be tested, are given as:

Hy: @s = @ = 0 (on the real money demand equation)

@5 and g, denote foreign price and exchange rate estimaigésage dropped from the first

cointegrating vector with a view to normalize it terms of real money demand equation.

Similarly, the testable restrictions imposed ondgbeond cointegrating vector are:

H: @, = @, =0 (price equation)

@, and @, represent interest rate and income estimates @ndrapped from the second
cointegrating vector with a view of expressingntterms of price equation. The estimated
Likelihood Ratio statistic for testing the validibf over — identifying restrictions on the two

cointegrating vectors at two degrees of freedom1&@96P value = 0.801] and 3.67@°[

value = 0.999] respectivef§. Insignificant estimates of likelihood ratio testatistic

distributed asy® suggest that that the testable restriction impasethe two cointegrating

*3 Degree of freedom is equal to the total numberestrictions minus the number of just — identifying
restrictions.



vectors can not be rejected. Since the testablectems imposed are accepted therefore, we
can express two cointegrating vectors in termseaf money demand and price equation as
given in Weymark (1995) model and are given as:

m - p, =-0724- 0010, + 1191y, (5.20)
(-4.788F (-0.462) (2.561)

p, = 2474- 1701p; + 1634s, (5.21)
(2.035} (5.632} (5.305)

Equation (5.20) and (5.21) shows the long run edgs of real money demand and price
equation. Real money demand equation shows ingignifand significant interest rate and
real domestic income estimates with having negadive positive signs which is in accord
with the literature. Similarly, price equation stesignificant estimates of both foreign price
and exchange rafé.However, contrary to theoretical prediction, fgreiprice estimate is of

negative sign which is inconsistent with the litara*

5.5.3 Estimation of Exchange Market Pressure and bervention Index

In this section, we construct quarterly exchangarket pressure and intervention
indices for Pakistan using real money demand @&nd) price equation (5.2). Table 5.4 shows
the estimate of real money demand and price equasimg log differenced and log level data
with two stage least square and Johansen multiearieointegration methodology. It also
contains Johansen estimates of Girton and Ropéf7j18odel (equation 5.17). Johansen
estimates are obtained by normalising real moneyatde estimates by -1. We do this to
express the remaining cointegrating vectors in seofireal money demand function (Hafer

and Jansen, 1991). Negative and positive estinofiaserest rate and domestic real income in

4 \We obtain the t-values by dividing the restricesdimates of parameter of interest with their cspomding
standard errors from unrestricted contegratingarect
> Separate VAR estimates of real money demand dod equation are given in appendix.
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Table 5.4 are in accord with literatufelt is further evident from Table 5.4 that we ohtai
insignificant and significant estimates of intereste and domestic income using two stage
least square and Johansen approach respectivelyeudo, the insignificant estimate of
interest rate in two stage least square approaghl b@ due to the use of differenced data. In
addition, the use of instruments instead of interage may account for its insignificant
estimate in two stage least square approach. Tagre when instruments although strongly
correlated with the endogenous variable have weatelation with the dependent variable.
This gives increased values of standard errors lwhigsults in insignificant t-values.
Insignificant interest rate coefficient in 2SLS apgch implies that the short term interest rate
does not have any significant impact on nominal @ydmldings (Khan, 1980Y.

Negative interest rate coefficient is based on assumption that as interest rate
increases; people prefer to hold their cash batancéerms of assets that earn interest rate
than holding them in cash balances. This givestiegeelationship between interest rate and
real money balances. Compare to Hetzel and Mel@80jlwho obtained -0.76 and -2.2 for
M1 andM2 monetary aggregates for the US, our interestastienate of -0.010 for Pakistan is
quite low. However, it is slightly greater thanttoétained by Hafer and Jansen (1991) for M2
monetary aggregate for the US. Low interest raeffimient has implications for monetary
policy. This implies that monetary authorities wWillive to bring greater changes in the interest

rate for inducing desired changes in demandvfbr (Bahmani-Oskooee and Shabsigh, 1996).

6 The interest rate has also been used in the lekmsto different results obtained in log form fbe same
change. For example, if interest rate rises fro@# @o 0.05, the log of the interest rate rises fr@21889 to
2.99573, which is a change of 0.223144. If, ondtieer hand, the interest rate rises from 0.08 % the log of
the interest rate rises from -2.40795 to -2.52%#8c¢h is only change of 0.0117783. It is generaly expected
that one percent increase in the interest rateat@ Imore than two times effect on the log of thsiréd real
money balances when the change from the base 4ftl#a® when it is from a base of 0.08 (Fair, 1988spite
that, we used log interest rate to maintain coesist between the first and second chapter. Thiemmeaey
demand equation based on the interest rate indesegiven asim, - p, = - 0157 - 0007i, + 1068y, -

The estimated parameter of interest rate althoegfative is not significantly different from zero.

47 Mangla (1979) and Nisar and Aslam (1983) used malhey rate and obtained insignificant and sigaiftc
interest rate coefficients for Pakistan.
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Table 5.4 Real Money demand, Price and Girton & Ro@r (1977) model estimates

Technique Variables
Real Money Demand Constant I Yy Ai, Ay,

. -0.080 0.129
2SLS[Diff] O (Losy

-0.724 -0.010 1.191
Johansen (-4.788F  (-0.462)  (2.561)
Price Equation P, S Ap; As,

. 0.001 0.287 0.828
2SLS[Diff] (0.22) (058)  (1.81)
Johansen 2.474 -1.701 1.634

(2.035¢  (-5.632)*  (5.305)
Girton and Roper (1977) m m Y, A
model
Johansen -0.419 -0.456 0.026 -1.322

(1.165)  (20.66) (0.055) (2.380)

Note: t — values are given in parentheslsdenotes significant t-values. 2SLS denotes twgestaast square.

Johansen is in levels and 2SLS is first differer@enstant is included following Weyamrk (199%). denotes
first difference operator. * denotes foreign coupéets of domestic variables.

The income coefficient is positive in both spedcfions as expected. It can be interpreted that
as income increases, people demand more moneynfoicing their increased number of
transactions. The income coefficient of 1.191 iighgly greater than some of the recent studies
by Bahmani—Oskooee and Shabsigh (1996), Hwang §2&@® Peytrigent and Stahel (1998)
who obtained income elasticity estimate that raingen 0.69 to 1.039 for Japan, Korea and
Switzerland®®
The middle part of Table 5.4 shows estimates afepeiquation obtained from log level

and difference data along with two stage leastregaad Johansen (1988) and Johansen and
Juselius (1990) multivariate cointegration methoflse long run estimates are obtained by

normalizing cointegrating vectors for Pakistan’&i®amer price index to -1. This is done to

8 Nagayasu (2003) studied the stability of the Japarmoney demand function using quarterly datatfer
period 1958 to 2000 and concluded that the stanuartey demand function is instable.

Bhamani — Oskooee and shin (2002) studied thelisyadi Korean money demand function using quaytelita
from 1973 to 1997 using cointegration approach @usUM and CUMSUMSQ test to the residuals. They
concluded instable money demand function for theodehus analyzed.
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express the remaining cointegrating vectors asepemguation. Table 5.4 indicates that the
price equation estimated parameters for 2SLS aigriificant, whilst they are significant for
Johansen. The insignificant estimates of price g#gudrom two stage least square method
could be due to the use of difference data andumsntal variables for endogenous variables.
Positive estimate of exchange rate is in accorth #ie literature. This suggests that
increase in exchange rate is reflected in posdwmestic price change. However, the foreign
price estimate does not confirm the literature thaggests positive sign. In addition, the
homogeneity condition—that changes in exchangeamdeforeign price cause domestic price
level to change by the same proportion—and symnuetnglition—the coefficient of exchange
rate and foreign price are equal-are not satisfieéese findings support a weak-version of
price equatiort’ Furthermore, cointegration approach yield negatistimate of foreign price

which is unexpected.

The lower part of Table 5.4 shows the estimateshef Girton and Roper (1977)
monetary model of exchange market pressure. Icates that all the estimated parameters
have signs that are in accord with the literattifewever, the estimates of domestic income
and domestic real money balances are insignifiCEms indicates that changes in domestic
real income and domestic real money balances dbava any influence on Exchange Market
Pressure. This can be interpreted in terms of ianégnce of domestic monetary authorities in

pursuing an independent monetary polffy.

Following the Weymark (1995) approach, ExchangeketaPressuréd EMR) is given

as: EMR = As, +7Af, . Given exchange rate as number of units of domestirency per unit

9 Weak — version of purchasing power parity placesrestrictions on the cointegrating vectors andpsim
requires that the exchange rate and relative pheeorrelated (see MacDonald, 1993, and 2007).

0 The literature that has tested the null of monetadependence for different countries has used eftim
component of monetary base namely domestic cnesliéad of changes in domestic money balances.cohis
be the reason that we get insignificant estimatealf money in the estimates of Girton and Rop87 T} model
for Pakistan (See Girton and Roper, 1977).
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of foreign currency, we can interpret positive ambative estimates of exchange market
pressure with downward and upward pressure on damesrrency. It is evident from

Exchange Market Pressure equation that we neemhage8 of;7 for constructing exchange

which shows

market pressure index. It is obtained using thentdae given asnp = "
2 2

that we need the estimates of interest rdtg @nd exchange ratea() for obtaining the
estimate of. These in turn are obtained by estimating real epyatemand (5.1) and price

equation (5.2) using Johansen (1987) multivariatetegration approach and are given as:
a, = 1.634 andb, = 0.010

Based on interest rate and exchange rate estimagegonstruct model consistent
elasticity 77,,,.nsen 8S:

-1

= - __ =.0.608
Msonansen 1.634+0.01C

n converts foreign exchange reserves changes inigagnt exchange rate units. Its negative

sign implies that the Central Bank purchases foreigchange reserves when domestic

currency strengthens against the US dollar in genonarket.

Figure 5.3 shows quarterly estimates of exchang&eharessure using log level and
log difference data with Johansen (1988) multitar@integration and two stage least square
approach. Both approaches show that it is downwegdsure on domestic currency that has
remained dominant over the entire sample periodh&xge market pressure mean value of

0.005 obtained from both approaches further sughisrfinding® Furthermore, two stage

1 Two stage least square and Cointegration yielch@xge market pressure mean values of 0.0047666 and
0.0057904 which are almost the same.
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Figure 5.3 Exchange Market Pressure
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Note: EMPCI and EMP2SLS refer to Exchange Markes®ure obtained from cointegration and two staast le
square approach.

least square estimates of exchange market preappear to be more volatile than Johansen
cointegration approach. This could be due to thee afsdifferent estimation techniques that
yield different estimates of exchange rate elastiof foreign exchange reservé&stigure 5.3
further shows that prior to September 2001; dowdwarressure has remained dominant.
However, post September 2001 shows upward pressudemestic currency. This is evident
from negative sign for ten of fifteen quarters. SThas occurred due to (a) increased workers
remittances due to international community’s crastkd against undocumented currency
transactions, (b) rescheduling of Pakistan’s exletliebt, (c) repayment of expensive debt and
substitution of hard loans into soft ones, (d) siboon — structural inflows, (e) lifting of

international sanctions that were imposed in thieena nuclear explosions, and (f) improved

2 Two stage least square and Johansen (1988) nridtivaointegration estimates of exchange ratetieiys
with respect to foreign exchange reserves are 71288 -0.618 respectively.
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Figure 5.4 Intervention Index ()
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Note INTVCI and INTV2SLS refer to intervention indealues obtained from cointegration and two siagst
square approach respectively.

relations with international financial institutiorend bilateral creditors due to support of
international community in its war against terrorigPost 2001 State Bank Quarterly

Reports).

Figure 5.4 show two stage least square and Joh&h888) multivariate cointegration
estimates of intervention index. Intervention indexiescribed as the fraction of pressure that
Central Bank relieves through the purchase anddddt@eign exchange reserves and is given

as:

G = (5.10)
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Both two stage least square and Johansen mudtigacointegration estimates suggest
active Central Bank intervention in foreign exchanmarket for avoiding undesirable
exchange rate fluctuations. 2SLS and cointegradjgporoach estimates of intervention index
mean value of 0.61 and 0.73 respectively, furtii@psrt this interpretation. This suggest that
under two stage least square approach, exchargyandtforeign exchange reserves relieved
thirty nine and sixty one percent of the presswegpectively. Similarly, under Johansen
cointegration approach, exchange rate and forexghamge reserves absorbed twenty seven

and seventy three percent of the pressure.

Exchange market pressure reflects foreign exchamagiet disequilibrium that arises
due to nonzero excess demand of domestic currarttyeiforeign exchange market. Based on
this definition of Exchange Market Pressure, we caltulate the exchange rate level that
would prevail in the absence of Central Bank intation using one period lagged exchange

rate:

predicted - (1+ EMR) o_l::)Lserved (522)
where S refers to unlogged exchange rate that would prévahe absence of Central

Bank intervention.S_, denotes one period lagged observed unlogged egehiate. The

difference between the two exchange rates refteetextent of Central Bank intervention. It
is evident from figure 5.5 that observed exchargfe is less volatile than the predicted
exchange rate. Standard deviations of 18.521 art848or predicted and observed exchange
rate further support this interpretation. Furthemmacorrelation coefficient of 0.99 shows
strong association between observed and predictetiarge rate. Since the observed
exchange rate is less volatile than the prediciethange rate, it provides evidence that the

Central Bank intervention is successful in redu@rghange rate volatility.
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Figure 5.5 Predicted and actual exchange rate
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Note: dotted line denote predicted exchange raielwis more volatile. Solid lines, on the othentiadenotes observed
exchange rate. This is less volatile.

5.5.4 Summary of Results from Two Methods

In this section, we present summary of resultsnaf stage least square and Johansen

multivariate cointegration approach. It is appareom Table 5.5 thaty has negative sign

indicating that foreign exchange reserves and exgdaate changes move in the opposite
direction. This shows that the Central Bank relgepeessure by purchase and sale of foreign
exchange reserves. Positive mean values of Exchisliagket Pressure shows the extent of
exchange rate changes required for restoring forexchange market equilibrium in the

absence of Central Bank intervention. This sugg#ss in the absence of Central Bank
intervention in the foreign exchange market, exgearate would have depreciated by five

percent under both approaches. Mean value of ie¢ion index suggest active Central Bank

137



Table 5.5 Summary of Results from 2SLS and Johansekpproach

2SLS Johansen

n -1.101 -0.608
EMP 0.005 0.005

@ 0.61 0.73
w <0 24 Quarters 24 Quarters
w =1 24 Quarters 24 Quarters
w <1 41 Quarters 41 Quarters
w>1 28 Quarters 28 Quarters
EMR -0.019 -0.010

@ 1.031 1.035
EMR 0.022 0.017

@ 0.303 0.523

Note: 2SLS refers to two stage least square methodienotes exchange rate elasticity with respecbteidn

exchange reserves. SimilafBMP refers to exchange market pressuéq. and ¢ intervention index mean

value for the entire sample period, and interveniitdex different values. + and - indicates ap@titg and
depreciating pressure

intervention. It signals the extent of the presshet is relieved by exchange rate and foreign
exchange reserve changes respectively.

Table 5.5 further revealsy < fr twenty four quarters. This shows the Central
Bank’s leaning with the wind - that the Central Bgsurchased foreign exchange reserves
when there was already a pressure on domesticneyrte depreciatecy = for twenty four
guarters. This shows that in these quarters, ptiopate changes in foreign exchange reserves
were equal to the prevailing pressure. This didatiotv the exchange rate to depreciate which
is consistent with the fixed exchange rate regif& w <1 for forty one quarters. This
implies that in these quarters, simultaneous chamg&xchange rate and foreign exchange
reserves restored foreign exchange equilibriums Khid of monetary authority’s response to

Exchange Market Pressure is consistent with a neghfigat.cy > 1for twenty eight quarters

shows that in these quarters, proportionate chamgémeign exchange reserves were more
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than that warranted by the pressuisf,(> EMR). This moved the exchange rate in the

direction opposite to that which would have pres@iin the absence of the Central Bank
intervention.

Table 5.5 further reveals that Central Bank’s respovaries with the prevailing
pressure. It exceeds to its unity value when tlengoward pressure. This led the domestic
currency to depreciate rather then appreciate sagtia US dollar as implied by the prevailing
pressure. On the other hand, the proportionategesaim foreign exchange reserves were less
than that warranted by the weakening pressure. ddused the exchange rate to change as
well though less than that warranted by the pressiihe evidence obtained from the
cointegration approach about exchange market peessud intervention index is quite similar
to that obtained using two stage least squaredrpthvious chapter. The active Central Bank
intervention revealed by both two stage least sguamd Johansen (1988) multivariate
cointegration approach may reflect monetary autiesriear that exchange rate changes may

influence domestic prices and further deterioratentries’ foreign debt burden.

5.6 Conclusion

In this chapter, we adopted the Girton and Rop&7{]l and the Weymark (1995)
approach. The former approach aimed at testingndependence of domestic authorities in
pursuing independent monetary policy. On the otfaeid, we used Weymark (1995) approach
with a view of checking the direction of pressungl @valuate monetary authorities’ response
function. The innovation in this chapter was to Usbansen approach to account for data
nonstationarity. Girton and Roper (1977) estimabews the independence of monetary
authorities in conducting monetary policy. The teswbtained from Weymark (1995)
approach indicate downward pressure on domestiermty over the entire sample period. The

results further indicate active Central Bank inggion. This is further evident from
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intervention index mean value of 0.73 which sholat £xchange rate and foreign exchange
reserve changes absorbed twenty seven and sekiesypercent of the pressure respectively.

Furthermore, Johansen estimates of interventidexireveal that it varies with the
prevailing pressure. The proportionate changesiieidn exchange reserves were more than
that warranted by upward pressure on domestic rmeyrerhis caused the exchange rate to
depreciate rather than appreciate as implied byptbeailing pressure. On the other hand,
changes in the foreign exchange reserves werethassthat warranted by the weakening
pressure on the domestic currency. In such a cademege rate also changed although less
than that warranted by the pressure. Johanserimatéss of exchange market pressure are
almost the same as obtained from log differencedd dad two stage least square approach.
This further supports our findings in first chapter

The estimated parameter of interest rate is ifsgégnt in chapter four and five. This
could be that inter bank call money rate is catteal short term interest rate. It is the interest
rate that commercial banks charge to brokeragesfifon financing their clients’ financial
needs and therefore, may not represent the truertopity cost of holding real money
balances in the long run. We also used TreasutyRBile as the opportunity cost of holding
real money balances. It gave us significant esénfat the interest rate. However, the basic
issue with Treasury Bill Rate is that it has renedirfixed for more then half of the sample
period. Therefore, we were left with the choiceether to use Treasury Bill Rate that does
not show variation — a basic requirement for theetseries data and obtain significant interest
rat estimate or to use inter bank call money rateget insignificant estimate. We adopted the
latter approach and estimated real money demaratidnrusing inter bank call money rate.

In the last two chapters, we used fixed paramabproach in constructing Exchange
Market Pressure and intervention index for Pakistam Weymark (1995) model. However,

fixed parameter approach does not allow the estidhaarameters to take account of the
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effects of structural changes on parameter congtémaddition, it has been considered as one
of the important factor for the failure of exchanggte models. Furthermore, Pakistan
economy has seen structural changes over the garaple period. This necessitates using an
approach that overcomes the disadvantages of fpeedmeter approach and evaluate the
effects of structural changes on parameter congtaWwe overcome this issue by using

Kalman Filter time varying parameter approach mrlxt chapter.
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Appendix A
Table 5.1: Unit Root Test in levels and first diffeence

PP Unit Root Test in log levels PP Unit Root TedFirst Difference

Variables Constant Constant and trend Variables Constant Constant and trend
i, -4.419° -4.739 Ai, -17.338 -17.277°
m -1.797 -2.970 Am -12.183 -12.286°
m -1.088 -1.779 Amy -5.055° -5.029°
P, -0.989 -2.373 Ap, -9.675% -9.672
p.” -4.738° -2.558 Ap,” -5.209" -3.769°
S 0.005 -2.558 As -9.368° -9. 403
Y, 0.768 -3.319 Ay, -14.337 -14.318
Y 0.223 -2.254 Dy, -7.149° -7.148°
emp -9.919 -90.958
5% critical values -2.886 -3.449 5% critical values -2.886 -3.449
Note a indicates the significance of the variables at &#ical values. * denotes the foreign counterpaiftshe domestic variables. Lag lengths in paresebg.) are
determined by the Akakike Information Criterion vinaximum number of 4 lags. Variables used arenddfias:i, = Treasury Bill Ratem, = M2 in Pakistan,p, =

CPI in Pakistan,§, =spot exchange rate, arnyy =gross domestic product adjusted with GDP defldiét. one sided critical values are taken from McKimi{th996).
Quarterly data for the period 1976:Q1 to 2005:Qasied.A denotes first difference operator

Appendix B
m — p, =-0031- 0235, + 1061y,
(-0.144) (-4.273) (22.104}
p, = 3569- 2675p; + 205%,.
(3.468F (-3.114F (5.509y



Appendix C

Figure C1 data in levels
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Figure C2 data in first difference
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Chapter Six

Exchange Market Pressure and Intervention Index forPakistan. Evidence

from a Time-Varying Parameter Approach

Abstract

In this chapter we use the approach of Weymark 198 constructing exchange market
pressure and intervention index for Pakistan andctmunt for potential linearity. A rolling
regression indicates unstable real money demangbace equation estimates. Consequently,
we use a Kalman filter approach to evaluate thecesfof structural changes that have taken
place over the entire given sample period on pameonstancy. The results indicate
unstable real money demand and price equation pheasn Kalman filter-based exchange
market pressure and intervention index show dowdwaessure and active Central Bank
intervention. Exchange Market Pressure and intéimerindex mean values for the first half
are higher than in the second half of the sampl®gewhich indicates the post-reform period
as more tranquil. The intervention index mean vétuehe entire period suggests that foreign
exchange reserves and exchange rate changes absexanty-one and twenty-nine percent

of the pressure respectively.
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6.1 Introduction
A stable relationship among the variables of irgeress a prerequisite for the

formulation of effective policy. This implies than effective response to exchange rate
fluctuations in the context of a fixed parametecheange rate model rests on stable real money
demand and price equatidhThis implies that monetary policy will have anyegictable
effect on exchange rate stability only if real mpemand and price equation are stable. This
makes it necessary to investigate the stabilityusfmodel’s equilibrium relationship.

Weymark (1995) used a fixed parameter approachdoestructing an exchange market
pressure and intervention index for Canada. Howevéxed parameter approach in the face
of structural instability is considered as one bé& tmost important factors for the poor
performance of exchange rate models. Lucas (19V6gse and Rogoff (1983) and Wolf
(1987) consider changes in policy regime, unstabtmey demand functions, changes in
global trade patterns and productivity differentas the important factors for the out-of -
sample poor performance of exchange rate modetskEl (1981) particularly attributes the
1970s collapse of purchasing power parity for Fear@@ermany, UK and US to the volatile
nature of the decade that resulted from real shaaksply shocks, commodity booms and
shortages, shifts in the demand for money, diffegaéproductivity growth and the uncertain
future course of political and economic events Whitduced sharp and frequent changes in
expectations. Therefore, it seems important thanadstimating real money demand and price
equation we take account of the potential time-vayyature of estimated parameters.

Pakistan economy has seen major structural chaoges recent decades. These
changes include: (a) Pakistan switched from a fit@d managed floating exchange rate
regime with effect from January'81982, (b) introduction of an interest-free bamkgystem

in 1981and subsequent replacement of interest-Agedeaposits with a system based on profit

%3 Arnold (1994) attributes money demand instabilétythree sources: (a) institutional changes, (tBrimational
payments and (c) Monetary Policy.
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and loss—sharing principle from July'’, 11985 (Khan, 1994; Ahmad and Khan, 1990), (c)
denationalisation of public sector barikgd) enhancement of Central Bank authority over th
financial system of the countiyand, (d) the imposition of sanctions on the couitirthe
wake of nuclear explosioris.

We therefore adopt a time-varying parameter ambrdar evaluating the effects of
structural changes on parameter constancy. Contafy— test or dummy variable, a non-
linear approach has the advantage of not requaimg prior knowledge of a point in time
when a shift in the parameters of equation is susge(Laumas, 1977). Based on time-
varying estimates of real money demand and pricatemn, we construct an exchange market
pressure and intervention index for Pakistan frdd@601 to 2005Q2. The objective is to
check the direction of pressure and use intervanhdex values as a tool for analysing the
monetary policy thus implemented. This will allow to determine the extent which Central
Bank allows market forces to determine the exchaatge

To our knowledge, this is the first study that @mpés to construct Exchange Market
Pressure and intervention indices based on timgngeestimates of real money demand and
price equation. It attempts to check the effectstaictural changes on parameter constancy
and will enable the monetary authorities to forneil@n effective policy response to exchange

rate fluctuations. The results indicate that thereded parameters are time-varying and show

%4 A total of 24 commercial banks (7 domestic anddt@ign) were operating as of 30une, 1990. The domestic
banks were under the strict control of the goveminad owned 90% of the total assets and depokitiseo
banking system.

Prior to financial liberalisation, all the domestanks operated under the strict supervision ofgtheernment
and were merged to from five large public sectarkdseby the mid-1970s (Ataullah, et al. 2004).

Domestic banks were nationalised in 1974 and wermed in to six major national commercial banksr(iya
and di Patti, 2001).

5 The state bank of Pakistan guided and regulatecbéimking system of the country. Other institutidimat
shared the authority of central bank in supervidimg financial system were: (a) Pakistan Bankingir@d
(PBC) dealt with the matters related to public sebtinks and development financial institutions I€)Hb) The
Corporate Law Authority (CLA) that regulated nomkdinancial institutions.

% The state bank of Pakistan took extraordinary measto mitigate the uncertainty about Pakistantnemy.
These include: (a) freezing the foreign currencgoaats, (b) introducing multiple exchange rate megi(c)
preventing speculative activity in inter-bank formarket, (d) discouraging capital outflows, (e) te@mng
import demand and (f) discouraging overdue expitlg. b
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large fluctuations, thus implying parameter indigbiover the given sample period. The
time-varying estimates of Exchange Market Presanckintervention index show downward
pressure on domestic currency and active centnaik batervention. The intervention index
mean value indicates that foreign exchange resaatber than the exchange rate changes
absorbed most of the pressure facing exchange marke

The rest of the chapter proceeds as follows: icti@® 6.2 we review the empirical
work that has addressed the issue of real moneyamigrand price equation stability. In
section 6.3, we briefly discuss the structural gesnthat have taken place in the economy
over the given sample period and how they influetiee real money demand and price
equation stability. In section 6.3.1, we discusafficial sector reforms and the enhancement of
Pakistan’s Central Bank authority in regulating timancial sector of the country. In Section
6.4 we derive Weymark’s (1995) macroeconomic mo8ettion 6.5 details the methodology
that includes rolling regression results of realneywy demand and price equation and
discussion on Kalman filtering approach. Sectioh discusses the data while in Section 6.7
we present Kalman filter estimates of real monaya®d and price equation. In Section 6.7.1,
we construct exchange market pressure and intéovemdex for Pakistan using Kalman
filter estimates of real money demand and priceaggu and Section 6.7.2 provides summary

of results obtained from three approaches. Seéti®roncludes.
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6.2. Literature Review
The formulation of an effective monetary policy tteal with exchange rate

fluctuations requires stable real money demandpaice equation. This implies that monetary
policy will have a more predictable impact uponlextge rate fluctuations, if there is a stable
relationship among the variables of interest. Idi@ah, the linear estimation methods in the
previous chapters have occasionally indicated mitgnt parameters signifying potential
parameter instability. This makes it necessary neestigate the stability of real money
demand and price equation.

A large number of studies have examined the stallfi money demand function.
Khan (1974) tested the stability of the US monegnded function from 1901 to 1965. The
residuals -based test developed by Brown and D\fl§i68) shows stable US money demand
function for the given period. Laumas and Mehraz@)applied Cooley and Prescott’s (1973)
time-varying parameter approach for testing théikty of the US money demand function.
The results indicate stable money demand functorhfe 1952Q2 to 1973Q4 period. Laumas
(1977 and 1983) also found a stable US money derfiamztion from 1953Q1 to 1975Q2
using the same econometric approach. Similarly, nigah-Oskooee and Bohl (2000)
evaluated the effect of German monetary unificaborGermarM3 money demand function.
The evidence they gathered from CUSUM and CUSUMS®Ist in the context of
cointegration and error correction modelling suggesstablél3 money demand function for
the post-unification period. Hwang (2002) considet&o alternative monetary aggregates,
M1 andM2, two alternative interest rate, short-term ratd &ong-term rate, and one scale
variable, real GDP, for Korea. He found a long-terointegrating relationship betweét?
and its determinants. A stability test applieddsiduals did not reject the stability hypothesis.
Bahmani-Oskooee and Shin (2002), while applying shme approach found a long-term

cointegrating relationship betwe#f? and its determinants for Korea. However, theduess-
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based stability tests like CUSUM and CUSUMSQ ditlsupport the stability hypothesis. The
difference between the results of Hwang (2002) Bakimani-Oskooee and Shin (2002) could
be due to the latter study including exchange aata determinant of real money demahd.

As far as Pakistan is concerned, a large numbstuafies have focused on different
aspects of money demand function such as (a) whahetary aggregaté/ill or M2) should
be used as a proper definition of money, (b) wiretheome, permanent income or wealth
should be used as a scale variable, (c) if intawdst represents opportunity cost of holding
money then which interest rate or interest rateailshbe used. However, a few studies have
focused on the issue of money demand stability. gla(l1979) applied Chow'’s test statistic
to ordinary least square estimates of money derhardion and found evidence in support of
stability. Khan (1980) evaluated the effects of moyis split in two wings in 1971 on the
stability of money demand function using a cova@mnalysis® The results suggested a
structural shift due to country’s disintegrationowtver, a Chow test statistic in Khan’'s
(1980) provided evidence that supported stable snaieenand function from 1971 to 1978.
Nisar and Aslam (1983) also used covariance arsligsi testing the stability of money
demand function. The results indicate a stable &rocture specification oM2 money
demand but not for the conventional one. The studiscussed above are spurious regression
due to the use of non-stationary data and ordileast square approach. They also use Chow
and covariance test statistics that do not tehef instability in the estimated macroeconomic
model is due to change in intercept or slope oh.bBurthermore, the Chow test assumes prior

knowledge of structural breaks (Gujarati, 2003).

" Bahmani-Oskooee and Chomsisengphet (2002) tektedtability of short run dynamics of M2 monetary
aggregate in the context of cointegration and ecarection approach using CUSUM and CUSUMSQ test
statistic. The result supported the null of stépifor Australia, Austria, Canada, France, Italgpdn, the
Netherlands, Norway, Sweden and USA. However, sead the UK and Switzerland, empirical estimatesis
some sign of instability.

*8 Prior to December 1971, Pakistan consisted of wimgs namely East and West Pakistan. However, East
Pakistan separated from West Pakistan in 1971 enetigeed as a new country called Bangladesh.

150



Contrary to above studies, Ahmad and Khan (199%pdtethe stability oM1 andM2
money demand function for the period 1959-19609861-1987 using Cooley and Prescott’s
(1976) time-varying parameter technique. The resalitained show stabM1 andM2 money
demand function for the period 1959/1960 to 198811@nd unstablé11l andM2 money
demand function thereafter. Hossain (1994) invastig the stability of narrow and broad
monetary aggregates for Pakistan using JohansE®88) multivariate cointegration approach
and equated long-term relationship with the stgbiif money demand function. However,
Bhamani-Oskooee and Shin (2002) criticised the rpm&ation of the presence of a
cointegrating vector with the stability of moneynaend function. They argued that the
presence of a cointegrating vector and stabilitynohey demand function are two different
things and it is important to apply statisticalt$et® check if the long-term as well as the short-
term estimated elasticities are stable over timayy@m (2001) applied Chow’s test to
cointegration and error correction estimates ofragate, business and personal demand for
M2 and obtained results that did not reject the otilstability of all these money demand
specifications. Qayyum (2005) estimated aggredd® money demand function using
Johansen’s cointegration and error correction niogelThe CUSUM and CUSUMSQ tests
applied to the short-term dynamics supported tabilgly hypothesis. To summarise, the fixed
parameter approach supports stable money demandidinnfor Pakistan. The above
discussion indicates that all studies except AharadiKhan (1990) and Hossain (1994), have
applied either Chow or covariance tests to thaelugds of fixed parameter estimates and found
evidence that support stable real money demandifumcOn the other hand, Ahmad and
Khan (1990) evaluated the stability of real mone&mdnd from 1959/1960 to 1986/1987
using Cooley and Prescott’s (1976) time-varyingrapph. Hossain (1994), on the other hand,
inappropriately equates the evidence of cointeggatector with the stability of real money
demand function.
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There is extensive literature on purchasing poparty from the perspective of
developed countries. However, it has not receivdelgaate attention from the developing
countries perspective. Baillie and Selover (19879rbae and Ouliaris (1988) and Taylor
(1988) examined the recent float period for Can&dance, Germany, Italy, Japan, UK, US
and West Germany using Engle and Granger’'s (19¢lual-based cointegration approach.
Although they found evidence of unit root in exchamate and relative prices, the null of non-
stationarity of the residuals was not rejected.sTimplies that exchange rate and relative
prices drift apart and do not converge at theinldgium level. Taylor and McMahon (1987)
on the other hand, applied the same approach abekal rates between the US dollar, UK
pound, the French franc and the German mark anmbfervidence that supported the validity
of an absolute version of PPP for all countriesepk¢he UK from February, 1921 to May,
1925. Kim (1990) also obtained the same result$-fance, Italy, Japan, UK and US using a
wholesale price index. However, for consumer piitdex, the results do not support the
validity of long-term purchasing power parity. THe#ference in the results could be due to
larger weights assigned to non-traded goods intlkd WPI. Contrary to these studies, Dutt
(1998) applied the Harris-Inder null of cointegoatiapproach to real exchange rate and found
evidence supportive of PPP for European MonetasgeBy member countriés.

Frenkel (1981) instead of adopting a cointegratmproach tested the validity of
purchasing power parity for the US, the UK Franod &ermany using the two-stage least
square approach. He found evidence that supporidd #or the period 1920 to 1925.
However, 1973 to 1979 estimates do not supporvatidity of PPP. Frenkel (1981) attributed
the collapse of purchasing power parity during ¥#0Othe volatile nature of the decade that
resulted from real shocks, supply shocks, commobddgms and shortages, shifts in the

demand for money and differential productivity gthwHe re-estimated PPP equation for

%9 Harris-Inder tests the null of stationarity agaitie alternative of a unit root. It makes a distion between
series with unit and near unit roots.
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exchange rates that do not include US dollar opd&s and found evidence that was more
supportive of PPP. The difference in the resulidga&de due to transport cost, change in US
commercial policies and non-tariff barriers on #adlS price controls and their gradual
removal during the first half of the 1970s and itnsibnal arrangements like SNAKE and
European Monetary Systeth.Therefore, it seems important that when estimafinige
equation, we take account of potential time-varypjagameters.

The above studies provide mixed evidence on lengrtvalidity of purchasing power
parity. This may be due to failure of the fixed gnaeter approach to take account of the
effects of structural changes on parameters. A-tierging parameter model allows us to
evaluate the effects of structural changes on pete@nconstancy. Corbae and Ouliaris (1991)
and Flynn and Boucher (1993) evaluated the effefcstructural breaks on real exchange rate
using Augmented Dicky Fuller (1984) and Perron @98odified unit root tests. The results
show that the hypothesis of unit root in real exgearate cannot be rejected. On the other
hand, Liu and Burkett (1995) relied on a Kalmatefihg approach for testing the stability of
short-term adjustment to long-term purchasing popaeity and found evidence that did not
support the null of stability for Argentina, Chil€olombia, and Mexico. Contrary to these
studies, Canarella et al. (1990) re-examined thetegration property of exchange rate and
relative prices in a time varying parameter framegud Based on monthly data for Canada,
Germany, Japan and United Kingdom vis-a-vis Ungtes, they show that a cointegration
approach in a time-varying framework yields restitat support the validity of long-term

purchasing power parity.

0 EMs was signed in 1979 between several Europeantresi that linked their currencies in an attentpt t
stabilise their exchange rate. Later on this wataoed by European Monetary Union in 1999, whidaldished
the common currency called the Euro.

1 Moodley et al. (2000) evaluated the Canada-USetrgreement (CUSTA) from the perspective of market
integration using Johansen cointegration and Kalfii@ning approach. The results indicated the @gence of
the price indices and the evidence of long run lpasing power parity relationship for the two coiesr
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6.3 Structural Change in Pakistan
An efficient financial system is a prerequisite @Bmonomic development. It channels

private savings to firms to enable them to finatiesir investment projects. Furthermore, it
enhances the efficient use of country’s resourcesis thus pivotal for countries’ economic
development. Pakistan embarked on denationalisafidthe domestic banking system in the
decade of 1990s. Its objective was to realise dtergial in the development of the country.
Furthermore, it aimed at enhancing the efficientyhe banking system and thus making it
more competitive by liberalising the interest ratexl credit ceilings, enhancing the State
Bank of Pakistan’s supervisory capacity and prongpdconomic growth.

Prior to financial sector reforms, several impottavents took place in the economy,
including the following. (a) The introduction ofpartial interest-free banking system in the
country. Banks were allowed to open separate isitdree counters. The basic objective was
to gradually Islamise the banking system of thentgu The public was offered profit and loss
sharing and term deposits accounts to invest themey. (b) Pakistan switched from a fixed

exchange rate to a managed float 8rd&nuary, 1982.

6.3.1 Financial Sector Reforms

Prior to 1990s, Pakistan’s financial system wasdgm@nantly state-owned. There
were twenty-four banks doing business in the cqufitNinety percent of the total assets and
total deposits were owned by the government-owneshk® Domestic banks were
characterised by high government borrowing, barddmyk credit ceiling, interest rate
controls and directed credit to state chosen secion-bank financial institutions (NBFIS)
also worked in parallel to banking sector. Develeptfinancial institutions, housing finance

companies, and mutual funds constituted fifteen @uB6; even then, they controlled 90

62 Out of twenty-four banks, seven were foreign-owrRemaining seventeen banks were under the stittat
of government.
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percent of the total business. Furthermore, thetr@eDirectorate of National Saving also
worked in the country. It operated different Na#brSaving Schemes (NSS) and had
mobilised Rs 131.9 billion till 30 June, 1990. It worked through a network of 363ome
Saving Centres and also some nationalised Comr&aiks and Pakistan Post Office acted
as its agents.

Similarly, three different organisations were m@sgble for supervising the financial
sector of the country. State Bank Act 1956 autledridhe State Bank of Pakistan to supervise
the banking sector of the country. At the same tiB@nks (Nationalized) Act authorised
Pakistan Banking Council to oversee the NBFIs aochroercial bank activities. And the
Corporate Law Authority established in 1984 wasegiypowers to oversee capital markets.
This resulted substantial overlapping of regulafmswer among these organisations.

The State Bank of Pakistan (SBP) used bank-wieditcceiling for the conduct of
monetary policy> Even the domestic credit was rationalised; govemtrpreferred sectors
were given priority in the disbursement of domestiedit. All the commercial banks, under
cash reserve requirement condition were requireddimtain five percent of demand and time
liabilities in cash with State Bank of Pakistan.rtRermore, under Statutory Liquidity
Requirement (SLR) each bank kept 35 percent dfiriie and demand liabilities in cash or
government securities. The State Bank of Pakiss®&#P] also exercised strict control over the
functioning of foreign exchange market. AlthoughkiBtan switched from fixed to float
exchange rate on"8January, 1982, the Foreign Exchange Committeé@fSBP frequently
made adjustment in rupee/dollar parity. The SBB alercised strict controls on interest rates
offered on different deposits. The basic objectias to provide cheap credit to government

priority sectors as the increase in interest rat@s considered socially and politically

83 Credit ceilings depended on the bank’s share til tteposits during previous year, size of the teagiind,
foreign currency deposits and previous year'saatlon of credit ceiling.
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undesirable. Therefore, the real interest rateitiardnt deposits remained negative for most
of the time.

With these characteristics, it was realised thatgrevailing domestic financial system
was not serving the interests of the country. I wéth this background that a comprehensive
financial sector reform programme was introducedhatend of 1989. Its objective was to
reduce market segmentation, enhance competiticenghen the supervision and switch to
market based monetary and credit policies. Althotnghreforms were introduced in the early
1990s, they only gathered momentum in 1997, wheonaprehensive reform package aimed
at strengthening institutions, restructuring baaksl development financial institutions and
improving supervisory framework was introduced.

A number of steps were taken in the 1990s to pseahe nationalised commercial
banks (NCBs). Banks (Nationalization) Act, 1947 vaasended. It enabled the government to
transfer the ownership rights in case of sale op&fcent of the share to the private sector.
This amendment facilitated the privatisation anansfer of management of the Muslim
Commercial Bank (MCB), Allied Bank Limited (ABL) a@nUnited Bank Limited to their
buyers. In addition, new banks were permitted tmmme@nce business. Accordingly, in August
1991, ten new banks started commercial activifids. the subsequent years, 11 new banks
started their banking activities in the courftty.

The amendment of Banks (Nationalization) Act ir®@23%nhanced SBP authority to
supervise and effectively regulate the financiatt@e of the country. Pakistan Banking
Council was dissolved and its powers were transfeto State Bank of Pakistan (SBP). SBP

consultation was made necessary in the appointofethe members of board of directors of

% These banks included: Bank Al-Habib Limited, Sorank Limited, Union Bank Limited, Mehran Bank

Limited, Indus Bank Limited, Prime Commercial Banknited, Askari Commercial Bank Limited, Bolan Bank

Limited, Capital Bank Limited, and Republic Bankntited.

% These included: Metropolitan Bank Limited, Habibedit & Exchange Bank Limited, Schon Bank Limited,

Faysal Bank Limited, Platinum Commercial Bank Liedit Prudential Commercial Bank Limited, Gulf

Commercial Bank Limited, Bank Al-Falah Limited, Baonf Ceylon, Oman International Bank and Trust Bank
Limited.
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nationalized commercial banks and development @i@rnnstitutions. Furthermore, in 1997
the Securities Exchange Commission of Pakistanestablished and replaced the Corporate
Law Authority. Initially, it regulated the corpomtsector and capital market. Later, its
authority was extended to supervise and regulataramce companies, non-bank financial
institutions and private pension funds.

Prior to financial sector reforms, SBP used direstruments for the conduct of
monetary policy. These include administrativelyisétrest rates, credit ceilings, directed and
subsidised credit and direct involvement of governtrin formulation of and implementation
of monetary policy. However, in the post-reformipdr SBP relied on indirect instruments for
the conduct of monetary policy. In January 1992 ppan market operation was introduced
and since then has become an important tool of taon@olicy. Additionally, it was made
necessary for the banks to keep certain fractioiotef demand and time liabilities as special
cash deposit with SBP. However, this condition withdrawn on 1 July 1996. The policy of
providing subsidised credit to government priorsigctor was withdrawn and banks were
permitted to set their lending rates based on ddmaad supply conditions in the market.

In May, 1998 Pakistan conducted nuclear testss Theated uncertainty among the
investors about the country’s ability to meet i$eenal sector obligations. In order to meet its
external obligations, SBP imposed controls on thpital movement to meet its external
obligations. It imposed restrictions on the witheads of hard currency from foreign currency
accounts. The SBP even suspended the encashmfareigh currency certificates. In July,
1998 a multiple exchange rate system was introdutednsisted of an official exchange rate
and floating inter-bank exchange rate (FIBR). SBdek of Pakistan fixed the former and the
later was determined in the inter-bank market.

The post-September 2001 events proved turning gdort Pakistan economy. The

sanctions that were imposed in the wake of nudeptosions were lifted. Pakistan was also
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provided with enormous funds on account of its @apon with international community in
its war against terrorism. Furthermore, foreigntexge reserves of the country increased
tremendously due to transfer of funds by Pakisténisg abroad through official channels.
This is also evident from a surge in foreign excfemeserves which peaked to US $ 14
billion. All these developments have resulted ia gight appreciation of domestic currency
against US $ in the wake of terrorist attack ondd8 improved credit rating of the country.
The financial sector reforms that were implememtedng the decade of 1990s, lifting
of sanctions and increased capital inflows in trekevof US terrorist attack and improved
credit rating has changed the structure of the @myn We are of the opinion that structural
changes discussed above may have influenced thenptars stability of the variables of the
interest. This makes it necessary to adopt a tiarghvg approach to evaluate the effects of

these structural changes on parameter constancy.

6.4 Time-Varying Parameter Model
In this section, we derive exchange market pressme intervention indices for

Pakistan using Weymark’s (1995) macroeconomic maed#i the time-varying parameter.

This is given as below:

m' = p, +b,Y, —b,i, +V, b, >0 andb, >0 (6.1)
P =8, +a,P, *+a,8 8,.8,> 0 (6.2)
i, =i,"+ ES., —§ (6.3)
mP = M2, +Ad, +Af, (6.4)
Af, = -p,As (6.5)

Asterisks denote foreign counterpart of domesdicables. The t subscripts show that

the estimated parameters are time varying. Thigatels that we allow the parameters to vary
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over a time to take account of the effects of nefermation that becomes available on
parameter constancy. This differs from the previchapters that use a fixed parameter
approach and do not allow the estimated paramiideke account of the effects of structural

changes on parameter constancy.

Equation 6.1 is the money demand function, which positive and negative function
of domestic income and interest rate. Similarlyuagtpn 6.2 is purchasing power parity,
which indicates that domestic prices are positivelijuenced by changes in foreign prices and
exchange rate. Equation 6.3 is uncovered inteadstparity, which shows that the difference
between domestic and foreign interest rate is ¢tdte in expected exchange rate changes.

Equation 6.4 shows the evolution of domestic mawyetsmse. It indicates that domestic

monetary supply ify’) is determined by inherited money stoak’(), changes in domestic
credit (Ad,) and foreign exchange reservesf,(). Equation 6.5 is the monetary authority’s

response function. It shows that the Central Bam&rvenes in foreign exchange market to
reduce pressure. This explains the negative sigexithange rate changes.
The macroeconomic model given in equations 6.1 . @ovides the Exchange

Market Pressure index given as:
EMR™ =As, +7,4f, (6.6)
Based on the above definition of the Exchange Blafkressure index, Weymark

(1995) defines the intervention index as:

v _ M (OF) _ b
EMR Ast +,7tAft

o (6.7)

Dividing the numerator and denominator of the rigahd side of the equation (6.7) b,

gives:
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@TVP = 1A—ft (6.8)
—As, +Af,
1

TVP

w " is the fraction of pressure that Central Bankeras through purchase and sale of

foreign exchange reserves. It takes values between< ¥ <. @' "= 0 indicates

absence of Central Bank intervention. This shovitexible exchange rate systemy''"= 1
indicates that the Central Bank relieved the eminessure by purchasing and selling foreign
exchange reserves. This is consistent with fixeshamge rate regime. Ot "< 1 shows that

the Central Bank used both exchange rate and forsighange reserves for restoring foreign

TVP

exchange market equilibriunay ™ < 0 shows that Central Bank purchasesd foreign aangé

TVP

reserves when there was already a downward pressutemestic currencyw * >1 suggests

Af. > EMP™. This is called the Central Bank’s leaning agaith& wind-that the Central

Bank’s response was more than that warranted bprissure. This caused the exchange rate

to move in the direction opposite to that warrariigdhe pressure.

6.5 Methodology
In the last two chapters, we used a fixed paranagtproach for estimating real money

demand and price equation. This assumes paranaistancy over time and does not take
into account the effects of structural changes len parameter constancy over the given
sample period. In this chapter we relax this assiam@nd allow the parameters to vary using
Kalman filter time varying parameter approach. Thil enable us to evaluate the effects of
structural changes on parameter constancy.

Prior to discussing Kalman filter approach, we as®lling regression method based

on three-quarter window to justify the use of tineetvarying parameter approach. Initially,
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Figure 6.1: Rolling Regression Estimates

I P
6 5
4]
4
2
0] 34
-2
2
-4
1]
-6
R L B L B A R L e B R s O eI T T e e
76 78 80 82 8 8 8 90 92 94 9 98 00 02 76 78 8 8 8 8 8 9 92 94 9 98 00 02
S Yi
2.4 4
2.0
34
16
1.24 2 |
0.8
0.4 1
0.0
0J
0.4
0.8 e <L T ————r
76 78 80 8 84 8 88 90 92 94 95 98 00 02 76 78 80 82 84 8 88 90 92 94 96 98 00 02

Note: Sample period used is from 1976Q1 to 2002@Bee-quarter window is used for rolling regressibinese
graphs represent the time -arying estimated coeffis for equation 6.1 on incomgy() and interest rateil()

and equation 6.2 on foreign pricqat*() and exchange rates()

we use the first twelve observations for estimatiogfficients using the OLS approach. Since
serial correlation is a fundamental problem of tiseries data therefore, we adjust the
standard errors of estimated coefficients using &leWest test statistics. The first

observation is then dropped and another one adld¢kig case the thirteenth observation) and
re-estimated. We continue this process until tesedaservation is used in the analysis. Figure
6.5.1 shows rolling regression estimates of coletfics for both real money demand and price

equation. It is evident from the figure that estiesaof both real money demand and price
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equations are not constant but time-varying, thustifying the use of the Kalman filter

approach.

6.5.1 Kalman Filter Approach

In this section we outline Kalman Filter algorithased time-varying parameter
approach. We have adopted this approach becaws®ows us to evaluate the effects of
structural changes that have taken place in theaaoyg over the given sample period on the

parameter stability. The Kalman filter is basedtoafollowing:

Yi= %5, + & (6.9)

where y, denotes dependent variables,is a vector of explanatory variableg, is kx 1
vector of time—varying coefficients arg] is a disturbance term. The error tegmnis assumed
to be normally distributed with meda(s,) = dhd variancgvar(s,) = aévt Equation (6.9) is
also called observation or measurement equatiomeKaly, the elements of3, are not
observable and are generated by the first ordekdd¥gorocess (Harvey, 1989):

B =Bt (6.10)
Equation (6.10) is called transition equation beeait describes the transition of state

equation from periotl— 1 to period (Lutkepohl, 2005). The matri)g, is a coefficient matrix
that depends on its past values and the error gsage It is assumed that the transition
equation error term is normally distributed withaneE(u,) = Oand variancgvar(u,) = aé,t ]
Furthermore, it is assumed that and u, are independently distributed: that Es,u,)= 0

and &, u, andg, are independent of each other. Equations 6.9 &lfal &e called the state

space system that can be estimated recursively ésiman filter algorithm.
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The basic objective of the Kalman filter is to apelthe knowledge of the system each
time a new observation is brought in (Durbin andgman, 2001). If it is assumed that the

errors & and u, have normal distribution and that the coefficiematrix B, has a prior
distribution with mean £ (0|0) and covariance matrixp (0|0) then the conditional
distribution p(S, 1Y, ) and p(B.,|Y, ) are also normal. If we denote the mean and the
covariance of the state vector by(5, |Y, by £, and B, respectively and those of
p(B..1Y,) by B.,, andPB,;,, then the Kalman filter recursion which is commorgyerred

to as Kalman filter are given by equations 6.16.i1 (Abraham and Ledolter, 1983):

Bean =B (6.11)
Ran =R +Q (6.12)
Braivn = B + K (Ve = X1 Braant) (6.13)
Pyt = Paan = KurXea P (6.14)
where

kt+1 = Pt+l/txt'+l[xt+lpt+1/txt‘+l + R] -
Equation (6.11) and (6.12) are one step ahead &stiof the state vector and its covariance
matrix. Equation (6.13) and (6.14) are updated meeml variances of state vectors once new

observationy,,, becomes available. The revised estimate is sirtiysum of estimates of

state vector up to periadand a linear combination of the one step aheaddstesrror. The

matrix k., is the Kalman gain matrix and determines the weagisigned to the most recent

forecast errors.
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6.6 Data
In this section, we discuss the data used in thienason of real money demand and

price equation. Quarterly data for the period 1976Q 2005Q2 were obtained from
International Monetary Funkhternational Financial Statistifor all variables except nominal

Gross domestic Producty() and monetary aggregate. We obtained quarterlyimanGDP

data from the Statistical Department of State BahRakistan. Nominal monetary aggregate

(m,) data is taken from Thomson datastream. Real GigPre@al monetary aggregate data is

obtained by adjusting their nominal counterpartsigi$®akistan CPIl. Real GDP and money
(M1) were seasonally adjusted using X-—12 ARIMA seakadjustment program in Eviews.

All variables are in logarithmic form.

6.7 Results
In the last two chapters, we have constructed exgiamarket pressure and

intervention index using fixed parameter approacfiésese approaches assume parameters
constancy and do not incorporate the effects ofcgiral changes on parameter constancy in

the estimation process. In this section, we relEvameter constancy assumption and allow the
parameters to vary using Kalman filter time varypayameter approach. This permits us to

evaluate the effects of structural changes thae haken place over the given sample period

on parameter constancy.

Figure 6.2 shows one-step ahead®SE estimates of interest rate, foreign price,
exchange rate and domestic real income. It is atide®m the figure that at the very
beginning, + 2SE interval is quite large. However, once more infation becomes available
predicted values converge to their mean valuesastieff rate and hence 2SE interval
becomes smaller and smaller. This suggests fastarecgence of predicted values of the

variables of interest to their mean values ovéma.t
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Figure 6.2 One Step Ahead Time varying parameter émates of real money demand

and price equation
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Note: dotted lines shovlyj + 2 standard errors.

Figure 6.2 further shows that initially the estistiparameters show some fluctuation
with increased standard errors. This is due to @lsmmber of observations that are used for
estimating additional observation of parameterntérest. Once the information that is used
for predicting t+1 observation increases, the estimated parameadiilises and their
corresponding errors are reduced. In addition, woufeable developments in domestic
economy may also explain initial fluctuations iretkstimated parameters. These include

government initiated nationalisation policy thatibed in year 1975 and subsequent floods
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that hit the country in 1976. In addition, elecgomere held in 1977. The ruling party won a
majority of the seats. This invoked protests bydpposition parties which were followed by

military coup and declaration of martial law in Sapber, 1978. These factors may account
for initial large standard errors. However, oncereniaformation becomes available; standard
errors of the estimated parameters are substgntelliced.

Figure 6.2 further shows that all variables stathw S, + two standard error band.

The interest rate estimate first declines and eskeows positive sign for short period.
However, for the later period, it is although négatbut is not significantly different from
zero. The negative interest rate coefficient comfithe theory that argues that as the
opportunity cost of holding money increases, pepéfer to hold their nominal balances in
terms of assets that earn interest rate then im €xs the other hand, the estimated parameter
of exchange rate shows negative sign for the Impgaiod. However, for the later period, it is
positive and significantly different from zero. Tlestimated coefficient of foreign price, on
the other hand, is of positive sign for the ensiaenple period. Initially, it increases and then
fluctuates around its unity value. The positivareated parameters of both foreign price and
exchange rate confirm theoretical predication #vathange rate and foreign price changes
influence domestic prices positively. Furthermoggchange rate changes dominate foreign
price changes. This could be due to monetary aigsdrmanagement of exchange rate with
corresponding implications for domestic price leftell and Burkett, 1995 and Mahdavi and
Zhou, 1994). The estimated coefficient of domestamme shows pattern similar to foreign
price. It first increases and then fluctuates adoitrunity value. Furthermore, the estimated
domestic income parameter plot shows that it isiaantly different from zero. Positive
estimate of domestic income confirms the theory siggest that as income increases people
demand more money in order to finance their in@dasumber of transactions. All the

estimated parameters except interest rate fluctaedand unit value. On the other hand,
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interest rate fluctuates between zero and minus Dmese findings confirm that the structural

changes that have taken place over the given sgrepled have caused parameter instability.

6.7.1 Estimation of Exchange Market Pressure and bervention Index
We need the estimates gf in equation (6.6) for constructing an exchangeketar

pressure and intervention index for Pakistan. Trhisirn requires the estimate of interest rate

b, and exchange rata,, which we obtain by estimating real money demantl)(&nd price
equation (6.2) using Kalman filter approach. Itegvseparate estimates of interest taje
exchange rate,, ands, for each quarter. Based on Weymark (1995) macramoa model,
exchange market pressure index is givenEMP, = As, +77,Af, . The rise and fall of exchange

market pressure is associated with depreciationappdeciation of Pakistan currency against
US $ in the foreign exchange market.

Figure 6.3 shows quarterly estimates of exchangekeh pressure based on two stage
least square, Johansen (1988) cointegration ane Marying Parameter (TVP) approach.
TVP estimates of Exchange Market Pressure indici@nward pressure on domestic
currency over the entire sample period. This suggtmt in the absence of Central Bank
intervention, domestic currency would have lostvitdue against US dollar in the foreign
exchange market. Exchange Market Pressure meare \@lu0.032 further supports this
interpretation. Furthermore, all three approachegdyidentical results and show downward
pressure on domestic currency over the entire sapgtiod. The correlation coefficient of
0.97 suggests strong relationship between two desg square and cointegration approach
estimates of exchange market pressure. On the b#mat, fixed and time varying parameter
estimates of exchange market pressure yields wara&lationship that range between -0.08 to

0.13. Furthermore, the estimates of exchange mprkssure obtained from time varying
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Figure 6.3 Exchange Market Pressure
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parameter approach are more volatile then thosairaat using fixed parameter approaches.
Standard error estimates of 0.548, 0.030 and (f@Y2me varying parameter, two stage least
square and Johansen’s cointegration approach eéstiméexchange market pressure further

support this interpretation. The difference in tasults could be due to the estimateypf Its

time varying parameter value is three times itsu@abbtained from fixed parameter
approache& This result more volatile time varying parametstireate of exchange market
pressure estimate. Furthermore, the fixed paranagtgroaches assume parameter constancy
and do not permit to evaluate the effects of stmattchanges on parameter constancy. On the
other hand, time varying parameter approach alldwesparameters to take account of the
effects of new information on the estimation precebhis may also explain why we have
more volatile time varying parameter estimate afrenge market pressure then that obtained
from fixed parameter approach. Furthermore, theofishfferent econometric techniques may
explain weak correlation between time varying amxeéd parameter estimates of exchange
market pressure.

Figure 6.4 shows monetary authority’s response Xchange rate fluctuations. It
reflects the pressure that Central Bank relievesutih the purchase and sale of foreign

Af,

—As, +Af
n, t

exchange reserves and is given@s=

It is evident from Figure 6.4 that Kalman filtettiesates of intervention index suggest
active central bank intervention in foreign exchangarket. The intervention index mean
value of 0.71 indicates that foreign exchange kesand exchange rate changes absorbed

seventy one and thirty nine percent of the pressaspectively.

% Two stage least square, Johansen cointegratiotiraadzarying parameter estimates/pf are -1.101, -0.068
and -2.964 respectively.
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Figure 6.4 Intervention Index ()
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Note: The average values of intervention index fre8LS, Johansen and TVP method are 0.608, 0.729 and
0.747 respectively. Similarly, the correlation damént between 2SLS and Johansen estimates fviréon

index is 0.501. The correlation between 2SLS ané® Bvd between Johansen and TVP estimates of inteme
index is 0.357 and 0.393 respectively. The standaxihtion estimates of intervention index fromethmethods

are 0.906, 0.778 and 1.318 respectively.
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Figure 6.5 predicted and observed exchange rate
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Note: dotted lines denote predicted exchange radésamore volatile. Solid lines, on the other hashehotes observed
exchange rate. This is less volatile.

Exchange Market Pressure is measured as the exteschange rate change that
would be required for restoring foreign exchangek®egequilibrium in the absence of Central
Bank intervention. Given the Exchange Market Pressalues, we can calculate the exchange
rate level that would prevail in the absence of trBank intervention by adding market

pressure to one period lagged observed excharge rat

gPredered = (1 + EMP) S (6.15)

where SPe“* refers to unlogged exchange rate that would prévahe absence of Central
Bank intervention.S_, denotes one period lagged unlogged exchange Fagere 6.5

indicates that observed exchange rate is lessileoldtan the predicted exchange rate.
Predicted and observed exchange rate standardtidaviaf 18.866 and 18.380 further
supports this interpretation. It shows that desipistable estimated parameters, Central Bank
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intervention policy is successful in reducing exa@ rate which is unexpected. This finding
is unexpected because the formulation of effectiemetary policy requires stable parameters.
In our case, Central Bank’s intervention policysisccessful in its objective of reducing

exchange rate volatility even in the absence dfistastimated parameters.

6.7.2 Summary of the Results of Three Methods.

In this section, we present the summary of redubis three approaches namely two
stage least square, Johansen (1988) cointegrapprmoach and time varying parameter
approach.

It is apparent from Table 6.1 that all approachietdyalmost identical resulfé. All
three approaches give negative estimateyobuggesting that exchange rate and foreign
exchange reserves move in the opposite directidmen&ver there is a pressure on domestic
currency, Central Bank relieves it by purchasing aelling foreign exchange reserves.
However, the time varying parameter estimateyofs three times larger than that obtained
from fixed parameter approaches. This may accaminbre volatile time varying parameter
estimate of exchange market pressure. All threeraggpes further reveal that it is
depreciating pressure that has remained dominaanttbe entire sample period.

The intervention index shows that the Central Baatvely intervened in the foreign
exchange market and allowed limited role to maftetes in determining exchange rate level.
The intervention index values range between 0.@L#d. This indicates that foreign exchange
reserve changes absorbed sixty one to seventy emer of the pressure. Exchaneg rate
changes relieved the remaining twenty nine toythime percent of the pressure.

Table 6.1 further indicate) <0 for nineteen to twenty four quarters. This shomat t

%7 We take the average valuef " to compare it with7>">
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Table 6.1 Summary of results from three approaches

2SLS Johansen Kalman Filter

1 -1.101 -0.068 -2.964
EMR 0.005 0.005 0.032

@ 0.61 0.73 0.75

w <0 24 Quarters 24 Quarters 19 Quarters
w =1 24 Quarters 24 Quarters 24 Quarters
w <1l 41 Quarters 41 Quarters 41 Quarters
w>1 28 Quarters 28 Quarters 33 Quarters
EMR(-) -0.019 -0.010 -0.141
@ 1.031 1.035 1.098
EMR (+) 0.022 0.017 0.166
@ 0.303 0.523 0.414

Note: 2SLS refers to two stage least square metiodilarly, /7 denotes eta. SimilarlgMP refers to exchange

market pressuretd and @), intervention index mean value for the entire sag@riod, and intervention index
different values. + and - indicates appreciatind depreciating pressure.

in these quarters, Central Bank leaned with thelwithat the Central Bank purchased foreign
exchange reserved\f, > ) @&hen domestic currency was already under predsutepreciate
(As, >0) and vice versaw, = for twenty four quarters. This implies that in skequarters
proportionate changes in foreign exchange reserees equal to the pressuraf( = EMP).
This did not allow the exchange rate to change Wwiscconsistent with fixed exchange rate
arrangement. For forty-one quarters, we haye&l implying that both foreign exchange
reserves {f, >0) and exchange rate changess(>0) restored foreign exchange market

equilibrium. Exchange rate also changed thoughtless that warranted by the pressure. This

kind of monetary response to exchange market pressiconsistent with managed floating

exchange rate system. Similarlyy>1 for twenty-eight to thirty-three quarters. Tloian be

interpreted as, in these quarters, proportionatengds in foreign exchange reserves

(Af, >EMR) were more than that warranted by the pressurés Tésulted the actual

exchange rate different from that implied by thevailing pressure.
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Table 6.1 further reveals that the Central Bank'sppnse varies with the prevailing

pressure. Intervention index exceeds its unity>1) value whenever there was a pressure on

domestic currency to appreciate. On the other hareivention index does not exceed its

unity value (w <1) when domestic currency was under pressuregeedmte. This may reflect

changes in the Central Bank’s objectives. In cdsgppreciating pressure, Central Bank may
be targeting to maintain domestic exporters cortipetadvantage in international market. On
the other hand, Central Bank response to depregigtiessure may reflect its preference for
minimizing the effect of exchange rate changesamestic prices—that the Central Bank may

by trying to maintain domestic price stability.

6.8 Conclusion

In this chapter, we estimated exchange market pressnd intervention index for
Pakistan using Weymark (1995) time varying modedlliRg regression estimates of real
money demand and price equation do not supportrgea stability. This could be due to the
structural changes that have taken place in thecmg over the given sample period. In order
to overcome this weakness of fixed parameter approae used a time varying parameter
approach in particular a Kalman filter approach.allows us to evaluate the effects of
structural changes on parameter constancy.

Time varying parameter estimates of real moneyatehrand price equation shows
parameter instability. Although in the initial pedi, + 2SEis quite high suggesting deviation
of predicted values from their actual values. Tikislue to limited available information for
predicting next period estimated parameters. Howeorce the information required for

predicting one period ahead value increases, pegti@lues adjust to their actual values quite
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fast. Furthermore, the results indicate that ed@thgparameters are significantly different
from zero.

Estimates of exchange market pressure and intgéoveimdex based on time varying
parameter approach shows downward pressure ongavenger the entire sample period.
Furthermore, the intervention index mean value ssggctive Central Bank intervention. It
shows that foreign exchange reserves and exchatgeclhanges absorbed seventy one and
twenty nine percent of the pressure respectivatgrvention index values suggest that Central
Bank response varies with the prevailing pressiirshows that intervention index do not
exceed its unity value when the domestic currescynder depreciating pressure. This may
reflect Central Bank’s intention to limit the effscof exchange rate changes on domestic
prices. On the other hand, intervention index edsei unity value in the presence of
appreciating pressure. It can be interpreted thatuich a case, Central Bank may be trying to
maintain competitive advantage of domestic expsrierinternational market. The estimates
of exchange market and intervention index valuesafmost the same as obtained in previous
chapters thus providing further evidence in theport.

In the last three chapters, we assumed directr@ddank intervention that takes the
form of purchase and sale of foreign exchange veselnterest rate is another channel that
Central Bank may use for restoring foreign exchamgeket equilibrium. In such a case, the
exchange market pressure indices that drop inteatstdo not fully reflect the extent of
foreign exchange market disequilibrium. Eichengretal. (1996) constructed such an index
that is simple sum of percent changes in exchaatg relative interest rate differential and
relative percent changes in foreign exchange resern the chapter that follows, we use
Eichengreen et al. (1996) approach for construcexghange market pressure for ten
countries. Furthermore, we evaluate the determsnahexchange market pressure in a panel

of ten countries.
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Chapter Seven

Comparing the importance of Openness, macroeconomiadicators and

policy variables as determinants of Exchange MarkelPressure

Abstract

This chapter empirically examines the determinahtxchange Market Pressure in a panel of
ten countries. Using a statistical approach to ttoosng Exchange Market Pressure, we
examine whether this is affected by a range of oemmnomic indicators, policy variables and
measures of openness. Fixed effect parameter agpsbews that exchange market pressure
is negatively associated with trade openness asefrve import ratio and positively related to
the real exchange rate. However, the approachéeaddaesses endogenity problem show that
exchange market pressure is better explained lole togpenness, capital openness and real
domestic income. Hence weaker currencies are teesapen to trade and capital, with lower
domestic real income. Thus our finding supports tblkevancy of some macroeconomic
variables and measures of openness.

E.L. Classification: E31, E51, E52, E58

Keywords: Exchange Market Pressure, Openness Measures, MpRetiicy, Inflation

Targeting, Monetization.
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7.1 Introduction
Exchange Market Pressure reflects the extent ofidgar exchange market

disequilibrium that arises due to nonzero excessame of domestic currency. It is fully
reflected in exchange rate changes in the absehCerdral Bank intervention. It is argued
that exchange rate changes have implications faredtic macroeconomic variables. They
influence domestic prices through Purchasing Pdwamity, wage setting behaviour of the
firms, interest rate changes through UncoveredrésteRate parity, stability of domestic
financial system, unemployment and production kevahd thus have direct or indirect
consequences for the welfare of virtually all ecoioparticipants (Isard, 1995).

Central Bank’s frequently intervene in the foreigrchange market and stabilise
external value of domestic currency with a view aeoid undesirable consequences of
exchange rate changes. In case of direct intexmen@entral Bank sales and purchase foreign
exchange reserves to restore foreign exchange megkédibrium. There may be the case that
Central Bank may intervene indirectly. In such sszaCentral Bank uses both interest rate and
foreign exchange reserves as instruments of mongialicy for relieving pressure on
domestic currency.

Exchange rate regime also determines the naturet@fvention. In case of a fixed
exchange rate regime, Central Bank uses foreigmagge reserve changes for restoring
foreign exchange market equilibrium. On the othandy exchange rate changes relieve
pressure under a free float. However, under a neh#lgat or intermediate exchange rate
regime, Central Banks can use exchange rate, stteade and foreign exchange reserve
changes as instruments of monetary policy for velgg market pressure. The basic objective
of foreign exchange intervention is to avoid unddde consequences of exchange rate

changes.
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Exchange Market Pressure is not directly observalblées measured through the
channels that the Central Bank uses for restoongidn exchange market equilibrium. In the
Girton and Roper (1977) and Weymark (1995) modeishange rate and foreign exchange
reserve changes measure the extent of foreign egehenarket disequilibrium. However,
these indices differ in assigning weights to thenponents of exchange market pressure
index. Girton and Roper (1977) assign equal weighioth components. On the other hand,
Weymark (1995) uses stochastic macroeconomic nfodederiving the weight assigned to
foreign exchange reserve changes. It converts dorexchange reserve changes into
equivalent exchange rate changes and thus ensiatesxchange market pressure index is not
dominated by more volatile component. In additiooth these studies assume indirect foreign
exchange market intervention. There may be the ttedeCentral Bank may use interest rate
changes for relieving pressure. Therefore, the axgh market pressure indices that drop
either exchange rate, foreign exchange reserviedesest rate do not fully reflect the extent of
foreign exchange market disequilibrium. Eichengreeal. (1996) constructed such an EMP
index that is simple sum of weighted average ofharge rate, relative foreign exchange
reserve and interest rate changes. The weightgneskio three components are based upon
the inverse of their volatility. This assigns loveight to more volatile component and thus
ensures equal importance of all components. Hdriseapproach has the advantage that it is
not conditional upon macroeconomic assumptions usedsirton and Roper (1977) and
Weymark (1995).

There are two approaches in the literature toigorexchange market disequilibrium.
One approach uses binary variable as a dependeableathat takes either zero or one value.
It is constructed using extreme Exchange Markes$tre values. The second approach uses
Exchange Market Pressure index that takes the fdrwontinuous variable for measuring
foreign exchange market disequilibrium. This chaptes the second approach for evaluating
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the determinants of Exchange Market Pressure emalpf ten countries. It has the advantage
that it allows us to extract more information fréime data (Mandilaras and Bird, 2008).

We set out a number of objectives. Firstly, we wisltonstruct an Exchange Market
Pressure index for Australia, Canada, Germanyy,Itdapan, Korea, Malaysia, Pakistan,
Singapore and the United Kingdom. In order to dove® use the Eichengreen et al. (1996)
statistical approach and use both interest ratefamgign exchange reserve defences of the
exchange rate level as EMP components. It hasdhangage that it is not conditional upon
stochastic macroeconomic model for deriving Exclearldarket Pressure components’
weights. This may be very useful in a large pahadys since we are not dependent upon the
applicability of a particular macroeconomic modektch country.

Second, we evaluate the effects of inflation tangemonetary regime on Exchange
Market Pressure. We check what happens to pressumomestic currency when Central
Bank shifts its focus from exchange rate stabttitylomestic objective of stabilizing inflation.

It is argued that the shift in the objectives ofnatary policy from exchange rate stability to
inflation targeting might increase market pressame&lomestic currency.

Third we test the relevance of exchange rate redond&xchange Market Pressure
using Reinhart and Rogoff (2004) exchange ratesifieation. Particularly, we test the bipolar
view that compared to fixed and fully flexible excige rate systems; intermediate exchange
rate arrangements are more volatile. They aretampt by a country open to capital inflows
to have a fixed exchange rate and monetary indeyreed Sooner or later a conflict arises
between domestic objective and stable exchangewhteh results the collapse of fixed
exchange rate regime. Another possible explanatiamonviability of pegged exchange rate
regime is that it raises the belief that excharage regime will remain unaltered. This reduces

the perception of risk borrowing in foreign exchangarket and removes the need for
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hedging. Then when exchange rate crises strudk, devastating in terms of its effects on
overall economy (Fischer, 2001).

Fourth, we check how the integration of the cowstrivith the rest of the world
influences Exchange Market Pressure. We measurdrgiaiintegration using trade openness
and capital openness. The literature provides mimiy views about the impact of capital
openness on Exchange Market Pressure. One stratitk diterature argues that financial
openness increases countries’ exposure to forggrutative attacks. On the other hand, there
are some studies that support the evidence thatesi capital openness reduces pressure on
its currency. Particularly, Dooley and Isard (198®)d Fischer (2001) argue that investors
aware of being unable to withdraw their funds wik be willing to invest in the country. We
therefore test, which of these effect is more d@min

Similar to capital openness, the academic liteeapwovides arguments for and against
the effects of trade openness on the build up ofiga Exchange Market Pressure. A
weakening of a country’s export sector results siapghe inflow of foreign currency and thus
makes its currency vulnerable to market pressueeoi®lly, trade openness and financial
openness go together. Increased trade is conditipma multinational corporations that need
to be able to move their capital across borderanlkegl and Cavallo, 2004). This reduces
countries’ ability to effectively implement capitabntrols. The optimistic view about the
impact of trade openness on market pressure enzelsasiat strong trade links reduce
countries’ default probabilities. International @stors being aware of countries’ reduced
default probabilities would not withdraw their ctgbi This will reduce downward market
pressure on the currencies of the countries hastiogg trade links with the rest of the world.

Other questions that we address are: how growttloimestic monetary aggregates,
reserve imports ratio, real GDP and real exchaaggeinfluence Exchange Market Pressure. It

is argued that the increase in domestic monetagreggtes reduce domestic monetary
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authorities backing of foreign liabilities. This kes it difficult for the domestic monetary
authorities to defend the currency when it is urdtwnward pressure. This explains positive
association between Exchange Market Pressure amddiic monetary aggregates. Contrary
to this, the literature suggests negative relatignbetween reserve import ratio and Exchange
Market Pressure. It states that increase in reserpert ratio convey the signal to the market
participants about the potential of defending th&i® of domestic currency when it is under
pressure. This stabilises the expectations of dobenesonomic agents and thus reduces
downward pressure on domestic currency.

There is a negative association between outputtgremd Exchange Market Pressure,
The second generation currency crisis models atbae an increase in domestic output
inversely affect the devaluation expectation anicbaeduce downward pressure on domestic
in the foreign exchange market. Real exchangeamatihe other hand is positively associated
with market pressure. Overvalued exchange rateridetes the domestic exporters’
competitiveness in the international market ands tputs pressure on domestic currency to
depreciate. Our approach has the advantage thiaitthaes continuous instead of binary
variable for measuring pressure in foreign exchamgeket. On the other hand, currency
crises literature measures pressure in foreign agd market in terms of dummy variable
that takes either zero or one value.

The rest of the paper is as: In section 7.2, weuds theoretical studies that argue
about the possible determinants of Exchange Mapkessure. In section 7.3, we provide
discussion on Eichengreen et al. (1996) exchang&anpressure index. Section 7.4 and 7.5
contains data discussion and descriptive statisBestion 7.6 discusses fixed effect panel
estimate approach. In section 7.7, we discuss pestehates of exchange market pressure

regression equation and section 7.8 concludes.
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7.2 Determinants of Exchange Market Pressure

The empirical exchange market pressure literatare be divided in two categories.
There are some studies that have focused on timagisin of exchange market pressure and
its determinants for different countries and regid@n the other hand, there are large numbers
of studies that initially estimate exchange markeessure and subsequently construct
currency crises index using extreme exchange manestsure values. Contrary to exchange
market pressure index, a currency crises indexoisay variable that takes the value of zero
or one otherwise when there is a crisis. Sinceeaay crises denotes extreme exchange
market pressure values therefore, the determinaintsoth exchange market pressure and
currency crises are almost the same which we rewidhis section.

First generation currency crisis models emphasizeimportance of macroeconomic
variables as the determinants of speculative atdtlugman (1979) argues that inconsistency
between domestic macroeconomic policies and fixech&nge rate regime results in the
collapse of fixed exchange rate regime. Krugman79)9further asserts that increased
monetizing of budget deficits leads to the collap$dixed exchange rate system. Several
authors have further extended Krugman’s (1979) madennolly (1986) extended it to a
crawling peg exchange rate and argued that amigemestic credit more than that warranted
by the rate of crawl leads exchange rate regineellapse. He argues that a real exchange rate
appreciation deteriorates a current account dediwit puts pressure on the domestic currency
to depreciate. Flood and Garber (1984) derivedegdptive attack timing using simplified
linear model. They argued that fixed exchange ratgme collapses either due to weak
fundamentals or arbitrary speculative behaviour ahdw that a speculative attack occurs
when shadow exchange rate equals fixed exchangeSpeculative attack occurs because it
offers an opportunity to speculators to profit dtictal expense (Obstfeld, 1986). These

studies emphasize the importance of fiscal politythe genesis of currency crises. Calvo
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(1987) on the other hand, evaluated the relatignfigtween real exchange rate, current
account and speculative attack in cash in advammeinHe argued that domestic stabilization
policies increase domestic absorption. An incré@aseirrent account deficit thus puts pressure
on domestic currency to depreciate. The precedingies assume unsterilised foreign
exchange market intervention which reduces domestinetary base by the scale of sale of
foreign exchange reserve and vice versa. Flood. €1296) addresses this issue and shows
that domestic monetary authorities offset the eéffefc foreign exchange intervention on
domestic monetary base by purchasing and sellingedtic government securiti€.It
changes the relative supply of domestic and foreigmency bonds in the hands of private
sector with no effect on domestic monetary base.

Krugman (1979) model and its extensions argue gpatulative attacks occur due to
inconsistency between domestic macroeconomic pslicand fixed exchange rate
arrangements. Particularly, they argue that ine@asionetization of government budget
deficit results real exchange rate appreciationis Teteriorates current account deficit and
results exchange rate depreciation. They furthgueathat economies with weak fundamentals
are prone to speculative attacks. Krugman (1979eihand its extensions are called first
generation currency crises models.

A number of alternative explanations are also jpl@y in the literature on pressure on
domestic currency in foreign exchange market. Theyue the possibility of speculative
attacks on domestic currency in the absence ohsistency between macroeconomic policies
and exchange rate parity. The models that explarket pressure on these lines are called
second generation currency crises models. They shawthe trade off that government faces
between domestic macroeconomic objectives and tamtemance of fixed exchange rate

arrangements results in multiple equilibria anditet self fulfilling speculative attacks.

® The author shows that Mexican authorities stedigoreign exchange intervention during Decembe3419
Mexican currency crises.
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Kydland and Prescott (1977) provide the basissémond generation currency crises
models. They favour rules over discretion becauseretion implies the selection of best
policies given the current circumstances. It isuargthat the decisions of rational economic
agents depend not only on the current policy desssibut also upon their expectation of
future policy actions. In such circumstances, tiserdtionary policies based upon the current
and the past economic conditions would not yieltinogl outcomes. Contrary to Kydland and
Prescott (1977), Flood and Isard (1989) develomsdpe clause models. They argue that a
rule base monetary policy is impractical in a wotltht (a) lacks knowledge about the
macroeconomic structure of the economy and thethahce, (b) assimilation of information
from those events that contains new informatiorcdstly and time taking and (c) delaying
policy reactions until new information is gathereah be costly to society. Owing to these
factors, they emphasized the importance of mixeatesjy that contains the elements of both
rules and discretion over ruled based monetarycpolMixed strategy requires monetary
authorities to follow clearly defined rules in nahtimes but to override them in exceptional
circumstance®’ Obstfeld (1986) discusses the possibility of staiue attack in the absence
of inconsistency between domestic macroeconomicipsland fixed exchange rate provided
that in the post attack period, loose monetarycgak followed. Jeane (1997) distinguishes
between fundamentals and self-fulfilling motivatsgeculative attacks and argue that both
complement each other in the build up of specwadittack. When the economic fundamentals
are neither good nor bad, it generates self-fifillexpectations which make it costly for
monetary authorities to maintain fixed exchange arity and thus collapse occurs. Instead
of focusing on post attack policy shift, Flood akldrion (2000) argue that currency crises
may result from shifts in speculative opinion abexthange rate risk. They incorporate risk

premium into asset market returns. This introduneslinearity and provides a mechanism

%9 A policy rule is a mapping from the policy makeirgormation set to the set of possible actiongg&en and
Tabellini, 1990).
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through which multiple equilibria can occur evenenhthe policy is invariant to attack.
Multiple equilibria are the result of private spktive behaviour instead of post-attack
government policy switch’

The third version of currency crises models wageligped after East Asian currency
crises’! It focuses on the role of contagion in the genenaof currency crisis. Contagion is
defined as devaluation in one country that causeasndial troubles in other countries
(Choueiri, 1999). Initially researchers focusedawsset price co-movement and capital flows
across countries and named its significant presas@vidence of contagion. The ERM crises
1992, Mexican financial crises in 1994 that affddiee entire region and East Asian currency
crises 1997 further increased the importance ofagpon in the context of currency crises
literature.

The theoretical literature argues that contagiomke/dhrough two channels: (a) trade
contagion or (b) liquidity contagion (Choueiri, )9 Currency depreciation in one country
increases trade deficit of the second country dng texerts pressure on its currency to
depreciate. Secondly, a fall in import prices dases consumer price index in the second
country which in turn reduces demand for domestio@y balances. Given that money supply
is fixed, the residents of the second country stixr excess domestic money balances for
foreign currency. This makes the second countrynemalble to speculative attacks
(Eichengreen et al. 1996). On the other hand, diguicontagion arises when crises in one
country drives investors to sell off their assetsanother country to raise funds (Valdes,

1996).

0 Flood and Marion (2000) departs from first gerieratcurrency models in four ways. First it introgsc
stochastic time varying risk premia in the intengatity condition. Second, it models the constsathiat prevent
monetary authority from undertaking strong defewnfethe currency by assuming that monetary authority
continuously sterilizes the effects of foreign exee intervention on monetary base. Third, fiscéiky is bond
financed rather than being monetized. Fourth, tiedgx the assumption of purchasing power parity arglie
that goods prices are set a period in advancelexed that is expected to clear the market. Thisuagtion
enables portfolio holders to ignore goods pricearare and concentrate on exchange rate variance.

" Gerlach and Smets (1994) evaluated the effecthefFinnish marka depreciation in 1992 on subsequen
speculative attacks on Swedish krona.
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The studies discussed above define currency cliggsture in terms of three
generation models. First generation models ateiloutrency crises in terms of inconsistency
between domestic macroeconomic policies and fixedhange rate regime. They argue that
increased monetization of government budget defesults the collapse of fixed exchange
rate regime. Contrary to first generation modet;oed generation currency crises models
emphasize the possibility of currency crises inadhsence of inconsistency between domestic
macroeconomic policies and fixed exchange rate.yThegue that the trade-off that
government faces between domestic macroeconomiectol®s and stable exchange rate
results multiple equilibria and hence the collapskfixed exchange rate arrangements. The
third generation currency crises models focus @nrte of contagion in terms of exchange
rate regime collapse. They show that contagion svdikough two channels (a) trade
contagion or (b) liquidity contagion. Trade contagiworks when currency depreciation in
one country causes pressure on second countryncyrte depreciate. On the other hand, the
liquidity channel works when investors withdraw ithRinds from non-crises countries in
order to compensate for liquidity losses from tbandries under speculative attack. This kind
of contagion is called liquidity contagion.

The studies discussed above mainly focus on cwremnges but they can be useful for
Exchange Market Pressure, since they highlight mapo potential determinants. Girton and
Roper (1977) first derived the Exchange Market uss index and estimated EMP equation
for Canada. It includes domestic and foreign mangetggregates, domestic and foreign
income as its determinants. Burdekin and Burke€®(Q) applied Girton and Roper (1977) to
Canada in dynamic form. They include US and Cama@hlP deflator along with Canadian
and US three month Treasury Bill rate as an addtideterminants. Connolly and da Silveira
(1979) applied Girton and Roper (1977) monetary ehad Exchange Market Pressure to

Postwar Brazilian experience. Small country assiongnabled them to derive a simple one-
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country equation of managed float that depend upon essential ingredients: (a) money
demand, (b) money supply, (c) purchasing powertyaand (d) monetary equilibrium. The

single equation Exchange Market Pressure modealdesl domestic credit, foreign price and
domestic income as its determinants. Kim (1985prton (1995) and Bahmani-Oskooee and
Bernstein (1999) slightly extended Connolly and Silveira (1979) version of Girton and

Roper (1977) and included money multiplier as aditaxhal Exchange Market Pressure
determinant.

Wohar and Lee (1992) too extended the Girton anpeR@L977) model and allowed
domestic prices to deviate from purchasing poweitypal hey included foreign real income,
foreign money supply and foreign interest rate dditeonal regressors in Girton and Roper’s
(1977) Exchange Market Pressure equation for Japaliard (1999) applied Wohar and Lee
(1992) specification of Girton and Roper (1977) mlotb Barbados, Guyana, Jamaica, and
Trinidad & Tobago. The estimated regression equaiticlude net central bank credit as a
percentage of high-powered money, money multipfaign money supply, deviation from
purchasing power parity, domestic and foreign neabme, interest rate differential, foreign
price and foreign interest rate as EMP determinafasnaly and Erbil (2000), on the other
hand, adopted a vector auto regression approactestidated Exchange Market Pressure
equation for MENA Region. The estimated regressguation included domestic credit,
foreign price, deviations from purchasing powerlitgadomestic real income and interest rate
as EMP determinants.

Girton and Roper (1977), Connolly and da Silveit879), Inchul (1985), Thornton
(1995), Bahmani-Oskooee and Bernstein (1999), WahdrLee (1992), Pollard (1999) and
Kamaly and Erbil (2000) used nominal exchange aateforeign exchange reserve changes as
components of Exchange Market Pressure. KarfakisMoschos (1999) on the other hand,

followed the Sachs et al. (1999) approach and ddfiaxchange Market Pressure as the sum
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of percentage changes in nominal effective exchamage and foreign exchange reserve
changes. They used an inverse of variance appfoa@ssigning weights to the components
of Exchange Market Pressure. The estimated EMRs$sgm equation for Greece used Greek
and OECD consumer price indices, the broad dedmitif money supply, banking claims on
the private sector, the current account balancenahdapital movement as its determinants.

Contrary to Girton and Roper’'s (1977) model, Persecet al. (2001) derived an
Exchange Market Pressure measure from a shortseratth-augmented monetary model of
foreign exchange market. The resulting EMP indesluiles the change in interest rate
differential, in addition to reserve and nominatlkange rate changes. They use a principal
component technique for deriving the weights amghsiof the components of EMP. The
estimated EMP equation for several European casghows that EMP can be explained by
differential money growth, real exchange rate, gesnin long-term interest rate differentials
and wealth accumulatiofi.

The preceding studies focus on domestic and foreagimtry macroeconomic variables
as Exchange Market Pressure determinants. HallveoddMarsh (2003) on the other hand,
include changes in central parity and deviatioosfcentral parity along with macroeconomic
variables as the determinants of Exchange Markesdare. Modeste (2005) evaluated the
impact of foreign debt burden on Guyana. Otheraldeis that he used for explaining Guyana
Exchange Market Pressure include domestic crechiytlp in the relative price of crude oil,
macroeconomic uncertainty, growth in real exponis foreign price.

To summarise, the empirical Exchange Market Presbtarature includes domestic
credit, foreign money supply, domestic and foremmput, domestic and foreign GNP
deflator, domestic and foreign interest rate, fgmeprice, money multiplier, deviations from

purchasing power parity, net Central Bank creditpascentage of high powered money,

2 The sample countries include Belgium, France, 8idhds, UK, Austria, Italy, Norway, Sweden, Firdan
Spain, Denmark, Ireland, and Portugal.
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current account balance, net capital movement,ractation of wealth, change in the central
parity, deviation from central parity, foreign ddhirden, growth in the relative price of crude

oil, macroeconomic uncertainty and growth in regdats as its determinants.

7.3. An Exchange Market Pressure Index

Eichengreen et al. (1996) derived an Exchange Md&tkessure (EMP) index using a
statistical approach. They argued that the compgsn&nexchange market pressure index that
restore foreign exchange market equilibrium dependhe structure of the economy and
therefore, must be drawn from exchange rate motieever, it is argued that the exchange
rate models that link exchange rate with macroegoneariables have little power to predict
exchange rate changes in short and intermediatzomst Due to these weaknesses of
exchange rate models, Eichengreen et al. (1996) ais¢atistical approach to derive an index

of Exchange Market Pressure given as:

EMR, =[(a%As,) + (B, —ii)) = (V(%6AF, —%Af,))] (7.1)

The exchange market pressure index is a weighted cfuexchange rate changé€As, , )
relative interest rate changA(i, —i;) and foreign exchange reserve changa,). s,
denotes exchange rate or the price of US $ in dienesrrency, hence a rise ig, is
associated with the domestic currency depreciatibhe asterisks denote the foreign
counterpart of domestic variables. Measuring Exgeavarket Pressure using only exchange
rate changes will not be appropriate as the mopetathorities may alleviate, for example,
upward pressure by raising interest rate and spgridireign exchange reserves. Therefore,
interest rate and foreign exchange reserve aretiaanels that Central Bank may use for
alleviating pressure. An increase in exchange etgse in interest rate and a loss of foreign
exchange reserves imply an increase in exchangketaressure. The parameters S and

y are the weights assigned to components of exchamg&et pressure index. They are
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determined by taking the inverse of standard dewiabf each component of index. This
weighting scheme is adopted to assign low weiglmdoe volatile components and therefore,

avoid them dominating the index.

7.4 Data

The data for all variables except monetary agdesgand financial openness index are
taken from the International Monetary Fundisternational Financial Statisticdataset.
Logged annualised data from 1976 to 2005 are Usmmtign exchange reserves refer to total
reserves minus gold in US dollars. Similarly, thlateral nominal exchange rate for Australia,
Canada, Germany, Italy, Japan, Korea, MalaysiaisRak Singapore and United Kingdom
refers to domestic currency per unit of US dolldence a rise in the exchange rate is
associated with deprecation of domestic curren@inag the US dollar. We use inter-bank
money market rates to denote short-term interdst k&e obtainedM2 data from IMFIFS
data set for Australia, Korea and United Kingdotirefers to money plus quasi-money. For
the rest of the countries, we obtdf? data from Thomson Data-stream. Thomson Data-
stream containe®12 data up to 1999 for Italy and Germany. For thmai@ing years, we
obtainedM2 data for these countries from Bundesbank andtt&entral Bank Monthly and
Annual Reports. Bundesbank Annual Reports contaamedializedM2 data up to 2002. For
the remaining three years, we converted German hhoM?2 data to Annualized data using
Eviews 6.0 student version default frequency cosiger setting. We have usédl due to
absence oM2 data for Pakistan. Trade openness refers torduacezount to GDP ratio. We
have used Chin and Ito’s (2008) index to measuranftial openness. We adjusted nominal
money balances and nominal GDP with GDP deflatayetiotheir real values. Reserve import

ratio refers to division of reserves by importsniRéance data for all countries except the UK
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Table 7.1 Descriptive Statistics of Panel Data

EME  m, OR, OPK; rem resm  q Yit
Mean 0.04 3.971 0.001 1.359 8.584 -0.649  1.068 2.849
Median 0.119 3.884 -0.009 2.500 8.901 -0.642  0.297 4.143
Maximum 5.845 6.759 0.315 2.500 10.097 0.264 3.382 6.937
Minimum -6.398 2.278 -0.275 -1.831 5.608 -1.508 -0.294  -14.206
Std. Dev. 1906 0.894 0.076 1.456 1.182 0.333 1.239 5.784
Corr: Coeff -0.024 -0.277  -0.076 -0.112 -0.247  -0.064  -0.029

Note: In this table, we have descriptive statistics Eochange Market Pressur&MP'), monetary aggregate
(m,), trade openneszﬂF{), capital opennessQPKl), real exchange rate)( ), remittances e\ ), reserve

import ratio (resm) and real Gross Domestic Outpuy,(). Std. Dev. denotes standard deviation of theabies

included in the analysis. Corr: Coeff denotes datien coefficient between exchange market presanceother
variables included in the analysis.

(after 1987), Canada and Singapore are taken fleem\World Bank’sWorld Development
Indicatorsdata set and refers to Workers’ Remittances andp@asation of Employees Paid.
Real exchange rate refers to nominal exchangdinags price ratio.

Table 7.1 describes the basic statistic of datd uséhe study. Positive mean value of
Exchange Market Pressure is associated with dejmegipressure over the entire sample
period. This can be interpreted that if the CenBahk had abstained from intervening in the
foreign exchange market, the currencies of thesmtdes would have depreciated by four
percent. However, positive Exchange Market Pressugan value does not imply that all
countries faced downward pressure. Individual cquestimates of EMP for Japan, Malaysia
and Singapore are of negative sign implying upwanessure on their currenci€sMedian
value of 0.119 separates higher half of sample fiomer one. EMP values range from

minimum of -6.398 to maximum of 5.845. Standardialéen measures the dispersion of EMP

from its mean value and its value is 1.906. Tragenoess QR) and capital openness
(OPK,) also show similar descriptive statistics. Tragemess and capital openness show

positive mean values. Positive trade openness malaie imply current account surplus as

percentage of Gross Domestic Prod@DP). The remaining variables except reserve import

3 Individual country descriptive statistics are giva Appendix A3.
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Table 7.2:De Facto Classification of Exchange rate Regime

No Separate Legal Tender

Preannounced peg or currency board arrangement
Preannounced horizontal band that is narrower ¢tihagual to+ 2%
De facto peg

Preannounced crawling peg

Pre announced crawling band that is narrower thagoal tox 2%
De facto crawling peg

De facto crawling band that is narrower than oraétp+ 2%
Preannounced crawling band that is wider thaB8%

De facto crawling band that is narrower than oraétp + 5%
Noncrawling band that is narrower than or equat t8%

Managed floating

Freely floating

Freely falling (includes hyperfloat)

OO WwwNnNDDNDNOODNRERERERPR

Notes Reinhart and Rogoff (2004)

ratio (resm) show positive sign for both mean and median. Biyi maximum and

minimum values for almost all variables show pesitand negative signs. Standard deviation
which shows dispersion from mean shows positive $g all variables and its value range

between 0.076 for trade openne§¥() to 5.784 for real Gross Domestic Produgt ). The

correlation coefficient between Exchange MarketsBuee and the remaining variables is of
negative sign. This suggests that an increasedsetlvalues is associated with decrease in

Exchange Market Pressur&NIR, ). However, estimated correlation coefficient vaisiguite

low suggesting a weak relationship between Exchavigeket Pressure and independent
variables.

Table 7.2 shows exchange rate classification basetk facto exchange rate policy. It
is based on dual or multiple markets and multiplehange rate practices in the post World
War Il period. It is evident from Table 7.2 thati$e flexible exchange rate regimes are
assigned low value. A new exchange rate categamed freely falling, is introduced. It

denotes the countries whose twelve month inflatiae exceeds forty percent. No separate
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legal tender refers to an exchange rate regimerumdieh a country adopts another country’s
currency as legal tender or the country becomes gfawider union that adopts the same
currency as legal tender. In a pegged exchange aateurrency board arrangement, a
country’s domestic monetary base is determineddugign exchange reserves particularly
anchor country currency at a fixed rate. Underempnounced horizontal band exchange rate
arrangement, currency is allowed to fluctuate fixed band around central parity. Crawling
peg exchange rate refers to exchange rate systermia@h currency is adjusted periodically in
response to changes in macroeconomic indicatorsaaged float system can be defined as a
monetary arrangement in which the Central Bank ueadly intervenes in the foreign
exchange market to avoid undesirable exchangecraieges. However, intervention is not
aimed at maintaining any particular exchange ratell Free float is the opposite of a fixed
exchange rate system. Under this system, markeedodetermine the value of foreign
currency in terms of domestic currency units.

Table 7.3 shows the evolution of exchange ratemredor each country. It indicates
that from October 1972, Australia adopted a deofanbving band around the US dollar.
However, Australian dollar was allowed to fluctudig +/- 2% around the band. From
November 1982 to December 12, 1983, Australia ¥a#id managed float exchange rat
regime. This suggests that in this period, the valisih Central Bank frequently intervened in
the foreign exchange market to smooth undesirakidange rate changes. However, the
Australian Central Bank did not aim at maintainengy particular exchange rate level. From
December 12, 1983 to December, 2007 Australia i@t freely float. This implies that in

this period, Australian Central Bank let the marfketes to determine its currency value.
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Table 7.3 Country specific de facto Exchange Ratedgime classification

Country Date Classification Comments
Australia  October 1974 to November 1982 De factuwdbaround US $ Horizontal +/-2% band. Officiallygged to a basket of currencies.
November, 1982 to December 12, 1983 Managed float
December 12, 1983 to December, 2007 Freely flgatin
Canada May 31, 1970 to May 2002 De facto moving band around US $ +/-2% Band
June 2002 to December 2007 Managed floating +Ba¥d
Germany January 1973 to Januaty 1999 Pegto US $
January 1, 1999 to December, 2007 Currency union Euro
October 1975 to December 1982 Managed float There were dual rates. Different exchange ratesfisr outward transfer
Italy of resident owned capital.
January 1983 to September13th, 1992 De facto orgwbnd around DM +/-2% Band
September 1% 1992 to March 1993 Freely floating
April 1993 to July 1995 De facto crawling bandward DM +/-2%
August 1995 to November 1996 De facto crawling fwe@M
December 1996 to January, 1999 De facto peg DM
January 1, 1999 to December, 2007 Currency Union Euro
Japan February 21973 to November 1977 De facto moving band ardu@db +/-2%
December 1977 to December 2007 Freely floating
Korea May 1974 to February 27, 1980 Pegto US $ alledpremia rose to 28% in February 1980
February 2%, 1980 to July 1980 De facto crawling peg to US $ Officially pegged to a basket of currencies andSbeR
March 29 1990 to Septembef% 1991 Pre announced crawling band around US $ .486®and. This fits into crawling peg definition.
September™, 1991 to July T, 1992 Pre announced crawling band around US $ .6%6®and. This fits into crawling peg definition
July ¥, 1992 to October®] 1993 Pre announced crawling band around US $ .8%®and. This fits into crawling peg definition
October 1, 1993 to November®] 1994 Pre announced crawling band around US $ 0.1#6 band. Pre announced crawling band around US $
November 1, 1994 to December11995  De facto crawling peg to US $ Pre annoutead is +/-1.5%
December %, 1995 November 1997 De facto crawling peg to US $ Officially the preannounced band is +/-2.25%
December 17, 1997 to June 1998 Freely falling ibe was allowed to freely float
July 1998 to November 2004 Managed floating
December 2004 to December 2007 De facto crawlamgilaround US $ +/-5%

Notes Reinhart and Rogoff (2004)



Table 7.3 Country specific de facto Exchange Rategime classification (Continued)

Country Date

Classification

Comments

Malaysia Septemberﬂl‘S 1975 to July 1997

August 1997 to September 30, 1998
September 30) 1998 to June 2005
July 2005 to December 2007

Pakistan September 17, 1971 to Janu&n1882
January 8, 1982 to January 1984

February 1984 to August 1989
September 1989 to April 1991
May 1991 to April 1994

May 1994 to July 2%, 1998

July 22, 1998 to May 19, 1999

May 19", 1999 to December 2007
Singapore  June 211973 to December 2007
UK June 2%, 1972 to October"8 1990

October &, 1990 to December 12, 1992
September 1% 1992 to December 2001
January 2001 to December 2007

De facto moving band aroundfUS

Freely floating
Pegto US $
De facto band around US $

Peg to US $/parallel Market

Band is +/-2%. Officially Ringgit is pegged tdasket of
currencies

+/-2% band. Officially it is a managed float agaias
undisclosed basket of currencies
In December ltBélparallel market premium peaks at 212%

De facto crawling peg to the US $/Parallel Market

De facto crawling peg to the US $/Parallel Market anB width is +/-2%. If the parallel rate is used Hand width is

De facto crawling/pegallel Market

+/-5%.

De facto crawling band around the US $/ ParallelBand width is +/-2%. If the parallel rate is uskd band width is

Market

De facto crawling peg/Parallel Market

De facto crawling band/Dual Market/Multiple

Exchange Rates

De facto crawling peg to US $/Parallel Market
De facto moving band arvhed)S $

Managed Floating

Pre announced bandGiEeaU/DM
Managed floating
De facto moving bamahd Euro

+/-5%. From August 1993 through May 1998 the pataiarket
premium is in single digit.

A more precise description of the post-November61®€riod is
mini pegs lasting a few months interspersed witbgaillar
devaluation.

Band width is +/-2% (on the basis of the parallerket rate)

+/-2% band. Officially adjusted on theibaf a basket of
currencies.

Until the dissolution of the sterling Area on Oatol24, 1979 and
the dismantling of capital controls, the UK hadualdrate system
+/-6% band

+/-2% band

Notes Reinhart and Rogoff (2004)
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Table 7.3 further shows two exchange rate regime€anada over the entire sample
period. These include de facto moving with a +/- 28ving band around the US dollar from
May 37 1970 to May, 2002. For the latter period, Canat@intained managed float.
Similarly, Germany followed peg to the US dollaorfr January 1973 to January, 1.999.
Since January®] 1999, Germany has been following currency unidth whe Euro as legal
tender. Italy, on the other hand, adopted a manégatl at the very beginning of sample
period. From January 1983 to September 13, 1992 ftilowed de facto crawling with a +/-
2% band around the Deutschemark. From SeptembetQP2 to March 1993, the lItalian
twelve-month inflation rate was greater than fopgrcent. Therefore, for this period the
Italian exchange rate is classified as freelyriglliThis was followed by a de facto crawling
band with a +/- 2% moving band, de facto crawlieg pnd de facto peg to the Deutschemark
from April, 1993 to January®] 1999. On January®11999 ltaly entered into the European
Monetary System and adopted the Euro as officgdlléender. Therefore, for the post-1999
period, the Italian exchange rate regime is charsed as currency union, with the Euro as its
legal tender. Japan, on the other hand, followetd dacto band with +/- 2% moving band
around the US dollar. For the remaining period ad&pexchange rate was free float, which
suggests the absence of Central Bank intervention.

Table 7.3 further reveals ten phases in Korean ang rate policy. Initially Korean
won was pegged to US dollar. From Februard, ZB80 to July 1980, Korea followed de facto
crawling peg to US dollar. From Marcli%1990 to November®] 1994, Korean exchange
rate regime can be classified as crawling peg wattying band around US dollar. This was
followed by de facto crawling with changing bandwrd US dollar for November'11994 to
November 1997. From December™ 2997 to June 1998, Korean exchange rate regime ca
be classified as freely falling. It reflects thatthis period, Korean twelve month inflation rate

exceeded 40 percent level. Managed float charaetethe Korean exchange rate regime
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Figure 7.2 Trade OpennessQP,)
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Figure 7.3 Capital Openness QPK, ) Index
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Figure 7.5 Reserve Import Ratio ¢im,)
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Figure 7.6 Real Exchange Rated, )
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Figure 7.7 Real Domestic Income4y; )
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Figure 7.8 Real Monetary Aggregatesfm,)
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during July 1998 to November 2004. This was a peimowhich the Korean Central Bank
intervened in foreign exchange market to smootheaindble exchange rate changes. Since
December 2004 to December 2007, Korea has maintainke facto crawling band around the
US dollar with a +/-5% fluctuating band. A similpattern is visible in Malaysian exchange
rate policy. Malaysia pursued a de facto band e2%/around the US dollar, which was
followed by free float. However, in the post Eastigh currency crisis period, Malaysian
exchange rate arrangements are characterised gsdegUS dollar.

Initially, Pakistan pursued a fixed exchange stgtem and pegged its currency to the
US dollar. Between January 1982 and July 1998,sRakifollowed a de facto crawling peg
with a varying band around the US dollar. From“2Rily, 1998 to May 19 1999, multiple
exchange rate arrangements characterised Pakistectisnge rate regime. This was replaced
by de facto crawling peg to US dollar for the renirag period. Singapore is a unique case in
the sample countries. It has followed de facto mgwand around the US dollar with +/-2%
moving band over the entire sample period. On tierohand, the UK initially followed
managed float, which was followed by preannounaeutiof +/-6% around the Deutschmark.
In the Post Exchange Rate Management crisis pddicadopted a managed float which was

replaced by a de facto moving band of +/-2% ardtu in January 2001.

7.5 Econometric Methodology

In the empirical study of the determinants of ExueMarket Pressure, we use fixed
effects Panel Estimation also known as Least SqDaremy Variable (LSDV) estimation.

Our specification is a linear regression model thbdws intercept ¢,) to vary across
individual countries. It is given as follows:

EMP, =c + &k, +U,, u, ~ 1D (0,0?) (7.2)
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where x, is a vector of independent variablds][and & denotes vector of parametets]|

u, is an error term with zero meaB[u, = @nd constant variance Furthermore, it is

it
assumed that alk, are independent of all, that is E[x,u, = O]. Subscripti on intercept
term suggests that intercept is allowed to varpsgicountries to take account of differences
in the structure of their economies.

Equation 7.2 is a Fixed Effect Panel estimationhoétdue to the fact that although it
allows intercept to vary across different countrieach individual country intercept is not
allowed to vary over time that is it is time inwemt. After introducing a dummy variable for
each country to denote differences in the strudturtheir economies, we write equation 7.2

as:

i

N
EMP, =) c,d; +x.6+u, (7.3)
j=1

However, the introduction of too many regressersders regression model unattractive. In
order to avoid this problem, we estimate regressiodel in deviation from individual means

which enables us to eliminate the individual eBeat. The regression model in deviation
form is as follows:

EMP; =¢ +X 6+, (7.4)
- - T
where EMP: is a mean of the dependent variable and is defisdeMP; :T‘lz EMP, and
=1

x. andU, are defined in similar way. Therefore, we canevetjuation 7.3 as:

EMP, —EMP; =(x, —X )8+ (u, -T,) (7.5)

Equation (7.5) is a regression model in deviatimmfindividual means and does not contain
individual country effectsd . The ordinary least square estimate éfobtained from this
transformed model is called a fixed effect estimatad is given as:
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Orc =[Zz<xn = %)(%, -Z)J 2.2 (% ~%)(EMR, ~EMP)) (7.6)

i=1 i=t i=1 t=1

7.6 Results
7.6.1 Empirical Specification

In this section, we specify the fixed effects paestimates for the determinants of
Exchange Market Pressure. Given the aggregatiatataf we evaluate the effect of exchange
rate regime, monetary policy regime, monetary agapes, trade openness, capital openness
and macroeconomic variables on exchange markesyme@sWe construct dummy variables
D1 using different exchange rate regime data froogd® and Reinhart (2004). It takes a
value of 1 for de facto peg, pre-announced crawpieg, de facto band and managed float, and
zero otherwise. The estimated model is given as:

EMR =c¢ +8ERR +6,IT, + ,0PK, +8,Arem, + ,Am, +6,q, + 8,Aresm + G,Ay,

+OP

it

(7.7)
ERR denotes a dummy variable that denotes differechaxge rate regime. We construct it

using different exchange rate regime data from Ragul Reinhart (2004). It takes a value of
1 for de facto peg, pre-announced crawling pegfade® band and managed float, and zero
otherwise’* The proponents of a bipolar view pronounce soft @echange rate arrangements
as unsustainabl@.They are an attempt by a country open to capifidws to have a fixed
exchange rate and monetary independence. Sootetepa conflict arises between domestic
objectives and stable exchange rate which resultise collapse of exchange rate regime as is
in the model of a currency crisis (See Krugman,9)9Another possible explanation of the

nonviability of pegged exchange rate is that iseaithe belief that the exchange rate regime

" We assign zero value to freely floating and frdalling exchange rate regime.
> Soft peg exchange rate arrangements include fexethange rate pegs, adjustable exchange rate pegs,
narrow band exchange rate systems (Fischer, 2Q08)p
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will remain unaltered. This reduces the perceptdrrisk borrowing in foreign exchange
market and removes the need for hedging. Then vexahange rate crises struck, it is
devastating in terms of over all economy (Fiscizé11). Thus we exped?, to be positive
when the country is following a soft peg excharege regime.

IT, denotes inflation targeting monetary regime. Aflation targeting regime is

defined as the numerical value to which Central Baommits and implements forward
looking monetary policy to minimise the differenisetween the actual and targeted inflation
rate’® A well functioning inflation targeting regime isuditional upon floating exchange rate
regime (Mishkin and Savastano, 2001). It is argtlet due to the impossible Trinity, a
Central Bank can not maintain the twin objectivestable exchange rate and domestic prices.
Thus under an inflation-targeting monetary regins@nestic monetary authorities give more
weight to stable domestic prices to the benignewgif stable exchange rate. It is argued that
a shift in the focus of monetary policy on domegiigjective of stable price may increase
exchange market pressure (Petursson, 2009). Howevepirical evidence shows that
inflation targeting reduces instead of increasesgure on the domestic currency (Edwards,
2006 and Petursson, 2009). This may be due tcattidHat inflation targeting is a transparent
and predictable monetary policy framework that peguthe possibility of unexpected shocks.
This in turn increases exchange rate stabiflity.

The theoretical literature suggests that ExchahNgeket Pressure and monetary
aggregates are positively correlated. This carxpéaaed that a rise in money supply reduces
foreign currency backing of short-term domestidilites of banking system (Glick and
Hutchison, 2005). This makes it difficult for dortiesmonetary authorities to defend the

currency if the monetary perception turns againstecond, a rise in money supply increases

8 See Bernanke and Mishkin (1997) and Mishkin andaSiano (2001) for a detailed discussion on irttati
targeting monetary policy.
" Our variable for inflation targeting regime takesalue of one for such a regime, and zero otherwis
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domestic prices. This makes domestically producestig less competitive in the international
market, which deteriorates the current accountcdedfnd puts pressure on domestic currency
to loose its value against foreign currency. Ini@old, an increase in domestic monetary
aggregates increases nominal cash balances of iomessdents which they swap for foreign
currency. This increases pressure on domestic raayréo depreciate (Girton and Roper,
1977).

It is argued that increased capital openness ffaat &xchange Market Pressure. The
literature on international capital inflows hasudeed on two types of controls on cross border
capital movements: (a) restriction on capital imloand (b) controls on capital outflows.
However, the idea of restricting capital inflowsshgrown much in popularity. Stiglitz (1999)
argues that “volatile markets are an inescapalaiyeDeveloping countries need to manage
them. They will have to consider policies that helpbilise the economy and help it absorb
some of the shocks that volatile markets causes&leeuld include sound bankruptcy laws
and Chilean—style policies that put some limits aapital flows””® Krugman (1998) also
support the imposition of exchange controls in otdeavoid destabilising impact of sudden
capitol outflows. Tobin (1978) went a step furthed suggested the imposition of a global tax
on all spot conversions of one currency into amg@portional to the size of the transaction.
Eichengreen et al. (1993) support Tobin’s (1978pidnd favour the imposition of a Tobin tax
to avoid destabilising effect of short term capitaflows. On the other hand, McKinnon
(1993) argued that increased capital inflows |d@l real exchange rate to appreciate. This

makes domestic exports less competitive in thernatenal market and increase current

® There are two types of controls on capital outBoWa) Preventive controls and (b) curative costrol
Preventive controls take the form of taxes on furedsitted abroad, dual exchange rates and outpigthtibition
of funds transfers (Edwards, 1999). On the othadhaurative controls are imposed when the coustfgcing
crisis-like circumstances. These controls enaldectiuntry to lower the interest rate and put irc@lpro growth
policies (Krugman, 1998).

9 Chile imposed capital controls on two occasionsl978 — 1982 and 1991 — 1998. In both periodsstors
wishing to bring their capital to Chile were reguirto make some non-interest bearing depositsth&tChilean
Central Bank (Edwars, 1999)
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account deficit of the country. This in turn putsegsure on the domestic currency to
depreciate in the foreign exchange market. Moreowapital openness increases the
vulnerability of a country to external shocks ewerihe absence of weak fundamentals. This
occurs due to investor’'s herding behaviour, boomsi-tlmycles and the fluctuating nature of
capital inflows (Schmukler, 2004). On the otherdiazapital controls also have distortionary
effects. Dooley and Isard (1980) and Fischer (2@0d)e that investors aware of being unable
to withdraw their funds will not be willing to inge in the country. This will increase
downward pressure on domestic currency in thedarekchange market.

The empirical literature overwhelmingly rejectse thypothesis that restrictions on
capital controls insulate the economy from extershabcks. Capital controls acts like
investment irreversibility. Investors being unate withdraw their capital would not be
willing to invest in the country (Dooley and IsadB80). Furthermore, capital controls signal
inconsistency between pegged exchange rates anaecaoomic policies. Thus the capital
controls intended of restricting capital outflowsayninfact provoke capital outflows due to
loss of investor’s confidence in the economy (Blari@and Drazen, 1997). Moreover, foreign
investors would be less likely to withdraw theipital from the country if they knew that the
controls on capital would not be imposed. Empirldarature that rejects the null that capital
controls do not insulate economy from external kkagneasure pressure in foreign exchange
market in terms of dummy variables that takes eitleeo or one value (Edwards, 2005; Glick
et al. 2006; Glick and Hutchison, 2011). Furtherepothey use restrictions on capital
transactions to denote capital account openness.

Previous theoretical studies provide conflictingws on the effects of trade openness
on Exchange Market Pressure. The first view empkagiat trade openness makes countries
more vulnerable to external shocks. A weakening icountry’s export market results in a

sudden stop in capital inflows and thus makes itenvulnerable to speculative attacks on its
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currency. Secondly, trade openness and financahmgss go hand—in-hand. Increased trade
requires multinational corporations which in tureed to be able to move their capital across
borders freely. In such an environment, it would d#icult for countries to effectively
enforce capital controls (Frankel and Cavallo, 90@&milarly, the view that the countries
more open to international trade experience lessspire on their currencies works through
different channels. Rose (2005) argues that a gttoade link reduce countries default
probabilities. International investors aware of mmes reduced default probabilities due to
increased trade/GDP ratio would be less willingmMithdraw their capital. This will reduce
downward pressure on their currencies. In this @hapve test this relationship and identify
which effect of trade openness is more dominant.

A rise in remittances sent by domestic residewnisdi abroad should expected to be
associated with a fall in Exchange Market Presddezice more capital inflows are associated
with stronger currencies and less downward presSinailarly, a higher reserve import ratio
suggests country’s ability to repay its foreignreacy liabilities. Increased reserve import
ratio is thus associated with lessening pressufer@ign exchange market. Hence we expect a
negative sign for the reserve import ratio. Funhane, the theoretical literature suggests that
an over-valued exchange rate is associated witheain pressure on the domestic currency.
An over-valued real exchange rate makes it diffibol domestic exporters to compete in the
international market. This deteriorates currentoanots and thus puts pressure on domestic

currency to depreciate.

7.6.2 Empirical Evidence
In this section, we provide empirical evidence fbe determinants of Exchange

Market Pressure (equation 7.7) in a panel of temtr@s. Particularly, we test if the empirical
evidence confirms the theoretical predictions asulised in the previous section. We adopt a

general to specific approach, by eliminating indigant estimates. The panel estimates of
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Table 7.4 Panel Estimates of EMP Determinants

Model 1 Model 2 Model 3 Model 4 Model 5
C -0.462 0.087 -4.669 -4.541 -4.337°
(-0.06) (0.01) (-1.890) (-1.85) (-3.30)
ERR -0.201
(-0.33)
IT, -0.162
(-0.32)
OPK, 0.107 0.115 0.087
(0.68) (0.77) (0.60)
Am, 0.268 0.191 -0.653 -0.69
(0.17) (0.13) (-0.72) (-0.77)
Arem, 0.310 0.344 0.143 0.171
(0.62) (0.71) (0.362) (0.44)
resm -1.121 -1.063 -1.054 -1.053 -1.176
(-2.10%) (-2.24%) (-1.92) (-1.93) (-2.51%)
OR -7.876 -7.917 -7.907 -7.875 -6.267
(-4.56) (-4.62%) (-4.62%) (-4.61%) (-4.05%)
Ag, 4.727 4.752 3.967 3.902 3.386
(2.63%) (2.67) (2.83%) (2.79%) (2.78%)
Ay, -2.084 -2.222
(-0.66) (-0.72)
R? 0.21 0.21 0.21 0.20 0.15
F-statistic 3.425 3.936 4.209 4.544 4.12
Prob(F-statistic) (0.000) (0.000) (0.000) (0.000) 0.000)
DW statistic 1.60 1.59 1.59 1.59 1.65

Note: This table investigates the determinants ethBnge Market Pressure, using LSDV approaaldenotes
significance level at 5 percent level. The variabielude in the analysis are: monetary aggregdig)( trade openness

(OR,), capital opennessQPK, ), real exchange rateqj(, ), remittances €, ), reserve import ratiol€sIm ) and

real Gross Domestic Outputy(, ). ERR, denotes fixed exchange and managed floating egeheate arrangement.

Similarly, IT, refers to inflation targeting monetary regimA. refers to difference operator. DW denotes Durbir
Watson statistic. Small letters denote logged \aluealues are given in parenthesis.

of Exchange Market Pressure using fixed effectipatar approach are given in Table 7.4.

It is argued that soft peg exchange rate regimesuasustainable and therefore,

increase pressure on domestic currency to depeecidéius we expect, to be of positive

sign. Contrary to our expectation, Table 7.4 shawssgnificant estimate of exchange rate

regime (ERR ) suggesting that exchange rate regime does nat &ay significant effect on
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Exchange Market Pressure. Thus our results areréiff from those obtained by Mandilaras
and Bird (2008) who found that fixed and interméeliexchange rate regime reduce pressure
for Latin American & Caribbean (LAC) countries. $hindicates that some kind of exchange
rate management in these countries would reducketnaressure on their currencies.

Similarly, theoretical literature suggests thath#&tsn the focus of monetary policy
from exchange rate stability to inflation targetimgpuld increase pressure on domestic

currency to depreciaf®. However, our estimate of Inflation Targeting Regir(iT, ) is

insignificant, which suggests that inflation targgt monetary policy does not explain
variation in Exchange Market Pressure. A rise imdstic monetary aggregates increases the
holding of nominal cash balances of domestic reggle/hich they swap for foreign currency.
This increases pressure on domestic currency toedepe. Contrary to the theoretical
predictions, our estimate of monetary aggregatkoafih positive, is insignificant. This
implies that domestic monetary aggregates do riloieince Exchange Market Pressure.

The previous theoretical literature provides detifig arguments about the effects of
trade and capital openness on Exchange Market iPees®ne strand of literature argues
increased trade and capital openness of countryimdtease pressure on its currency to
depreciate. The other strand of literature suppibresview that increased trade and capital
openness of a country would reduce downward pressarits currency. Our estimate of
capital openness although positive but is insigaift implying that capital openness is not
associated with an increase in exchange markesymesThe differences between our findings
and those of earlier empirical literature may kelaited to our having measured pressure in
the foreign exchange market in terms of continuiosgead of binary variables taking either
zero or one value. Furthermore, we used Chin an@@08) index instead of restrictions on

capital accounts to denote capital account openri@sis and Ito (2008) measured capital

8 Qur variable for inflation targeting regimes takesalue of one for such a regime and zero otherwis
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account restrictions in terms of continuous vagablt has the advantage of conveying more
information then the binary variable that takebeitzero or one value.

On the other hand, a significant negative estintdtérade openness shows that a
country’s openness to trade reduces pressure anctireencies to depreciate. Our finding is
similar to Rose (2005), who argues that strong etréidks reduce a country’s default
probabilities. Since investors, being aware of ¢oes’ reduced default probabilities, would
not withdraw their capital, this in turn reducesgsure on their currencies to depreciate.
Frankel and Cavallo (2004) also obtained resul grovide evidence that countries with
open trade are less prone to market pressure an dbeencies. Similarly, Sachs and
Williamson (1985) compared Latin American and BEasian countries and showed that the
latter were less prone to market pressure duesioltigher trade to GDP ratio. This is because
East Asian countries invested their borrowing ipax industries. This resulted in far greater
exports for East Asian countries than for theirrdetparts in Latin America. The resources
generated from increased exports were enough fsir Asan countries to service their future
debt payments.

Table 7.4 further shows that although the estinshteemittances is positive, it is not
significantly different from zero. However, the iesited parameters of reserve import ratio
and the real exchange rate are significant andoéreegative and positive signs. The
significant negative estimated parameter of resémygort ratio confirms their theoretical
predictions that increase in foreign capital inflisvassociated with decrease in pressure on
domestic currency. Similarly, a positive and sigmaint estimated parameter of real exchange
rate suggest that an over-valued real exchangerealeces competitiveness of domestic
exporters in the international market and thus pwutsssure on domestic currency to

depreciate.
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Table 7.5 Panel Estimates of Exchange Market Press Determinants (Uses Lagged

Regressors)
Model 1 Model 2 Model 3 Model 4
C 0.024 0.339 0.336 0.302
(0.02) (0.30) (0.30) (0.28)
ERR (-1) 0.239
(0.64)
IT, (-1) 0.078
(0.20)
OPK, (-1) -0.216 -0.214 -0.215 -0.211
(-1.65°) (-1.65°) (-1.98%) (-2.09%)
Am, (-1) -0.083 -0.022 -0.023
(-0.35) (-0.10) (-0.118)
Arem, (-1) 0.081 0.098 0.097 0.096
(0.56) (0.69) (0.72) (0.72)
resm (-1) 0.006 -0.100 -0.100 -0.101
(0.014) (-0.26) (-0.26) (-0.26)
OR (-1) -3.361 -3.367 -3.367 -3.378
(-1.97%) (-2.00%) (-2.01%) (-2.02%)
Aqg, (-1) -0.131 0.005
(-0.37) (0.02)
Ay, (-1) -0.011 -0.171 -0.167 -0.177
(-0.03) (-0.57) (-1.29) (-1.979
R2 0.44 0.44 0.44 0.44
F-statistic 3.884 4.136 4.2285 4.442
Prob(F-statistic) (0.000) (0.000) (0.000) (0.000)
DW statistic 1.89 1.90 1.91 1.90

Note: This table uses one period lagged variabhethe right hand side for evaluating the determimari Exchange
Market Pressurea and b denotes significance level at 5 and 10 percentl.|&ee variables included in the analysis

are: monetary aggregatey,), trade openness(R,), capital opennessQPK, ), real exchange rated, ),
remittances (€I7),), reserve import ratio (€SN ) and real Gross Domestic Outpuy,(). ERR, denotes fixed

exchange and managed floating exchange rate amamge Similarly, IT, refers to inflation targeting monetary

regime. A refers to difference operator. DW denotes Durbiatsin statistic. Small letters denote logged values
values are given in parenthesis.

It is evident from Table 7.4 tha&? values range between 0.15 and 0.21. It shows that
the estimated models explain fifteen to twenty-grexcent variations in the dependent
variable. We cannot reject the null of no seriatrelation due to higher Durbin Watson

statistics. Furthermore, F-statistic values ar¢eguigh, with zero probability of obtaining
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Table 7.6 Panel Estimates of EMP Determinants (usésgged variables as instruments)

Model 1 Model 2 Model 3 Model 4
C -0.248 0.053 0.076 0.075
(-0.19) (0.05) (0.07) (0.07)
ERR 0.230
(0.58)
IT, -0.003
(-0.006)
OPK; -0.229 -0.227 -0.221 -0.219
(-1.67°) (-1.67°) (-1.96%) (-2.14%)
Am, -0.062 -0.014 -0.006
(-0.25) (-0.066) (-0.04)
Arem, 0.102 0.117 0.120 0.119
(0.69) (0.81) (0.861) (0.87)
resm -0.010 -0.133 -0.132 -0.124
(-0.022) (-0.33) (-0.33) (-0.31)
OR -4.802 -4.712 --4.703 -4.706
(-2.08%) (-2.138) (-2.14%) (-2.15%)
Aqg, -0.159 -0.023
(-0.44) (-0.08)
Ay, 0.001 -0.148 -0.171 -0.175
(0.01) (-0.49) (-1.37) (-1.9%)
R? 0.45 0.46 0.46 0.46
F-statistic 3.884 4.141 4.290 4.442
Prob(F-statistic) (0.000) (0.000) (0.000) (0.000)
DW statistic 1.82 1.82 1.82 1.82

Note: This table uses one period lagged variabhethe right hand side for evaluating the determimari Exchange
Market Pressurea and b denotes significance level at 5 and 10 percentl.|dtee variables included in the analysis

are: monetary aggregateTy, ), trade opennessQFi’t), capital opennessQPKn), real exchange rate((,),
remittances (€I7),), reserve import ratio (€SN} ) and real Gross Domestic Outpuy,(). ERR, denotes fixed

exchange and managed floating exchange rate amamge Similarly, IT, refers to inflation targeting monetary

regime. A refers to difference operator. DW denotes Durbiat$in statistic. Small letters denote logged valties
values are given in parenthesis.

them. This can be interpreted as being able tetrée null that all estimated parameters are

equal to zero. These test statistics suggest thditave a reasonably well-specified model.
Table 7.4 uses fixed effects panel estimates alwitiy stationary data on domestic

macroeconomic variables. However, the estimateth@fdeterminants of exchange market

pressure given in table 7.4 suffer from potentiaticgenity issue since all variables are
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contemporaneously correlated. Further, two of tgeificant variables namely reserve import
ratio and real exchange rate share terms with egehamarket pressure. This makes
contemporaneous correlation among these variaiés/Hikely. We adopt two approaches to
address this issue. First, we estimate equatiof) (iGing lagged variables on the right hand
side. Second, we use lagged variables to instruthergndogenous variables.

The estimates of the panel determinants of excharagket pressure lagged regressors
and instrumental variable approach are differeminfthose obtained from Fixed Effect panel
approact* Contrary to table 7.4, table 7.5 and 7.6 showhamge market pressure is well

explained by trade opennes®R ), capital opennessQPK,) and real domestic income
(Ay, ). The negative sign of trade openness, capitahmg®s and real domestic income

suggest that an increase in these variables regiessure on the currencies of the sample
countries to depreciate. Hence the countries tlattwo avoid pressure on their currencies
have to keep their trade and capital account op#ntie rest of the world. They also have to
keep in check the developments in domestic reanmecin order to avoid pressure on their

currencies.

7.7 Conclusion

In this chapter, we examined the determinants @hBrge Market Pressure in a panel
of ten countries. We used Eichengreen et al.’’s §L98atistical approach to construct
Exchange Market Pressure. It has the advantagetdfeing based upon the assumptions of
macroeconomics models used by Girton and Roper7§1&7d Weyamrk (1995), which could
be problematic for such a large number of count@s basic objective was to evaluate the

effects of a range of macroeconomic indicators,cgolariables and measures of trade

8 Standard instrumental variable was unsuccessfeltduimited number of observations. Similarly, aiso
used Generalised Method of Moments approach. Howdhe results obtained from this approach were
unsatisfactory.
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openness on Exchange Market Pressure. Prior tostbidy, Bird and Mandilaras (2006)
evaluated the effects of fiscal deficit, exchangee regime, federal fund rate, short-term to
total debt ratio and domestic credit from bankspascent of GDP on Exchange Market
Pressure for the East Asia & the Pacific and Latmerican & Caribbean (LAC) regions in a
panel framework. Mandilaras and Bird (2008) on d¢kier hand, focused on Latin American
& Caribbean (LAC) countries and found foreign debtermediate and fixed exchange rate
regime, US interest rate and domestic credit asstgeificant determinants of Exchange
Market Pressure for these countries. This showsotlna is a first study to examine the effects
of a range of macroeconomic indicators, policy atales and measures of openness (both
trade and capital openness) on Exchange Markesiees a panel of ten countries.

Insignificant estimates of exchange rate regime aflation-targeting dummies
indicate that policy variables do not have any i§iggnt effect on market pressure. The
theoretical literature argues that more open ecd®rhave more exposure to speculative
attacks. This may increase their vulnerability wrefgn currency speculative attacks.
However, empirical evidence is at odds with theote#cal literature. It shows that more open
economies are less prone to speculative pressheefided effect panel estimates of exchange
market pressure equation indicate insignificant sigghificant estimates of capital and trade
openness. However, when we take account of thegemity issue, we get significant negative
estimates on both these variables. This showsathancrease in trade and capital openness
reduces pressure on the currencies of the sampterees.

Similarly, the fixed effect estimates of exchangarket pressure shows significant
negative and positive estimates of reserve im@irb rand real exchange rate. On the other
hand, the endogenity adjusted estimates of exchama&et pressure shows insignificant
estimates for all variables apart from domestid neeome. This implies that an increase in

domestic real income is associated with decreaseaitket pressure. Thus, we conclude from
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our empirical estimate that some macroeconomicabtes along with trade and capital
openness are important determinants of exchangkemaressure in a panel framework. On
the other hand, policy regime variables such afatioh-targeting monetary policy and
exchange rate regime do not have any significaiecebn the build up of foreign exchange

market pressure for the panel of ten countrieswieahave included in our analysis.
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Appendix Al
Monetary Policy Review

There are wide differences in the monetary polipessued by the countries included
in the analysis. In this section, we briefly disstise objectives and evolution of the monetary
policy of each member country. Output growth anablgt prices remained the ultimate
objectives of monetary policy in Australia from @70 1992. In order to attain these
objectives, the Reserve Bank of Australia (RBAp&ed the growth of M3 from 1977 to
January, 1985. Later, the focus shifted to a nurobeconomic variables. However, there was
no articulated monetary policy from 1988 to 19921993 inflation targeting replaced output
and price stability as the ultimate objectives ddnetary policy. The Canadian monetary
authority initially targeted the growth of M1 moagt aggregate. The Canadian monetary
authorities started targeting exchange rate staifi April 39, 1978. This policy remained in
practice until the second quarter of 1984. Durihg imid-1980s, the Bank of Canada
emphasised the importance of both inflation ancharge rate stability and yet the monetary
policy lacked any clear framework. This ended i®19when the Bank of Canada and the
Canadian Government agreed on targeting the iofiatite as the sole objective of monetary
policy (Dodge, 2004). After the break down of theeBon Wood system, the German
monetary authorities started targeting the grovitmonetary aggregates. An annual monetary
target was first announced for 1975. It targetexl glowth of Central Bank Money Stock, a
weighted sum of currency held by non-banks, andamheintime, and saving deposits at
statutory notice. In 1988, however, the Bundeshankched to the simple sum M3, that

included currency held by non-banks, demand, tand,saving deposits at statutory notice as
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Table A.1 Monetary Policy of Sample Countries

Country Time Period Monetary Policy

Australia  April 1976 to JanuaryTreasurer on the joint advice of Treasury and thetfal Bank set the target for M3 monetary aggeesgat
1985 (Macfarlane, 1999). The ultimate objective was atugrowth and stable prices.
February to April 1985  No guiding principle for monetary policy.
May 1985 to 1987 A number of economic variables were taken into antdn the formulation of monetary policy.
1988 to 1993 However, more attention was given to exchangestateality (Greenville, 1997).

There was no articulated monetary policy framewa@iscretionary monetary policy framework was in

May 1993 onwards place.

Stable prices became the sole objective of mongtalrgy.
Canada Fall 1976 to March 1978Targeted the growth of M1 monetary aggregate witlea of stabilising domestic prices.

April 3 1978 to June, Monetary authorities used stable exchange ratesttarg) an explanation for the conduct of Monetary

1984. policy.

1984 to 1990 There was an increased emphasis on price stahiltlyexchange rate stability yet the monetary policy
lacked any clear framework (Howitt, 1993).

February, 1991 onwards Bank of Canada and Canadian Government agreed fatian targeting as the sole objective of
monetary policy (Dodge, 2002).

Germany 1975 to 1987 Monetary authorities targeted the growth of Ceriahk Money Stock?
1988 to 1998 Monetary authorities targeted the growth of M3 ntaneaggregat&®
Italy 1975 to 1994 Monetary authorities targeted the growth of totanestic credit which suggests the supremacy aélfisc
policy over monetary policy?
1994 to 1998 Bank of ltaly was made fully independéntHowever, in the post independent period, it puisue

multiple and conflicting objectives.

82 Central Bank Money Stock comprised of a weighted sf currency held by non-banks, and demand, timd,saving deposits at statutory notice (Neumaadnvn Hagen,
1993).

83 M3 consisted of currency held by nonbanks, demtime:, and saving deposits at statutory notice.

8 During this period, Bank of Italy remained subsemv to Treasury. It accommodated fiscal policy.1B81, it was freed from its obligation of acting msidual buyer of
Treasury Bills. Yet its autonomy was not complé&eer draft facility made it necessary for the aaliCentral Bank to finance fourteen percent of SueaAnnual expenses.
Even until February 1992, power to change discoatet vested with Treasury (Bartolini, 2002, Fraticend Spinelli, 1997 and Spinelli and Tirelli, 39

8 On 26" November, 1992, Parliament passed the law th&iceesl Treasury to borrow from Bank of Italy (Blfhe same law authorised Bl to change reserve nemeit
ratio. Finally, as of  January, 1994, Bl was not required to particifratde Treasury auctions (Fratianni and Spine8917).
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Table A.1 Monetary Policy of the countries includedn the analysis (continued)

Country Time period
Japan 1976 to 1985
February, 1985
1998

April 1998 onwards
Korea 1976 to 1978
1979 to 1997
1998 to 2005
Malaysia Prior to 1994
1995 to 1998
1998 to 2005
Pakistan Prior to 1981
1982 to 2005
Singapore 1976 to 2005

UK 1976 to 1990

October 1990
September 1992.

Monetary Policy
Monetary targeting (M2 + currency deposits) aimestabilising exchange rate and price stability.

toBank of Japan followed both loose and tight mornefalicy with a view of recovering economy from

recessionary conditions, strengthening exchangeagdinst US dollar and controlling rise in prices.
Bank of Japan was given the mandatory power tdlis@lprices®®

Bank of Korea (BOK) targeted the growth rates of iMdnetary aggregate (Kim and Park, 2005).
Korean monetary authorities targeted M2 and M2 M@ .2’

The revised BOK act which was implemented 1998 eweped the bank to target inflation réfe.
Central Bank targeted the growth of monetary agaeetp stabilise domestic output and prites.
Interest rate targeting.

Monetary policy aimed at maintaining fixed exchapgeity against US dollar.

Monetary policy targeted fixed exchange rate pagsinst US dollar.

Monetary policy has been targeting the growth ohetary aggregatés.

Monetary Authority in Singapore targets exchande stability with a view of stabilising domestidqes
and output growth (Parrado, 2004).

From 1976 to 1985, monetary authorities targetedgtiowth of broad monetary aggregates. In 198&sfoc
shifted from broad monetary aggregates to narrowayd10°*

to Sterling entered into Exchange Rate Mechanism (ERM) monetary authorities targeted at maintaining

fixed exchange rate against member currencies.

October 1992 to 2005A new monetary framework was established with tile ebjective of controlling inflation rate.

rrom February 1999 to August 2000, Bank of Japampted zero interest rate policy. Later on frorff March, 2001 till the end of the sample perioghtitsued the policy of quantitative easing.
The objective was to recover the economy from oaary conditions and stop downward trend of daimesices.

87 MCT includes currency deposits and trust cash.

% The Act was implemented orf' April, 1998. In the year 1998, BOK based Consufiéce Index set the target inflation rate at 9% (Kim and Park, 2005, and Bank of Korea: Monetary

Policy in Korea).

8 Central Bank relied on statutory reserve requirgmeninimum liquidity requirement, volume and diiea of credit, interest rate ceiling, discount miens and moral suasion for

implementing monetary policy.

% prior to 1991, State bank of Pakistan implementedetary policy using ad hoc changes in reserveirements, direct credit and regulated interest fait its implementation. In the post 1991
period, SBP has relied on market based interesfoatcarrying out its monetary operations (Busimed Abbas, 2008).
¥ Refer to King (1997) for further discussion on ghétch of monetary aggregates from £M3 to £MO
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its monetary targets (Neumann and von Hagen, 1993).

The Italian Central Bank remained subservierthéoFederal Treasury and targeted
credit growth. It was required by law to act agsidual buyer of the Central Government
treasury. However, it was granted full autonomyl@94. Despite this, the Italian Central
Bank did not adopt the single objective of eithe@metary or inflation targeting. Instead it
pursued multiple and often conflicting objectivestiuthe implementation of European
Monetary System in 1999. On the other hand, thekBdrdapan from the very beginning
has targeted the growth of monetary aggregatesawtiew to stabilising domestic prices
and output. However, the Bank of Japan Act wasseelin 1997 and implemented ofh 1
April, 1998. The Bank of Japan was given a mantattabilise domestic prices and there
was no mention of stable output or full employmétd, 2006). However, instead of
targeting stable prices, the Bank of Japan follows policy of zero interest rate and
quantitative easing. The objective was the recoeéthe economy from recession and the
halting of deflationary pressures. The Bank of Koles followed a monetary policy
similar to bank of Japan. Initially it targeted thewth of M1 monetary aggregate. Later,
in 1977 it switched to M2 plus MC®. However, the revised Bank of Korea Act 1998
gave it more autonomy and enabled it to pursuesiingle objective of inflation targeting.
Malaysian monetary policy can be divided into thpbases. Initially it targeted the growth
of monetary aggregates. However, in 1994, it sthifte focus from monetary targeting to
interest rate targeting which continued till 1998aen country adopted fixed exchange rate
parity against US dollar.

Pakistan’s monetary policy was initially targetgdnaintaining fixed exchange rate
parity. However, in 1982 it shifted its focus frahe exchange rate to monetary targeting
to stabilise domestic prices and output. Singapoeeunique case. Monetary authorities in
Singapore, instead of inflation or monetary aggregjahave targeted the exchange rate to

stabilise domestic prices and output. There areetlphases of the United Kingdom’s

92 MCT includes currency deposits and trust cash.
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monetary policy. Initially it targeted the growtli monetary aggregates. In 1990, the UK
formally entered into exchange rate managementtla@dnonetary policy was aimed at
maintaining fixed exchange rate parity against memgountries. From 1992 onwards, the
monetary authorities in UK have been targetinggtwavth of domestic prices (King, 1997;
Cobham, 1997).

The main message that we derive from the aboveushgin is that except for Italy, the
monetary policy of the sample countries has eitiaegeted the growth of monetary
aggregates or inflation controls. Conversely, thadidn Central Bank neither pursued
monetary targeting nor inflation targeting. It renea subservient to the Central
Government treasury and acted as a residual buyé&rentral Government securities.
Singapore is a unique case; it targeted exchargestability.

Monetary targeting ultimately aims at attaining tiwvin objectives of stable output
and prices. Similarly, stable output and domesticeg have remained the ultimate
objective of the Singapore Monetary Authority, whiargeted exchange rate. On the other
hand, inflation- targeting monetary policy has #wde objective of controlling domestic
price. It is also called constrained discretionanpnetary policy. In the short-term,
inflation-targeting Central Banks can direct theionetary policy to respond to shocks
hitting the economy. However, in the long term thaye to conduct their monetary policy

under the constraint that the actual inflation rat@ains close to the targeted one.
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Appendix A2
The data on all variables except monetary aggesgat, ) and Capital Openness

are taken from the International Monetary Fundigernational Financial Statistics
dataset. Foreign exchange reserves (Line 1L.DZEjg¢o total reserves minus gold in US
dollars. Similarly, nominal bilateral exchange rékténe DE-ZF) for Australia, Canada,
Germany, Japan, Korea, Malaysia, Pakistan, Singapod United Kingdom refers to
national currency per unit of US dollar. Hence serin the exchange rate denotes the
depreciation of domestic currency against the Uaddrhe short-term interest rate (Line
60.BZF) is the rate on short-term lending betweearicial institutionsM2 (Line 35 L.ZF)
refers to money plus quasi-money and is taken fibl’'s IFS data set for Australia,
Korea and United Kingdom. For the remaining co@sti2 is taken from Thomson Data-
Stream. For Italy and Germany, the Thomson datas#tined M2 data up to 1999. For
the remaining period, German and Italisi2 were taken from Bundesbank and Italian
Central Bank Monthly and Annual Reports. Bundesbankual reports reportelll2 data

up to 2002. We converted monthl§2 data to get annualised data for Germany for the
remaining three years using Eviews 6.0 studentioerdefault frequency conversion
setting. For Pakistan, due to the absencEldfwe usedvil data. We generated a trade
openness proxy by taking the ratio of current ant@ine 78ALD) to nominal GDP (Line
99BCZF). Similarly, we used Chin and Ito’s (2008)iéx to measure financial openness.
Real GDP is simply a ratio of nominal GDP (99B.C4&)GDP Deflator (Line BRZF).
Similarly, reserve import ratio refers to reserdané 1LDZF) to imports (71DZF).
Remittance data for all countries except the UKefal987), Canada and Singapore are
taken from World Bank’sNorld Development Indicatordata set and refer to Workers
Remittances and Compensation of Employees Paie (BiM.TRF.PKWR.CD.DT). Real

exchange rate refers to nominal exchange rate omes ratio.
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Appendix A3
Country Specific Descriptive Statistics

Australia EMR m OR OPK, rem resm o Yi

Mean  0.197 3.466 -0.032 1.373 8.779 -0.629 0.142 762.

Median  0.118 3.463 -0.033 1434 8752 -0.592 0.129 3.746
Maximum 4.193 3.864 -0.010 2500 9.376 -0.379 0.296 3.985
Minimum -3.510 3.152 -0.052 -0.086 8.319 -1.196 40.0 3.569
Std. Dev  1.821 0.239 0.009 1.020 0.286 0.211 0.0690.127
0.001 2291 0.185 2.833 1.406 11.796 1759  1.729

JB (0.997) (0.318) (0.912) (0.243) (0.495) (0.003) (0.415) (0.421)

Canada EMR — m OR  OPK  rem  resm O Y,

Mean 0.142 3.785 -0.014 2.500 -1.067 0.095 -14.039
Median 0.212 3.839 -0.016 2.500 -1.047 0.088 441.0
Maximum 2.386 3.970 0.027 2.500 -0.789  0.196 448.8
Minimum  3.499 3,521 0.041 2.500 -1.508 0.018 -08.2
Std. Dev.  1.373 0.140 0.041 0.000 0.210 0.050 0.102

1.012 2.688 2.652 2558 1421 1.512

JB  (0.603) (0.261) (0.266) (0.278) (0.491  (0.469)

Germany EMR — m OR  OPK,  rem  resm g, Y,

Mean 0.318 4.004 0.011 2500 9.847 -0.719 0.148 2045
Median 0.483 4.0/8 0.006 2500 9.839 -0.649 0.150 .55%
Maximum 5.194 4.162 0.079 2,500 10.097 -0.399 0.386 4.641
Minimum -4.216 3.753 -0.019 2500 9556 -1.238 6.0 4.373
Std. Dev 2119 0.139 0.026 0.000 0.164 0.216 0.1220.095

0.730 3.427 5.949 2262 3.097 0545  3.239
JB (0.694) (0.180) (0.051) (0.323) (0.215) (0.761) (0.198)
ltaly EMR m OR  OPK, rem  resm el Yi

Mean 0.094 3.967 -0.023 0.818 9.168 -0.757 3.234 6.337
Median 0230 4.006 -0.045 0.447 9.336 -0.719 3.235 6.348
Maximum 4.982 4.061 0.315 2.500 9.882 -0.461 3.382 6.442
Minimum -3.483 3.886 -0.275 -1.831 8.385 -1.178 3.089 6.191

Std. Dev 2144 0052 0170 1671 0417 0.181  0.082  0.077
0.413 3.036 1362 2587 2178 2075 0659  1.999
JB (0.813) (0.219) (0.506) (0.274) (0.337) (0.354) (0.719) (0.368)

Note: In this table we see descriptive statistics fortame Market Pressurd=(V Ft’), monetary aggregate

(m,), trade opennessQP,), capital opennessPK, ), real exchange rate((), remittances K€m),

reserve import ratio €S ), and real Gross Domestic Produdf, §. Std. Dev. andB Denotes standard
deviation and Jarque-Berra normality test. Prolitghialues are given in parentheses.
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Descriptive Statistics of Individual Countries

Japan EMR m OR OPK, rem resm 0, Yi

Mean  -0.893 4.421 0.022 2270 8972 -0.330 2.012 578.
Median  -0.332 4561 0.024 2500 9.108 -0.389 2.002 6.635
Maximum 3.449 4.812 0.040 2500 9559 0.264 2.189 .70G%
Minimum -5.404 3.854 -0.009 1.167 8.114 -0.759 .87 6.365
Std. Dev 2264 0315 0012 0401 0459 0.319 0.0800.106
0.372 3.341 6.493 21.917 2.156 1.652 1.134  3.373

JB (0.830) (0.188) (0.038) (0.000) (0.340) (0.438) (0.567) (0.185)

Korea EMR — m OR  OPK  rem  resm q Y.

Mean  0.061 6.209 0001 -0.484 8353 -0.618 3.021 57%®.

Median  0.213 6.206 -0.008 -0.086 8592 -0.645 3.004 6.618
Maximum 2.144 6759 0.097 -0.086 9.523 -0.052 3.259 6.937
Minimum -2.558 5.670 -0.093 -1.136 6.301 -1.059 189 -6.155
Std. Dev  1.018 0.364 0.043 0518 0.868 0.338 0.0750.254
3.025 1.959 0.121 4.907 6.311 2299 0.890  2.392

JB (0.217) (0.375) (0.941) (0.086) (0.043) (0.317) (0.007) (0.302)

Malaysia EMR m OR  OPK ~ rem  resm e Ye

Mean  -0.029 3.244 0.008 1.354 8282 -0.384 0.428 360.

Median  0.149 3.211 -0.003 1.246 8312 -0.390 0.4233.359
Maximum 5.845 3.789 0.159 2,500 9.754 -0.204 0.583 3.718
Minimum -4.241 2630 -0.133 -0.086 7.024 -0.579 3@.2 2.969
Std. Dev  2.100 0357 0084 1031 0931 0.117 0.1110.236
1.158 2.019 1.559 2.595 2205 1583 1.771  1.159

JB (0.560) (0.364) (0.458) (0.273) (0.332) (0.453) (0.413) (0.308)

Pakistan EMR m OR OPK, rem  resm q Y

Mean 0.753 3949 -0.028 -1.160 6.155-0.846 1.633 4521

Median 0.634 4.021 -0.036 -1.136 6.095-0.886 1.666 4551
Maximum 5.349 4250 0.051 -1.136 7.000-0.076 1.837 4,781
Minimum -3.391 3.603 -0.084 -1.831 5.608-1.397 1.379 4,188
Std. Dev  1.894 0.174 0.030 0.131 0.3650.343 0.143 0.177
0.251 1.793 5.837 735.995 1.266 ;g3 1.959 2.063

JB (0.882) (0.408) (0.054) (0.000) (0.531) (0.400) (0.375) (0.356)

Note: In this table we see descriptive statistics fortiamge Market PressuréM Ft’), monetary aggregate
(m,), trade opennessQP, ), capital opennessPK, ), real exchange rateq(), remittances em),

reserve import ratio leSm), and real Gross Domestic Produdy, . Std. Dev. andB denote standard
deviation and Jarque-Berra normality test. Proltghiblues are given in parentheses.
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Descriptive Statistics of Individual Countries

Singapore EMR m OR OPK, rem resm 0, Yi
Mean -0.326  2.868 0.071 2.246 -0.315 0.159 2.932
Median  -0.039 2,902 0.096 2.500 -0.288 0.162 2.932
Maximum  5.648 3.342 0.229 2.500 -0.124 0.234 3.319
Minimum -5.341 2.278 -0.130 -0.086 -0.563 0.076 492.
Std. Dev 1.827 0.346 0.106 0.572 0.129 0.044 0.256
19.233 2.029 2.014 108.303 1.815 1.081 2.152
JB  (0.000) (0.363) (0.365) (0.000) (0.404) (0.582) (0.341)
<oea_EMR__m OB _OPK _rem resy _ g ___ v
Mean 0.116 3.756 -0.010 2.182 9.338 -0.845 -0.197 .938&8
Median -0.077 3.818 -0.012 2.500 9.309 -0.836 -®.20 3.933
Maximum 5.455 4.211 0.029 2500 9.588 -0.497 -0.0044.098
Minimum -6.398 3.326 -0.051 -0.782 9.138 -1.099 294. 3.803
Std. Dev.  2.043 0.296 0.018 0.861 0.119 0.153 0.0620.094
12,530 2.336 0.043 109.274 0.921 1.018 7.265 1.847
JB (0.002) (0.311) (0.979) (0.000) (0.631) (0.601) (0.026) (0.397)

Note: In this table we see descriptive statistics fortame Market Pressurd=(V Ft’), monetary aggregate
(m,), trade opennessQP,), capital opennessdPK, ), real exchange rate((), remittances €m),

reserve import ratio EeSMmM), and real Gross Domestic Produdy, . Std. Dev. andB denote standard
deviation and Jarque-Berra normality test. Prolitghialues are given in parentheses.
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Chapter Eight

Conclusion

In this thesis, we have examined Exchange Markeisdire and monetary
authorities’ response to market pressure on Paki&achange market pressure refers to
money market disequilibrium that arises due to nero excess demand of money. It is
therefore not directly observable; the channels tbstore money market equilibrium are
used for measuring the extent of foreign exchangeket disequilibrium. In a fixed
exchange rate system, money market operations etbrast Central Bank’s buying and
selling of foreign exchange reserves are used feasowring foreign exchange market
disequilibrium. On the other hand, exchange rasnghs reflect foreign exchange market
disequilibrium under a flexible exchange rate syst8imultaneous changes in exchange
rate and foreign exchange reserves characterigggfoexchange market disequilibrium
under a managed float.

Pakistan’'s exchange rate regime has evolved iferdiit phases. After its
emergence, Pakistan adopted a fixed exchangeegime. This system continued tilf'8
January, 1982, when Pakistan switched from a fieechange rate to a managed float
system. Since its switch to managed float, the axgh rate of Pakistan has consistently
depreciated against US dollar, but at the same, tilme country’s foreign exchange
reserves have also increased substantially. Thisesn&akistan a suitable country to
evaluate whether it is upward or downward presshae has remained dominant over the
entire sample period and evaluate the monetaryodtils response by constructing
exchange market pressure and the intervention iosex the given sample period. We
adopt Weymark's (1995) approach to evaluate thesspie on Pakistan’s domestic

currency and the monetary authority’s response xohange rate fluctuations. This
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approach has the advantage of enabling us to erantiat fraction of pressure the Central
Bank relieves through the purchase and sale oigioexchange reserves. The intervention
index values are then used to identify the exteat the Central Bank allows the exchange
rate to adjust to its market determined values therefore ideally suited to single country
analysis.

In Chapter Four we used difference data and tlwestage least square approach.
Difference data is used to overcome a non-statjormoblem that yields spurious
regression when used with the ordinary least sqtearienique. In addition, we used the
two-stage least square approach to address thegemityp problem. The endogenity
problem arises when the dependent and one or muidepéndent variables are
simultaneously determined. This does not yield asdil parameter estimates. We used the
instrumental variable technique to overcome theogadity problem. It is argued that the
instruments used must be correlated with endogevaables but not correlated with the
model's error term. The results indicate weakengmgssure and active Central Bank
intervention. The intervention index mean value 0061 suggests that Central Bank
relieved sixty one percent of the pressure by tle and purchase of foreign exchange
reserves. Exchange rate changes absorbed the negntiiimty one percent of the pressure.
The use of difference data, although overcomesdmestationary issue, results in the loss
of vital information about a long-term relationshifipne exists. It is argued that the linear
combination of non-stationary variables yields a-stationary outcome. It may be the
case that a linear combination of non-stationaryiabdes may result in stationary
variables. Such an outcome provides evidence pthsence of a long-term relationship.
The fifth chapter tests the presence of a long-telationship using Johansen’s (1988) and
Johansen and Juselius’ (1990) approach. The rasditsate the presence of a long-term
relationship among the variables of interest. Thehange market pressure and
intervention index based on Johansen’s (1988) ahdnken and Juselius’ (1990) approach

show dominant depreciating pressure and active r@lerBank intervention. The
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intervention index mean value of 0.73 shows thatherge rate and foreign exchange
reserve changes relieved twenty-seven and sevierdgg-tpercent of the pressure
respectively. The evidence thus gathered from thetegration approach further supports
the Chapter Four’s finding of dominant downwardsstee during the 1980s, 90s and
2000s for Pakistan and active Central Bank intetgan

The preceding two chapters used a fixed paransgiproach. However, a fixed
parameter approach is considered to be one of fiortant factors in the poor
performance of exchange rate models. It is arghatleéconomic conditions do not remain
time invariant. They keep changing with the passagene. A fixed parameter approach
has the disadvantage of not taking into accounthefeffects of structural changes on
parameter constancy. This is an issue that we sskellein Chapter 6, uing the Kalman
filtering approach. The basic objective is to eatduthe effects of structural changes on
parameter constancy. The structural changes thvat ta&en place over the given sample
period include: Pakistan’s switchover from a fixem a managed float exchange rate
system, the introduction of an interest-free bagksystem in 1981 and the subsequent
replacement of interest-bearing deposits with @aesydased on a profit and loss sharing
principle on July 1, 1985 (Khan, 1994; Ahmad and Khan, 1990), the tiemalisation of
public sector banks, the enhancement of Centrak Bathority over the financial system,
the imposition of sanctions on the country in trekevof nuclear explosions and the lifting
of these sanctions after Pakistan’s decision tgeraie with the international community
in its war against terrorism. The results indicagrameter instability over the entire
sample period. The Kalman filter estimates of ergjgamarket pressure and intervention
index show dominant depreciating pressure and exd@ientral Bank intervention. The
intervention index mean value suggests that thdr@lddank relieved seventy-five percent
of the pressure by the purchase and sale of foreigihange reserve. Exchange rate

changes absorbed rest of the pressure. This furthdirms our earlier finding in Chapters
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Four and Five that provide evidence of weakeningsgure and active Central Bank
intervention.

In the last three chapters, we used Weymark’s L@@proach and constructed
exchange market pressure and intervention indicesPakistan. We were primarily
interested in checking the direction of pressur thie fraction of pressure that the Central
Bank relieved through the purchase and sale ofigor@xchange reserves. In these
chapters, we assumed direct foreign exchange gréon that is reflected in foreign
exchange reserve changes. It may be the casédnéh@entral Bank intervenes indirectly by
changing the interest rate to influence prevaifmgssure on domestic currency. In such a
situation, the interest rate constitutes anothanobkl that monetary authorities can use for
warding off pressure. In such a case, interest catestitutes a valid component of
exchange market pressure index and the studiedithiatthe interest rate do not reflect the
true extent of the pressure.

There is ample evidence that Central Banks do niggeist rates for fending off
speculative attacks. Dominguez and Kenen (1992) Bddson (1993) show that
governments that adhered to the exchange rate ofild®e European Monetary System
used the interest rate as a monetary policy ingnirfor keeping the exchange rate within
the band prescribed by the European Monetary Sys$éah et al (2009) and Hussain and
Jalil (2007) use pure intervention data and shaw @entral Bank intervention is effective
as it affects exchange rate level and reduces egeheate volatility’> Eichengreen et al.
(1996) constructed an Exchange Market Pressure ithde consists of percent changes in
exchange rate, relative interest rate differenttsnges and relative percent changes in
foreign exchange reserves. They use the inversgaonce approach for assigning
weights to the components of Exchange Market Presdinis ensures that more volatile

components do not dominate the pressure index.

% pure intervention refers to a Central Bank’s pasehand sale of foreign exchange reserves aimed at
targeting exchange rate stability.
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Chapter Seven used Eichengreen et al.’s (1996)oapprand examined the
determinants of the Exchange Market Pressure inde& panel of ten countries. It
examined whether Exchange Market Pressure is affeloy a range of macroeconomic
indicators, policy variables and measures of opgsin€he results indicate that exchange
market pressure is negatively related to reserymitratio, trade openness and the real
exchange rate. This has an important policy impbeafor countries that want to avoid
pressure on their currencies, i.e. they have top kiee check the developments of
macroeconomic indicators and measures of openRastscularly, they have to maintain a
high reserve import ratio, keep their external ¢rampen to the rest of the world and
maintain a competitive real exchange rate to agpetulative attacks on their currencies.

To summarise, this thesis has found that downwamkspre has remained
dominant over the entire sample period for Pakistah active Central Bank intervention.
It further shows that the Central Bank allowed tedi flexibility for the exchange rate to
adjust to its equilibrium value. This may be duette fear of the monetary authorities that
exchange rate changes may influence domestic m@mromic variables. Particularly, it
may reflect their fear that exchange rate changag imcrease domestic prices and the
foreign debt burden of the country. Finally, pamgterminants of exchange market
pressure show that reserve import ratio, trade mggsn and real exchange rate explain
exchange market pressure. This implies that in rotdeavoid pressure on domestic
currency, monetary authorities have to keep in kliee developments in these variables.
Contribution to the Literature

This thesis contributes to the literature by firgdthat it is downward pressure that
has remained dominant over the entire sample. &yrtih finds active Central Bank
intervention. This may reflect monetary authoritfear that exchange rate changes may
influence country’s foreign debt burden and doneegtice level. Further, we find active
Central Bank intervention. It shows the extent tRakistan’s Central Bank allows to

market forces in the determination of domestic eney’s value in the foreign exchange
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market. This has an important policy implicationatthmonetary authorities are not
independent in formulating an independent monepajcy. Lastly, we find that trade
openness; capital openness and real domestic ineoenéhe important determinants of
exchange market pressure in a panel of ten cosntrie

Policy Recommendations

In this thesis, we have used Weymark's (1995) Brathengreen et al.’s (1995)
approaches. We used Weymark’s (1995) approactetdify the direction of pressure and
evaluate monetary authorities’ response functidre flesults indicate downward pressure
and active Central Bank intervention. Furthermaeve,found evidence that Central Bank
intervention is successful in reducing exchange ratlatility. This shows that Central
Bank intervention is of considerable importanceeiducing exchange rate volatility.

The estimates of panel determinants of ExchangekéflaPressure show that
Exchange Market Pressure is explained by tradermssn capital openness and domestic
real income. This has policy implications, in tkfa countries that want to avoid pressure
on their currencies have to monitor the developmehthese variables. They should keep
their trade and capital account open with the oéghhe world. At the same time, they have
to monitor the growth of domestic real income. Till enable them to avoid pressure on
their currencies in the foreign exchange market.

Limitations of the Study

In this study we used general changes in foreigch&xge reserves to proxy
Central Bank foreign exchange market interventidonever, this is not a perfect proxy to
represent Central Banks’ foreign exchange marketriyention. This is evident from
Mastropasqua et al. (1988), who report that forpseod 1983-1985, French Central Bank
intervention in the foreign exchange market amadiite US $2.7 billion. For the same
period, there were US $9.6 billion changes in fgmegéxchange reserves. This shows the
extent of the difference between the general chanmgéoreign exchange reserve and the

changes that occur due to a Central Bank’s foreigrhange intervention policies. It may
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even be the case that a Central Bank may use @-Btaaredit facility (SCF) provided by
the International Monetary Fund to countries to tikeir short term financial needsin
such a case, it is not necessary for the Centrak Ba raise the interest rate or change
foreign exchange reserves to restore foreign exgehamarket equilibrium. Even Central
Banks do not provide information about off balasbeet transactions and forward market
intervention aimed at relieving market pressure.

Another issue is of frequency of data. Quarterdyadis not a suitable proxy to
approximate Central Bank intervention. Central Banélieve pressure within hours or
days by either raising interest rates or changimgiin exchange reserves. In such a case,
quarterly data may not be of sufficient periodicity measure the extent of the market
pressure and Central Bank’s intervention policym8tmes countries may even restrict
capital movements across countries to avoid defguitn foreign payments or the collapse
of exchange rate regime. Given these data limitatiat is important to be cautious in

interpreting the results of this study.

% SCF is offered by the International Monetary Fuadow-income countries that have attained a aertai
level of economic development but need financigpsut to cope with short-term financial needs. dipis
countries to continue the programmes that are aiatefibstering economic growth and macroeconomic
stability in the country.
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