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Abstract

This thesis presents measurements of the charm sectorgw@rohCP-violation parameters
yop and Ar, made using data collected in 2010 by the LHCb experimenteal thC at
Vs =7 TeV. yop is defined as the difference from unity of the ratio of the effe lifetime

of the D° meson decaying to @P-undefined final state to its lifetime when decaying to a
CP-eigenstate.Ar is the CP-asymmetry of the effective lifetimes of tHe” and D when
decaying to a’P-eigenstate. In the absence(@®-violation y-p will be consistent with the
mixing parametey, and Ar will be consistent with zero.

CP-violation in the charm sector is predicted to be very snrallhe SM, though first
evidence for direcCP-violation in D° decays has recently been observed by LHCb. Ob-
servation of significantly moré'P-violation than is allowed in the SM would be a strong
indication of new physics. The current world best measurgsmefy-p and Ar show no
evidence of_P-violation.

The methods used to measure the effective lifetime obthare presented, together with
a detailed study of the impact parameter resolutions aeli®y Vertex Locator (VELO)
sub-detector. A resolution of 36 um on thez andy components of impact parameter
measurements is measured for particles with> 1 GeV. The final dataset on which-p

(=)
and Ar are measured comprisés.0 & 2.8pb~!, from which 226,11° — KTzt and

(=)
30,481D° — KK~ candidates are selected. The dominant sources of systamatrtainty
arise from combinatorial backgrounds anfl produced in decays d8 mesons. The final
results are found to be

Ap = (—=5.9+£5.9(stat.) + 2.1 (syst.)) x 1073,
yep = (5.5 £ 6.3 (stat.) £ 4.1 (syst.)) x 1073.

ycp IS consistent with the world average paind with zero, andi is consistent with zero.
Thus, these results show no evidenced@®t-violation or mixing in theD? system.
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Preface

This thesis presents measurements of the charm sectorgharohCP-violation param-
etersycp and Ar, made using data collected in 2010 by the LHCb experimenedt HC at
/s = 7 TeV. The Vertex Locator (VELO) sub-detector of LHCb is partigliyamportant
in performing these measurements. Hence, the performdrtbe ¥ ELO, with respect to
the resolutions it achieves on impact parameter (IP) measemts, is also studied in detail.

Chapter 1 presents a review of the Standard Model (SM) ofgbanhysics. The gen-
eral theory is discussed, with particular emphasis placechi@ing andCP-violation in the
charm quark sector. The parametgrs andAr, and their dependence on the level of mixing
and indirectCP-violation in theD® system, are then detailed. These are defined as

vor =IO KTy g
Tor (DO — KK )
A 7 (D0 = KHK ) — 7o (D0 — KHKO)
b (D0 = KK + 7o (D0 — KHK-)

In the absence af’P-violation y-p will be consistent with the mixing parametgr while
Ar will be consistent with zeroycp is thus primarily a measurement of mixing in thé
system, and requires an independent measuremertoatheck forCP-violation.

CP-violation in decays involvinge quarks is predicted to b&(1073) or less in
the SM. Observation of significantly mor€P-violation would be indicative of new
physics. It is thus very exciting that directP-violation in the D system has recently
been observed ab(1073) by LHCb [1], which is around the upper limit allowed in
the SM. The BABAR experiment at SLAC has made the current besasurement of
yop = (11.6 + 2.2 (stat.) + 1.8 (syst.)) x 1073 [2]. This excludes the no mixing hypoth-
esis at 4.2, and is consistent with the world average m»f= (8.0 +1.3) x 1072 [3].
The current best measurement 4f comes from the BELLE experiment at KEK, who
find Ar = (0.1 4 3.0 (stat.) 4= 1.5 (syst.)) x 1073 [4]. Thus, no evidence for indirectP-
violation in theD? system is currently observed.

The LHC accelerator complex and the LHCb detector are desgtiiitb chapter 2. The
VELO is described in particular detail. Itis a silicon stdgtector that measures the positions
of anyp-p collisions and displaced decay vertices in an event. Itis #ssential in measuring
the lifetime of a long lived particle, like th®°. The Ring Imaging Cherenkov (RICH)
sub-detectors, which provide particle identification, al® detailed. They provide clean
separation ofts andKs, and so help minimise backgrounds from particle mis-ifleation.



The IP resolutions achieved by the VELO are studied in cli&st&n excellent resolution
on IR, of < 36 um is measured for particles withy > 1 GeV. A mathematical parametri-
sation of IP resolutions is derived, depending on the sihgleesolution, material budget
and extrapolation distance to the interaction point. Thedjtions of this parametrisa-
tion are compared to measurements made on 2011 data andotitzed from full Monte
Carlo simulation. In general IP resolutions are found to kehas expected according to
the parametrisation. A momentum dependent discrepandyeimesolutions measured on
real and simulated data is observed. This suggests thae#oeiption of the material in the
VELO is not entirely accurate in the simulation. Howevermgbementary studies of the
distribution of material in the VELO have not been able tofeomor deny this finding.

A method by which one can extract the effective lifetime obad lived particle from
a dataset including signal and backgrounds is presenteubioter 4. Prompb?, produced
directly at thep-p collision, are used to measure the lifetime. The backgrswassidered
thus comprise ‘secondary)’, produced in decays dd mesons, and combinatorial back-
grounds. First, a fit is performed to the distribution of teeanstructed mass of tha to
extract the signal yield and distinguish combinatorialdgaounds. For the measurement of
Ar the flavour of theD at production is tagged using the decay cHaif — D™, where
the charge of ther™ gives the flavour of th®°. An additional background enters here when
a correctly reconstructed® is combined with a random® to make theD**, so that theD®
is assigned a random flavour tag. Such candidates are distiegl using a simultaneous
fit to the distributions of the reconstructed mass of ffeand the difference between that
and the reconstructed mass of the®. SecondaryD? cannot be distinguished using the
mass distributions, but tend to have larger IPs than prddipt high proper decay times.
Hence, they are distinguished using a simultaneous fit tptbper-decay-time anb® IP
distributions.

The fit to the proper decay time distribution also gives thetitne of the signal candi-
dates. However, this fit must correct for lifetime biasinggsgon criteria used in the trigger
and offline candidate selections. A data-driven method dbpming this correction is also
discussed in chapter 4. This involves artificially changihg proper decay time of each
D candidate in the dataset and re-evaluating the decisidmeafandidate selection at each
proper decay time. Thus, one obtains the selection effigias@ function of proper decay
time for each candidate. The manner in which the acceptamiéns obtained via this
method are incorporated into the fit PDFs is also covered. fiilhét PDF can be used to
distinguish signal and all backgrounds, and correct fetiliie biasing candidate selections.

These methods are applied2®.0 + 2.8 pb~! of data collected by LHCb in 2010. The
results and their statistical uncertainties are preseintetiapter 5. Firstly, the trigger and

Vi



offline selection criteria applied to the data are discus§&#rbng lifetime biasing selection
criteria are used to exclude combinatorial backgrounds.fiffal datasets comprise 286,159
]S‘)) — K¥n* and 39,263186 — K'K~ candidates. The results of fits to the mass distribu-
tions are then shown for the® — K-n* andD? — K*n~ datasets. These are found to
contain~99.2 % signal (including secondary’), of which ~95.8 % has th&" correctly
reconstructed.

Finally, the results of fits to the proper-decay-time dmgitions and the effective life-
times obtained are presented. These are performed on cedatasets in which the fraction
of secondanp? is suppressed, leaving 226,1Bé—> K¥n* and 30,48]1(56 — K*K~ can-
didates. These are found to consistd¥9.5 % prompD®. The resulting values af-pr and
Ar, and their statistical uncertainties, are then shown.

Chapter 6 presents stability verification studies for thesasurements, and evaluates
their systematic uncertainties. Various cross-checkiemteasured values 9f » and Ar
performed by dividing the data into subsets, showing thelteto be stable. The fit method
is also proven to give no significant bias via studies on M@##do simulated toy data. Many
sources of systematic uncertainties are evaluated, thendatrcontributions to which come
from combinatorial backgrounds and the parametrisatiagh@background from secondary
DY. The final results are found to be

Ap = (=5.9+5.9(stat.) £ 2.1 (syst.)) x 1072,
yop = (5.5 £ 6.3 (stat.) £ 4.1 (syst.)) x 1073,

yop is consistent with the world averagepand with zero, and!r is consistent with zero.
Thus, these results show no evidencedt-violation or mixing in theD° system.
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Chapter 1

The Mathematical Theory of Particle
Physics

From the very first description of the movement of the plabgtthe Babylonians to parti-
cle colliders like the Large Hadron Collider (LHC), the purpa¥ any physics experiment
has always been to observe natural phenomena and attemqutdostand them. This under-
standing now takes the form of a mathematical theory to dest¢he underlying physical
mechanisms, which can then be used to predict future belmavitistorically, observation
has often preceded understanding - an experiment was perdcand then the mathematical
theory developed to explain its results. For instance,|l&@abtudied falling objects before
Newton formalised their behaviour in the theory of gravidpwever, in recent decades this
situation has been reversed in particle physics. Partltysips examines and describes the
nature and interactions of the most fundamental buildioghs of the universe: elementary
particles. The 1960s and 1970s saw the first high energyclgectcelerator experiments
performed and gave light to a plethora of newly observedgestand phenomena. Conse-
guently, through the large collaborative effort of manydietical physicists, the 1970s gave
birth to the over-arching mathematical theory that deswithese observations: what has
come to be known as the Standard Model of particle physic (SM

The SMis one of the most successful physics theories inlyisite results of almost ev-
ery particle physics experiment performed to date have bersistent with the predictions
of the SM. However, there are a small number of exceptionkitothat call into question
the completeness of the SM. The observation that neutripaBaie between types indicates
that neutrinos have non-zero mass, which contradicts the IBd&ed, the fact that there
are three different types of neutrinos, as well as threestygbe&uarks and charged leptons,
is not explained by the SM. The SM also fails to explain incirevidence for cosmologi-
cal phenomena like dark matter and dark energy. Furth@gadth the SM allows for some
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difference in the behaviour of matter and anti-matter, imssifficient to account for the dom-
inance of matter in the universe. Thus, the SM is assumed &m beffective theory’, which

is mostly correct within the scope of current measuremdmtsmight not explain physics
at higher energies. Theoretical physicists have thus dpeel many possible extensions to
the SM which agree with the SM at relatively low energies, dfter solutions to its known
short-comings, and would also predict new physical phemanag higher energies. Among
these the most popular, and predictive, is a Supersymnik&ary (SUSY) [6]. In order for
such a theory to solve the known issues in the SM its effectddvoave to be detectable at
energies not much higher than those already covered by the SM

The purpose of experiments like those of the LHC is thus tbttes SM to its limits
and attempt to discover new phenomena that it cannot exphaiy result contradicting the
SM can be examined in the context of new physics theories term@e which of them
actually describes particle physics. Further, such atresm allow these theories to make
more precise predictions of as yet unobserved phenomenis. fdt this reason that the
LHC has pushed the limits in both energy and instantaneauinbsity. Higher energy
allows the possible direct discovery of new particles othwhe scope of the SM, while high
luminosity provides large quantities of data which can bedu® test the predictions of the
SM at much higher precision. The analyses presented initbgsg use data collected by the
LHCb experiment at the LHC. LHCDb is an experiment of the lattedkiaiming to reveal
signs of new physics by making high precision measuremantsjs described in detail in
chapter 2.

The purpose of this chapter is to describe the SM and how gasl to make predictions
of phenomena in particle physics, and thus motivate the aneasents presented in chap-
ters 4, 5 and 6. After an overview of the SM in section 1.1 a nioceised description of
the theory of the physical phenomena that are examined by Lisl@lven in section 1.2.
Finally, the theory behind the rate with which th8 charmed meson decays to two light
mesons is discussed in section 1.3. The methodology anttse$uneasuring this decay
rate are presented in chapters 4 and 5 respectively, whalesyhtematic uncertainties on
these measurements are evaluated in chapter 6.

1.1 Overview of the Standard Model

1.1.1 Particle Content of the Standard Model

The most basic components of the universe are the elemgpaatigles, which have been
confirmed experimentally to have no substructure down takesif~10~!° m [5]. There
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Lepton Mass Spin | Electric| I, | Colour| e w T
[MeV/c? ] Charge Charge| No. | No. | No.
Electron,e 0.511 3 -1 | -3 0 +1] 0| O
e Neutrino,v, | <2x 107° 1 0 |+2] O |+1] 0| O
Muon, u 105.65 z -1 | —3] O 0 |+1| 0
u Neutrino,v,, <0.19 . 0 +:] O 0 |+1| 0
Tau, T 1,776.82£0.16 | 3 -1 | —3] O 0| 0 | +1
7 Neutrino,v., < 18.2 . 0 +1 0 0| 0 | +1
(a)
Quark Mass Spin| Electric| I, | Colour | I35 | C | S| T | B
[ MeV/c? ] Charge Charge
Up, u 2.3707 5 +2 | +i|rgorb|+5] 0 00
Down,d 4.870% 5 -+ | —=%|rgorb| -3/ 0|0 0|0
Charm,c 1,275+ 25 1 +2 |45 |rgorb| O | +1 0|0
Stranges 95+ 5 i -5 | —%|rgorb| O |0 |-1]0]0
Top,t | 173,500+ 1,000 | 3 +2 | +4|rgorb| O | 0|0 |+1]0
Bottom,b | 4,180 4 30 z -5 | —%|rgorb| O | O 0 -1
(b)
Boson Mass Spin| Electric| I, Colour
[ MeV/c? ] Charge Charge
Photon;y 0 1 0 0 0
A 91,187.6 £ 2.1 1 0 0 0
W+ 80,385 £ 15 1 +1 +1 0
Gluon,g 0 1 0 0 | 8 combinations

(©

Table 1.1: The properties of (a) the quarks, (b) the leptons and (c) the gaugm$os

of the standard model. Herg is the z component of the weak isospin of the left-

handed field. All right-handed fields hav¥g = 0. I3 is thez component of the quark

isospin,C is ‘charm number’S is ‘strangeness numbeff; is ‘topness number’, an®

is ‘bottomness number’. Gluons carry both colour and anti-colour chafgehich 8

different combinations that are not colour neutral are possible. Amticfes have the

same mass as particles with the sign of all guantum numbers reversed, iced he

properties are obtained from [7].
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are several different species of elementary particle, assin table 1.1. Each has a specific
set of quantum numbers that determine how particles of yipet interact with other parti-
cles. In addition, each type of particle has a correspondimgparticle which has the same
mass but opposite quantum numbers. One such quantum nustier intrinsic angular
momentum, or ‘spin’. The elementary particles can be bgoghuped into two categories
depending on their spin: fermions, that have half-integar,sand bosons, that have integer
spin. This grouping is important due to the Spin Statistibedrem [8], which states that
fermion wavefunctions are anti-symmetric under the iftange of two identical particles,
while boson wavefunctions are symmetric under such andh&érge. A consequence of
this is that fermions obey the Pauli exclusion principal jckihstates that no two identical
fermions can occupy the same quantum state.

1.1.1.1 Standard Model Fermions

The group of fermions can again be grouped into two subsectiquarks and leptons. As
mentioned previously, one of the natural phenomena thaStlecannot explain is that
guarks and leptons have three ‘generations’. The particlesich generation are identical
except in their masses.

There are two leptons in each generation: one massive lpartith electric charge -1,
and one neutral particle with very little mass - a ‘neutrifiderally ‘little neutral one’). In
the first, lightest generation these are the electeon &nd the electron neutrinorf). The
second and third generations consist of the muor) énd tau €~) and their corresponding
neutrinos ¢, andv.). The anti-particles to the charged leptons have chargentllase
denoted by*, u*, andt*, and the anti-neutrinos by., v, andv,. Each generation of
lepton also has a ‘flavour’ quantum number. These are ‘@eatumber’, ‘muon-number’
and ‘tau-number’ for the three generations respectivelye & andv, have +1 electron-
number, while thee™ andv, have -1 electron-number, and all four have 0 muon- and tau-
number. Likewise for the second and third generations. dreptumber is conserved in all
interactions, excluding neutrino oscillations.

The masses of each type of lepton are also shown in table h&l ndutrinos have such
small masses that only upper limits on their masses haverbeasured. Neutrino masses
are known to be non-zero due to the observation that theyilatst between generations
[9] - that is, they spontaneously change their type betwesreiations, and thus violate
conservation of lepton-number. More precisely, the stateshich neutrinos propagate -
their ‘mass eigenstates’ - are in fact superpositions o$tates in which they interact. Thus,
if a neutrino of one type is produced in an interaction thebphility that it then interacts as
a given type oscillates with time. The rate of this oscitiatis dependent on the difference in

4
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mass between the neutrino types, thus if neutrinos werel@sasso oscillation would occur.
However, all calculations in the SM are performed under gsumption that neutrinos are
massless. As neutrino masses are very small compared te ¢iidee other elementary
particles this is a very good approximation. The predicpoever of the SM with respect to
the physical phenomena discussed here is thus unaffected.

Similar to the leptons, there are two quarks in each germeratine ‘up-type’ with electric
charge+§ and one ‘down-type’ with electric charge%. These names come from the first,
lightest generation, which consists of the updnd down {) quarks. The second generation
consists of the charmc) and stranges] quarks, and the third generation the tap #nd
bottom () quarks (also called the truth and beauty quarks, by the moesic physicists).
A recent result from the ATLAS experiment at the LHC has coméid that quarks have no
sub-structure down te-6 x 1072 m [10].

Where quarks differ from leptons is that they also carry ‘coloharge’. Colour charge
can take three values: red, blue and green. Its existenckrataadicated experimentally by
the discovery of th€~ [11], which is a bound state of thréequarks. Such a state would be
forbidden by the Pauli exclusion principal if not for the geince of an additional quantum
number that takes three values to distinguish the otherigdisatical quarks. Anti-quarks
have opposite electric charge, and opposite colour chaigieh takes values anti-red, anti-
blue or anti-green.

Another parallel to leptons is that quarks also have a flaguantum number. This
is isospin for the first generation, charm and strangenasthésecond, and topness and
bottomness (or beauty, if you prefer) for the third. Unlike tleptons in the SM, quark
flavour is not strictly conserved in all interactions, andsithis aspect of the quark sector
that makes it so interesting to study. The consequencessdititure are the motivation for
the analyses presented in this thesis, and will be discdasier in sections 1.2 and 1.3.

1.1.1.2 Standard Model Bosons

There are four fundamental forces of nature: the strongtrelmagnetic, weak, and gravi-
tational forces. Each force has an associated set of bosahmediate the transfer of mo-
mentum between particles [12]. These have been discovepastimentally for the strong,
electromagnetic and weak forces, but not for gravity. Gyana by far the weakest of the
fundamental forces. It can safely be neglected when consglRigh energy interactions of
elementary particles, and so will not be discussed anyéurth
The boson associated with the electromagnetic force is ltlagop (), which couples

to electric charge. Consequently all electrically chargadiges,i.e. all fermions except
neutrinos, experience the electromagnetic force. Thegohistmassless and neutral, which
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means the photon cannot decay to lighter particles, or eotapitself, giving electromag-
netism infinite range.

The weak force is mediated by the charg&d and neutralZ® bosons, which couple to
all fermions (at least all ‘left-handed’ fermions, as wi Hiscussed in section 1.1.3.2). Their
masses are relatively largéfy, ~ 80.4 GeV/c* and M ~ 91.2 GeV/c?. Consequently the
range of the weak force is very smal?(10~!® m). As will be shown in section 1.1.3.2, the
weak and electromagnetic forces are in fact manifestatdrise underlying electroweak
force, and théV=+, Z° andy the physical manifestations of its four gauge bosons.

The strong force is mediated by gluong,(which couple to colour charge. Thus quarks
experience the strong force while leptons do not. Gluonsraassless, like the photon, but
carry colour charge themselves, which means gluons caracttevith other gluons, unlike
photons. Also, as its name suggests, the strong force is byffatrongest of the fundamental
forces. This means gluons can only travel very short digsuhefore interacting, meaning
the range of the strong force is or@}(10~'% m) - roughly the radius of a nucleon.

This gives rise to the phenomenon of ‘colour confinement’ ly @olour neutral states
are stable, and observable. Consequently, no isolated baardver been observed. Instead,
guarks exist in colour neutral bound states: either as am&guach consists of a quark and
an anti-quark with equal and opposite colour; or as a bamich consists of three quarks
(or anti-quarks) each with different colour, causing it ®@dolour neutral. The quark and
anti-quark in mesons can annihilate each other, meaningtbedightest mesons eventually
decay. However, this is not the case for baryons. The lighéesl thus stable, baryon is the
proton, which consists afud valence quarks; second lightest is the neutron, which stmsi
of udd valence quarks. Together these form atomic nuclei, andthélelectron - the lightest
charged lepton - make up the atoms that comprise all thesstabible matter of the universe.

In their simplest form, the symmetries of the SM dictate thedractions should be iden-
tical regardless of which generation of fermion is involvétbwever, this is known experi-
mentally not to be the case, due to the differing masses detineions in each generation,
and of theW+ andZ° bosons. Thus the Higgs boson was proposed as an additioe to th
perfectly symmetric SM [13]. The Higgs boson breaks the sytnynof the SM, and gives
the SM particles their different masses. An excess of sigtath is consistent with being
the Higgs boson has recently been observed by the LHC expetaWTLAS and CMS at a
mass of~125 GeV/c? with a significance of 5 [14, 15].

1.1.2 The Standard Model as a Gauge Theory

The bosons of the SM, and the exchanges of quantum numberhdéyaperform, can be
represented as gauge groups. These describe the undesyymygetries of the SM, what

6
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transitions between states are allowed or forbidden ansl ltlow the elementary particles
interact. The gauge groups specific to the SM are chosen twhregperimental observation,
and could be modified to account for any new, non-SM partittiat may be discovered at
the LHC.

An SU(n) gauge group has? — 1 generators, the physical interpretation of which is
a fundamental force with? — 1 gauge bosons [12]. The photon has no charge itself, and
simply transfers momentum between charged particles. thus natural to assume that
electromagnetism can be described liy(@) group. The weak force, on the other hand, has
three bosons - thé/* andZ°- and allows transitions between states with a charge dififer
of 1. Thus, it is likely to correspond to.&l/(2) group. However, it was found by Glashow,
Salam and Weinberg that in fact the electromagnetic and viczaks can be described as
the physical manifestations of the underlying ‘electrokidarce, which has gauge group
SU(2) x U(1)y [16, 17, 18]. The gauge bosons of this group are not equalety thv+,
andZ®, but are instead th&/!:%3 for the SU(2) group, and thé for theU (1)y group. Their
respective coupling constants areandg’. It will be shown in the following section how
these give rise to the bosons observed in nature.

The gluons that mediate the strong force allow transiticetsvben states with three dif-
ferent colour charges. Thus, interactions via the strongefean be described by &t/ (3)
group. Consequently there are 8 types of gluehfor a € {1, ..., 8}, that carry both colour
and anti-colour charge, and have coupling consgant

The whole SM is thus described by a gauge gr6Gfg3) x SU(2) x U(1)y. In order to
describe the interactions of the fundamental particlesroust use Quantum Field Theory,
which is described in the following section.

1.1.3 Interactions of Elementary Particles

The most general description of any dynamical system is #ggdngianC. The exact form
of £ depends on the spin of the particle that it describes. Appglyine ‘Principle of Least
Action’ [19] to the Lagrangian for a field results in the Euler-Lagrange equation

oL oL
7 % (3m) = b

whered, is the covariant derivative, the indgxrunning over the 4 space-time coordinates,
from which one obtains the equations of motion for the sysféne Lagrangian for a system
of many different particles undergoing many different rattions is simply the sum of the
Lagrangians for the individual particles and interactionBe SM is thus best described by
its Lagrangian.
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Quantum Field Theory, as its name suggests, describes réiltlpa as mathematical
fields. For a scalar (spin-0) fieldl such as the Higgs boson, the Lagrangian is [12]

L= % PO — %m2¢2 — %gb“, (1.2)
wherem is the mass of the field, and the final term represents an atienawith coupling
A. This is the simplest interaction term that can be addedeakeeping the theory renor-
malisable - a necessary requirement for any physical thefypplying the Euler-Lagrange
equation to this Lagrangian, in the absence of any intema¢érm, yields the Klein-Gordon
equation.

The spin% fermions are described as Dirac spinor fields,as they must also carry

information on the direction of the spin. Their Lagrangiamgiven by

£ = §(ir"9, — ), (1.3)

where~* are the Diracy-matrices, and) = ¢°. Applying the Euler-Lagrange equation
here yields the Dirac equation.
Finally, spin-1 bosons are described by a vector fididor which the Lagrangian is
1
L= _ZF‘“’FW’ (1.4)
where the field strength),, = 9,4, — 0, A, both for abelian fields, like the photon, and
non-abelian fields, like gluons. K represents the photon field, applying the Euler-Lagrange
equation results in Maxwell's equations of electromagmeti

The total SM Lagrangian comprises the components for eqhdf/particle

L= Eboson Kinetic T ﬁfermz’cm Kinetic T ﬁfermi(m masses T EHiggs~ (15)

The first term describes the kinematics of the bosons, anddabend term likewise for the
fermions; the third term describes the coupling of the Hifiglsl to the fermions, thus gen-
erating their masses, and the final term likewise for the b®so

1.1.3.1 Boson Kinetic Term

Following the form of equation 1.4 and adding a term for eddh® SM bosons one obtains
1 1 1

_ZBMVB#V - ZF;LIVFG#V - ZF‘:?/FA”V + Egaugefizing + Lghost& (16)

where B, is the field strength for th® field, corresponding t&/(1)y, F};, are those for

the SU(2) W* bosons, withu € {1,2,3}, andF;,, those for theSU(3) gluons, witha €

{1,...,8}. The second last term allows a specific gauge to be choseohwésults in extra

/v‘boson kinetic —

‘Fadeev-Popov ghost’ bosons. These particles are allowedter in loop processes, but are
cancelled out by loops of gauge bosons, and thus do not batdrio any observables.

8
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1.1.3.2 Fermion Kinetic Term

The kinetic term of the Lagrangian for fermions consists athithe terms for all fermions
interacting via the electroweak force, and for the quarkeracting via the strong force.

Considering the weak force first, it is known to maximally eita parity, and only couples
to ‘left-handed’ fields. The ‘handedness’ of a vector fieldafies whether its spin points in
the same direction as its momentum (right-handed), or tippsife direction (left-handed).
For a vector fieldy) the projection operatorg;, r = # separate out the left- (right-)
handed components of the field. Thus, any field can be wrigensaperposition of left- and
right-handed components:

Y = P+ Pryp =91 + ¢Yp. (1.7)

The interactions of these two components can thus be treafstately.
Considering only the first generation of fermions, the leftitied fields formSU (2)

qL = (“L> and 0}, = (VL) , (1.8)
dL er,

and the right-handed fields for81/(2) singlets

doublets

UugR, dR, VR and CR. (19)

As the neutrino has no electric charge, and right-handedkfighnnot interact via the weak
force, the right-handed neutrino cannot interact at allndég it is ignored in the follow-
ing discussion. In fact, under the assumption that newgrare massless they have definite
chirality: either left- or right-handed. As the right-hattineutrino does not interact none
can ever be produced, leading to the conclusion that righttad neutrinos do not exist (and
conversely, neither do left-handed anti-neutrinos).

Each of these doublets and singlets thus contributes a tettme orm of equation 1.3 to
the Lagrangian (excluding the mass term which will be disedsn the following section):

—7T o e
‘Cfermion kinetic — ZgL fYHDﬁLgL + ZeR’}/MDNReR
+ Z-q—LT,yuDgL ar + i@,yuDﬁRdR + i@vﬂDzRuR
+ Equark strong interaction (110)

where the couplings to the relevant gauge bosons are intlindie covariant derivatives.
The term for the strong forcel ..« strong interaction, 1S discussed later in this section. The
right-handed singlets couple only to thé1),  boson, thus

DI =0, +ig'Y (fr)B,, (1.11)

9
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where the ‘weak hypercharg®’ is given by

Y(f) =2(Q0f) — 1z(f)), (1.12)

with Q(f) the electric charge of the fermiofy and(f) its weak isospin, with z(u;) =
Iz(VL) = +%, Iz(dL) = [Z<eL) = —% andlz(fR) = 0.
The left handed leptons couple to tH& (2) x U(1) bosons and so

D = 9,01+ igT*“W +ig'Y ((1)B,, (1.13)

whereT* are theSU(2) generators, one representation of which is the set of Ppiri s
matrices. Expanding the first term of equation 1.10 usingiegn 1.13 the interaction terms

W3 w1l W 2 /
9(<s = w J p W, g A7
—= (v, e + =B, ) 1.14
2< i L>7 [(Wi—zwﬁ -W? 9 " \es 19

Requiring that there be two physical charged bosdis ) with no mixing (orthogonal
states) one can read off from the off diagonal terms to get

give

W* = %(W1 T iW?). (1.15)

For the neutral bosons, introducing the Weinberg afdglesuch thatan 6y = % one can

A _ cosbyw —sinby\ [W? | (1.16)
A sinfyw  cosbOw B

Thus,SU(2) andU(1)y are unified in the physical manifestations of their bosonsvriRieg

write

equation 1.14 in terms of the physical bosons gives

0
—L 2W~
~2 (v w) | oz VW, ) (1.17)
2 \/5\?\7;r CoS szg — 2sinfwA, er,

This shows that a-v vertex can only couple to thg°, while ane-e vertex can couple to
either theZ® ory. Thus, they couples only to electrically charged particles.

In addition to the electroweak interactions, the quarke alsdergo strong interactions.
These are blind to the handedness of the quark fields, anehohstouple to their colour
charge. Thus one must express the quark fields in terms dfithe tields of different colour
charge, which formbU (3) triplets:

u, d,
uc= |u, | andde = | d, |, (1.18)
Uy db

10
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where the subscripts, ¢ andb represent the colour charges, red, green and blue. Writing
the Lagrangian interaction term in exactly the same way @gligctroweak interactions one
thus obtains

— = T
Lquark stronginteraction — _gsucT’Y‘uGﬁTsAuc - gsdc f}/uGﬁT?dca (119)

whereG# are the gluon fields, arili® the generators ofU(3), with A € {1, ...,8}. Sum-
ming over the gluon fields the generat@$ describe which quark colour states can couple
to which gluons. However, as the gluons are massless, tiffeirasht physical manifestations
are indistinguishable. Consequently, no such transfoomatf the underlying states to the
physical states, as was done for the electroweak bosonsy ceeed be performed.

1.1.3.3 Fermion Masses

An explicit mass term for fermions of the formy) = m(Y i+, 10r) breaks thesU (2)
invariance of the Lagrangian, as the left- and right-haniiedds form different multiplets
underSU(2), and so cannot be mixed. This can be solved by introducingiarstield ¢
that forms anSU(2) doublet, and has a non-zero vacuum expectation value (VEW -
‘Higgs field’ [13]. The interactions of the fermions with ¢hiield take the form of a mass
term

Lyukawa = —Y; [, ®fr +hec, (1.20)

whereY; is the "Yukawa coupling’, and ‘h.c.’ is the hermitian conatg of the first term.
The Higgs potential has the form

V(®) = — 2@ ® + \|d* D% (1.21)

with 2, A > 0. The minimum potential occurs @'® = /) = 102, wherev is the VEV.
In the unitary gauge only one component of the Higgs doulid&ios the VEV, which can
be written as

(®) — % (S) . (1.22)
Thus one can simply write
(Ufﬂ)’ (123)
and substituting this into equation 1.20 the leptonic pas
Ly ukawa = _—\/éf (ve ) (U fH) er +h.c.. (1.24)

11
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Thus, the mass term for the electron is

You _ Yev_
—E(eLeR—%eReL) = \/iee

= meee, (1.25)

so the electron obtains a mass proportional to the Higgs \WiNle retaining theSU (2)
invariance of the Lagrangian. The terms involviHgrepresent the interactions between the
Higgs boson and the electron, which are also proportionatio Repeating this for thd
quark yields its mass term.

As the upper component @k is zero this doesn't yield a mass term for thequark.
However, this is achieved by exploitirff/(2) symmetry, and including a term like equation
1.20 but with® replaced by

c __ VE:
P° = Eij(I)

(0 1 0
~\-1 0) \v+H"
v+ H*
_( . ) (1.26)

which naturally yields a mass term for the

my =

%U. (1.27)

1.1.3.4 Boson Masses

As the Higgs boson is scalar its contribution to the Lagrandakes the form of equation
1.2. Incorporating its interactions with tt$#/(2) bosons into the covariant derivative yields

1 g w3 \/§W_ g 0
D®=—|0,+i= K ] +i=B , 1.28
g \/§<“ Z(ﬁwg ~W3 27" ) \v+H (1.28)

which gives

92U2 U2
4 8
where ‘interaction terms’ refers to those terms concerttiiegcoupling of the Higgs to other

bosons. Substituting in equation 1.16 gives the mass tefthe physicalW*, Z° andy

1
|D“|2 = 5(8MH)2 + W+“W; + (gWi — g'BH)2 + interaction terms,  (1.29)

2,,2 2.2
g-v Vg
- ngzo“ + 04, A", (1.30)

Here we see that th&/* andZ° have acquired masses

1
D, = 5(0,H)* + LW W,

q 1 gv
mw+ = —gv, and myo = — ,
W 29 z 2 cos Ow

(1.31)
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which are related byhyw+ = cos fwmzo. They has remained massless, again showing that
the unification ofSU(2) andU (1) neatly describes the observable bosons. Furtheb,ias

a singlet undefU (3) it does not interact with gluons, which consequently renmaassless

as well.

1.1.4 Additional Generations

The previous section described the interactions of two kgjar andd, and two leptons,

e, andv,, via theSU(3) x SU(2) x U(1), gauge bosons. However, as was described in
section 1.1.1, there are in fact two further generationeohfons that are identical to this
first generation, but contain particles with larger mass.

Due to their identical quantum numbers the couplings ofdhedditional particles to
the gauge bosons are identical to their first generationteoparts, except in the Yukawa
couplings that give rise to their mass. The couplings fohegeneration can be chosen to
reproduce the measured masses of the fermions. HoweveYukava couplings can be
expressed as matrices in flavour space, so the Lagrangiaattj@y1.20, becomes

=T
LYukawa = _[Y;i]ijd[/iq)de — [Yu]ijﬁziq)CU.Rj -+ h.C., (132)

where the indiceg and j are summed over the generations. Any non-zero off diagonal
elements of the Yukawa matrices gives rise to mixing betwkemgenerations.

As the interactions of the particles one generation are déineesas those in any other
generation the fermion kinetic Lagrangian term is invariamder unitary rotations between
generations. Thus, one can rotate the flavour eigenstatpgetthe mass eigenstates, which
correspond to the diagonalised Yukawa matrices. Consedguiet states with definite mass,
in which the quarks propagate, are generally superposittbthose with definite flavour, in
which the quarks interact. Considering only the first two gatiens of quark, the most
generaR x 2 unitary matrix can be written as

Vo — ( cosfc-  sin 90> | (1.33)

—sinfo  cosfc

wheref determines the level of mixing between the two generatidhsee complex phases
can also enter into such a matrix, but these can be removebdsegransformations of the
u, d ands fields, leaving only one free parameter. Then the mass d@fessf thel ands

can be expressed as
d’ d
() -ve (") w0
S S
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This mixing transformation was first proposed by Cabibbo [2@]a time when only the
u, d ands quarks had been discovered experimentally, and resultéteiprediction of the
existence of the quark. 6 has been measured to bi8.04 4 0.05)° [7], thus the mixing
betweend ands is large, but not maximal.

Consequently, the coupling of thleands to theW ™~ can be written as

_QL\E <ﬁ E) (1=~ Ve <j) W, +hec, (1.35)

which shows that a quark can undergo an interaction in which it is transforneegktquark,
and ac quark can be transformed intoda However, the amplitude of these interactions is
suppressed by a factor sifn #y, and so are ‘Cabibbo suppressed’. Those proportional to
cos By are ‘Cabibbo favoured'.

In neutral interactions, via the exchange &’aor v, the coupling is

_ 9 (7 = T w1 _ AP d 0
e (d s) Ve (1 =)V (s) Z#—Fh.c., (1.36)

and asV¢? = V! the mixing terms cancel out. Thus there are no flavour changin
neutral currents in the SM. This phenomenon was first prediby Glashow, lliopoulos and
Maiani [21] and is thus known as the GIM mechanism.

When the third generation is included the mixing matrix beesm

cosfiy sinfs 0 1 0 0 cosfis 0 sinfyze™
Vekm = —sinf;5 cosfip 0O 0 cosfy3 sinbas 0 1 0
0 0 1 0 —sinfy; cos by —sinfze® 0 cosbys
C12C13 $12€13 size™ "0
= —S812C23 — 61252331:‘;61“S C12C23 — 512523<‘513€i(S S523C13 | » (1-37)
S$12523 — 012023813€i(S —C12C23 — 812823=5‘13€i(S C23C13

wheref;; = 0, and the shorthand;; = cos6;; ands;; = sin6,; is used. Similarly to
the Cabibbo mixing matrix the three anglgs determine the level of mixing between the
three pairs of generations. However, in the 3 case 6 complex phases can enter, only 5 of
which can be removed by phase transformations of the quddlk fichus one complex phase
remains in the mixing matrix. This allows for the phenomewbdr’P-violation, which is
discussed in section 1.2. Observation(#t-violation thus caused Kobayashi and Maskawa
to propose the existence of the third generation beforexgsrmental discovery [22]. Thus,
the Cabibbo mixing matrix was extended into what has come tnben as the Cabibbo-
Kobayashi-Maskawa, or CKM, matrix.

14
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The mass eigenstates are given by

d’ d
s | =Vekm | s |, (1.38)
b’ b

and consequently the matrix can also be written

Vud Vus Vub
Vekm = | Via Ves Vo | (1.39)
Via Vis Va

with |Vij\2 giving the probability of a transition— ;. The best current measurements of the
mixing angles and'P-violating phase, in addition té., are [7]

013 = (0.201 £ 0.011)", 653 = (2.38 £ 0.06)", and 6 = 1.20 + 0.08. (1.40)

The same form of mixing matrix exists for leptons, and is tharse of the neutrino
oscillations discussed in section 1.1.1.1. The ramificatiaf the complex phase in the CKM
matrix, and its allowance af'’P-violation in transitions of quarks between generatiosn#he
topic of flavour physics, which is discussed in the next secti

1.2 Flavour Physics andCP-Violation

1.2.1 Discrete Symmetries

The symmetry of the SM Lagrangian under the continuous ftoamsitions represented by
the gauge bosons gives rise to the conservation of the chargehich they couple,e. elec-
tric charge, weak isospin, and colour. It is also symmetndar translations and rotations
in space and time, which gives rise to momentum and energsecaation. Such continuous
symmetries are key to describing the particles and forcesiifre.

There also exist discrete transformations that give rismpmrtant symmetries in nature.
Three such transformations are charge conjugatinwhich reverses the signs of internal
guantum numbers, transforming particle to anti-partiggjty (P) which reverses the spatial
coordinates, and consequently switches the chirality oartighe; and time reversall{),
which transformg — —t and so reverses the linear and angular momentum of a particle
Any theory that respects Lorentz invariance must also bariaat under the combination of
these three transformations’ 7", but need not necessarily be invariant under each individua
transformation. One consequence @7 invariance is that the masses of a particle and its
corresponding anti-particle must be identical.
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It is theorised that matter and anti-matter were createdjuakquantities in the early
universe, thus one of the major outstanding puzzles of tiverse is the dominance of matter
over anti-matter that exists today. This implies that theresome violation of invariance
under the exchange of particle for anti-particle. The weadraction is known to maximally
violate C' and P, as it only couples to left-handed fermions and right-hanaieti-fermions,
but this does not explain matter anti-matter asymmetry.s Téaves the combinatiofP,
which, undeiICPT invariance, corresponds fa As has been mentioned previously the non-
zero complex phase in the CKM matrix allow$-violation (or more precisely, violation of
CP invariance) in charged weak interactions. That said, thel lef CP-violation permitted
by the CKM mechanism is many orders of magnitude too small tmwaat for all of the
matter-anti-matter asymmetry in the universe today. Hanestudy ofCP-violation may
reveal new physics mechanisms to explain this.

1.2.2 CP-Violation in the CKM Matrix

An alternative representation of the CKM matrix is the Woffmin parametrisation [23]
which defines [7]

A = sin 912 ~ 0.23
A = 3~ 08l,and
p—in = Znhue 0.14 — 0.35i,
and expands up t6()\?) to give
1— 122 A AX(p—in)
Vekm = - 1— 11X AN? +O\Y). (1.41)
AN(1 —p—in) —AN 1

This shows the order of each of the elements more clearlydidgonal elements are all
close to 1, while the complex phase only enters at this oréansitions between the?!
and3 generations. Thug) mesons, which consist ofeaquark bound with &, u or d, are
expected to exhibit very littl€'P-violation. It is thus of great consequence for the SM, and
new physics theories, that LHCb has recently observed ewédfar directCP-violation in
decays of thé° meson at?(1073) [1].

The unitarity of the CKM matrix requires thAfcknmVexm' = I. Firstly this requires
the mass eigenstates to be normalised

Sicass |Vil* = 1, (1.42)
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VeV

Figure 1.1: One of six triangles in the complex plane made by the unitarity constraint on
the CKM matrix. This triangle, and its associafi@dlecays, is most commonly studied
as its angles are all of roughly the same size, and so is associated with dst lavgls

of C'P-violation.

for i € {u,c,t}. There are also six other constraints from the requirenteatt the off-
diagonal elements of the product are zero. For example, arst mave that

VuadViy + VeaVy + ViaViy, = 0. (1.43)

C

As each CKM element is a complex number each term of this eguédrms one side of
a triangle in the complex plane, with one corner at the orig;ashown in figure 1.1. The
angles in this triangle are given by

ViaVi

- _ 1.44

o arg (VudVJb , (1.44)
ViaVi

- _ Jta7th 1.45

s arg (Vch;; , (1.45)
Vudv*b

- _ _ud Tub 1.46

v arg ( Vv ) , (1.46)

each of which dictates the level 6fP-violation in different transitions between quark gen-
erations.

The amplitudesA of transitions of a particl® or its anti-particleP, to a final statef or
its charge conjugatg are given by

Ay = (fIH[P) A = (fIH|P) (1.47)
Ag = (fIH|P) Ap = (fIHP), (1.48)

whereH is the Hamiltonian. Depending on the quarks involved in¢hateractions different
elements of the CKM matrix}y;; for particles, and/;’ for antiparticles, enter into these
amplitudes. This means; and[lf can have different complex phases, which can result in

Ay
’A_f £1. (1.49)

Thus the decay® — f andP — f can have different decay rates - a phenomenon known
as ‘direct’ CP-violation. This can occur for both charged and neutral bagy and was
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first observed folK® decays by the NA48 experiment at CERN and KTeV at Fermilab, at

O(107°), in 1999 [24, 25]. The effect is much larger fBrmesons, and was discovered by

BaBar and Belle in 2004 using the deday— K*n~ [26, 27]. In the absence of any other

CP-violating effects one can evaluate the level of dir@etviolation by measuring
N(P— )= NP~ f)

T NP+ NP J)

whereN simply represents the number of decays of that type obseAshentioned earlier,

ACY (1.50)

LHCb has also recently observed evidence for dirgtviolation in decays of thé&° by
measuringAA“Y = AP (DY — K*K~) — AP (D?— wtn™) [1].

CP-violation can also occur in a different manner for neutrasons, but this first re-
quires a description of mixing in neutral mesons.

1.2.3 Mixing in Neutral Mesons andCP-Violation in Mixing

The neutral mesonis®, DY, B} andB? consist of a quark and anti-quark that are both down-
or up-type but have different flavour. As they are neutray tben transform into their anti-
particle via charged weak interactions, as shown foilthe figure 1.2. This causes mixing
between thé° andD° in the mass eigenstates, so the mass matrix can be written

Mpo AM
P , (1.51)
AM*  Mppo

for which the eigenvalues ardpo 4 |AM|. This results in two eigenstates with mass differ-
enceAm = 2|AM]|, normally labelled. for ‘light’ and H for ‘heavy’. These can be written
in general form as

DY) = p|D?) + ¢|D°) = (g) , (1.52)
which has masa/po — 1Am = m,, and
= b
D}) = pID") —q|D°) = (_q) : (1.53)

which has mass/po + L Am = my, for some constansandg such thatp|” + |¢* = 1.

If AM is real the solution i = ¢ = % Using CP|D%) = —|D°) one sees that the
mass eigenstates are alSB eigenstates in this case. However, the non-zero complesegha
in the CKM matrix allow a non-zero complex phaseAn/, and sop andq are generally
complex. The time evolution of such a state can be descriped b

d (p D
i— —H, : 1.54
T (iq> £f (iq) (1.54)
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ds,b
c — )
u -t -t -~ c
D° w* w* D
Is o - - u
L d,s,b )

Figure 1.2: One of the dominant diagrams contributingl® mixing.

where the effective Hamiltonian is
Hopp = M — %r,
_ ((D°|H[D) (D°|H|D°)
(D°|H|D% (D°|#H|D°)
B (MDO — T AM — %Fm)

- * 1Tk 1
AM* — iT%, Mpo — T

(1.55)

Similarly to the mass matrix, the decay rate mafrihas eigenvaluepo + |I'15|, thus
defining AT = 2|T'j5| one had’y; = I'no + AT andl’, = I'no — LA, Consequently, the
eigenvalues ot ;s are\y = mpy — %FH and\;, = my, — %FL. The eigenstates are also

constrained by
AM*_QF* IAM* — i*
9_ 4 |22 Tt i#, (1.56)

where thet corresponds to th& and L states respectively.
Solving equation 1.55 gives the time evolution of the magsrmestates as

|D?{,L(t)> = G_MH’Lt|D(}{,L(O)>
_ p—imurt—3Ty rt (p\DO(O)> + q|50(0)>) ) (2.57)

Neutral mesons interact in their flavour eigenstates, arttlespare in a pure state of either
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ID°) or D) att = 0. Using equations 1.52 and 1.53 one has that

ID°(t)) = %p(ID%(t» +[DL(1)))

= g (e (D) — giD%) T (D) D))
P
= % ((e‘imHt—%FHt + e_imLt—%FLt> |DO> _ g (e—imHt—%FHt . e_imLt_%FLt> |]30>)
p
= %e—iﬂfDOt—%Fnot( (6—iAmt—%AFt + eiAmt—i—%AFt) |D0>
-y (s ) !130>)' (1.58)
p
Defining
Am AT
= mdy=op 1.59
xr F , ana 'y 21’\7 ( )

and usingr = I'not, the probability of theD? interacting as @&° or D at a given timer
after production is

P(D°— D)(7) = %G_T(cosh(yT) + cos(zT)) (1.60)
P(D°— D%)(r) = % ‘Z% e~ (cosh(yr) — cos(aT)). (1.61)

Performing the same calculation for an initial state of pdfeone finds that

P(D"— DY) (r) — % ‘S e~ (cosh(yr) — cos(aT)). (1.62)
Thus one sees that if
H 41, (1.63)
p
P(D°— D%(7) # P(D°— D% (1), (1.64)

which constitute€’P-violation in the mixing rates, known as ‘indireCtP-violation’. From
equation 1.56 one sees that this is the cagelif or I';, have a complex phase, and a phase
difference between them. Although thé system is used here as an example these formulae
are generic for any neutral meson system.

This type of CP-violation was the first of any to be discovered, and was oleskby
Christenson, Cronin, Fitch and Turlay in 1964 in k& system [28]. AT is very large for
the K mass eigenstates, such that the heavy state 40 times longer than the light
state. Consequently the states are normally labéllgdfor ‘long’, and K%, for ‘short’. In
the absence af’P-violation theKY would haveCP eigenvalue -1. The fact that it lives so
much longer than th&?, allows a pure state df! to be observed. This was found to decay

20



CHAPTER 1. THE MATHEMATICAL THEORY OF PARTICLE PHYSICS

to two pions, which is a state witbP eigenvalue +1, showing tha¢/p| # 1 in the K°
system.

Another type ofCP-violation can occur when the final stafels accessible to both the
DY andD®. Using equation 1.58 and introducing

e, (1.65)

q||As
A=220  1d) A
T= A nCP‘PHAf

wherencp = +£1 for CP even or odd final states respectively, ahe the relative phase
_ )
between;/p andA;/A;, one obtains the instantaneous decay rate’¢f) — f

D) 1) = (7RI
= %eT]<zél)f|2{ (1 + ‘)\fF) cosh(yr) + <1 - ‘)\Jf1|2) cos(zT)

+ 2R(A1) sinh(yT) — 2Z(A}) sin(m')}. (1.66)

Thus one has thdt(D°(t) — f) # T'(D°(t) — f)if |\;] # 1, i.e.if either of the criteria
for direct or indirectCP-violation are fulfilled, or ifZ(\f) # 0, i.e.¢ # 0 and¢ # .
The interference between decays of mixed and un-mixXedan cause) # 0 even if CP is
conserved in both mixing and decay. Again, this is generadli;meutral mesons - the case
specific to theD® system is discussed in the next section.

1.3 The Charm Sector Parameters;-p and Ar

The D system is interesting to analyse as a test of the SM and the Ckthamism ag'P-
violation is predicted to b&(1072) or less. Furthermore, charm physics is the only up-type
qguark system in whicli’P-violation can be studied. Significantly greafefP-violation than
is predicted by the SM could be achieved through contrilmgtiof additional, non-SM par-
ticles to the mixing and decay amplitudes. Such particleddcmclude SUSY ‘sparticles’,
or a fourth generation of fermions. Thus high precisid®-violation measurements in the
charm sector have great potential to reveal new physics. mbkes the aforementioned evi-
dence for direcCP-violation in theD? system observed by LHCb particularly exciting. The
LHCDb detector, described in chapter 2, is well suited for sutdlyses as it has been specif-
ically designed to perform high precision time-dependeaasurements of decayslofand
B mesons. Further, the cross section for productioregfairs is very highf.1 + 0.93 mb
[29], allowing unprecedented numberslaf decays to be recorded.

Mixing in the D° system is relatively small and has only been observed imtgesrs.
Both z andy, as defined in equation 1.59, afg10~2) [3]. This makes it very difficult to
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disentangle the heavy and light mass eigenstates. Howmegan still obtain sensitivity to
the CP violating parameters by measuring the ‘effective lifetanef the D andD° [30] -
that is, the mean proper decay time dbahat is aD® or D° at production.

Defining A,,, and A, such that

+2 +2

‘z
p

=1+ A, and ﬁ

| = 1+ Ay, (1.67)

one can use the smallnessiodndy to expand equation 1.66 up to second ordet fa give

PO = ) ~ efylff\2{1 _ (1 + (%(Am + Ag) — }lAmAAAm + Ad>>
1

8

X ey cos 6 F @ sin 6)7

1 1 1
+ {— (1 £ 5 (A + Ad) + §AmAd) 2

1
(A + Ag)* + A2 AZ) + 5AmAd)

2

1 1 1 2| 2
! ($§(Am Ay - 5Amfxd) . ]T } (1.68)

Naming the coefficient of « and that ofr? 3, the average decay rate is given by

14+a+203
DT 20 + 68

~Tpo(l — a — 48 + 2a* + 14a + 245%). (1.69)

[ =

Associating4, with ©(10~2), in accordance with experimental constraints [3], apdand
(=)
sin ¢ with O(1071), the average decay rateslof can be written up t@(10~°) as [30]

. 1 1
['(D°— f) ~ FDo{l + [1 + §(Am + Ay — g(Aim — 2AmAd)1 nep(y cos ¢ F xsin @)

A (2% + y?) £ 24,97 cos? ¢ F 4ay cos ¢ sin qb}. (1.70)

When theD® decays to a final state with undefinét® the decay rate is simply the
average of the heavy and light decay raigs,. Comparing this to the average of the decay
rates ofD® andD to aCP-eigenstate final state one obtains the parameter

(D= f)+[(D°— f)

= — 1. 1.71
Yor Mo ( )
Using equation 1.70 and expanding up2¢10~—°) gives
L, 5 1 .
yep =necp{ |1 — g(Am —2A,,Aq)| ycos ¢ — §(Am + Ag)zsing ¢, (1.72)
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and to onlyO(10~%)

1 1
Ycprp = Nep [(1 + §A72n) yCOSQb — §Amx sinqb . (173)

Thus, in the absence 6fP-violation, A,,, = ¢ = 0, yop = ncpy, While any deviation ofj¢p
from y would indicateCP-violation. This makegqp primarily a measurement of mixing in
the D® system, requiring an independent measurementoftest forCP-violation.
Examining the fractional difference of the average decagsrafD® andD° to a CP-
eigenstate gives the parameter
[(D°— f) ~T(D°~ f)

Ar = = —— : (1.74)
I(DO— f)+T(D0— f)

Again, expanding this up t®(107°) gives

1 1
Ar ~ [§(Am + Ag)ycos ¢ — (1 - gAer) rsing — Ay (2 +y?)
+ 2A4,,1% cos® ¢ — 4y cos ¢ sin (b} ni, (1.75)
L +yep
and toO(107%)
1
Ap ~ {E(Am + Ag)ycos ¢ — xsin qb} : (1.76)

Thus any deviation ofir from zero indicateg’P-violation.

If one chooses thé'P-even final statd&{ K~ and theCP undefined state ds~ 7" and
its charge conjugate, one can redefine these parametersis ¢ the effective lifetimes of
theD® andD?, usingr = 1/T', as

Tet (DY = K1) + 7o (D° — KF717)

— ~ ~1, 1.77
YOr T (DY KK ) + 7g(D0 — KFK) (L.77)

and _
Teff(DO — K+K‘) — Teff(DO — K+K‘)

Ter(D0 — KHK=) + 7o (D0 — KHK~)

As ycop only requires measurement of the average ofAend D effective lifetimes one

Ap = (1.78)

need not know the flavour of the° at production. However, forr, the flavour must be
known. For this one can use the decay chaift — ]S())nf, where the charge of the slow
pion, 7t¥, determines whetherla” or D° has been produced.

These measurements have already been performed to a hasigmeat theB factories.
BABAR have measured [2]

yop = (11.6 £ 2.2 (stat.) &= 1.8 (syst.)) x 1072, (1.79)
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which excludes the no mixing hypothesis at#l.&and BELLE have [4]
yop = (13.1 £ 3.2 (stat.) & 2.5 (syst.)) x 1072, (1.80)

which is 3.2 from zero. These are both consistent with the world averdgg which,
assuming_P-violation is allowed, is [31]

y=(8.0+£1.3)x 107> (1.81)

Thus, there is still scope to achieve the first single measenéthat excludes the zero mixing

hypothesis in thé®° system at a level of &by measuring;-p. Due to the current precision

on the measurement gfany CP-violation belowO(10~3) will be undetectable at present.
Similarly, BABAR have also measured [32]

Ap = (2.6 + 3.6 (stat.) 0.8 (syst.)) x 1072, (1.82)

and BELLE [4]
Ap = (0.1 £ 3.0 (stat.) & 1.5 (syst.)) x 107, (1.83)

both of which are consistent with zero. Dire€f-violation atO(10~?), as observed by
LHCb, would contribute toAr at ©O(10~%) [30], thus Ar remains primarily a measurement
of CP-violation in mixing. However, the observation of afiy’-violation in the charm sector
is sufficient motivation to improve the accuracy of the measent ofAr-.

Thus, measuring the effective lifetimes of thé andD? in order to achieve high preci-
sion measurements gf » andAr has high potential for discovery 6iP-violation in mixing
of the DY system, and for confirming mixing at the level of With a single measurement.
This makes them exceptionally interesting parameters tasore at LHCb. The methods
used to do so are presented in chapter 4 and the resultingiregants in chapters 5 and 6.
These results have been submitted for publication [33].

1.4 Summary

This section provided a review of the mathematical theotyrimeand the motivation for the
measurements presented in chapters 4, 5 and 6. Firstlyciiosel.1 the particle content
of the Standard Model was presented, followed by a discns#ithe interactions of these
particles via the gauge bosons. The Higgs mechanism, andthHmegtows masses to the
fermions and thaV* andZ° bosons was also described. The consequences of there being
three generations of fermions, and the mixing between géines that is allowed in their
mass eigenstates, was examined. This was elucidatediors&@ with a detailed discussion
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of the CKM matrix and how the existence of three generatiorferohions allows forCP-
violation. The phenomenon of mixing in neutral mesons was altroduced, together with
that of CP-violation in mixing, and in interference between mixingdashecay. Finally, in
section 1.3, these phenomena were examined in the spedfcafaheD?® system. The
parameterg-p and Ar, measurements of which are presented in chapters 5 and 6, wer
introduced. Their implications for discoveridg-violation in mixing in theD° system, and
confirmation of mixing with a single measurement, were dised, thus motivating their
measurement with increased precision.
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Chapter 2

The LHCDb Detector

2.1 The LHC Accelerator Complex

The Large Hadron Collider (LHC) [34] is a synchrotron partiatxelerator located at the
European Organization for Nuclear Research (CERN) [35], onFtleech-Swiss border,
near Geneva. Itis housed in a circular tunnel,l2d in circumference and roughiy00 m
underground, and is part of a chain of accelerators at CERNynledito accelerate and
collide bunches of protons. The key figures of merit for sugtadicle accelerator are: the
centre-of-mass energy/s) obtained, as this is the total amount of energy availabtegate
new particles in a single collision; and the instantaneausnosity () delivered, which is
the flux (the number crossing a unit of area per unit time) efdinculating particles. The
LHC is designed to operate gfs = 14 TeV, with a bunch crossing rate of 40[Hz, and
maximum/ of 103 ecm~2s~!. Since starting the commissioning period in September 2009
the LHC has provided collisions gf's = 7 TeV throughout 2010 and 2011, operated at
a bunch crossing rate of 2BIHz, and obtained a maximum of ~3.65 x 1033 cm =251
[36]. The/s has been increased toB:V for the 2012 run. Following the 2012 run an 18
month shut-down period will commence to allow upgrades &UHC, so that it can attain
its design energy of 14V in the future.

Prior to the injection of the proton bunches into the LHC rihgy are passed through a
series of older, lower energy accelerators. The full acagtan chain is shown in figure 2.1.
The protons start as hydrogen atoms which are stripped infeleetrons and passed into the
Linear Accelerator (LINAC2), where they reach an energy oh&®/; they are then injected
into the Proton Synchrotron Booster (PSB) and reach(e¥ before being accelerated to
26 GeV by the Proton Synchrotron (PS). The penultimate acceteraiage is performed
by the Super Proton Synchrotron (SPS), where the protorh 430 GeV, the minimum
energy for injection into the LHC. The LHC consists of two bepipes, each with dipole
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Figure 2.1: The LHC accelerator chain, reproduced from [35].

magnets of opposite polarity, so that two beams of protonsbeaaccelerated in opposite
directions. The SPS injects proton bunches into both LHGrbgipes, where each beam is
then accelerated to 3.5V (4 TeV in 2012), and collided af/s = 7 TeV (y/s = 8 TeV).

Figure 2.1 also shows the four main LHC experiments, CMS, ASLALICE and
LHCDb, situated at the beam crossing points. The Compact Mutan&id (CMS) [37] and
A Toroidal LHC ApparatuS (ATLAS) [38] are general purposeettors. Though their de-
signs are somewhat different, they are both barrel shapedtdes that surround the points at
which the beams collide, and are intended to find all detéefaioducts of a collision (in the
Standard Model (SM) that is all particles except neutrind$)eir main physics programme
includes the completion of the SM with the discovery of thgd# boson (discussed in sec-
tion 1.1.3), and its extension through the discovery of mem-SM particles, that might be
explained by theories such as Supersymmetry (SUSY). Thesgemerally performed us-
ing direct searches, examining invariant mass distrilngtiol hey also hope to discover, or
place limits on, dark matter candidates and large extramkinas, by observing unexplained
losses of energy in collisions.

The LHC can also accelerate and collide lead nuclei, as was @toNovember 2010
and 2011 at/s = 7 TeV. A Lead lon Collision Experiment (ALICE) [39] is designed to
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Figure 2.2: The production angles, relative to the beam-linebbfpairs produced in
proton-proton collisions at the LHC, reproduced from [42].

examine such collisions, specifically looking for and exaing the nature of the exotic state
of matter known as quark-gluon plasma.

The final of the four main LHC experiments is the LHC beautyedtir (LHCb) [40].
The data examined in this thesis were taken by LHCb, and sad#tesctor is described
in detail in the following section. In addition to these mdour there are the TOTEM
experiment, which studigsp interactions, and LHCf, which aims to measure the production
cross sections of neutral particles in the forward directio

2.2 The LHCb Detector

The LHCb detector is designed specifically to observe dechggesons and baryons con-
tainingb andc quarks, and make precision measurements of their propehtiguarks are
produced in pairs of andb in collisions at the LHC. The polar angles, relative to therbea
line, of theb andb are highly correlated, and tend to be very small, as showrindi2.2.
It is because of this that the LHCb detector has its uniquedoivarm design, as shown in
figure 2.3. LHCb covers only the region of high pseudo-rapidit < n < 4.9 [41], where
n = —In(tan#/2) andé is the polar angle from the beam-line. Thu80% ofb quarks
produced in LHC collisions fall within the acceptance of LHCb

Analyses at LHCDb require displaced decay vertices to be stagarted very cleanly. Con-
sequently, greater signal purity is achieved for eventh vatatively few reconstructable in-
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Figure 2.3: The LHCb detector, reproduced from [40Q].

teractions per bunch crossing. The maximdrdelivered by the LHC to ATLAS and CMS
during 2011 resulted i (10) interactions per bunch crossing. During this run LHCb oper-
ated at£ up to4 x 1032 cm~2s~!, which provided~2 reconstructable interactions per bunch
crossing. Although this is-10 times less than the maximum achieved in 2011 it is stillcon
siderably larger than LHCb’s design luminosity®f& 1032 cm~2s~!. Lower £ is achieved

by using less focused beams at LHCb than for ATLAS and CMS. Tleama the level of
focusing can be adjusted as the beams attenuate, so thaetheHCDb is kept roughly con-
stant. This is shown in figure 2.4, where a comparison ta’theATLAS and CMS is made.
By the end of the 2011 run the LHC had delivered an integratedhasity (/ £ d¢) of 1220
pb~! to LHCb, of which 1107 pb' was collected by LHCb.

To facilitate a clear frame of reference when discussind th€b detector a global co-
ordinate system is defined, and is also shown in figure 2.3.ofige is located at the point
at which the two LHC proton beams intersect each other angrttens collide, known as
the interaction point. The-axis is parallel to the line of the proton beams, with puesiti
pointing into the main LHCDb detector, also called the dowesstn region. The-axis is in
the vertical direction, with positivg pointing upwards, and the-axis is horizontal, with
positivez pointing into the page.

Each sub-detector in LHCb has a specific purpose, intenddidvoaccurate reconstruc-
tion of decays of mesons and baryons contaihirggndc quarks. In addition, they allow one
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Figure 2.4: Instantaneous luminosity vs time at the LHCb, ATLAS and CMS interaction
points, during an LHC fill. Reproduced from [43].

to make as clean a distinction as possible between the detaysrest and the vast number
of other particles produced in collisions at LHCb that carefaksignal. Shown in figure
2.3, from left to right, the sub-detectors are: the Vertexator (VELO), situated directly
around the interaction point, to provide the first trackiognps; the first of the Ring Imaging
Cherenkov detectors (RICHL1), to provide particle identifmatthe Tracker Turicensis (TT),
the first of the large tracking stations; the magnet, to béedrajectories of charged parti-
cles and allow their momenta to be measured; the downstreaking stations (T1, T2 and
T3), to locate charged patrticles after they have passed dgmet; the second Ring Imaging
Cherenkov detector (RICH2); the first of the muon tracking steti(M1), to identify any
muons in an event; the electronic and hadronic caloriméECAL and HCAL), to identify
electrons, photons, and neutral pions and kaons; and fifmiltyfurther muon stations (M2
to M5).

The design and performance of each of these sub-detectbreomi be discussed in
turn, with particular attention paid to the VELO. The perfmnce of the VELO has great
influence on the lifetime measurements described in chagies and 6. Its performance in
measuring impact parameters is presented in chapter 3.

2.2.1 The Vertex Locator

The Vertex Locator (VELO) [41] is a silicon strip detectoathprovides precise tracking
very close to the interaction point. As its hame suggests, uised to locate the position
of any proton-proton collisions within LHCb - known as primasertices (PVs) - as well
as the decay points of any long lived particles produced encttilisions, such aB andD

mesons - known as secondary or decay vertices (SVs or DV)wkedge of the positions
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of the PV and DV, as well as the momentum measurements pbigehe downstream
tracking stations, allows the calculation of the properayetme of a long lived particle.
This is key to many analyses performed at LHCDb, including ehm®sented in this thesis,
which study asymmetries between particles and anti-pastes a function of proper decay
time. Identifying displaced decay vertices is also of giegiortance to the LHCD trigger,
described in section 2.2.7, which selects which eventsép kad which to discard.

2.2.1.1 Design of the VELO

The VELO is required to provide accurate measurements df#ectories of charged par-
ticles, very close to the interaction point. To achieve thiswust have very good spatial
resolution, and a sufficient number of sensors as to allowfultdrajectory to be recon-
structed, while keeping the material budget to a minimurmust also continue to perform
well for ~5 years of data taking for LHCbf(£ = ~8fb™'), and so must be very radiation
hard.

To minimise the extrapolation distance between the firsbihét reconstructed track and
the interaction point the active regions of the VELO senstast at just 8mm from the
beam-line. This is closer than the minimum safe distance fitke beam-line required by
the LHC during injection of the beams. For this reason the @Bkas constructed in two
retractable halves, using 88 roughly semicircular silia@fier sensors, as is shown in figure
2.5. During injection the VELO is open, with each half retemtfrom the nominal position
by 30 mm, as shown in the bottom right diagram; once stable beamshreved the VELO
is closed, so that the two halves overlap very slightly, aswshin the bottom left diagram.
This also requires the VELO to sit inside the beam pipe whdlg élosed. Consequently,
to avoid any degradation of the beam pipe vacuum througtgasging from the VELO
material, the VELO is contained within its own sealed regabwacuum. This is achieved
by encasing the two VELO halves in thin aluminium boxes,ezhthe RF-boxes. The inside
surface of the RF-boxes is known as the RF-foil. Aluminium wlassen due to its low Z,
giving it a relatively low radiation lengthX,). It also serves to insulate the VELO sensors
from the electromagnetic field of the beams themselves. Dxedare 300um thick at
their inner edge, and are corrugated to allow the VELO halveserlap when fully closed.
Figure 2.6 shows one half of the VELO with the RF-box removed.

The sensors are of two types, one measures the radial po$tjpand the other measures
the azimuthal anglef) of charged particles that pass through them. The sensaettached
in pairs of R andp types to modules holding the readout electronics. 42 suaiuiae are
positioned along the beam-line, 21 on each side; a pair ouleedone on each side of the
VELO, is known as a station. The modules in each station deetofrom each other by
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Figure 2.5: The layout of the VELO modules and sensors, reproduced from [#1g.

R sensors, which measure the radial position of hits, are shown in réé, gvbensors,
which measure the azimuthal angle of hits, are shown in blue. Rgasehsors are
arranged in pairs on modules, which hold the readout electronics.

15 mm, to allow the slight overlap between the two halves of the @Elhen it is fully
closed. This is to allow full coverage in the &®plane, and also to aid in the alignment of
the modules. The two most upstream stations, labelled ‘VE&Dons’ in figure 2.5, have
only R sensors. These were originally intended to be usedateera quick estimate of the
number of PVs in an event, so that the first level (LO) hardviagger could reject events
with more than one PV. This idea has since been abandonethebWETO stations are still
used at LO to estimate the number of reconstructable tracks event, so as to reject overly
busy events.

The sensitive region of the sensors themselves consistsoafghly semicircular wafer
of silicon 300 um thick, with an angular coverage ef182 . The surface of the silicon is
covered with aluminium strips, to which a bias voltage islegap A charged particle passing
through the silicon excites electrons which then drift todgathe surface of the sensor, and
create a measurable signal in the aluminium strips. Thieas out to determine the point
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Figure 2.6: One half of the fully assembled VELO with the RF-foil removed, repro-
duced from [40].

at which the patrticle intersected the sensor. Each sensa2@%8 strips, making a total of
180,224 readout channels from the VELO. The layout of thpstin each type of sensor is
shown in figure 2.7.

The strips on R sensors are circular, so each strip is at dasdmadial distance from
the centre of the sensor. To minimise the strip occupane&yftdction of events for which a
signal is detected in any single strip), and thus ease tenistruction, the strips are split
along radial lines, spaced 4apart, into 4 sections of 512 strips each. This shortens the
strips, with the shortest closest to the interaction paiiis is important as the particle flux
varies aSvr% relative to the beam-line. To further reduce the occupaheystrips are placed
closer together nearer the centre of the sensors than attbeaxlges. The pitch (distance
between adjacent strips) on R sensors varies fronu4Qat the inside edge to 101 6m at
the outer edge, while the strip length varies from & to 33.8 mm. This results in an
average occupancy of 1.1% for R sensors [40].

The ¢ sensors are designed along similar lines. To reduce thelstrgth, and thus the
occupancy, they are divided into the inner and outer regiaha radial distance of 17.25
mm. However, the strips do not exactly follow radial lines frdine centre of the sensor: in
the inner region they make an angle~020° to the radial, at the innermost edge; while in
the outer region they make an angleafL(® to the radial, at 17.25nm. Furthermore, the
sensors in adjacent modules are flipped, so the inner stepata-20° and the outer strips
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Figure 2.7: The layout of the strips on the R ardsensors of the VELO, reproduced
from [40].

at ~10° to the radial. This is done to further reduce ambiguitiesrathk reconstruction,
and hence reduce the frequency with which hits in the VEL(pageed together incorrectly.
This layout results in the pitch on@sensor ranging from 3gun at the inner edge, to 97
um at the outer edge, with the strip length ranging from mfh to 24.9 mm. The average
strip occupancy is consequently 1.1% in the inner regiod,(ain% in the outer region [40].
Each VELO sensor uses 16 Beetle readout chips [40] (32 per Ieoduith each chip
reading out the charge collected on 128 strips at a rateMftz. From there the analogue
signals are passed to TELL1 readout boards [40], which asecban Field-Programmable
Gate Arrays (FPGAs). There are four FPGAs per TELL1 and onel TEper sensor. The
TELL1 boards perform the basic pre-processing requiredHerVELO signals. Among
these actions is the digitisation of the analogue signalsyerting them to integer value
analogue-to-digital-converter counts (ADC counts) fockeatrip. Strips with high ADC
counts are then taken as ‘cluster’ seeds. The strips adjézdehese seeds are added to
each cluster, provided their ADC counts are above a certa@shold. The application of
a threshold is known as ‘zero-suppression’ and removes #jerity of background noise.
The centre-of-charge of each cluster is calculated as &{ndgght weighted position using

[44]
2stm’ps ADCst'ripxstrip

Feluster = EstripsADCstrip ’
wherex,,.;, is the R or¢ position of the strip, andlDCy,,,, is the ADC count of the strip.

(2.1)

This is taken to be the point at which a charged particle hiesdacted the sensor. These
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data are then sent to data acquisition system (DAQ) for fu€essing and reconstruction.

The resolution with which the cluster centre is measurecddgp largely on the spread
of the charge deposited in the VELO sensors by a traversiaggel particle. If the charge
is collected by only one strip one cannot infer anything nedveut the true position of the
hit than the position of that strip - such behaviour is known'l@nary’. If, instead, the
charge is shared between two or more adjacent strips, ttrébdigon of the charge across
these strips can be used to determine the hit position maegely [45]. The level of
charge sharing between strips is predominantly depenaehtageometry of the strips in the
VELO sensors. Finer strip pitch increases the likelihoat tharge is shared across several
strips. Also, particles intersecting the sensors at laaggyles, with respect to the normal
to the sensor plane, spread charge more evenly throughlitensiThus the hit resolution
improves with smaller strip pitch, and with larger inters@c angle. The critical geometric
parameter is the ‘projected angle’, which is the angle a@rsection when projected onto the
plane to which the strip is normal.

2.2.1.2 Track and Vertex Reconstruction in the VELO

Clustering is only the first stage of event reconstructiohaVELO. The following stages
are performed by the software package®REe[46], which uses fast reconstruction methods
to be used in the trigger, and also brBNEL [47], which performs more accurate recon-
struction after the data have been taken and stored. R @hdsters on a given module that
intersect each other are combined with the knawosition of the module to make (R7)
space points. A pattern recognition algorithm is then rusdlect sets of points that may
have been created by a single charged particle traversindetector. These sets of points
are then pieced together to make tracks in the VELO. Sevdfateht pattern recognition
algorithms are run, which can result in the same tracks bewmgd more than once. Conse-
guently, checks are made so that only one instance of eathisréiept.

In MOORE, a simple and fast ‘line of best fit' calculation is perform&@dobtain the
trajectory for most tracks, while those deemed to be of msyisiterest are fitted using a fast
‘Kalman filter’ technique [48, 49]; in BUNEL a full Kalman filter is performed for all tracks.
The Kalman filter finds the best estimate of the track trajgctaking into account scattering
and energy loss of the particle as it passes through thetdetaaterial. In all cases, any
tracks for which the best fit is not sufficiently good are disegl. This is done to remove so
called ‘ghost’ tracks, that are combinations of random &itd do not correspond to a single
charged particle traversing the VELO. Figure 2.8 shows amgte of tracks reconstructed
by the VELO, from a collision a{/s = 7 TeV observed during July 2010. Most sensors are
hidden so that the clusters and tracks can be seen clearbte@wn R sensors are shown in
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Figure 2.8: A display showing tracks reconstructed in the VELO, during collisions at
Vs =7 TeV in July 2010, reproduced from [50].

cyan, while clusters on sensors are in pink; the fitted track trajectories are shdwa b

Further tracking algorithms find track segments in the TT @manstream tracking sta-
tions, which are combined with the VELO tracks. Only thoselks which have been re-
constructed in both the VELO and TT and/or downstream tnaosdketain a momentum mea-
surement, as the particles making them have been displgabe Imagnetic field. This will
be described in more detail in sections 2.2.3 and 2.2.4.

Once all tracks have been found, the position of any PVs irteat can be determined.
MOORE again uses a fast estimation of the PV positions, by simmgjobramming the:
coordinate of the points of closest approach to the beaendinall tracks and taking the
mean as the of the PV [48]. BRUNEL uses an adaptive fit method, that iteratively calculates
the PV position so as to minimise thé of the PV, which is calculated as [51]

1P

2 track
=) — 2.2
Xprv traCkSU<IPtrack)2 ) (2.2)

where the impact parameter (IP) of a track is defined as itartie of closest approach to
the PV. At each iteration tracks WithPyack/0 (I Prack) > 4 are excluded from the fit, until
convergence is reached. For the best estimate of the ertbedR,o (1 Pyack), the momentum
of the track must be known; thus, the PV fit is performed atierWELO tracks have been
extended (where possible) into the downstream trackemrsrdgolution of IP measurements
is the topic of chapter 3.
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2.2.1.3 Performance of the VELO

The performance of the VELO is of critical importance to thajonity of LHCb analyses.
The most basic parameter measured by the VELO is the positisimgle hits, determined
by the cluster centres. The worst single hit resolution daatbe achieved by a silicon strip
detector occurs when electrons excited in the silicon byazetsing particle are only ever
collected by a single strip. In this situation, known as i, the single hit resolution
is simply given by (strip pitch)/12. The single hit resolution is measured as thef a
Gaussian fit to the hit residual distributions. Figure 2.8aves the distribution of residuals
in a single bin of projected angle and pitch with a single Gausfit, showing that the single
Gaussian describes the residuals distribution well. Eigu8b shows the resolution of hits
on the VELO R sensors, calculated from 2010 data, as a fumofistrip pitch, in two bins
of projected angle, with a comparison to the binary situatithe best resolution is 4m for
40 um pitch and large projected angles. This is the best singlebdlution achieved by any
LHC detector. As expected, the resolution increases witielapitch and lower projected
angles. The resolution could potentially be further imgavparticularly for tracks at low
projected angles, by studying the distribution of chargthiwiclusters. By doing so one
could modify equation 2.1 to account for any non-linear ahef@mce of the charge sharing
on the true point of intersection, as well as the variatiothm level of charge sharing as a
function of strip pitch and projected angle [45].

The resolution on the positions of PVs found in the VELO ioal$ great importance.
Equation 2.2 shows that the driving factor in this is the hetson on IP measurements. As
discussed in chapter 3 the IP resolution improves with eirg particle momentum. Figure
2.10a shows the resolution on thecomponent of IP (IP) measurements as a function of
pr. Again, the performance of the VELO is very good, achievimgsmlution on IR of < 36
um for particles withpr > 1 GeV. This is in reasonable agreement with expectations from
simulation. The excellent IP resolution is reflected in therBsolution. The resolutions on
thex andy PV co-ordinates are shown, in figure 2.10b, as a functionehtimber of tracks
included in the PV fit. For a PV using 25 tracks in its fit the taon on thex coordinate
of its position is just 13.1um, while the resolution on thg coordinate is just 12.5um
[50]. The average PV reconstructed in LHCb in fact use&0 tracks, but the method of
measuring their resolution requires dividing the constifutracks of a PV into two sets and
fitting a PV with each set.

Thus the VELO has been found to perform exceptionally wedllikkey areas for physics
measurements. Its performance with respect to IP measuotensediscussed in detail in
chapter 3.
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2.2.2 The Ring Imaging Cherenkov Detectors

The two Ring Imaging Cherenkov (RICH) detectors at LHCb providéigda identification
for the experiment - that is, determination of the specigzanficles observed in the detector
(i.e. electrons €), muons (1), pions (r), kaons K), or protons §)). To do this they exploit
the phenomenon of Cherenkov radiation, whereby a chargédlpdraversing a di-electric
material (radiator) at a velocity greater than the localespef light in that material emits
photons. These photons are produced at an angle to thelgiartiiajectory that is dependent
on its velocity,v:

cosfc = i, (2.3)

nv

wherec is the speed of light in vacuum, amdis the refractive index of the material [52].
They are thus emitted in a cone around the particle as itrisasehe material, and can be
observed as a ring when they intersect a photo-sensitiV@cguror a givep each different
species of charged particle will produce a ring with a défdrradius. Thus knowing the
of a given track, one can compare the expected rings withitbops observed and so infer

the species of the particle that made the track.

2.2.2.1 Design of the RICH Detectors

There are two RICH detectors in LHCb as shown in figure 2.3: RICH] iGpositioned
before the magnet and is designed to perform particle ifiestion (PID) for low momentum
particles; RICH2 [54] is situated downstream of the magnedl, iandesigned to perform
PID for high momentum particles. The momentum range covdegnds on the radiator
material used: RICH1 uses aerogel, with~ 1.03, andC,F, gas, withn ~ 1.0014; while
RICH2 use<CF, gas, withn ~ 1.0005. Figure 2.11 shows the dependena&-adn particle
momentum for the different radiators and species of partist high momentum all particle
species become indistinguishable by ttgir- this is known as the ‘saturation’ point. Thus
RICH1 covers particles with momenta in the rangé GeV to ~70 GeV , while RICH2
covers the range from15 GeV to > 100 GeV. RICH1 also has a much larger angular
coverage, so as to provide PID for all particles within theegtance of the downstream
tracking stations. Its acceptance starts ahiad and extends to 30thrad in the horizontal
axis and 250mrad in the vertical axis, while RICH2 has a smaller coverage, fr@mikrad
to 120 mrad in the horizontal and 10@nrad in the vertical. Figure 2.12 shows schematics
of RICH1 and RICH2.

To observe the rings the Cherenkov photons must be colletttisds done using arrays
of Hybrid Photon Detectors (HPDs). A schematic of an HPD mshin figure 2.13. An
HPD is a vacuum tube with a quartz window, coated with a pleatitode material, at the

39



CHAPTER 2. THE LHCB DETECTOR

8. max
P RSP 242 mrad
Aerogel
7 150 B
13
o i
@ 100 | i
.: C4F10 gas
50 e 53 mrad
[ / S 32 mrad
0: - / , K . CF,gas
1 10 100

Momentum (GeV/c)

Figure 2.11: The Cherenkov anglé)-, of photons produced by different particles in
different radiators, as a function of the particle momentum. Reproduced[#0).

Photon

Magfetic Detectors
Shield 4
Il 2s0™®
Aerogel = " Spherical
(| Mirror
' || Beam pipe
e i =
1
veLo — T Track
exit window t
\Carbon Fiber
Exit Window
Plane
Mirror
| I I J
0 100 200 z (cm)

(a) The RICH1 detector, in the
y-z plane.

420 mrad.---

| //" Central tube
i+
-
\ | Spherical mirror

i Z | Flat mirror

g Quartz plane
= Magnetic shielding

(b) The RICH2 detector, in the:-z
plane (top view).

Figure 2.12: Schematics of the RICH detectors, reproduced from [40].

40



CHAPTER 2. THE LHCB DETECTOR

Si pixel array
(1024 elements)
Ceramic carrier

VACUUM

4
N > Photocathode
~—
~_(~20kV)
\‘\

~ _

Photoelectrons S
T T
- —
\ _— Electrodes
,//
-
-

FPhoton 7
-

electronics

bonds Binary
chip

Optical input
window

Figure 2.13: A schematic of a Hybrid Photon Detector (HPD) as used in the RICH
detectors. Reproduced from [40].

detection end. Photons incident on this window produce gletdctrons which are then

accelerated through a potential @20 kV, to be collected by an array of silicon pixels at
the readout end of the tube. This gives the HPDs the abilitetect single photons with a

good efficiency.

The HPDs are carefully shielded from the magnetic field oLtHEDb dipole, but a small
field of a few mT still penetrates to the HPDs. This modifies the trajectasiethe photo-
electrons within them from a simple straight line. Consedjyemferring the point at which
the Cherenkov photon was incident on the quartz window istneia, and care must be
taken to account for the magnetic field. Calibration is aakivy shining known patterns of
photons onto the HPDs and monitoring how the hit pattern ersilicon pixels is modified
by a non-zero magnetic field.

As the HPDs are necessarily very sensitive they must be radumitside the path of
the majority of particles produced in collisions, to mingaibackground noise and avoid
damage to their silicon pixels. Arrays of highly reflectivemors are thus used to direct the
Cherenkov photons into the HPD arrays - their positions in RIGRA. RICH2 are shown in
figure 2.12. The first set of mirrors in both RICH detectors ateesipal, and serve to focus
the rings of photons and direct them out of the LHCb acceptaheesecond set are flat and
simply direct the photons into the HPD arrays. The mirrorsiine very precisely aligned
and monitored for movement - this is done via the Laser AligntrMonitoring System
(LAMS) [55].
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Figure 2.14: An example of the distribution of photons observed in the HPDs of the
RICHL1 detector, with a comparison to the Cherenkov rings expected fwmea track
under ther andK hypotheses. Reproduced from [57].

2.2.2.2 Particle Identification in the RICH Detectors and is Performance.

Each track reconstructed in LHCb is extrapolated to the HRByaras if it had been re-
flected by the RICH mirrors; its point of intersection with th®Bis then lies at the centre
of any rings of Cherenkov photons it may have produced. TheaRjbrithm tries five mass
hypotheses for the track,(u, 7, K, andp). For each mass hypothesis it uses the momentum
measurements provided by the tracking systems to caldhlatexpected. for that track,
and thus the expected radius of any Cherenkov rings prodsbed|d it be of that species.
By comparing the hypothesised ring radius with the distidyubdbf the photons observed it
constructs a likelihood for each mass hypothesis [56]. fei@ul4 shows an example of the
distribution of photons observed in the HPDs of RICH1 compavigd the expected distri-
bution for a given track under the andK hypotheses. There is a clear ring observed that
matches thd< hypothesis, while only one photon hit lies on the ring expddtom ther
hypothesis. Thus this track is assigned a high likelihoobledfig ak.

Such a process has a certain rate of mis-identification, etdyeit identifies a track as
being of a certain species other than its true identity. THeiency with which the PID
algorithm performs can be checked, without the use of siimmaby using decay channels
for which the kinematics of the decay products are suffidiemtentify them without using
the RICH detectors. To check this farK separation the decap*t — DO(Km)wt is
used, as applying a tight constraint ai{D**) — m(D") is sufficient to select a very clean
signal sample. Figure 2.15 shows the efficiency, as a fuma@fanomentum, of correctly
identifying aK as aK, and wrongly identifying at as aK. As expected, correct PID
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2010 data. Reproduced from [57].

becomes much more difficult at high momentum. The mis-I1D aatew momentum is also
higher than was expected. This is because the aerogel, wbigrs the low momentum
region, absorbed th€,F;,, somewhat reducing its efficacy as a radiator. However, the
performance of the other radiators has been as expectedsfroatation. Thus, the RICH
detectors perform their task very well, achieving on averagorrect PID rate of 90 %

and a mis-ID rate ok 10 % formt, K andp. They are thus indispensable for most physics
analyses at LHCb.

2.2.3 The Dipole Magnet

The dipole magnet at LHCb [58] provides an integrated magriigtid of ~4 Tm in order
to displace the trajectories of charged particles and all@ar momenta to be measured. A
diagram of the magnet is shown in 2.16. It is a warm (not sgpeducting) magnet con-
sisting of two identical, saddle shaped aluminium conchgptioils positioned symmetrically
above and below the beam-line. It operates at a nominalmusfé.85 kA. Its polarity can
readily be reversed, so as to cancel any asymmetries in teetaa efficiency that might
fake CP-violation. Throughout data-taking in 2010 and 2014 has been done regularly,
and an approximately equal quantity of data has been takéneach polarity.

In order to make accurate momentum measurements the mafieletistrength through-
out the detector must be known very precisely. To this endnzegwf the magnetic field
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Figure 2.16: A diagram of the LHCb magnet, reproduced from [40].

strength was made in 2005 and again in 2011 using Hall probhs&s achieved a spatial
accuracy of 0.2mm and a magnetic field strength accuracy~d.2 mT . The results of
the 2011 survey are shown in figure 2.17. Over a distaneeSofn it provides an average
magnetic field strength 0£0.8 T in the y direction, thus achieving an integrated field of
~4 Tm . The resolution of momentum measurements achieved issisdun section 2.2.4.

2.2.4 The Tracking System

The tracking stations downstream of the VELO serve to pmvittasurements of the tra-
jectories of charged particles before and after the madaet|low measurement of their
momenta. There are four stations: the TT, positioned bef@enagnet, and T1, T2 and T3
downstream of the magnet. The TT and the inner regions of I &+€ subject to very high
particle flux, thus they must be very radiation hard, and renféciently high granularity
as to keep occupancies low enough for reliable pattern rettog. For these reasons they
consist of silicon strip sensors. They are collectiveleredd to as the Silicon Tracker (ST),
with the inner regions of T1-T3 alone known as the Inner TeackT). The outer regions
of T1-T3 - known as the Outer Tracker (OT) - suffer signifi¢géss irradiation, and so
cheaper ‘straw tube’ drift-time sensors are used.
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2.2.4.1 The Silicon Tracker

The Tracker Turicensis (TT) [40, 60] is a planar trackindistg 150 cm wide and 130cm
high, covering the full angular acceptance of LHCb. It isa&i@d after RICH1 and before
the magnet, as shown in figure 2.3. It consists of four plafieslioon strip sensors with
an (x-u-v-x) layout, shown in figure 2.18; the layers have their detection strips aligned
vertically, while theu andv layers have theirs rotated througly° and+5° to the vertical
respectively. This is done for similar reasons as the digpieent of the strips on the VELO
¢ sensors from the radial line, as described in section 4.2 that is, to remove ambiguities
in hit association and ease pattern recognition. The T@asilsensors are 500m thick, 9.6
cm long and 9.4cm wide; they have a strip pitch of 183m and 512 readout channels each,
giving it a total active area of 8.2 and 143,360 readout channels.

The Inner Tacker (IT) [40, 62] makes up the inner region otkinee downstream tracking
stations T1-T3 . The sensors are arranged in a cross shapenl@ide and 40cm high,
about the beam-pipe, as shown in figure 2.19. Each statiofobasayers with the same
(z-u-v-zx) layout as the TT. The IT sensors are either 324 or 410 pum thick and are 7.6
cm wide and 11cm long; they have a strip pitch of 198m and 384 readout channels each.
This gives the IT an active area of 41* and a total of 129,024 readout channels.

2.2.4.2 The Outer Tracker

The Outer Tracker (OT) [40, 63] makes up the portions of T1fa&hest from the beam-
line. Due to the lower particle flux in this region cheaperdst-tube’ drift-time sensors are
used. Each ‘straw-tube’ consists of an outer tube withrarb diameter, made from 2fum
thick polyimide, to make them gas tight, and 12:m aluminium, to transmit the signal
and provide electrical shielding. At the centre of each tisba cathode of 4Qum thick
carbon doped polyimide. The tubes contain a mixture of 70 goArand 30 %O, which
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Figure 2.18: The layout of the four detection layers of the TT
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Figure 2.19: The layout of the IT sensors. Reproduced from [61].
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Figure 2.20: The layout of the TT, IT, and OT together. The TT and IT are shown in
purple, and the OT in blue, with the beam-pipe shown in red. Reproduaed[#0].

is ionised by traversing charged particles; the electrid fo¢ the inner cathode attracts the
ionisation electrons which create a measurable signal.cibsen gas mixture ensures that
the electron drift time is< 50 ns for the majority of hits.

Each module comprises two staggered layers of 64 tubesnmaki8 readout channels;
the diameter of the tubes give the sensors a piteh®fnm. The three OT stations consist of
four layers of sensor modules, arranged in the same-x) layout as used in the ST. The
stations have acceptance up to 3@6ad in the horizontal axis, and 256irad in the vertical;
each station has an active area9 m? , giving a total of~55,000 readout channels. The
layout of the TT, IT, and OT together is shown in figure 2.20.

2.2.4.3 Performance of the Tracking System

Reconstruction in the tracking stations follows much theesanocedure as was described
for the VELO in section 2.2.1.2: pattern recognition, falled by duplicate removal and
track fitting. The track segments found in the VELO are themlomed with those in the
TT and T1-T3 . The knowledge of the magnetic field, descrilmedection 2.2.3, is used
to estimate the curvature of the particle trajectories ay thaverse the detector and thus
provide a momentum measurement.

The ST has achieved a hit resolution 068 yum , while the OT has a hit resolution
of ~230 um [64]. Further, the full tracking system has achieved itgéarmomentum
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Figure 2.21: An example of the invariant mass resolutions achieved by the LHCb track-
ing system using 2010 data. Reproduced from [64].

resolution ofo (p) /p ~ 0.4%, and consequently achieved some exceptional mass respti
as shown in figure 2.21.

2.2.5 The Calorimeters

LHCb has two calorimeters [40, 65], situated between the dinst second muon tracking
stations: the Electromagnetic Calorimeter (ECAL) is usedrtvide position and energy
measurements for photons and electrons; the Hadronic @edtat (HCAL) does similarly
for hadrons - neutral hadrons in particular, as they caneatdtected by the LHCb tracking
system. They are particularly useful in the first level (L@Yder, as is described in section
2.2.7,as well as for PID. In order to distinguish electransfhadrons the ECAL is preceded
by a Scintillator Pad Detector (SPD), that identifies chdngarticles and allows rejection of
neutral hadrons, and a Pre-shower detector (PS), whichtdetiectromagnetic showers, and
thus identifies only electrons.

2.2.5.1 Design of the Scintillator Pad and Pre-shower Dettars

The SPD and PS detector modules use pads that scintillate trdneersed by charged par-
ticles. The light thus produced is read out by wavelengiftish (WLS) fibres and then
reflected along clear plastic fibres to photo-multiplieresilPMTSs). In the case of the SPD
and PS multi-anode PMTs (MaPMTSs) are used - they receive 6dsfimach, and allow the
fibres to be read out individually, giving a fine granularitythe sensors.

The SPD and PS are in fact almost identical in their designem@xfor the fact that
the components of the SPD are al0.45 % smaller than those of the PS. They consist of
rectangular scintillator pads of varying size, dependingheir distance from the beam-line,
as shown in figure 2.22a. This is to account for the vast diffee in occupancy between
the inner and outer edges of the detector, as has been diddiosthe VELO and tracking
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Figure 2.22: Diagrams showing the segmentation of the calorimeter components. Re-
produced from [40].

stations. Their active area is 716 wide and 6.2m high, and they have a total of 12,032
readout channels.

They are placed on either side of a hbn lead plate, which corresponds to 2(%, and
causes electrons to produce electromagnetic showers. thau&PD determines whether a
traversing particle is charged, then the PS determinesh&héthas created an electromag-
netic shower in the lead plate, allowing the identificatidelectrons.

2.2.5.2 The Design of the Electromagnetic Calorimeter

The ECAL is designed to provide position and energy measurestier electrons and pho-
tons. Each ECAL module consists ofidm of lead, to induce electromagnetic showers,
followed by 4 mm of scintillator material. The scintillator pads have a $anidesign to
the SPD and PS sensors, using WLS fibres to read out the ligduped, except that the
fibres are grouped in bundles, and each bundle is passedngla BIMT, giving a coarser
granularity. The ECAL consists of 66 layers of such modulda# wach layer arranged as
shown in figure 2.22a. This results in a total depth ofe2, which corresponds to 25,,.
The energy resolution thus achieved is

O‘E_Ng%

- e 0.8%, (2.4)

whereFE is in GeV.

2.2.5.3 The Design of the Hadronic Calorimeter

The HCAL is designed to provide position and energy measum&syfer hadrons, particu-
larly neutral hadrons that cannot be detected by the trggtations. Similarly to the ECAL
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particles

Figure 2.23: The layout of an HCAL module. Reproduced from [40].

sensors, the detector modules consist of alternating bésand scintillator layers each 1
cm thick, though iron is used as the absorber material. A furdiféerence is that the scin-

tillator and absorber plates are oriented parallel to tfarbéne, as shown in figure 2.23. In
the longitudinal direction each iron plate is of length the interaction length of hadrons in
steel. Again, WLS fibres are used to read out the light from ¢h&ilator pads to the PMTSs.

The granularity of the HCAL modules is varied with distanaanfrthe beam-line, as shown
in figure 2.22b, by grouping together the WLS fibres from diffgrnumbers of cells to be

read by a single PMT. The energy resolution thus achieved is

Of _N69%

— ~ 0 2.5
- \/E@ %, (2.5)

whereFE isin GeV.

2.2.6 The Muon System

The LHCb Muon tracking system [40, 66] is designed specifidalldentify any muons in an
event. It consists of five stations, M1-M5, with M1 positiongefore the calorimeters, so as

to provide more accurate transverse momentu) fneasurements to the trigger (discussed
in section 2.2.7), and M2-M5 after the calorimeters, as shiwfigure 2.3. Iron absorbers

80 cm thick are placed between stations M2-M5, so only high moomanp >~ 6 GeV)
muons penetrate to M5. M1-M3 have relatively fine granufaritthe horizontal direction,

SO as to provide accuratg- measurements, while M4 and M5 are much coarser, and serve
mainly to identify high momentum muons. The stations inseetn surface area as their
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distance from the interaction point increases, so as totaiaitheir angular coverage of 20
mrad to 306 mrad in the horizontal axis, and 1farad to 258 mrad in the vertical.

The sensors in M2-M5 are Multi-wire proportional chambevBA(PCs); M1 requires
greater radiation hardness due to its proximity to the audton point, and so uses Gas
Electron Multipliers (GEMSs) for its innermost region, andWPCs elsewhere. As with the
other subdetectors in LHCb, the granularity of the muon@tativaries with distance from
the beam-line, to account for the wide variation in partftle. They are divided into four
regions, R1-R4, at increasing distance from the beam-lingh@sn in figure 2.24. A sensor
in R1 of M1 is~ 10 x 25 mm. The granularity of each region scales with the ratio 1&:4:
So as to give each region roughly the same occupancies.

2.2.6.1 Design of the Gas Electron Multipliers

The innermost region, R1, of M1 consists of 12 GEM chambers Sénsitive regions of
each GEM chamber comprises two triple-GEM sensors. A u@#M sensor consists of an
anode and cathode layer, between which lie three GEM foitesnded by inert gas. A bias
voltage is applied to the cathode and three GEM foils. Thussation electrons produced
by a traversing muon in the drift gap between the cathode &kl ®ils are accelerated
through the GEM foils, and are multiplied by each transitiantil they reach the anode and
are read out as a signal. A schematic of a triple-GEM senssitas/n in figure 2.25. The
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Figure 2.25: A schematic of a triple-GEM sensor, as used in R1 of M1. Reproduced
from [40].

gas mixture used idr, CO, andCFy in the ratio 45:15:40, which has been found to give
drift times of less than 3is.

2.2.6.2 Design of the Multi-Wire Proportional Chambers

The remainder of the muon stations are composed of 1368 MWPAZH dhamber consists
of two cathode plates, spacediom apart and held at 260¥'; between these plates 30n
thick gold-plated Tungsten wires are fixed, witm#n spacing, in a mixture ahr, CO, and
CF, inthe ratio 40:55:5. Charged particles traversing the cleroteate ionisation electrons
which are accelerated towards the wires, where they candaeaat. The chambers in M1
consist of two layers of MWPCs, while in M2-M5 four layers aredsFigure 2.26 shows a
schematic of a four layer MWPC.

2.2.6.3 Performance of the Muon System

The layers in each muon chamber are taken as a logical OReawiee the presence of a
muon. In doing so the GEMs achieve an efficiency of more th&,96hile the MWPCs
achieve an efficiency of more than 95%. Figure 2.27a showsfflogency with whichu are
correctly identified, as a function of while figure 2.27b shows the efficiency with which a
mis mis-identified as a. This is calculated using pairs pffrom JAp decays, as thé& can
be positively identified by its invariant mass, without ygsihe information from the muon
system. The correct ID rate is 95 % and the mis-ID rate is just a few % for all momenta,
demonstrating the excellent performance of the muon system
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Figure 2.26: A schematic of a four layer MWPC, reproduced from [40].
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2.2.7 The Trigger System

Due to the high collision rate provided by the LHC only a frastof events reconstructed
in LHCb can be retained. The decision of whether to keep oradisany given event is
made by the Trigger system [40]. The rate of events detegtddH€Cb during 2011 was
~10 MHz. The Trigger is designed to reduce this to a manageablegetoate of~3 kHz,
by selecting only those events that are most interestingtigsics analyses. The limiting
factor in the data retention rate is the computing resouawagable: the data can only be
written to permanent storage at a certain rate, and a limidhgme of raw storage space is
available. Further, the data must be copied to severalitaglobally, both for backup and
to spread the demands on any one storage element, and so enofsé bmanageable size.
Finally, the full offline reconstruction of the data is very Cihtensive, taking~1.5 s per
event. Full datasets must be reconstructed within reasetiafe limits, so time cannot be
spent reconstructing events that are of limited physicyast.

In order to reduce the retention rate while maximising tlgmail content of the data the
Trigger is designed in three levels: the level-0 (LO) triggend the High Level Triggers
HLT1 and HLT2. These are operated in a logical AND mode, shahanly events passing
LO are processed by HLT1, and only events passing HLT1 areepsed by HLT2. Events
failing any of these stages are discarded, while those st @ll three are sent to permanent
storage.

2.2.7.1 The Level-0 Trigger

The LO trigger is hardware based and aims to reduce the eaémtfnom~10 MHz to
~1 MHz, the rate at which data from all detector components canduk oat. It is imple-
mented in custom electronics, called the LO Decision Ui§U), as it is required to make
a decision within 1us. Consequently it only uses information from the calorimg&tenuon
stations and the VETO stations of the VELO. Due to the redfitihigh mass of mesons and
baryons containing andc quarks their decay products tend to have high transverseamom
tum, pr, and energyFr, of severalGeV/c. Thus the LODU uses the calorimeters to look for
high Er clusters, produced by electrons, photons or hadrons, @nhtion stations to find
pairs of highpr muons. Events with very high track multiplicity contain to@ny potential
backgrounds to be worth keeping, thus the LODU also usesPie&hd the VELO VETO
stations to perform a quick estimate of how many tracks cartenstructed by LHCb, and
discards events in which this number is too high.

Should an event contain a sufficiently high vy, e, or hadron, or a sufficiently highy
pair of muons, and sufficiently few reconstructable tradkis,passed to HLT1; otherwise it
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is discarded.

2.2.7.2 The High Level Trigger

The data from all detector elements are read out for evesssmaL0. These data are then
passed, at a rate efl MHz, to the Event Filter computer Farm (EFF), which runs the HLT
algorithms. The HLT is implemented in+@ in the software package ®DRE and uses
simple, fast reconstruction algorithms. During early datking in 2010 there were 4400
computer cores in the EFF, and another 4800 were added thatb&d¢o enable data taking
at higherZ. In 2011 thel increased further and 6000 more cores were added, brinigeng t
total to 15,200.

HLT1 attempts to confirm the LO decision by matching the @tssin the calorimeters or
muon stations to tracks in the VELO and tracking stationgomfirm the absence of tracks
for clusters made by and neutral hadrons. For charged particles the matchddrirast be
confirmed to have sufficiently highy, and have an impact parameter greater than thii
with respect to all primary vertices in the event. HLT1 reglithe retention rate to30 kHz,
and passes the events selected to HLT?2.

HLT2 uses the full detector information to reconstruct ael¢st candidates for the de-
cay channels of interest for physics analyses. It consisisamy selection algorithms of
many different types, each looking for a specific decay ckhand applying different re-
quirements to the candidates found. This is done by the aoétywackage BVINCI [68].
The candidates are made by combining sets of tracks undéygehesis that they are the
decay products (‘daughters’) of a single ‘mother’ partickheir momenta are summed to
give the momentum of the mother particle, and a vertexingrélgm run to find the most
likely decay point of the mother.

Most selections require that the tracks make a good vergpass within a minimum
distance of each other; that the sum of the tracks’ momenitasufficiently close to a
primary vertex; and that the invariant mass of the mothes thade is within a certain range
of the known mass of the particle they aim to select. The fdbnstruction performed in
HLT2 also allows the selections to use error information atugs like flight distance and
impact parameters, and thus cut on thgirather than their raw values, as is done in HLT1.
Some selections require the mother particle to be fully metocted.e.g.D* — K, and
are thus called ‘exclusive’ selections; others, known msltisive’ selections, only require
the mother to be partially reconstructedy.B° — JAp X, whereX can be any particle, and
need not necessarily be reconstructed.

Each selection in HLT2 is taken in a logical OR to decide wheth keep or discard an
event, thus reducing the event retention rate-®kHz. Events passing HLT2 are sent to
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permanent storage, to be fully reconstructed offline and usphysics analyses.

2.2.8 Offline Data Processing and Simulation Software
2.2.8.1 Offline Data Processing

Once the raw data selected by the trigger are stored, thel/todee reconstructed fully be-
fore any physics analyses can be performed. The offline sbaartion is performed by the
software package BUNEL. This takes the raw hits and clusters read out from the detect
and produces tracks and primary vertices, as was descobéuef VELO in section 2.2.1.2.
It then associates these tracks with Cherenkov rings in the RI€Ectors, as described
in section 2.2.2.2, and with clusters in the calorimeteid mion stations, and produces a
likelihood for each track being, K, e, u or p. The track and vertex fitting, and the PID
algorithms used by BUNEL are very rigorous, and result in a significant improvement in
the resolutions of measurable parameters over the fastithlgs used in MDORE How-
ever, this makes reconstruction process very CPU intertsikag ~1.5 s per event. Thus
all the data from stable running periods are reconstructesingle sessions at times when
stable versions of the reconstruction algorithms and tatetignment information are pro-
duced. The processing session for data from the 2011 runsgdral months to complete.
A ‘reprocessing’ involves running the reconstruction otaddat have been previously re-
constructed, and is only performed when it is deemed entiretessarye.g.when a new
detector alignment has been produced that significantlyorgs the data quality. The files
output by BRUNEL contain all the information concerning the fully reconstad PVs, tracks
and their PID likelihoods, and are saved to permanent storag

With the fully reconstructed tracks with full PID informati available, searches can be
performed for the particles of interest, suchBaandD mesons. This is performed by the
software package B/INCI, as was described for HLT2 in section 2.2.7.2: sets of tracks
are combined under the hypothesis that they were made byatighters of a single mother
particle, and the mother particle’s momentum and trajgati@fined as the sum of those of
the daughters. Similarly to HLT2 a set of selection algonishare run on the data, each
looking for a separate decay channel and applying diffeselgction criteria to the candi-
dates found. These are known as ‘stripping’ selections,dffel from HLT2 in that they
are performed on the fully offline reconstructed data, amdecgoloit the significantly better
resolution on measurable parameters. The stripping g@hscserve to confirm the HLT2
decisions, or apply tighter selections to remove backgieunore effectively, using all the
information available offline. The stripping algorithmseaun directly after the data have
been reconstructed, during a data processing or repragessssion. The stripping algo-
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rithms are grouped broadly by the specific decays they amadys. B meson decays, dp
meson decays. Each group produces its own output files wioicstitute a much reduced
dataset containing only the candidates that are of intévdsie specific analyses for which
the stripping selections in that group were designedV Dci can then be run again by
the end user to extract the parameters of interest for theilyaes from the candidates thus
storede.g.the mass or proper decay time of the mother particle, so teaien be performed
to extract the underlying physics parameters.

2.2.8.2 Simulation Software

Although the analyses presented in this thesis use daendechniques for the measurement
methodology and to evaluate systematic uncertaintiesiratesimulation of the whole colli-
sion and detection process is important to verify many msyanalyses performed at LHCD.
For this reason a full simulation of the LHCb detector has begtien using the software
package GANT4 [69]; this is contained in the software packageuSs. GAUSS uses the
physics simulation packageyPHIA [70] and BE/TGEN [71] to simulate proton-proton col-
lisions like those provided by the LHC. The patrticles thusdoiced are then propagated
through the simulated detector and their interactions tiéhdetector materiag.g.scatter-
ing and deposition of energy, is also simulated. The responshe detector elements to
these energy deposits is simulated by the packagelB. The energy is transformed into
signals in the detector sensors, and any pre-processifgriped by the detector readout
electronics is also simulated, resulting in raw data in Hraesformat as is read out from the
detector in reality.

From there, the simulated data can be treated identicathat®a read out from the detec-
tor: the trigger can be run using®RE the data can be fully reconstructed usinguBlEL,
and parameters of interest extracted lMINCI. The added benefit of the simulated data is
that the particles generated by FH1A can also be saved. By accessing this information and
comparing it to the hits, tracks and particles reconstdigteéhe detector one can easily as-
sess reconstruction and selection efficiena@és, in addition one can confirm the validity of
any physics analyses by comparing the values of the phyaiesneters extracted from the
reconstructed data to those used in generating the colissad their products. Thus such
simulation is essential to verify the performance of theedtetr and the analyses performed
using the data it records.

57



CHAPTER 2. THE LHCB DETECTOR

2.3 Summary

This chapter has described in detail the design and perfarenaf the LHCb detector, one
of the experiments on the LHC at CERN. Each of the subdetectonpising LHCb was
discussed in turn and details given as to their constructibhere possible, an evaluation
of their performance using data collected so far by LHCb wamsvsh demonstrating the
excellent performance of the detector as a whole. The trigg&tem, used to select which
events to keep and which to discard, was described. The datagsing required to perform
physics analyses, and the software packages that perfowastalso discussed. Finally, a
brief description was given of the software packages us@eiforming full simulations of
the physics processes at the LHC and the response of the LH&tiale How these are used
to verify the performance of the detector and the accuratlyeophysics analyses performed
at LHCDb was also detailed.
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Chapter 3

Measurement and Characterisation of
Impact Parameter Resolutions

The impact parameter (IP) of a track with respect to a cegpate point (such as a primary
vertex (PV)) is defined as the distance of closest approatheofrack to the point, as is
shown in figure 3.1a. Tracks made by daughters of long livetighes, that are produced
at a displaced decay vertex, consequently tend to have nangér|IPs with respect to any
PVsin an event, as is shown in figure 3.1b. Further the IP ol#tugihter particle is strongly
correlated to the proper decay time of the mother particle:

Py, = |IP]
— |DV — PV|siné
|pmother|T <in 8, (31)

Mmother
where PV is the position of the PVDV., 5., iners Mimother @andT are the decay vertex, mo-
mentum, mass and proper decay time of the mother particie the opening angle of the
daughter particle with respect to the mother particle, eeffias

ﬁdaughter ’ ﬁmother (3 2)

Y

cosf = — -
’pdaughter ’ ’pmother ’

Wherep .. ni.r 1S the momentum of the daughter particle.

When looking for a specific species of particle all possiblmbmations of tracks are
tried to see if any of them fulfil the criteria for having beemade by the daughters of a
particle of that species, as described in section 2.2.8.s,Tbne type of background that
any analysis like those conducted at LHCb must deal with imfcombinations of random
tracks made by particles that don’t have the same mothercigatbut happen to produce a
candidate that looks like signal. Such candidates are krast¥oombinatorial backgrounds'.
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(a) The definition of the impact parameter of a track
with respect to a primary vertex.
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(b) The dependence of impact parameters of daughter particles
on the flight distance of their mother particle. Hdpd  is the
decay vertex of the mother particle, afithe momentum of the
daughter particle.

Figure 3.1
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Selection criteria are applied to all candidates to minamise background contamination.
The majority of tracks detected by LHCb are made by direct petslof the fragmentation
of the colliding protons, which are produced exactly at thve $uch tracks will thus have
small IPs with respect to the PV. The fact that the daughtklsng lived particles tend to
have very large IPs thus makes the daughter IP a very powssfattion criterion when
trying to exclude backgrounds. Cutting @#, is even more powerful. The?,, of a track is
defined as the increase RY, as calculated using equation 2.2, when the track is addéé to
PV fit (note that this is not exactly equal &2 /0%, as the position of the PV changes with
the addition of the track). Tracks made by particles prodwtehe PV have?, consistent
with having IP= 0, while those made by particles not produced at the PV tendve much
largerx?p.

As x?, cuts are so common it is very important to verify that the utaeties calculated
for IP measurements are accurate. To do this one must haagedatineasurements of IP
resolutions, and a full understanding of what affects tls®lgion on such measurements.
This chapter presents a method to evaluate the resolutibnwiiich IP measurements can
be made at LHCDb, without the use of simulation, and the restlis use. Detailed com-
parisons with results obtained from simulated data are mhate. Section 3.1 discusses the
effects that contribute to IP resolutions; section 3.2uBses the method used to evaluate IP
resolutions; section 3.3 demonstrates how the expecteal/tmefn is observed, and makes a
comparison between real and simulated data; and finalliipee®.6 presents a more detailed
analysis and comparison, including checks of the errorpatasation.

3.1 Contributing Factors

There are three main factors that cause a reconstructddttrateviate from the original
trajectory of the particle that made it, and thus influen@erésolution with which IP mea-
surements are made: the resolution with which the positigingle hits on the track can
be determined (the ‘detector resolution’ or ‘single hitalesion’); the amount of detector
material through which particles must pass; and the distAetwveen the first hit on a recon-
structed track and the interaction point [72]. The effed¢these factors are shown in figure
3.2.

A particle passing through the detector material interattts the electrons and nucleons
therein and is deflected through a small artigleThe distribution of the scattering angles is
assumed to be Gaussian with mean zeroagiven by [73]

op = O'Oj.ﬁx/x/)(g[l + 0.0381In(z/Xo)], (3.3)
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(a) A diagram of the VELO showing the effects of multiple scatigrin
detector material and extrapolation distance to the intenma point on im-
pact parameter resolution. The solid red lines show thettajectory of
the particle, while the dashed red lines show the recortstiutajectory
of the particle. When a particle passes through the detecaberial its
trajectory is displaced by a small angi¢ When the trajectory is then ex-
trapolated back to the PV over the distarkg this causes a displacement
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(b) A diagram of the VELO showing the effects of single hit resialn
and extrapolation distance to the interaction point on ichgerameter
resolution. The solid red lines show the true trajectonhefitarticle, while
the dashed red lines show the reconstructed trajectoryeopdinticle. As
the reconstructed hit positions are slightly displacednfitbe true point
of intersection of the particle with the sensors this caasdisplacement
to the IP when the trajectory is extrapolated to the PV. The sff this
displacement is dependent on the single hit resolutionsagh &it, the
extrapolation distance to the PV, and the distance betweetwb hits.

Figure 3.2
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wherep is the momentum of the particle iGeV, x is the distance travelled by the particle in
the material, and, is the radiation length of the material. The resulting cibution to the
IP resolution is the scattering angle multiplied by theatise between the interaction point
and the first hit on the reconstructed tratk; .

To evaluate the effects of single hit resolution one mussit@r how a track is recon-
structed from the hits in the detector. If a track is recargded using linear interpolation
between two space poinfs andr; its trajectory is given by

7(t) =71+ (13 — ri)t, (3.4)

wheret is the parameter of the line. Assuming the PV is at the origenvalue oft at the
point of closest approach of the track to the R¥A- ) is found by minimisingf(lﬁ)|2 with

respect ta, which gives
—71 - (13 —71)

tpoca = —— (3.5)
3 — i
Thus the impact parameter is
IP = F(tpoca)
= 71+ (3 —71)tpoca
—r1 - (19 — 1]
_ ﬁ+(r3—ﬁ)( 1H( i 1))
3 — 71
1 ol o o oo o o
= —— (7"1 |r5 — 7“1|2 —(ra—r1) (r1 - (ra — rl))) . (3.6)
13 — i
Adopting a 2Dr-z coordinate system such thgt = (T"> this simplifies to
ZTZ
ponlezzzalezn) (a-a (3.7)
2 — i —(ry — 1)

Requiring that the track passes through PV (the origin) we tiaatr; = j—fﬂ, Sory = 27,
which givesI P = 0.

The finite single hit resolution results in the reconstrddié positions being slightly
displaced from the true point of intersection of a particiéhvthe sensors. If one neglects
the z resolution but applies anresolution such that, — r,, + dr,,, requiring that the track
passes through the PV in the absence of the resolution £ffjects

P — (T1+5rl)(z2—21) —21(2—37‘14—67“2—7‘1 —57’1) 29 — 21
|T_é —’I"_i|2 _(i_frl +(5T2 — 7 —(S’l”l)
. 5?"122 — (5T221 29 — 21 (3 8)
75 — 7| —(2ry + 0ry — 11 — 0r1) ' '

63



CHAPTER 3. STUDY OF IMPACT PARAMETER RESOLUTIONS

Thus

IP

; 2
_ ((57’122 0r221) ((z2 —21)% + (97’1 +0ry — 1y — 5r1)2)>

|75 —ﬁ\4 z1

BRI S (3.9)
2 — i

Figure 2.9a shows that the single hit residuals are wellrde=st by a single Gaussian, thus
the resolution parametess,, follow Gaussian distributions with mean zero. When Gaussian
random variables are added or subtracted the resultingblaris Gaussian with? equal to
the the sum of the variances of the underlying variables nagan equal to the sum of their
means. Thus the contribution to the IP resolution that testdm the single hit resolution
will be Gaussian with mean zero andjiven by

2.9 2.2
9 012 +032)
hit = T o o2

S o2 (3.10)
|3 — 71
whereg,, is ther hit resolution at,,. Figure 2.9 shows that thehit resolution is linearly
dependent on the strip pitch. One can crudely approximatedhation in strip pitch of the
VELO sensors as being proportional to the radial distanoe fithe beam-line. Under this
approximation one has that = :—“fal = j—fol, and so

2 20%33
O hit [T
|75 — 71
= f1220-%7 (311)

wherefi, = V2 =2 is the ‘extrapolation factor’ [72]. As the PVs reconstruthey LHCb

75—

are not exactly at the origin one must replagewith z; — zpy = Azgp, and sof;; =

\/5 Azo2

lra—ri|”

Of course, tracks in the VELO are reconstructed from hits mramnthan two VELO

stations. Thus a point in theth station downstream of the first hig,, is used instead
of r3 to calculate the extrapolation factgy,. Using that|r, — 71| "Z2° Azge, One has
that f1,, "¢ /2, and so the contribution of hit resolution to IP resolutisrréduced as
increases. Particles are also scattered as they pass lthiteeigensors downstream of the
first hit on their corresponding track. Thus, exactly whdab use is dependent on theof
the particle. As each VELO sensor is 3@@n thick and the radiation length of silicon is
93.7 mm a VELO module comprises 0.64 % of one radiation length. Irj [78 reasoned
that, as the VELO stations are spaced3th apart about the interaction point, equation 3.3
finds that the displacement due to multiple scattering ofrtigba as it travels between two

VELO stations isﬁ% mm, for p in GeV. As the mean single hit resolution is8 pm
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this displacement is smaller than the hit resolutiongfor 4 GeV. Thus one should use
n =2+ |p/4], forpin GeV, to calculatefy,,.

In 2D geometry the IP resolution can thus be described by a<$@uwith mean zero
ando given by

o 9 2 A2
Orp = Ony +09An

0.0136
~ st (

2
V2 /Xo[1 +0.038 ln(:c/XO)O AZ
0.0136

= o+ ( v /Xo[l+0.038 ln(:p/Xo)}) 7, (3.12)

usingAg; /p = r1/pr, wherer; is the radius of the first hit on the track.

In 3D geometry an IP has two degrees of freedom - three as distance in 3D space,
minus one from the requirement of being taken at the poinliosiest approach to the PV. The
two underlying variables have identical Gaussian distidns witho given by equation 3.12,
and so the measured IP resolution is decoupled into its Hddy components, as shown
in figure 3.1a. Due to the forward geometry of LHCb theomponent is negligible. An IP
measurement in 3D space is thus simply the sum in quadratit®©andy components,
\/IP? + IPf/. The mean offset of such a measurement from its true value/és dpy the
resolution on the 1D components multiplied b /2.

Measuring ther of the distributions of IRand IR, as a function ol /p; one thus expects
a roughly linear distribution witly-intercept dependent on the single hit resolution, and gra-
dient dependent on the detector’s material budgigthas some dependence on momentum
due to the dependence ofon momentum. However, as this is a much weaker dependence
than for multiple scattering it contributes little to theagrent of the distribution.

3.2 Measurement Methodology

As stated previously, the vast majority of particles detddty LHCb are produced exactly
at the point of the proton-proton collision, and thus onlyéhaon-zero IP due to resolution
effects. Assuming the fraction of particles produced apldised decay vertices and the
fraction of mis-reconstructed tracks to be negligible, oae examine IP resolutions simply
by measuring the IP of all reconstructed tracks with resfmettte PVs in an event.

As there is a non-zero resolution on the position of recoestd PVs this also makes
a small contribution to the measured IP. The position of a $#Wailculated by minimising
the x2, of a set of tracks with respect to the PV, as described in@eéti2.1.2 and in [51].
Consequently each track included in the fit has some influen¢keoposition of the PV. To
correctly account for this each track must be excluded freenRV fit and the PV refitted,
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so that the track has no influence on the PV position, bef@a¢Rlof the track is calculated.
The contribution of PV resolution to the measured IP can b@msed by using only PVs
which have been fitted using a large number of tracks, andiives much smaller resolution
on their position. Alternatively, one can use an indepehderasurement of the PV position
resolution to decouple it from the measured IP.

In order to minimise the contribution from mis-reconstaettghost’ tracks and poorly
reconstructed tracks that are excluded from most analgsedity requirements are placed
on the tracks used. These are

x?(track)/NDOF (track) < 4

N.VELORhits > 5

N.TThits > 0
> 300 MeV

< 500GeV, (3.13)

pr
p

where ‘N. VELO R hits’ is the number of hits on the track in VEIROsensors, and'N. TT
hits’ is the number of hits on the track in the ‘Tracker Turisis’ (the first of the tracking
stations downstream of the VELO). Té/N DOF cut simply requires the tracks to be well
fitted, and similarly for the minimum requirement on the n@mbf VELO hits used in the
track. An analogous cut on the minimum number of hits is useldliT1. The maximum
limit on p excludes any tracks that are very close to being straigbsjimnd thus have
very poor momentum resolution, while the minimum limit pp removes tracks that are
excessively curved, and thus likely to be mis-reconstdickgnally, requiring at least 1 hit
on the track in the TT reduces the likelihood that the VELOnseqgt of the track is mis-
reconstructed. Further, only tracks that have been recatst in both the VELO and the
tracking stations downstream of the dipole magnet are wsethese have the most reliable
momentum measurements. On simulated data these reducadtierf of ghost tracks from
~13 % to~1.7 %, and the fraction of tracks from particles producedigpldced vertices
from ~9.2 % to~3.9 %.

Having done this, one can then examine the distributiond®pfahd IR, and perform
Gaussian fits to extract the resolution.

3.3 Basic Characterisation

In this section the effects of PV resolution are suppresgeeduiring the PV to be recon-
structed with more than 25 tracks. This is a reasonably sdftas most PVs are recon-
structed with 50 or more tracks, but ensures that the PVugealis generally much smaller
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Figure 3.3: The distribution of IR residuals for tracks witth.35 < 1/pp[GeV/c] < 1.5
with a single Gaussian fit. Made using 2011 data.

than the IP resolution. To avoid any mis-association okisagith PVs only events with one
reconstructed PV are used. Figure 3.3 shows the distribofidP, residuals in the highest
occupancy bin of /pr overlaid with the single Gaussian fit. While the single Gaarssioes
not describe the data exactly it is sufficiently good as t@ gia estimate of the resolution.
Figure 3.4 shows the of Gaussian fits to the distributions of /Rnd IR, in bins of 1/pr,
with data taken in early 2011 shown in black. The resolutioin®, and I, follow almost
identical distributions and a strong, roughly linear, degence o /pr is seen, as predicted
by equation 3.12. The results of linear fits to the distribi are also shown. As is also
shown in section 2.2.1.3 for tracks with- > 1GeV the IP resolutions arec ~35 um,
showing the excellent performance of the VELO in this resp€he same measurement on
simulated data is shown in red. The differences betweersistugons for real and simulated
data are discussed in sections 3.4 and 3.6.

Due to the complicated shape of the RF-foil the material buglgees greatly across
different regions of the VELO. In particular, there is siggantly more material in the region
in which the two halves of the VELO overlap, as do the two safdbe RF-foil. Figure 3.5a
shows the mean amount of material, in radiation lengthsrs$etted by tracks between the
PV and their first hit, as a function of the azimuthal angle the tracks. The material budget
is obtained by extrapolating tracks through the simulae=stdption of the detector, for both
real and simulated data, and averaging the amount of mhaiteieasected by the tracks in
each bin. Thus, the value obtained may not be entirely atedioa real data, but at least
gives a rough estimate. Also shown are the regionstimat correspond roughly to the two
separate halves of the VELO- the A and C sides. In the oveegion, about) = +7/2, the
tracks intersect 3.5 times as much material before their first hit as tracksidetthe overlap
region. Figure 3.5b shows the resolution of B a function ofs, which clearly mirrors the
distribution of the material. As tracks with a rangegfvalues are used to make this plot
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Figure 3.4: The resolution of (a) IPand (b) IR, as a function ol /py, comparing mea-
surements made using 2011 data to those made using simulated data. This itheasur
as theo of a single Gaussian fit to the residual distributions in each bin, an example of
which is shown in figure 3.3.

the single Gaussian fits performed to obtain the resolutmnat fit the data very well, but
provide an estimate of the average resolution. Plottingé¢kelution as a function aof/pr
for tracks in the overlap region, defined@as [—2*, =3*] U [3F, 521, one obtains figure 3.5c,
while tracks outside the overlap region give figure 3.5d. §irgercepts of the distributions
in these two figures are very similar, while the gradient maokrerlap region is considerably
larger. This is in agreement with the predictions of eque8d 2, as the material budget only
affects the gradient of the distribution as a functiorl g, .

The fast reconstruction algorithms used in the HLT, desdtiim section 2.2.1.2, result
in a slightly worse single hit resolution than that of theongus methods used offline. Thus,
to evaluate the effect of varying the single hit resolutiore can compare the IP resolutions
attained in the HLT to those found offline, as shown in figuBa3Both the HLT reconstruc-
tion methods yield largeg-intercepts than the offline method, as a result of the pdater
resolution, again in agreement with equation 3.12. Thelgstfline of best fit' method used
in the HLT, labelled ‘HLT Unfitted’ in the figure, does not takéo account the scattering
of particles as they pass through detector; thus, multigaé&ering contributes more strongly
to the IP resolution, resulting in a steeper gradient as atiiom of 1 /pr. The fast Kalman
filter method used in the HLT, labelled ‘HLT Fitted’, does msoiffer from this short-coming.
Hence, it agrees well with the offline resolutions at lpw(high 1/pr), and differs only at
high pr due to the poorer hit resolution. It in fact appears sligltter than the offline
resolutions at lowpr. This may be due to the fact that the HLT pattern recognitias &
lower track finding efficiency than the offline algorithm, pawlarly at low momentum, and
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Figure 3.6

so only finds the better quality tracks.

At the beginning of the 2010 run the stability of the LHC beamas not verified, and so
some data was taken with the VELO open. As the beam stabitipyaved the VELO was
gradually closed. This affords the opportunity to checkeffect of varying extrapolation
distance on IP resolutions, by measuring them for each wlilie VELO opening, as shown
in figure 3.6b. As track and vertex reconstruction is moré&atift with the VELO open the
minimum number of R hits in the VELO was reduced to 3 and theimuim number of
tracks used to reconstruct the PV reduced to 10 to make thetse g he effects of single
hit resolution and multiple scattering are both amplifiecty extrapolation distance, thus
the IP resolution is increased uniformly at larger VELO dpgs. The sensitive area of the
VELO sensors starts at 8.2m from the beam-line, thus with the VELO open at hfin
it starts aty/8.22 + 102 ~ 12.9 mm, and for 14mm opening at~16.2 mm. It is apparent
that the gradient of the distribution as a functionlgp; scales roughly linearly with the
distance to the sensitive region, while tiréntercept has a more complicated dependence.
This behaviour is also predicted by equation 3.12.

Thus the expected behaviour of IP resolutions with varyingle hit resolution, material
budget and extrapolation distance has been shown to agaditatjvely with that predicted
by equation 3.12. A quantitative comparison is made in se@i6.
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3.4 Comparison to Simulated Data

From figures 3.4 and 3.5 itis clear that IP resolutions behatree same manner in simulated
data as in real data, though there are some striking diféexen They-intercepts of the
distributions as a function df/pr, shown in figure 3.4, are very similar for simulated data
and 2011 data, indicating that the hit resolutions agresoregbly well between them. This
has been confirmed by independent measurements of the kinigdeolution [50]. The large
difference in the gradients of these distributions, howeugggests an issue with the detector
material in the simulation. Figure 3.5a shows that the sdoém real and simulated data
intersect roughly the same amount of material in the siredlakescription of the detector.
The small differences observed are likely due to differenoehe distributions of tracks and
PVs between real data and simulation. However, figures :183abd show that there is a
good agreement between simulated and 2011 data in the pved®n of the VELO, and a
large discrepancy in their gradients as a function gfr elsewhere. This could mean that
there is material missing from the simulated descriptiothefdetector, that the distribution
of the material is incorrect, or that the model of multiplatsering in the detector material
is incorrect in the simulation.

To explain this discrepancy, any material missing from theutated description of the
VELO must be outside the overlap region. However, the gradi the distribution as a
function of 1/p; depends on/x/X,. Thus, it would require-50 % more material outside
the overlap region in reality than in the simulation to agddor the difference in gradients
between real and simulated data. This stimulated detaileties into the simulation of the
VELO [74]. Only small discrepancies in the amount of matenare found, though some
differences in the shape of the RF-foil were apparent. Onar eliscovered was that the
RF-foil was 250 um thick in the simulation, which was the original design valtidis was
corrected to the actual manufactured value of 300. This increased the gradient of the
IP resolution as a function df/p; only slightly. The RF-foil is known to in fact be'15 %
heavier in the simulation than in reality after this corr@at This explains why the resolu-
tions on simulated data are actually slightly worse thaneai data in the overlap region.
Tomography of the VELO has also been performed using reasandlated data, by exam-
ining the distributions of vertices formed by interactionshe VELO material [75]. Again,
small discrepancies are evident between data and simula@oticularly in the shape of the
RF-foil, but it is not clear if this is sufficient to account ftire difference in IP resolutions.
Studies of the effects of using a more accurate model of théoR the simulation are
currently under way.

The modelling of multiple scattering InEANT has also been studied in detail [76, 77],
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but only very small issues have been found. Thus the sourdbeofliscrepancy is still
under investigation. More detailed comparisons of IP rg@smhs on real and simulated data
are made in section 3.6, with particular attention paid ®ithplications for the material
budget.

3.5 The Effects of VELO Sensor and Module Alignment

In order to accurately determine the position of hits in tHeLXD the positions and relative
alignment of its component parts must be known very pregigdiis requires knowledge of
the positions of the two halves of the VELO, the modules witsch half, and the sensors
in each module. The alignment is intended to be known to agioecbelow the single hit
resolution of the detector, so that the single hit resofutsonot degraded by misalignments.
Systematic offsets of the assumed component positionstfreimtrue positions cause biases
in the hit resolutions, displacing the mean residual fromoz&he VELO module positions
were measured to a precision-010 um after its assembly and before its installation. These
measurements were made at room temperature. For opetagi®&EL O sensors are cooled
to their operational temperature o5 °C. The baseplate to which the modules are attached
is maintained at-20°C. Consequently the VELO alignment needed to be determined in-
directly after its installation and adjustment to openadilbconditions, to account for any
movement of its components. Further, the VELO is closed qahed at the beginning and
end of each fill, hence both long- and short-term alignmeatiibty needs to be monitored.

The alignment of the VELO halves, modules, and sensors erm@ted by allowing
their assumed positions to vary a small amount in fits thaimige the mean hit residuals
andy? of tracks fitted in the VELO [78, 79, 80]. There are four diéfat VELO alignments,
of progressively improving quality, that were developedimgy the 2010 and 2011 runs.
The first alignment is that determined prior to the 2010 rungighe initial pre-installation,
metrology and beam-absorber collisions; in the secondks$reeconstructed from collisions
at LHCb were used to improve the alignment of the two VELO hsilie the third, such
tracks were also used to determine the alignment of the VEr@a@'s and modules; and in
the fourth, tracks reconstructed from collisions betwdengroton beams and residual gas
in the LHC beam-pipe (‘beam-gas’ collisions) were addechtzsé from thep-p collisions
to further constrain the sensor and module alignment. Aethvas an intervention to the
downstream trackers between the 2010 and 2011 runs, whighava affected their relative
alignment to the VELO, the first three alignments only applyhie 2010 run, and the fourth
to the 2011 run.

Comparing the distributions of IP resolutions as a functibn fp; for these different
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alignments provides another method of examining the efietite VELO alignment on the
single hit resolution, and the effect of single hit resalaton IP resolutions. This is shown
for 2010 data, using the first three alignments, in figure ,3ana for 2011 data, using the
3*4 and 4™ alignments, in figure 3.7b. As has been shown in section &3ntiproving
alignment, and hence improving single hit resolution, eaubey-intercept of these distri-
butions to reduce, while the gradient remains roughly @nmsftThis is particularly apparent
in the difference between the earliest, pre-2010 aligniaard the second alignment, as this
marked a significant improvement in the knowledge of thetikadgositions of the VELO
halves. The improvements thereafter are progressivelilesyas the alignment grows closer
to the ideal.
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Figures 3.7c and 3.7d show the means of the Gaussian fits B, tlaéstributions for the
different alignments as a function ofp. No significant deviations from zero are seen, so
the IP resolutions appear to be unbiased. Howeventhe#f a track has little correlation to
any specific region of the VELO, and so is unlikely to reveal eegion dependent biases. If,
instead, one separates the tracks according to their azatrangley this restricts the tracks
analysed to very specific regions of the VELO. In particubae half of the VELO primarily
covers the region € (57, 7) (the ‘A side’), and the other half the complement of this oggi
(the ‘C side”). Figures 3.8a and 3.8b show the mean @fdBtributions in bins ofp, and
reveal some significant dependent biases.

The pre-2010 alignment shows an offset in the megnofRracks reconstructed in one
half of the VELO to those reconstructed in the other half sTeilects the preliminary nature
of the alignment determined with beam-absorber collisisosh that the relative alignment
of the VELO halves was not well known. Consequently, IP measents are also biased, as
shown in figure 3.8a, with the sign of the bias depending orh#ikof the VELO in which
the tracks are reconstructed. After re-evaluating thenadignt of the VELO halves, in the
second alignment, this bias is much reduced, making the rieagsolutions much more
consistent with zero.

The third iteration of the alignment, in which tracks fromllisions were used to im-
prove the sensor and module alignment, achieved a gengpabvement in the single hit
resolution. This is seen by the reduction in ghatercept of the resolution as a function of
1/pr in figure 3.7a. However, when examining the mean of the redsdas a function o
a clear, almost sinusoidal bias is introduced. In generaalignments to the VELO sen-
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sors and modules are random, and so only degrade the ovetedtor resolution. However,
certain parameters in the sensor and module alignment daffieat the single hit residuals
when they are varied coherently for a group of (or all) semsommodules. The alignment
process thus has little sensitivity to these parameterghadre known as ‘weak modes’.
One such weak mode is the rotational alignment of the VELOutexdabout the beam-line.
This must be fixed for the VELO as a whole and the rotationgnatient of the modules
determined with respect to this. However, tracks reconstrifromp-p collisions originate
at the interaction point within the VELO, and so each tracly amtersects relatively few sta-
tions in specific regions of the VELO. This means that diffe¢regions of the VELO that are
separated in have little correlation in the alignment algorithms, aspMemv tracks intersect
both regions. This can result in consistent biases to tlaiooial alignment of the modules
in such separate regions. A misalignment to the rotatior@dute positions introduces a
bias to they of tracks reconstructed in the VELO. As= r cos ¢, a small biag¢ to the
measured results in a biagxz = —r sin ¢ d¢ to the reconstructed position. This can cause
a sinusoidal bias to IPas a function of.

The addition of beam-gas events in té alignment achieved greater constraint on the
rotational module alignment. Such collisions are distelievenly along the beam-line and
produce particles that are close to parallel with the beam-IHence, their reconstructed
tracks can traverse the entire length of the VELO. Collisiohsatellite’ bunches, which
consist of protons that are offset by one RF bucket from themaiton bunches and collide
at+700 mm from the interaction point, were also used. Thus, the ratati alignment of the
VELO modules can be better constrained using these datdesnds shown in figure 3.8b,
the sinusoidal bias to [Hs almost completely removed, leaving no significant bias.

Thus, it is clear that examining IP resolutions, and thepes@lence on the geometric
parameters of the tracks used to measure them, providesiivsemethod to evaluate the
quality of the VELO sensor alignment. In particular, IP desons are sensitive to weak
modes in the alignment that cannot be evaluated by examimimgsiduals alone.

3.6 Detailed Comparison of Observed Resolutions with Ex-
pectations

The preceding sections have shown that IP resolutions depemmany different parame-
ters, most notably: particle momentum, material budgaedaer resolution, extrapolation
distance to the interaction point, and the detector alignm&he material budget and ex-
trapolation distance to the interaction point vary consatlgy across different regions of the
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Figure 3.9: The distribution of IR residuals for tracks witth.35 < 1/pp[GeV/c] < 1.5

with a single Gaussian fit, as in figure 3.3, using only tracks in the VELO qwveelgion,

defined byg € [=2%, =3%] U [3Z, 37]. Made using 2011 data.
VELO, and simply examining IP resolutions in binslofpr or ¢ is insufficient to separate
out these variations. As a consequence the IP distributi@ansingle bin ofl /pr, for exam-
ple, consists of the integrated contributions from manyaoreg) of different material budget,
extrapolation distancetc, and is thus not well described by a single Gaussian, as shgwn
gigure 3.3. Clearly the single Gaussian only describes thpestiery roughly, and fails to fit
to either the peak or the tails of the distribution. Figur@ shows the same plot, made using
only tracks in the VELO overlap region, as defined in sectiéh Zhe single Gaussian fit is
perhaps slightly improved by the reduced variation in theéemal budget, but is still quite
poor.

Binning finely inn and¢ splits the VELO into small regions in which the material batlg
and distance to the interaction point vary very little. Tatler restrict the variation of the
geometric parameters of tracks in any one bin the PVs arerezbio be within+=50 mm of
the origin.

Figure 3.10 shows the mean values of the parameters of equfi2 that contribute to
the effects of multiple scattering on IP resolution in bifigy@nd¢. The mean radius of the
first hit on a track is fairly constant across the plane. It is slightly larger in the overlap
region of the VELO due to the small ‘cut aways’ at the cornédthie VELO sensors, visible
in figure 2.7, which cause their sensitive region to stagigly farther from the beam-line.
It also decreases slightly at highas the tracks are closer to parallel with the inside edge
of the sensors. The mean material budget intersected istleafore their first hit is again
extracted from the simulated description of the detectud,\aaries much more. As expected
it is considerably larger in the overlap region, due to thertaps in the RF-foil. It also
increases withy, as the tracks intersect the RF-foil at smaller angles ansl titawrel much
farther within it.
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Figure 3.10: The mean values of the parameters of equation 3.12 that contribute to the
effect of multiple scattering on IP resolutions, in bing)adnd¢. (a) shows the average
radius of the first hit on a track, and (b) the average material budgetdiation lengths,

of the simulated detector intersected by the track before its first hit. The nh&igdiget

is obtained by extrapolating tracks from real data through the simulatedtestiof

the detector, and so may not be the same as the distribution of material in readg M
using 2011 data.

Figure 3.11 shows the mean values of the parameters of egqu&fi2 that contribute to
the effects of detector resolution on IP resolution. Thelg®n of the first hit on a track
is estimated from its radius, from which one can obtain thip gitch and thus estimate the
hit resolution. The hit resolution closely follows the disution of the radius of the first
hit, in figure 3.10a, as the strip pitch varies roughly limgavith radial distance from the
beam-line. The number of stations,used to calculate the extrapolation facfgr depends
on thep of the tracks and the VELO geometry. Tracks with highdgend to be closer to
parallel with the beam-line, and so have largerthusn increases with). However, at
very largen the first hit is generally in one of the VELO stations far dotveam from the
interaction point, and so the number of stations in whichaakithas hits is limited by the
length of the VELO. This is particularly apparent in the daprregion at highy. Here the
increased distance to the sensitive region of the VELO semaeans tracks only have hits
in the most downstream VELO stations, causing decrease. This is reflected in the values
of the extrapolation factof;,,. It is slightly larger in the overlap region due to the in@ea
extrapolation distance to the first hit on a track, but is nilige quite flat fom < 3.8. Thisis
because the increasesfvith ) is compensated for by the increase in extrapolation distanc
to the first hit. At very large) n becomes sufficiently large to cause a significant reduction
in f1,, except in the overlap region where the decrease amd increase in extrapolation
distance causef,, to become large at large
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Figure 3.11: The parameters of equation 3.12 that contribute to the effects of detector
resolution on IP resolutions, in bins gfand¢. (a) shows the average resolution on the
position of the first hit on a track, (b) the average number of stations usealdolate

the extrapolation factorf;,,, and (c) the average value 6f,. Made using 2011 data.
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a[pm] b €[ pm]
opye | 106+ 9 | 0.66+ 0.07| 0.5+ 1.7
opyy | 116+ 12| 0.76+ 0.07 | 2.6+ 1.3

Table 3.1: The fitted values of the parameters of equation 3.15, forztlaad y PV
co-ordinates, taken from the studies in [75].

As mentioned in section 3.2 the measured IP also containgtailmation from the PV
resolution, and so the measured IP resolution is in fact

OIPmeas — \/ U%p + 0-%3{/~ (314)

To properly account for this one must use an independentureragnt of the PV resolution
and fit the IP distributions with a probability density fuioet (PDF) that includes the PV
resolution term. Studies of PV resolution, presented i}, [f&rametrise it as

a

O'pv(N) = m + €, (315)

where N is the number of tracks used to fit the PV, and ande are fit parameters. The
values ofa, b ande obtained from the studies in [75] are shown in table 3.1. Bqone.12
motivates an IP resolution PDF with a constant term and a ¢eendent o /pr summed
in quadrature. A3V varies for each PV the PDF used for the IP fit is a Gaussianagiren

by

B 2
UIP,meas(Na pT)2 = OPV(N>2 + A2 + (p_T) ) (316)

whereA andB are the fit parameters. An unbinned maximum likelihood fivetperformed
to the distributions of IPand IR, to obtainA and B in each bin ofy and¢.

Figure 3.12 shows the fitted values4f B and the mean of the Gaussian obtained in each
bin of » and¢ using 2011 data. The values dffollow the distribution off;,, to some extent,
though not particularly well at high. On the other hand the values Bfappear to follow
the distribution of the material budget quite well. The ms#h shows some evidence of
the sinusoidal dependence ¢rtaused by the rotational misalignment about#fexis. The
variation of this bias withy shows how it affects different regions of the VELO sepasatel
Nonetheless, it is never more than a femn from zero, and is thus negligible. Figure 3.13
shows the total fitted PDF, integrated oyet, n and ¢, overlaid on the IR distribution for
2011 data. There is still some improvement to be made as tigeceatre of the peak of the
distribution is not fitted precisely, but this is sufficientdgain a clear understanding of the
behaviour of IP resolutions.
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Figure 3.12: The fitted values of (ajl and (b)B as defined in equation 3.16 and (c) the
mean, inpm, of the Gaussian in bins of and¢. From fits to the IR resolution using
2011 data.
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Figure 3.13: The fitted PDF integrated ovet-, n and¢, overlaid on the IR distribution
for 2011 data.
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o

Figure 3.14: The ratio of the measured value df as defined in equation 3.16, to that
predicted by equation 3.12, for (a) 2011 data and (b) simulated data.

Using the values of the parameters of equation 3.12 showgumefs 3.10 and 3.11 one
can compare the values dfand B found with those predicted by equation 3.12. This gives

A = f1,01, and (3.17a)
B =0.0136+/z/X,[1 + 0.038 In(x/ X¢)]r:. (3.17b)

Figure 3.14 shows the ratio of the measured value$ tf those predicted by equation 3.12
for both 2011 data and simulated data. There is clearly netyagood agreement, though in
the regiony < 3.8 the ratio is at least roughly flat outside the overlap rega®spite being
less than 1. This is likely due to the fact that the paramegioan = 2 + |p/4] used to
calculatef;,, assumes that tracks only intersect the VELO sensors a##ifitst hit. This is
true outside the overlap region at lapvcausing the ratio to be roughly flat. The offset from
1 is likely due to the very rough estimation made of the resmhuof the first hit. EIsewhere
tracks continue to intersect the RF-foil between VELO stetiafter their first hit, and so
the displacement due to multiple scattering in between VEtafions is significantly larger.
This would cause: to be smaller and,, larger in these regions, and could account for the
poor agreement between the observed and predicted valygesafetrisation of that takes
into account variations in the material budget and a morefahextraction of the first hit
resolution might make the predicted values more accurateetteless, the parametrisation
of the effects of detector resolution on IP resolution appé&abe approximately correct.
Figure 3.15 shows the same for the dependent parametét. It is particularly strik-
ing that on simulated data the ratio is very close to 1 acttess-t» plane, showing that the
predictions of equation 3.12 are very accurate in this retsgen 2011 data there is a good
agreement between the observed and predicted values ivén@mregion, but elsewhere
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Figure 3.15: The ratio of the measured value Bf as defined in equation 3.16, to that
predicted by equation 3.12, for (a) 2011 data and (b) simulated data.

there is a large discrepancy. Given the excellent agreebatween prediction and observa-
tion on simulated data it appears that the description ofiplelscattering in the simulation
is accurate, and one is led to conclude that the values &f input to equation 3.12 are
incorrect for 2011 data in this region.

This can also be seen by examining the ‘pull’ distributioos the IP measurements.
The pull is defined a$/ P,,cas — I Pirue)/01p, Whereo;p is the estimated error on the IP
calculated by the reconstruction algorithms. /A3, is zero for particles produced exactly
at the interaction point the pull is SimpkP,...s/orp. If the errors are estimated correctly
the pull distribution should be consistent with a Gaussié&h mean zero and = 1. Figure
3.16 shows the of Gaussian fits to the pull distribution of Jfh bins of and¢, for 2011
data and simulated data. For simulated datacthe consistent with one across thep
plane, showing that the errors are estimated correctly2Btf data the errors are accurate
in the overlap region, but are significantly underestima&isdwhere, again showing that the
parameters input to the error calculations are incorrettteése regions.

Using the measured values Bfand the mean radius of the first hit on a track one can
then use equation 3.17b to extragtX,. Figure 3.17 shows the extracted values 0k, and
the ratio of these to the values extracted from the simuldésdription of the detector, for
2011 data. The variation in material budget estimated frioenvalues ofB is significantly
less than that of the simulated detector, as the materiajdiunuitside the overlap region
is estimated to be-2 times larger. This is strong evidence that there is matamssing
from the simulated detector. However, as discussed in@ge8té4 and in [74], the simulated
description of the VELO is in fact known to be reasonably aatei Regardless, it is clear
that the parametrisation of the effects of multiple scattgon IP resolution is very accurate,
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Figure 3.16: The o of Gaussian fits to the momentum integrated pull distributions of
IP, in bins ofp and¢. For (a) 2011 data and (b) simulated data.

and that measuring IP resolutions provides a powerful ntetfi@xamining the distribution
of material in the VELO.

3.7 Summary and Conclusions

This section discussed the factors that determine impaeinpeter (IP) resolution in the
VELO. A method of measuring IP resolution without the useiofudation was presented,
and its results shown. A mathematical parametrisationeffresolution, factoring in con-
tributions from detector geometry and resolution and tifiecés of multiple scattering was
derived in section 3.1. Measurements of IP resolutions drl 2fata and simulated data
were presented and compared. In section 3.3 the generalibehaf IP resolutions on hit
resolution, detector alignment, extrapolation distaras®] material budget was examined
and found to be consistent with expectations. A significastrépancy between IP resolu-
tions on 2011 data and simulated data was also found, andsdisd in section 3.4. A more
detailed comparison of the predictions of the parametasdb the measurements made on
2011 and simulated data was also made in section 3.6. Thenpairsation of the effects
of detector resolution was found to be of limited accuraog suggestions were made as to
how to improve it. The parametrisation of the effects of mpldtscattering were found to be
very accurate on simulated data, but less so on 2011 dats.wihild most logically sug-
gest that there is material missing from the simulated detsamn of the detector. However,
these results appear to disagree with complementary asatgade of the VELO material,
and so the source of the discrepancy is still under invetshiga The most likely source of
inaccuracy in the simulated description of the VELO is thefRE- Its shape is known to
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Figure 3.17: (a) The values of / X, extracted from the dependent term of fits to the
IP,. distributions from 2011 data and (b) the ratio of these with the values exdriotra
the simulated description of the detector.

the simplified in the simulation, and studies are under wéy the effects of using a more
accurate description of the RF-folil.
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Chapter 4

Method of Extracting the Lifetime of a
Particle

Both of the parameterg-» and Ar, described in section 1.3, involve measurements of the
mean proper decay time (‘lifetime’ for short) of ti¥ meson. The constant decay proba-
bility as a function of time of a long lived particle resultsits proper decay time following
an exponential distribution. Extracting the lifetime frarsample of pure signal candidates
reconstructed using an ideal detector would thus be tritdalvever, in reality one must deal
with backgrounds that can mimic the decay channel of studgrwiconstructed under the
signal hypothesis, particularly in the complex, hadromei@nment at LHCb. Candidate
selection criteria that are used to exclude backgroundh,ibahe trigger during data-taking
and offline, can bias the observed lifetime of the signal mhatds. Any measurement made
by the detector also has a finite resolution. AccountingHese effects makes the extraction
of the lifetime rather more challenging. This section diéms the various methods used to
do so in order to measuig » and Ar.

Section 4.1 describes the essentials of fitting distrimstiof variables from data with
probability density functions in order to find the optimalues of the parameters that de-
termine their shape. The various sources of background awdhey can be distinguished
from signal are discussed in section 4.2. The methodologyired to extract the lifetime of
the signal candidates is described in section 4.3, withquaatr attention paid to the method
of correcting for a lifetime biasing candidate selectioheTull probability density function
required to extract the lifetime is presented in section &ially, possible extensions and
improvements to the methods presented here are discussection 4.5.
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4.1 Obtaining the Best Fit to Data

4.1.1 Parameter Optimisation Using the Maximum Likelihood

Any property of the signal candidates in a dataset can beitedcstatistically as a random
variable. Such a variable, follows a probability density function (PDFJz), which gives
the probability that its value lies within a certain interva

P(x € [x1,29]) = /I2 f(z)dz. 4.2)

A necessary requirement for a PDF is thus that it must be ri(ﬂmtaff;o flz)dz =1, i.e.
thatx must take a finite value for any one candidate in the datadas Has the corollary
that f(z) T23% 0. Further, ifz is a physical observablg,(z) and its first derivative must
be continuous. Otherwise, a PDF can take almost any formafaipetric’ PDF is one that
is described by a specific mathematical formula, the exageslof which is determined by
a set of free parameters. The normalised Gaussian funcian example of a parametric
PDF, for which the parameters are the meanand

As a long lived particle has a constant probability of desgyas a function of time its
proper-decay-time distribution can be described by aneaptial function. The correspond-

ing PDF is thus .
f(t) = —e = e(1), (4.2)

wheret is the measured proper decay tirfié) is the Heaviside step function, which is zero
for ¢ < 0, andr is the lifetime. This satisfie§' > f(t)dt = 1and(t) = [t f(t)dt = 7.
To extract an unknown from a dataset one must determine the value dfat gives the
maximum likelihood for the data. The Iikelihood function is

L(ty, ooty T Hf ti ), (4.3)

wheret; are the proper decay times of each of ﬂvi&:andldates in the dataset. Taking the
natural logarithm of the likelihood the product is transfed into a sum while the maximum
is still attained at the same valueaf Substituting in the explicit form of (¢) one obtains

In(L(ty,....tn, 7)) = SN In(f(t;,7))

~ =z (e o)

tz

= —Nln(1) —-%; (4.4)
’7‘
Differentiating with respect te one finds that the maximum is achieved when
d N 1
—(n(L)) = ——+ =%t
dT(n( ) T * T2 its
= 0, (4.5)
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which gives .

So the optimal value of is given by the mean of the valuesigin the dataset, as one would
expect. This also means that fitting for the lifetime of a skengs taggedD® or D° using

a single exponential PDF will yield the ‘effective lifetirsleas described in section 1.3. In
section 4.3 it will be shown how this simple PDF needs to beifreatiin order to be used on
a realistic dataset.

The likelihood function can easily be generalised and maedhto find the optimal val-
ues of arbitrary parameters of arbitrary PDFs, providedglsisolution exists. The values
of the parameters thus obtained are those for which the §liaérs best fit the data. It is this
method that is used for parameter optimisation in the fahgwsections. The optimisation
process itself is performed by the software packag&Wir [81]. The optimisation algo-
rithm varies the values of the free parameters in the fit amdnéxes the value and the rate
of change otn(L) in order to find the parameter values that yield the maxinwm). The
amount by which the parameters are varied is iterativelyeefio give a high precision on
their optimal values. The statistical uncertainties ors¢healues are determined by finding
the variation in the value of each individual parameter tiegults in a change in the log
likelihood of AIn(L) = 2

:i'

4.1.2 Multi-Dimensional PDFs for Multiple Classes of Candidate

As will be shown in the next section realistic data consi$tsamdidates of several different
background classes in addition to true signal candidates must be accounted for in the
fit PDF. Further, distinguishing these backgrounds fromdigeal requires examining the
distributions of more than one variable. The PDF used tooperfsuch a fit must describe
the distributions of all variables of interest for all clas®f candidate.

The set of discriminating variableX,, is chosen such that each class of candidate follows
a different distribution for these variables. This allowstatistical separation of the different
classes to be achieved. In this case the PDF required tolokesice data becomes the linear
sum of the PDFs for each class. The coefficients in this surthanelative fractions of each
class in the dataset. Thus the full PDF is given by

f(X) = chassP(ClaSS>fclass(X>7 (47)

whereP(class) is the relative fraction of that class of candidate, gng(X) is the PDF of
the variableX for that class. In general the relative fractions of each<laill be unknown,
and so will be allowed to float in the fit, in addition to the paeters of the PDFs. In this
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case one must use the constraint that.; P(class) = 1 to remove one of these fractions
from the fit, and allow a unique solution to be found by the mjgation process. Once the
optimisation has been performed one can use the PDFs tarde&ethe probability that a
given candidate is of a given class using

P(class) feass(X;)

Ax)
P(class) ferass(X;)

£

a Z'classP<Class)fclass (Xz) 7

P(class|X;) =

(4.8)

whereX, are the values of the variabl&Sfor candidate.

WhenX consists of more than one variable any correlation betwisesonstituent vari-
ables must be taken into account in their PDFsXlIf= {z,y, z} then the PDF can be
factorised as

fclass (LL’, Y, Z) = fclass,xy(x7 y‘z)fclass,z’(Z)
= fclass,a:(m‘y7 z)fclass,y(y‘z>fclass,z<z)a (49)

wheref..ss,(y|2) is the PDF of the variable for that class given the value of(also known
as the conditional PDF q@f), and so on. If the value af is independent of the value of
then fuassy (Y|2) = faassy(y). If @any of the PDFs in this factorisation are identical for al
classes then they factor out of the full PDF, equation 4.7.s€quently the contribution of
such a PDF to the log likelihood is independent of the othefF$[and so can be neglected
in the determination of their optimal parameter values. Elav, if the PDFs are different
for any two of the classes of candidate they must be includetthe fit PDF in order to
obtain the correct optimal values &f(class) and the PDF parameters. This is known as
the ‘Punzi effect’ [82]. For example, this must be taken iatzount when using a proper-
decay-time PDF that uses the per-candidate error on thepdggay time to account for the
detector resolution: if the distribution of the per-carat@errors is different for signal and
background then the PDF of the per-candidate errors musbal$actored into the fit PDF.

If one can factorise the set of discriminating variab¥snto two independent set¥,
andZ, then one can write the fit PDF as

f(Xa Z) = chassfclass,Y (X) fclass,Z(Z)P(ClaSS)

= [chassfclass,Y(X)P(Class)] |iEclass (fclass,Z(Z)

fclass,Y(X)P<ClaSS) ):|
(chassfclass,Y (X)P(CZCLSS))

- [chassfclass,Y(X)P(Cla‘ss)] [chassfclass,Z(Z)P(Class|X)] ) (410)

whereP(class|Y) is the probability of the given candidate belonging to tHass given its
values of the variable¥, as defined in equation 4.8. The two terms in this PDF coribu
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two separate terms to the log likelihood. As the first terneheentirely independent of the
second its contribution to the likelihood can be maximisspbsately, provided the variables
Y provide full discrimination between all classes. Thiswakoone to perform two separate
fits, each using fewer PDFs, rather than a single fit with mad$? The first fit finds the

optimal parameters to describe the variaieand the second fit finds the optimal descrip

tion of the parameterZ, using the PDFs oY to provide statistical discrimination between
the different classes of candidate.

This is useful as performing two fits with fewer free paramete considerably less CPU
intensive than performing one fit with many free parameféhss is because the dimension-
ality of the likelihood space is given by the number of freegpaeters in the fit. Thus, the
number of steps required to determine the maximum liketihoe. the number of different
combinations of different parameter values that must leel toy MINUIT, grows exponen-
tially with the number of free parameters. Consequentlating the PDFs of variables that
are known to be independent separately significantly resiiinieenumber of steps required to
find their optimal parameter values, and can thus save a deaaof CPU time. However,
one must be certain that the variables concerned are ind#égdhidependent.

4.1.3 Obtaining Non-Parametric PDFs from Data Using Kernel Den-
sity Estimation

The PDFs used to describe data often have a physically nedivarm, with parameters that
have physical interpretations. The exponential PDF useltsaribe the proper-decay-time
distribution of a long lived particle, discussed in sectf.1, is one example of this. In
some cases there is no physically motivated reason to uspatigular shape of PDF to
describe the distribution of a given variable. In this case can use parametric PDFs with
sufficient flexibility as to allow them to fit the data. For exaleny a sum of several exponential
PDFs with differentr values might be used to describe the proper-decay-timetdison of
combinatorial backgrounds. This has the disadvantagatthmtoduces a large number of
free parameters into the fit, and so can affect the fit stalahd significantly increase the fit
time. An alternative, preferable option is to obtain the Rifm the data itself.

Simply histogramming a variable is insufficient for use as & BDF, as binning a con-
tinuous distribution necessarily loses information onsitgpe and is likely to introduce a
bias into the fit. A more accurate way to reproduce a contiaulistribution from data is to
use kernel density estimation [83]. In this technique eastdate in a dataset contributes
one ‘kernel function’ to the total distribution, rather thpust one entry in one bin of a his-
togram. A kernel function/<(x), must be normalised to have an area of one and have a
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mean of zero. They serve to spread the contribution of eactlidate over a certain range.
The kernel function for a given candidate is translated twehrmean equal to the value of
the variable of interest for that candidate. The width of kkenel functions is adjusted by
introducing a ‘bandwidth’ parametérso that the kernel function becomp& ((z — z;)/h),
for a candidate with measured variable vaiye The total distribution is then given by the
sum over the candidates in the dataset of their kernel fomsti

() = SRR (e = ) /) (@.11)
The Gaussian function provides an ideal kernel functiont & ¢ontinuous and infinitely
differentiable. The bandwidth parametethus corresponds to theof the Gaussian.

The bandwidth determines the amount by which the contobutif each candidate is
spread, and is thus comparable to the bin width of a histogrdsing too small a band-
width results in too little overlap between the contribngoof each candidate, and a final
distribution that is not smooth, while too large a bandwictih over-smooth the distribution,
and distort its shape. In [83] the optimal bandwidth is dedliby minimising the mean inte-
grated squared error of the total distributigitz). Further, an adaptive bandwidth, which is

different for each candidate, is introduced and found to be

4\ Y5 o
hi= (3_N> fo(%’)’ (412)

whereN is the number of candidates in the datases the standard deviation of the variable
x, and fy(z;) is an a priori estimate of the value of the PDF for the givendadette. Here

it is sufficient to use a normalised histogram to estimgter). This has the properties
that larger datasets result in narrower kernels, whileoregpf lower density (lowef,(z))
result in broader kernels. One can further adapt the banbviag using the uncertainty
on the measured value for each candidate agtharameter, such that regions where the
uncertainties are larger result in wider kernels. Altekedy, one can use the ‘local standard
deviation’,i.e.the standard deviation calculated usingtlendidates with value af closest
to that of the candidate for which the bandwidth is being aeireed, for some:. This would
result in smallew in peaking regions and largerin flatter regions. Figure 4.1 shows an
example of a PDF obtained from toy data using this method aftked value ob.

One issue of this technique is in reproducing distributiohgariables that are bounded
within a certain range. In this case the kernel function nimesaidjusted to be defined and
normalised only within the range of the variableThere are two common ways of dealing
with this: either to truncate and normalise the kernel fiomctvithin the given range, or to
reflect the kernel function at the boundary. Both these optare problematic as they alter
the mean of the kernel function from the desired valyegenerally shifting it farther from
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Figure 4.1: An example of a proper-decay-time PDF reproduced from data usinglker
density estimation, with 50 candidates. (a) and (b) show the same plot usimgadind
log scale respectively. The dashed blue lines show the individual Gaugsrnel func-
tions for the first 10 candidates, and the solid blue line the sum of all karnetions.
The solid red line shows the distribution used to generate the proper decaydtirtie
candidates.

the boundary. Such a bias to the mean of the kernels resutgghitly lower density very
near the boundary, and slightly higher density at a smatadee from the boundary, com-
pared to the distribution that the data actually follow. i&rfunctions that retain the correct
mean in the presence of a boundary do exist, but are unsafiablise in building a PDF in
this manner [83]. Nonetheless, this deviation is small,kerdel density estimation remains
a reliable method of obtaining a PDF from data. Any deviatibthe PDF obtained using
kernel density estimation from the true distribution of traga will result in a systematic un-
certainty on the final measurement. The size of this systematertainty can be estimated
by varying thes parameter used to calculate the bandwidth in equation 4rhi is done
for the analyses presented in chapters 5 and 6 in sectiowbBe3e it is found to be small.
The computational implementation of this technique posésaachallenges. Firstly,
evaluating the value of the PDF for a given valuerofising equation 4.11 would require
evaluating the value of one Gaussian for each candidateiddtaset. This alone would be
computationally intensive. Further, as each PDF in a fit éueated once for each candidate
for each iteration of the fit, the number of calculations esplifor each fit iteration would
depend quadratically on the number of candidates in theseat&onsequently, this is not
a viable option for large datasets. The solution to this isaimple the exact analytical PDF
at fine intervals across the range of the variablend store these values. One can then
interpolate between these values to evaluate the PDF atietkate values of. 37 order
spline interpolation performs this task adequately. Inaeg of low density where the values
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of f(x) are close to zero the spline interpolation can give negatliges. In this case simple
linear interpolation can be used instead, to ensure thesalf)f (x) remain positive.

In order for the shape of(x) to be reproduced accurately by the interpolation there must
be a large number of sampling points. GeneréMlyi000) is found to suffice. The integral
of f(z) can then be approximated for a given range by summing over the value ¢f(z)
at each sampling point in the range, multiplied by the widtthe sampling intervals. Again
this can be very computationally intensive when a large remolb sampling points is used,
particularly if one needs to evaluate the integral repdwatéalthis case one can simplify the
calculation by using a cumulative integral function

I(z) = /_x f(2"da'. (4.13)

Evaluating/(x) at each sampling point im, storing the values, and interpolating between
them allows quick evaluation of the integral pfz) using

/ Y b @)dr = () — 1), (4.14)

This involves only a small number of calculations, rathamntthe several hundred that would
be required otherwise. A§z) is a strictly increasing function the interpolation betwéts
sampling points must also be strictly increasing. Conseifyyahis easiest to use linear
interpolation for/ (x).

Kernel density estimation in this form has been applied b@ophysics analyses [84, 85]
and found to work well. Thus, it provides a reliable methoalbtfaining PDFs from data.

4.2 Discrimination of Signal and Background

The final datasets used to extract physics parameters tafsandidates reconstructed
as detailed in section 2.2.8.1, with the candidate selecjuplied as described in section
5.1. While the candidate selection can be optimised to maeirttie signal content of the
dataset there are certain backgrounds that cannot be #dlyded. In this case one needs
to examine the distributions of the kinematic variableshaf signal and backgrounds, and
use those that have sufficient separation to achieve atstatidiscrimination between the
different candidate types.

Should the signal and background candidates follow sulfffilyiedifferent distributions
in proper decay time it would be possible to distinguish thesing only that. However,
any class of candidate, whether signal or background, willegally follow something akin
to an exponential distribution in proper decay time. Thuesdistribution of proper decay
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time alone is insufficient to separate signal from backgdp@amd additional variables must
be used. In the majority of cases it is sufficient to use thensttucted mass of the°,
m(DY), as the discriminating variable. This is particularly cenient as it is independent of
the proper decay time for most classes of candidate.

4.2.1 Backgrounds Distinguishable Using Mass Variables

The physical width of thé® is very small, so the mass of th# is essentially constant.
Thus, the reconstructed(D?) is simply this constant value plus the resolution term, Wwhic
ideally gives it a Gaussian distribution centred on the no&gise D°. m /(D) is given by the
invariant mass of the sum of the momentum 4-vectors of itghian particles. For a two
body decay this is given by

MDY = (B + Ba) - |5+ Bl
2
= (Vo 1nE ) -1 - -2

~ 2|py||pa| — 2p1 - Pa
= 2|p1||pa|(1 — cosh), (4.15)

wheref is the opening angle between the two daughter particles tr@@pproximation
m, < |p,| is made. The resolution on the momenta of the daughter tmﬁras‘% X P,
thus the resolution ofn(DY) is also dependent on the daughter partjcleAs the daugh-
ter particlep takes a wide range of values, the PDF of the reconstruetddl) for signal
is generally approximated by a sum of several Gaussiansdiffdgrent o but a common
mean. When there are relatively light charged particles, ik, in the final state these can
radiate photons while traversing the detector, and lose embum. This results in a lower
reconstructed mass for the mothiaf. In such cases the mothBf mass distribution can be
described by a PDF like the ‘Crystal Ball' PDF [86]. This is a Gsian but with a larger
lower tail to model candidates for which the daughter pltibave lost momentum through
photon emission.

Physics backgrounds that must be considered are certan tffiecays that can closely
resemble signal when reconstructed under the signal hgpisthThe decayB® — KTK~
andD® — K~7t* can be such backgrounds for each other. Working unddk tiie™ hypoth-
esis, aD’ — K—n™ decay would result in the mass of th& being reconstructed as larger
than the trueD® mass, as the is assigned the mass ofia Conversely, working under the
K~nt™ hypothesis, »° — KK~ decay would be reconstructed as a low ma$sas thek
is assigned the mass ofma Fortunately, due to the excellent momentum resolutionigesl
by the LHCb tracking systems, the resolution on the mass dbthie sufficiently small that
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the mass peaks resulting from decays of either of these tgpesstructed under either hy-
pothesis do not overlap to any significant degree. One déedyrtay need to be taken into
account in future is that db® — K~-n"nt” when working under th& K~ hypothesis: in
this case the is not reconstructed, while the" is assigned th& mass. This can resultin a
candidate with reconstructed mass quite close to thelfusass. However, at the precision
of the measurements presented in chapter 5, the level didllegground is sufficiently small
as to be safely neglected.

Combinatorial backgrounds are those candidates that fesoitrandom combinations
of particles observed in the detector. These do not correspm the decay products of a
single mother patrticle, but can still happen to have thet igiematic properties to pass the
candidate selection. The distributiormef D°) from combinatorial backgrounds tends not to
peak, as they do not correspond to a real decay. Thus the PRFIYf) for combinatorial
backgrounds can generally be described by a low order poliaipnormalised within the
mass range covered by the data.

In the case of the measurementAf the flavour of theD® at production is tagged by
reconstructing the decdy** — D°zf . The charge of the slow piom,, is used to de-
termine whether ®° or D° was produced. Consequently, another type of background that
must be considered is ‘randomly-taggéa’, where theD? is reconstructed correctly but is
combined with a random, to make theD**. Assumingr™ andz~ are produced in equal
guantities this results in half of sudb’ candidates being assigned the wrong flavour tag.
Such backgrounds will have the correct mass forltAend are thus indistinguishable from
signal usingmn(D°) alone. However, the mass of the resultibg™ follows the distribution
of combinatorial background. Thus, the mass differem¢®*) — m(D®) = Am can be
used to distinguish randomly-tagg@&?, and determine what fraction of the dataset they
constitute. Doing so is necessary as treating randomiye@f® as signal would bias the
measured effective lifetime.

Signal, with theD** correctly reconstructed, will form a peak ixvn about 145.4MeV,
which is the true difference in mass betweenfiiieé andD®. Similarly tom (D), the PDF
of m(D**), and thus ofAm, can be modelled by a sum of several Gaussians with a common
mean for signal. Further, the resolutionef D**) andm(D°) are correlated, as they both
depend on the momenta of théd decay products, so the resulting resolutionon is much
reduced.

Combinatorial backgrounds will again be relatively evenistributed in Am, with no
peak formed. The PDF alm is restricted to be zero in the regidxwn < m(7tt), as this
region is unphysical. Pure combinatorial backgrounds,revtigeD° is also combinatorial,
follow the same distribution il\m as randomly-tagge®°. Thus, only by examining the
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Figure 4.2: The distribution ofAm versusm(D?), using 2010 data. Region A covers
the signal peaks inm andm (D), and contains the majority of the signal candidates. In
region B a signaD" candidate is combined with a random, so that théD? is assigned

a random flavour tag; such candidates peak{i°), but not inAm, as theD** is mis-
reconstructed. Region C contains the tails of the signal peak I0°) but also contains

a significant fraction of combinatorial backgrounds, while region D isipnginantly
combinatorial backgrounds. The dataset used here and the seleitdol applied to it
are described in section 5.1.

distributions ofm(D°) and Am simultaneously can one distinguish randomly-tagé&d
from pure combinatorial background and signal. Figure #@zs the distribution ofAm
versusn(DY), and details the types of candidate that dominate eachra@gthe Am-m (D)
plane.

m(D%) and Am are independent by definition, and both are independenteoptbper
decay time. Thus, if the set of proper decay time variabl& tlsen, following the form of
equation 4.10, the fit PDF is given as

f(m(DO)a Am,l) = [Eclassfclass,m(m(DO))fclass,Am(Am)]
[Eclassfdas&;p(I)P(class|m(D0), Am)] ) (4.16)

4.2.2 Dealing with SecondaryD?

A source of background that contributes in studie®ahesons but not foB mesons is that
of D mesons that are produced in decay8afiesons. Approximately 10 % &f° observed
by LHCb are produced viB — D°X, whereX can be a number of different particles, and
theB can be of any species Bfmeson. As the lifetime o8 mesons is-1.5 ps, and theB is
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ight distance

Measured fl
PV h’

Figure 4.3: A diagram showing how B — D°(hh/) X decay reconstructed & — hh’
results in a positive bias to th#? flight distance, and consequently its proper decay time.
Also shown is how the impact parameter of sudh%is generally larger than that of a
particle produced at the PV.

not reconstructed, such decays result in a significantiyelareconstructed proper decay time
for the D° than is actually the case, as shown in figure 4.3. This wouldea significant
positive bias to the measured effective lifetime of Bieif these ‘secondary’ decays are not
discriminated from the signal decays, which are producestdy at the primary vertex.

In a flavour tagged sample 8f° one does have access to the position at whichDthis
actually produced via thB** decay vertex, formed by tHe° andm,. However, as the mass
difference between thB*™ andD" is only 145.4MeV and the mass of at is 139.6 MeV
[7] the 7t, tends to have very low momentum. As discussed in chapter adtrgarameter
(IP) resolution varies a% and so the resolution on the vertex made bylfReandm, is so
poor as to make it useless in determining the proper decaydfrtheD?. Further, attempting
to reconstruct thé, even partially, is non-trivial as its other decay produntsy be neutral
or outwith the LHCb acceptance; this would also create mdfieudlties when dealing with
promptD° decays. Thus it is best to simply reconstruct Bfeas if it was produced at the
PV and calculate its proper decay time accordingly.

This means that seconddpy decays cannot be used in measuring the effective lifetimes,
and must be statistically discriminated in the fit PDF. Idgane would use a variable that
is independent of proper decay time to distinguish promplt secondanb?, so that their
relative fractions are known before the fit to the properagetime distribution is performed.
However, theD?, andD** for tagged data, are both reconstructed correctly for stayi°,
and som (D) andAm cannot be used to distinguish them. Further, secondagroduced
in decays in which thé3 decays almost immediately are close to indistinguishataen f
promptD?. However, the longer thB lives before decaying the larger the impact parameter
of the DV is likely to be, as is also shown in figure 4.3. This is becabedrjectories of the
B andD? are not necessarily collinear, and so the larger the disthatween the PV and the
point at which theD? is produced the larger the IP of the is likely to be. The IP of prompt
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Figure 4.4: The distribution ofin(x?(1Ppo)) versus proper decay time for (a) prompt
DY and (b) secondarip®, obtained from full Monte Carlo simulated data. Reproduced
from [87].

D will always be consistent with zero, and is independent efttoper decay time.

Thus one can use tHe’ IP to distinguish prompt and seconddy. Given the excellent
resolution on IP measurements provided by the VELO it is fieiaéto use they?(1 Pyo) as
this takes into account the many effects that contributé¢o® resolution. Further, as the
x2(I Ppo) can take a very wide range of values for secondtrit is useful to take the natural
logarithm, and fit the distribution df(x?(1Ppo)), which is confined to a much narrower
spectrum. Figure 4.4 shows the distributionlefy?(7 Ppo)) as a function of proper decay
time for prompt and secondaify’, obtained using full Monte Carlo simulated data. This
shows that the distribution ofi(x?(7 Ppo)) is very similar for prompt and secondaby near
zero proper decay time, but takes much larger values fomskeegD® at high proper decay
times. As then(y*(/Ppo)) PDF for secondary’ is dependent on the proper decay time,
then(x?(1 Ppo)) distribution can only be fitted simultaneously with the pFopecay-time
distribution, at the same time as the effective lifetimeasetmined.

Adding such a PDF to the proper-decay-time part of equatibé,4nd leaving the other
variables of the proper-decay-time fit genericl3gyives

f(m<DO)7 Ama ln(X2(IPDO)> T) = [chassfclass,m<m<DO))fclass,Am(Am):|

[chassfclass,T(I)fclass,]P(ln(X2(]PDO)) |I)P(Cla55|m(D0)a Am)} .
(4.17)

Here prompt and secondapy must be treated as a single signal class in the mass component
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of the fit, as they are indistinguishable using the massibigions. The fraction of signal
that is prompt (or secondary) is then determined in the prdpeay-time andhn(x*(1 Ppo))
fit. For prompt signal one has tht ... rr(In(x*(1Ppo))|T) = feassp(In(x*(IPpo))), @s
the x*(I Ppo) is independent of proper decay time, as shown in figure 4.4aeMer, this is
likely not the case for combinatorial backgrounds, for viahtise reconstructeB° need not
point to the PV. Thus both seconddpy and combinatorial backgrounds require a PDF for
In(x?(IPpo)) that depends on the proper decay time of the candidate.

The exact form of a PDF fam(x?(1 Ppo)) is difficult to determine. If the errors on the
IP are estimated perfectly then the distribution\&f7 P0) for promptD® would follow a
x? distribution with two degrees of freedom. However, as wasshin chapter 3, the errors
on IP measurements are known not to be estimated correatlyhdt, they are unlikely to
ever be estimated perfectly, as this would require a pedacametrisation of the detector
resolutions, and perfect simulation of the detector mateBo a perfect? PDF is unlikely
to provide an adequate description of the data. Consequ#rglgpproach used in chapter 5
is to use a parametric PDF with a sufficiently large numbered parameters as to allow it
to fit the data, for both prompt and second®® This is described in detail in section 5.3.1.

4.3 Extraction of the Lifetime

4.3.1 The Proper-Decay-Time PDF

With the backgrounds fully discriminated one can fit the gregecay-time distribution to
obtain the effective lifetime of the signal. Each class ofdidates also requires a PDF for
the proper-decay-time distribution, to be used in equatid.

The first consideration that has to be made is that the measuateof proper decay time
provided by the detector has an uncertainty on it. The eacefperformance of the VELO
results in a small proper-decay-time resolution for LHESIB0 fs [88], but it must still be
taken into account in order to correctly extract partidietimes. The measured proper decay
time can be described as the true proper decay time of thielpagtus a resolution term

tmeas = tirue + ot. (418)

Here the true proper decay tinme,,., follows the original distributioni,e.an exponential for
signal, while the resolution term¢, should follow a Gaussian with mean zero anelqual to
the average uncertainty on the measured proper decay tims.tlie measured proper decay
time, t,,...s, Can be described for signal by the convolution of an expbalatistribution with
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(a) An example of the proper-decay-time (b) An example of the proper-decay-time
PDF for promptD?, as defined in equa- PDF for secondaryD?, as defined in
tion 4.19, with = 410.1fs ando; = equation 4.21, withr; = 270fs, 7, =
50 fs. 800 fs, ando; = 50 fs.

a Gaussian:
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[84] where the Gaussian frequency functibns defined as

F(z) = \/% /_ ) e 2 dy. (4.20)

An example of the shape of this PDF is shown in figure 4.5a, evlogre sees that the
resolution effect allows a small fraction of candidates awénegative proper decay times.
This PDF would be appropriate for the prompt signal, and titedfivalue ofr would yield
the effective lifetime as desired. Similarly, the propecaletime of randomly-tagged®
can also be modelled using such a PDF, in which case the fittieould yield the average
effective lifetimes of theD® andD°.

The PDF for secondari)® is rather more complicated - here one has the contribution
from theB flight distance to take into account. This is further comgdied by the fact that
several different species Bf each with slightly different lifetimes, can produbg, and also
that theB andD? need not necessarily be collinear. Thus deriving an exacarpetric PDF
for the secondary)’ proper-decay-time distribution is very difficult. Howeyaraking the
simplified assumption that the contribution from fBeo the reconstructed’ proper decay
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time can be modelled by a single exponential, the propendéte is given by the sum of
two exponentially distributed variables. Thus, the PDFiN&g by the convolution of two
exponentials

1 1
focer(t) = —e MO(t) @ —e ™O(1)

1 T2

RS YRPIINS R N /
= —e /MOt —e 0t —t)

—00 T1 T2

_ 7’2_i7'1 (€_t/T2 — e_t/“) if T1 75 T2, (4 21)

%e_t/ﬁ ifm =m.
Accounting for the detector resolution is done analogotsithe prompt signal case. In
performing a convolution with the Gaussian resolution fiorcthe two exponential terms in
ther # m case yield terms Iiké;x (equation 4.19). An example of this PDF is shown in
figure 4.5b.

In the ideal case of a single speciesBfwith the B andD° collinear, oner parameter
would correspond to thB° lifetime and the other to thB lifetime scaled by~m (D°) /m(B).
However, as the realistic case is more complicated thanstmglified model the fitted
values lose their physical meaning, and simply serve torttesthe average shape of the
proper-decay-time distribution for secondd. Figure 4.6 shows a fit using this PDF to
the proper-decay-time distribution of a sample of second#r obtained from full Monte
Carlo simulation. The PDF describes the data well, showiagttie approximations made
are good.

Combinatorial backgrounds pose an equally challenginglenoin modelling their proper-
decay-time distribution, as no physical rationale can lpdiegh to deciding what shape to use.
There are various approaches to modelling this distribut® common method is to use a
sum of several exponential PDFs with differenvalues. However this has the drawback
that, as the size of the dataset increases, more exponebtied generally need to be added
to the sum in order to obtain a sufficiently accurate desonpof the distribution. Other-
wise a large systematic uncertainty on the measured sifgtahle can result. An alternative
approach is to use Monte Carlo simulations of the combiratbackground to obtain the
shape of the proper-decay-time distribution, but this nregla great deal of faith in the accu-
racy of the simulation and can also result in significantesysitic uncertainties. In [84] an
approach is detailed as to how to obtain a non-parametric i&g kernel density estima-
tion, while [89] proposes a method in which the informatioonfi the mass fit can be used
to statistically cancel the contribution of background# proper-decay-time fit. However,
combinatorial backgrounds are in fact neglected in the &tégpmed to obtain the measure-
ments presented in chapter 5, for the reasons detailed ilséc3.1, and so will not be
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Figure 4.6: The distribution of the proper decay time of secondafy obtained from
full Monte Carlo simulated data, fitted with the convolution of two exponentiattions
and a Gaussian function.

discussed any further here. However, some discussion oftb@e about including such
backgrounds in the fit PDF can be found in section 4.5.

4.3.2 Accounting For Lifetime Biasing Candidate Selections

The PDFs presented for prompt and secondrin the previous section make the assump-
tion that the selection criteria applied to the final dataehaw dependence on the proper
decay time of the candidates. In this case the distributesasunmodified from the ideal
case beyond the effects of detector resolution. Howevesaasdiscussed in chapter 3, the
vast majority of particles detected in LHCb are producedatlyeat the PV. This can result
in an overwhelming quantity of combinatorial backgroundewlsearching for relatively rare
decays.

Such background candidates will for the most part have \@wproper decay times, as
their constituent particles are prompt. Thus it is oftendfigial to apply selection criteria
that favour longer lived candidates, which are much mosdyiko correspond to a long lived
particle, and so exclude much of the combinatorial backgdouHowever, this also rejects
any short lived signal, and modifies the observed propemgéme distribution from its
original shape. Should the specific decay examined haveiaydarly unique characteristic,
such as a pair of muons that can be identified very cleanlyarfittal state, or a resonant
intermediate state with very small resolution on its retautsed mass, such ‘lifetime bias-
ing’ selection criteria can be avoided. The only way to de for the decay®’ — K-t
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andD" — K*TK~ would be to use the PID information provided by the RICH detexcto
apply a tight lower bound on the PID to select tks. However, the RICH reconstruction
is too slow to be used during data-taking in the trigger, amthss is not currently an op-
tion. Neural networks and multi-variate selections, usinty variables that are independent
of proper decay time, can also achieve similar results, fiashaesult in relatively low se-
lection efficiencies. Consequently, the analyses presenteldapters 5 and 6 use lifetime
biasing selection criteria.

This introduces a proper-decay-time dependent selecffameacy, which tends to be
small at low proper decay times and much larger at high prdpeay times. Figure 4.7
shows the proper-decay-time distribution of untagii®d—+ K-n" candidates from 2010
data compared to the expected exponential distributior.di$tribution of the data is clearly
strongly biased from the original exponential, with verywfeandidates at low proper decay
times. The tail of the distribution also tends to zero morikjy than the unbiased expo-
nential, showing that long lived candidates are also soraédisfavoured. The reasons for
this are discussed in the following section. Common appresth dealing with this bias
are to either use a parametric description of the acceptas@function of proper decay
time, or to obtain the acceptance function from simulatid@ae can then simply multiply
the unbiased PDF by this acceptance function. However, thetde approaches tend to in-
troduce large systematic uncertainties due to inaccisaciéhe acceptance functions thus
obtained. Consequently they are undesirable options whemjpting to measure lifetimes
to the accuracy required to make competitive measureménts-cand Ar. AS yop and Ar
only require the calculation of the ratio of effective lifees such acceptance effects can be
cancelled in the calculation, as is done Rfr— KK~ in [85]. However, this requires that
the acceptance as a function of proper decay time is the sanadl dlecay modes, or that
any differences between them are corrected. The analysssried in chapters 5 and 6 use
a more sophisticated method by which the acceptance as @it proper decay time is
obtained for each individual candidate in the dataset, hed tised in the fit.

4.3.2.1 Method of Calculating Per-Candidate Proper-DecayHime Acceptance Func-
tions

Lifetime biasing selection criteria involve putting limi{'cuts’) on any kinematic variables
of a candidate that are correlated to its proper decay tinie miost common such cut to
apply is a minimum limit on the IP, o?(1 P), of the decay products of the candidate. This
is very effective at excluding prompt backgrounds, but obsly favours long lived signal
candidates. Other lifetime biasing cuts include minimumits on the flight distance (or its
x?) of the mother particle, or even simply its proper decay tirRequiring the ‘pointing
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Figure 4.7: The proper-decay-time distribution of untagdeti—+ K—7t candidates us-
ing 2010 data (black points) compared to the unbiased exponential distnlexpected
for signal (red line). The candidate selection clearly disfavours $iied D" and biases
the observed proper-decay-time distribution. Very long lived candigaealso some-
what disfavoured. The data are selected by requirtig < m(D°)[ MeV] < 1880 and
X2(IPD0) < 2.7, in addition to the selection criteria detailed in section 5.1, to maximise

the signal content.
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angle’, defined as the angle between the momentum vectoeahtther particle and the
line between its associated PV and its decay vertex, to bezsea also disfavours short
lived candidates.

The method to correct for these effects, known as the ‘swimgihalgorithm, was first
used by the NA11l experiment [90], further developed at DELRH] and brought into a
form close to that applied here at CDF [92, 93, 94]. It was thaplémented at LHCb
[84, 85, 95], where the implementation of the high leveldgag (HLT) entirely in software
makes it particularly applicable, as explained below. TWwarsning algorithm exploits the
fact that the proper decay time of the mother particle ispaetelent of the kinematics of its
daughter particles. This allows one to artificially charntgeproper decay time of the mother
particle, by moving its production or decay vertex alongdhection of the mother particle’s
momentum, without needing to modify the daughter partiddeematics. One can then re-
evaluate the decision of the candidate selection for eagpeprdecay time, and thus build
the acceptance function for each candidate. An examplewfthis is done, assuming cuts
are placed on the IP of the daughter particles, is shown imefigL8.

At each proper decay time the given candidate will eithes jpagail the selection, giving
acceptance one or zero. Thus the acceptance function caxplessed as a sum of top-
hat and step functions. The proper decay times at which tbepsé&nce value changes are
referred to as ‘turning points’, and the acceptance funat@an be expressed as a vector of
these turning points. The proper decay time at which theidatelis actually found naturally
falls within a region in which the acceptance is one. Uppamnioff’ points, at higher proper
decay times, can result from applying cuts to the maximunf tReodaughters, or the mother
particle’s flight distance ?, etc, however such cuts are not used at LHCb. Another way in
which this can occur is through the use of minimum IP cuts erddwughters in the presence
of multiple PVs in the event, as shown in figure 4.9. This isduse the IP of any track is
taken with respect to all PVs in the event and the minimume/&und used as the selection
variable. This effect causes a lower acceptance rate oageet high proper decay times.

The most accurate method of changing the proper decay tiraecahdidate would be
to move the mother particle’s decay vertex in the directibthe mother’s momentum then
extrapolate the daughter tracks through the detector tomé@ie where hits in the detector’s
sensors would be found. The full reconstruction would theedto be run again using these
displaced hits to reconstruct the candidate. Howevergectyr extrapolating the daughter
trajectories would be very complicated, and re-runningré@®nstruction at every step pro-
hibitively CPU intensive. Thus the simpler approach of mgvine PVs in the direction of
the mother particle’s momentum, while keeping the dauginéeks fixed in their measured
positions, is taken. This has the same effect of modifyimgntiother particle’s proper decay
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Figure 4.8: An example of how the swimming algorithm determines the acceptance as

a function of proper decay time for a given two body decay candidateiniim IP cuts
are placed on the daughter particles, with the accepted range shown loyehgands
perpendicular to the daughter particles’ tracks. In (a) the IP of the ypelsittharged
daughter particle is too small and the candidate would fail the selection, gigrg
acceptance; at (b) the daughter particle’s IP becomes large enougbstthe selection
and the acceptance is one; (¢) shows the candidate at its measureddecge time,
which is necessarily at a position where the acceptance is one; finally, thettaig

continues to higher proper decay times in (d).

105



CHAPTER 4. METHODOLOGY OF LIFETIME EXTRACTION

Pileup Vertex Q Pileup Vertex '
/ ) / "
Origin Vertex ’B';." Origin Vertex D.B

h*-

accepted T ’7 accepted T

rejected rejected

(@) (b)

Pileup Vertex @
Origin Vertex @ D.B /
acceptedT !>

rejected

©)

Figure 4.9: An example showing how use of minimum IP cuts on the daughter particles
(shown by the blue circles) can cause candidates not to be acceptgh ptdper decay
times when there is more than one PV in an event. In (a) the IPs of both daughte
particles are large enough to pass the cuts; in (b) the minimum IP of the redgativ
charged daughter patrticle is that taken w.r.t. the pileup PV, and is too smahdor
candidate to be selected; finally, in (c) both IPs are once again larggleriouthe
candidate to be accepted.
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time while being much less prone to error and much more vigblerms of the CPU time
required.

The approximation of moving the PVs in the event means thairtiplementation of the
swimming method is insensitive to any variation in the restarction efficiency as a function
of proper decay time. A lower reconstruction efficiency canuw for mother particles that
travel a large distance in the transverse plane before derags the pattern recognition in
the reconstruction looks for tracks coming from the beams-liSuch effects are studied in
section 6.3.7 and found to be negligible at the precisiomefresults presented in chapters
5 and 6, but will need to be studied in more detail for futuighleir precision measurements.

One effect that can be taken into account is that, due to tite fize of the VELO, at
very high proper decay times the daughters ofBewill no longer have sufficiently many
hits in the VELO as to be reconstructable. In the offline retarction at least three space
points are required to reconstruct a track in the VELO, winildLT1 this is increased to five.
This also naturally causes an upper acceptance effecghhanly at very high proper decay
times, as @° must live for several tens of times the average lifetime ef[¥H in order for
its daughters to intersect so few VELO stations. Nonetlselbss can readily be accounted
for by simply checking how many VELO stations the daughtacks would intersect at
each proper decay time had the decay vertex been moveddnstéae PVs. The proper
decay time beyond which the daughter tracks intersect wo/ieLO stations becomes the
maximum turn-off point. This is then combined with thoseriddor the candidate selection
by ensuring that the acceptance is zero beyond this point.

As was described in sections 2.2.7 and 2.2.8 the candidkgetisa in fact consists of
several consecutive stages: the hardware LO trigger,welioby the software HLT1 and
HLT2, and finally the offline stripping selection. The LO stagiggers only orpr and Er,
which are independent of proper decay time. Thus the swigralgorithm need not be
applied to the LO trigger. Lifetime biasing cuts are appliethe HLT, but the fact that these
are implemented in software allows their specific recoms$ivn and selection algorithms to
be re-run identically as was done at the time of data-takKiings is crucial to the swimming
algorithm as it requires re-evaluating the trigger decisa many different proper decay
times; any difference between the triggers used when tteatattaken and those used for
the swimming algorithm would result in large systematicentainties on the turning points.
Candidates are also required to have triggered the evenséieas, and not simply be part of
an event that was triggered by some other characteristies, generally specific trigger (and
stripping) lines are selected and applied to the candidiigag the swimming algorithm,
so that the acceptance functions obtained are with respéub$e specific selections. As the
HLT and offline reconstruction use different algorithms #w&mming algorithm is run on
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each separately, and the acceptance functions obtainggkdiey taking a logical AND.

The specifics of the swimming algorithm are detailed in s&c#.4 of [87]. It consists of
firstly performing a scan by moving the PVs over a range-600 mm to determine the ap-
proximate positions of any turning points, and then refirthigjr positions using iteratively
finer, localised scans about the turning points. This coelddpeated to obtain an arbitrary
precision on the turning point positions, but to limit CPU ¢ira resolution on the turning
points of~4.6 um is used. This translates into a resolution on the propendite of the
turning points of~0.5 fs. There are also various ways in which a bias can enter into the
determination of the turning points. These include imparfeproduction of the trigger de-
cisions, as previously mentioned, as well as differencélarproper-decay-time resolution
between the trigger and offline reconstruction. The studiiade to evaluate the significance
of these effects are also described in [87], where they aneddo be negligible.

One other complicating effect can occur if not all of the dategs are required to trigger
on a specific line. For instance, the HLT1 ‘1 track’ line regsionly a single track with high
IP to trigger the event. This can be either or both of ffedaughters in a two body decay.
Further, whether either track triggers the event varieb pibper decay time independently
for each track, resulting in a much more complicated accegtéunction. To avoid this issue
only candidates for which both daughters have triggerectteat are used in the analyses
presented in chapters 5 and 6, which results in excluding Becavailable candidates.

4.3.2.2 Incorporating Acceptance Function Variables intdhe Fit PDF

The turning points obtained by the swimming algorithm focleaandidate enter into the fit
as additional variables in the PDF. Thus the set of propeaydéme variables, left generic
in equation 4.17, becom& = {t,nTP,TP,,...,TP,}, wheret is the proper decay time,
nT' P the number of turning points found, afitP; ,, the proper decay times of the turning
points. The proper decay time component of the fit PDF thuerbes

fclass,T(I) = fclass,T(ta TLTP, TP17 ) TPn)
= feasst(t[nT P, TPy, ...;TP,) feassmps(NT P, TPy, ..., TP,). (4.22)

As the first turning point is always a turn-on point, and thel\XCEgeometric acceptance
results in the last turning point always being a turn-offrppihere should always be an even
number of turning points. Due to the implementation of théswing algorithm this is not
always the case, as in a few rare instances the scan forgypoints does not go far enough
to reach the point at which the daughters cannot be recansttin the VELO. In this case
the final turn-off point is taken to be atoco. Thus pairing the turning points consecutively
yields the intervals in which the candidate would be acakpite acceptance as a function
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Figure 4.10

of proper decay time for a given candidate can thus be writteea sum of top-hat functions:
A(tInTP,TP,,....TP,) = S"" 20 (t — TPy,_1)O(T Ps, — t). (4.23)

The conditional PDF of the proper decay time given the tgmoints is simply the
unbiased proper-decay-time PDF, like those discussedtioset.3.1, restricted to and nor-
malised in the range in which the candidate would be accepted

 Jelasst (DA InTP, TP, ..., TF,)

fetasst(tINT P, TPy, ....TP,) = . (4.24)

TP/2 rTPay,
EZ:l / TP22n—1 fclass,t (t/)dt/

The denominator of this equation can be interpreted as thieapility that the candidate
should pass the selection criteria given its turning poihte normalisation for an exponen-
tial PDF convoluted with a Gaussian, equation 4.19, is gbwe[84]

t
/ ’ le_tmeas/Te%UtQ/TgF (i —_ ﬂ) f— e_tl/Te%UtZ/T2F (t_l - ﬁ) - F (t_l)
G T oy T ot T Ot

— e 2/mexot /TR (t—“' - ﬁ) +F (t—2> . (4.25)

Ot T Ot
Similarly the two exponential terms in the proper-decayetiPDF for secondar®, equa-
tion 4.21, yield normalisation terms exactly like this, tiplled by % An example of a
per-candidate acceptance function and the resulting piageay-time PDF for a promhi°
candidate is shown in figure 4.10.
Factorising out the PDF of the acceptance variables gives

fclass,TPs<nTP, TPl, ey TPn) :fclass,nTP(nTP)fclass,TPl(TPI|nTP)”-
fetassmrn(TP/nTP, TPy, ..., TP, 1). (4.26)
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A PDF with so many correlated variables can be very difficalvork with. Exactly how
to handle this depends on the distribution of turning poaiitined for any given dataset.
The specific implementation of this part of the PDF is thusulsed in section 5.3.1. In the
simplest case this PDF may be the same for all classes ofdatedn the dataset. In this
case it factors out of the full fit PDF, equation 4.17, and hagffiect on the determination
of the optimal fit parameter values. It can thus be ignoredhénfit PDF. However, should
feassps(MT P, TPy, ..., TP,) be different for different classes of candidate it must be in
cluded in the fit PDF; otherwise, the determination of the ditgmeters will be biased as a
result of the Punzi effect, as discussed in section 4.1.2.

4.3.2.3 Calculating the Average Proper-Decay-Time Acceahce

The full fit, performed using the per-candidate acceptancetfons determined by the swim-
ming algorithm, fits to the distributions of a large numbervefiables: ¢, In(x?(IPpo)),
nTP, TP, ... ,TP,. Indeed, asT P varies, the dimensionality of the fit is not constant -
the fit can be viewed as several simultaneous fits to disj@tas®ts, each with a different
nT P. Visualising the results of such a fit is thus impossible withintegrating out some of
the fit variables. The most important visualisation to abiaithat of the projection of the
fit onto the axis of the proper decay time, so that it can belaikon the proper-decay-time
distribution of the data. This involves integrating out ttependence of the fit PDF on the
turning point variables, and thus obtaining the average@ence as a function of proper
decay time for the data.

As was described in section 4.3.2.2 the PDF for each claghédlifetime fit takes the
form

fclass,T(ta nTP: TPh ceey TPn) - fclass,t(t|nTP7 TPla ceey TPn)fclass,TPs(nTP7 TPI: ceey TPn)
fclass,t(t) (222113/2@@ - TPQn—l)G)(TPQn - t))

o nTP/2 TP
En:l Tp2nn71 fclass,t(t,)dt/

fclass’TpS(nTP, TPl, ceey TPn) (427)

To obtain the average proper-decay-time PDF for that classtiven needs to integrate out
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the acceptance variables

+oo
fetass t.avg(t) = fetassT(t, TP, TP, ... TP,)dnTPdTP;...dTP,

—0o0

= fclass,t(t)
/+oo ( (zgi{’ 12Q(t — T Pyy_1)O(T Py — t))

TP/2 pTPan
ZZ:l/ TP22n—1 fclass,t(t/)dt/

o

fetassrps(NTP, TP, ..., TP,J) dnTPdTP,..dTP,

= fclass,t (t)Aclass,(wg (t) (428)

Thus the problem becomes one of calculating the averag@t@rme rate as a function of
proper decay timeA ;qss a0q(t), for each class. In the simple case that the distribution of
turning points is the same for all classes the PRE rps(nT P, TP, ...,TP,) can simply
be modelled as a sum over each candidate in the dataset afd>fuactions, taking the val-
ues of the turning points for each candidate. The integrat the turning points then simply
becomes a sum, and the average acceptance function the suereateptance functions for
each candidate:

g Spli POt = TP 1)O(T P — 1)

class avg( ) =0 I 2 2 ’ 1
< 1 y t = n P/ [ ]3-7
§ ]nff ‘ T 13:2 " 1 J class,t( /) t/

(4.29)

Figure 4.11 shows examples of acceptance functions cédcuia this manner. Here one
sees that the contribution of each candidate increaseg gsdbability of its being selected
decreases, and that the acceptance function grows mordtsamthe number of candidates
increases. The existence of upper turning points alsolgldacreases the average accep-
tance at higher proper decay times.

Note that, although the distribution of turning points maytbe same for all classes of
candidate, this does not mean that the average acceptamdtens are the same. This is
due to the weights in the denominator of equation 4.29. Asttieased proper-decay-time
PDF is different for each class so is this weight, and thugélalting acceptance function
differs as well. The case in which the distribution of tuignpoints is different for each class
is rather more complicated, and depends on the form of thedtifie turning points. Itis
thus discussed in section 5.3.1 together with the spetific p,(nTP, TPy, ...,TP,) used
to perform the fits in chapter 5.

Having obtained the average acceptance functions for dash one can then compare
the average proper-decay-time PDF obtained to the disivibof the data, and use this to
calculate they? of the lifetime fit. Although this provides a much more conimasible

111



CHAPTER 4. METHODOLOGY OF LIFETIME EXTRACTION

s

R

g
I

N

5

8
I

150—

Average Acceptance [A.U.]
Average Acceptance [A.U.]

ol L4 e b

o
N
ol

3 4 5 3 4 5
Proper Decay Time [ps] Proper Decay Time [ps]

() (b)

Figure 4.11: Examples of average acceptance functions calculated from toy data using
equation 4.29. In (a) five candidates are used and the contribution locaadidate is
shown by blue dashed lines, while the total average acceptance shogdh {ivy shows

the average acceptance calculated using 100 candidates.

visualisation of the fit results it is very much a simplificatiof the full fit process. Thus
one must also be careful to ensure that the PDFs of the tupaing values used in the fit

(assuming they need be included) describe the data weksitne whole phase space of the
fit.

4.4 The Full Fit PDF

With the PDFs determined as described in the previous sectd this chapter, one can
express the full fit PDF as

f(m(D°),Am, t,In(x*(IPyo)),nTP, TPy,..., TP,)
= Eclass [fclass,m (m<D0))fclass,Am<Am)

fclass,t(t|nTP7 TPla ceey TPn)fclass,IP(ln(X2(IPDO))|t)fclass,TP5(nTP7 TPlv sy TPn)} .
(4.30)

Thus, one can perform the fit to the mass distributions fissfprovide discrimination of
any backgrounds that can be distinguished by their mass Having been done, one can
perform the fit to the proper-decay-time variables. At thage the per-candidate accep-
tance variables are used to account for the selection biae ¥he \*(1Ppo) is used to
distinguish secondarip®. Thus full discrimination is achieved between the sighaland
all backgrounds, the selection bias is corrected, and otarsthe effective lifetime of the
signal.
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4.5 Possible Extensions

4.5.1 Accounting for Combinatorial and Three Body Backgrounds

As has been mentioned previously, combinatorial backgisame neglected in the fits per-
formed to obtain the measurements presented in chapterd 6.awhen the much larger
dataset collected during 2011 is analysed such backgraundsbe taken into account, in
order to achieve a sufficiently small systematic unceryaimt the measurements obtained.
Also, when fitting for theK 'K~ lifetime one must account for three body backgrounds such
asD? — K-ntn®. Thus, these classes of background must be added to thedithain
relevant PDFs obtained.

The PDFs for the mass distributions from such backgroundsldibe well enough de-
scribed by simple analytical functions. Obtaining accei@bper-decay-time PDFs for these
backgrounds is rather more difficult. In [84, 85] a methodsediwhereby one uses the mass
fit to calculateP(background|m). Then kernel density estimation is used, weighting each
candidate’s contribution by’ (background|m)?, to obtain a proper-decay-time distribution
that is dominated by the background. Using the known proeegey-time PDF for the signal
one can then subtract the remaining contribution of theadigmthis distribution to obtain
a PDF purely for background. There are a few caveats to thteadehat complicate its
implementation. One of these is that it can only be used ircise that the proper-decay-
time PDF is unknown for only one class of background. It hasgatheless, proven effective
under these circumstances.

A more general method is presented in the next section.

45.1.1 sWeights and sPlots

An elegant solution to the problem of multiple backgroundhwnknown proper-decay-
time PDFs is to use ‘sPlots’, which are described in detd®&). This can to some extent be
viewed as a more general extension of the previously desttdchnique. It similarly uses a
fit to some discriminating variableX, such asn(D°) and Am, to calculate the probability
of each candidate belonging to each claB$;lass|X). From these a symmetric matrix
is calculated which has the same dimension as the numbeassed of candidates, and is
defined by

1

v, =
" N2P(classy,)P(classy,)

SN P(class,|X;)P(classy|X;), (4.31)

where the sumi is over all N candidates in the dataset, and the indicendm represent
the different candidate classes. From this one can defingVaeight’ for each candidate for
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each class N.cl
YTV ass j f5(X)

NI P(classy) fr(X;)
where f;(X) is the PDF of the variableX for classj. If one then makes a histogram of

sPclass (Xz) = (432)

a variable that is independent of thoseXnand weights each candidates contribution by
its sWeight for a specific class, one obtains the distriloutibthat variable for that specific
class - the ‘sPlot’ of this variable. This is because the gl\tsi are calculated in such a
way that the contributions from any other classes of caneidathe dataset cancel in the
histogram. Thus, one can obtain separate distributionsgi¥en variable for each class
in the dataset, regardless of how many classes there arayithmit needing to know the
distribution for any classes beforehand. One caveat hdateighe variable being plotted
must be independent of the discriminating variat¥es

Thus, using the mass as the discriminating variable, oneob#ain the proper-decay-
time distributions for all backgrounds, without needinguse the PDF for signal. Figure
4.12a shows a fit to the mass distribution of toy data with aaignd background class
using 10,000 candidates of which 80 % are signal. The synmmatitrix used to calculate
the sWeights in this case is

9512.2  —1550.1
Vi = . (4.33)
~1550.1  3588.0

There are various normalisation rules associated with ght&i One can see that the sum
of the elements in the first row is equal to the number of sigaallidates (within statistical
uncertainties), and the sum across the second row is equlaé toumber of background
candidates. The sum of sWeights for a given candidate oVetaaises of candidate must
also be equal to one. For example, using equation 4.32, tleggb¥ for a candidate with
mass 1816.1MeV, which has a high probability of being background, are

0512.2 x 4.1 x 109 — 1550.1 x 0.0104
Puionar(1816.1 MeV) = —  _0.76
Pigna( V)= 10,000 x (0.8 x 4.1 x 10 + 0.2 x 0.0104)

(4.34a)

—1550.1 x 4.1 x 10~ + 3588.0 x 0.0104
Pors (1816.1 MeV) = — 176,
Phr( V)= 10,000 x (0.8 x 4.1 X 109 £ 0.2 x 0.0104)

(4.34b)

and for a candidate with mass 1863v&V, which has a high probability of being signal, the
sWeights are

9512.2 x 0.046 — 1550.1 x 0.010
Prigna(1863.5 MeV) = — 109, (4.35a
Peignail V)= 10,000 x (0.8 X 0.046 + 0.2 x 0.010) (4.353)

—1550.1 x 0.046 + 3588.0 x 0.010
1863.5 MeV) = = —0.09. (4.
Porg (18635 MeV) = 555655~ (0.8 x 0.046 + 0.2 x 0.010) 0.09. (4.35b)
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Figures 4.12b and 4.12c shows the sWeights as a function s$ gaculated using this fit
for signal and background respectively. One can see tha\Wheeght for signal is positive
in regions where a candidate has a high probability of beigiged, and negative in regions
where the the probability of being background is high. Thpeagite is seen in the sWeights
for background. sPlots of the proper decay time for signal laackground are shown in
figures 4.12d and 4.12e respectively. These are overlaidthét PDFs used to generate the
proper decay time for signal and background. There is anllert@greement between the
sPlots and the generation PDFs for both classes.

sWeights can also be used for kernel density estimatiomatahe can obtain a continu-
ous distribution. One issue in doing so is that sWeights ala& hegative values, and can thus
give negative regions in the distribution obtained, pattidy in regions of low density. This
makes such a distribution unsuitable for use as a PDF. Sisgtting these negative regions
to zero is unsatisfactory as it results in discontinuitieshie PDF. The technique described
in [84] encounters a similar issue when the signal contiglous subtracted from the proper-
decay-time distribution obtained by weighting Bybackground|m)?2. As this distribution
has a certain amount of statistical fluctuation negativeregcan result after the subtraction.
The solution proposed in [84] is to compare the distribupdor to the subtractionf,(t), to
that after,f; (¢). Defining the value

fit)
e(t) = : 4.36
(t) D) (4.36)
one can then map the intervatoo, ¢y) — (0, €g) using a function
t if e(t) > e,
(0 )2 e (4.37)

ec(t) = , et _
€0 (—; arctan ( 0 ) + 1) if €(t) < eo,

€0

such thak.(t) is always positive. Hererctan is used due to its asymptotic behaviour, and
could be replaced by any asymptotic function. This definitias the advantage of having a
continuous first derivative. Applying the correctig(t) = e.(t) fo(t) thus ensures that (¢)

is also always positive, and can thus be used as a PDF. The ofdyvaries the scale of the
correction applied, and so must be tuned such that theldisish is not altered too much
or too little. In [84] a value ok, = 0.01 is suggested. This method is used together with
the method of obtaining a proper-decay-time PDF for contbimea background described
in [84] in the determination of the effective lifetime Bf — K™K~ detailed in [85].

The same method can be used to correct for negative regioes uging sWeights in
kernel density estimation. Having made the sPlot of a giarable for a given class one can
also make the plot of the same variable and instead weight@awidate by’ (class|X)?.
One can then use this plot to apply exactly the same correttithe sPlot, and remove any
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negative values. Thus, sPlots made using kernel densityagin can be used as PDFs in a
fit.

4.5.1.2 Using sPlots to Obtain an Unbiased Proper-Decay-Tie PDF

Making an sPlot of the proper-decay-time distribution friiva data yields only the average
distribution, with the acceptance effects averaged as aslin equation 4.28. In order to
use the per-candidate acceptance functions determindxsywimming algorithm one must
have the unbiased proper-decay-time PDF for each classigldsjuation 4.28 this can be
obtained by dividing the average proper-decay-time distion by the average acceptance
as a function of proper decay time. The average acceptamckecaalculated using equa-
tion 4.29, or the methods used for more complicated turnmigtpdistributions described
in section 5.3.1.4. However, equation 4.29 also requiresuthbiased proper-decay-time
PDF. This issue can be circumvented by using an initial egenof the unbiased proper-
decay-time PDF when calculating the average acceptance c@nthen divide the average
proper-decay-time distribution by the acceptance functias obtained to give the unbi-
ased proper-decay-time PDF. Comparing this to the estimate #’ed in calculating the
average acceptance one can check the accuracy of the @stialate PDF, and thus of the
unbiased PDF obtained. If they are different one can usediwyrobtained unbiased PDF
to recalculate the average acceptance. This process céerdted upon until the unbiased
PDF used to calculate the average acceptance, and the P&feabby dividing the average
proper-decay-time distribution by the average acceptagoee sufficiently well.

Such an iterative process can have convergence issuesansey very low acceptance.
Thus, if it is necessary to use this process it may also bessacgto exclude the regions of
lowest acceptance from the fit.

45.1.3 The sFit Method

Although using sPlots presents one method of dealing withtiadal backgrounds there
is in fact a much simpler method of using sWeights to accoanttiese backgrounds in
the lifetime fit. This is the ‘sFit’ technique [89]. In this &athe sWeights are calculated
similarly, by using a fit to some discriminating variableacls as the mass. Then, rather
than using the sWeights to make sPlots of the desired vagdbl the desired classes, each
candidate’s contribution to the log likelihood of the projecay-time fit is instead weighted
by its sWeight for the signal class. Just as in an sPlot, thésai sWeights means that the
contribution of backgrounds cancels out of the total loglitkood of the data. Thus, only
the signal component of the data contributes to the propeaytime fit. This means that
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only the signal PDFs need be considered in the full propeayi¢ime fit PDF. One need
not know the proper-decay-time PDFs for any backgroundsdha be discriminated by
the mass distribution. In the case of thé this means that seconday would still need
to be considered, as they cannot be discriminated by anghlarthat is not dependent on
proper decay time. However, provided the PDFs used in the fited mass distributions are
accurate, combinatorial backgrounds, and any other baakgss such ap® —+ K-t =,
can be cancelled out of the lifetime fit, and need not be patrésad.

One minor drawback of this method is that the statisticakutainties, as estimated by
the Aln(L) = 1 technique used by MuIT, can be underestimated. This is because the
dataset is somewhat reduced in the cancellation of the bawgkds, reducing its statistical
power. The level of this reduction is determined by how clgdime signal and backgrounds

are separated by the variables used to calculate the s\Weight

4.5.2 Obtaining an Accurate Parametrisation of Secondarp®

Using the sFit technique, described in the previous sectimuld leave secondar’ as
the only background to consider in the lifetime fit. Secogdal are the primary source
of background td® — hh/ decays anyway, so improving their parametrisation in the fit
is key to achieving high precision measurements. As digclsssection 4.2.2 parametric
PDFs with sufficient flexibility as to allow them to fit the datee used in the measurements
presented in chapters 5 and 6. However, the shape of such iIBBEHE quite restricted,
and so using non-parametric PDFs, such as those obtainsgl kesinel density estimation,
would be preferable. During the 2011 run large quantitieB e D°(hh’) X decays were
collected. These candidates could potentially be recoctstd as prompb® — hh' and
thus be used to obtain PDFs for secondafy However, a careful study of trigger selection
biases would be required.

4.6 Summary

This chapter presented in detail the methods used in peirigrfits to extract the effective
lifetime of theD® meson in order to measure the paramegersand A described in section
1.3. First, the general principles of fitting distributiarfs/ariables from data were introduced
in section 4.1. This covered how the optimal values of thaipaters of probability density
functions (PDFs) can be found from the data, as well as thergéform of PDFs used to
describe datasets containing several classes of candigatggnal and backgrounds. The
technique of obtaining continuous PDFs from data usingdatansity estimation was also
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introduced.

Section 4.2.1 then covered how to distinguish the majorfiityackgrounds using fits to
mass distributions, and section 4.2.2 dealt specificallif now to distinguish secondary’,
produced inB decays, from prompt signal. These techniques are used eslbdes where
possible, in distinguishing signal and backgrounds in ttseperformed to extragi-p» and
Ar detailed in chapters 5 and 6.

The fit PDFs required to obtain the effective lifetime of thgnal and to parametrise
the proper-decay-time distribution of second®were discussed in section 4.3.1. Section
4.3.2 described how to correct for lifetime biasing setattriteria in the trigger and offline
candidate selections using the ‘swimming algorithm’. Atevered was how to incorporate
the acceptance variables determined by the swimming #hgoiinto the fit PDFs. This is
used in chapters 5 and 6 to extract the average lifetimedittandD° in order to calculate
ycp andAr. The specifics of the PDF of the acceptance variables thegassale discussed
in section 5.3.1, where kernel density estimation is usedbtain PDFs of the turning points
from the data. The full fit PDF required to extract the effeetifetime of the signal was
then presented in section 4.4. This is essentially thathvisicised to measure the lifetimes
of D andD? in chapter 5, with the exception that the level of combinatdsackgrounds
is sufficiently low as to be neglected in the fit, as discussexkction 5.2. A corresponding
systematic uncertainty for this simplification is assigmedection 6.3.3. Finally, possible
improvements to the fit method, particularly involving tmeplementation of ‘sWeights’,
were discussed in section 4.5.
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Chapter 5

Measurement of the Charm Sector
Mixing and CP-Violation Parameters
ycp and Ap

The fit methodology detailed in chapter 4 allows the extoarctf the effective lifetime of a
sample ofD° candidates. These can then be used to calculate the parameteand Ar,

as discussed in section 1.3 and defined in equations 1.71.@Ad %ection 5.1 details the
data used to do so, and the selection criteria applied torothte final datasets. Section 5.2
then describes the specific details and results of the fifeqpeed to extract the signal yield.
The specific methodology and results of the fits used to exthaceffective lifetimes are
presented in section 5.3. Finally, the resulting valueg-gf and A and their statistical un-
certainties are shown. The stability of these measurenagtsheir systematic uncertainties
are evaluated in chapter 6.

5.1 Data Sample and Selection

The data used for the measurements presented here weexly LHCb during Septem-
ber and October 2010 gfs = 7 TeV. The full sample comprise28.0 +£2.8 pb*. A further
~10 pb™* were collected prior to September 2010 but the swimmingritga, detailed in
section 4.3.2, was not commissioned for this period. Coresgityuit can only be applied to
data collected after the release of v10r2 of the HLT softvaekage MORE

There are several issues in triggerindecays. Due to the very high production rate of
D? at LHCb a clean signal sample can readily be obtained. The isgie is doing so while
keeping the acceptance rate within the required limitss Taie must fit within the timing
constraints of the HLT, and stay within the limits of the dable permanent storage space.
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The configuration of the LO trigger varied somewhat during ielevant running period, to
account for changes in running conditions. As describedatien 2.2.7 it requires a high-
track segment in the muon chambers or highcluster in the calorimeters and also applies
a maximum limit on the particle multiplicity, as estimatey the SPD and VELO VETO
stations. The value of th&; cut greatly influences the number Bf decays selected.
Although the tracks made by the daughters @f’atend to be among the higheBy- tracks
in an event, thei; is still rather low compared to the daughters d8.aThus, too tight an
Er cut can result in a very low selection efficiency ot decays. Consequently the value of
the £ cut at LO requires careful tuning to allow a reasonable sarnpD" to be collected
while keeping the LO acceptance rate below the maximum irgiatto the HLT. During the
relevant running period the cut value varied betwégn> 2.26 GeV and £y > 4.14 GeV.
The majority of the data were taken usihg > 3.6 GeV.

The specific HLT lines relevant to the data studied here ageHbT1 ‘1 Track’ and
HLT2 ‘D2hh’ triggers. As its name suggests, the ‘1 Trackgger requires only one track
with a large impact parameter to trigger an event. The ‘D2tigyer fully reconstruct®°

candidates under four mass hypothesest — ](D_())nsi with D — K-nt, D° — K*7—,
](D_()) — K*K~ and 56 — mttt~. Events with candidates passing the selection under any of
these hypotheses are triggered. The HLT faces similarssasie0 in reducing the event rate
to that allowed by the capacity of the permanent storage.ceélesome very tight lifetime
biasing selection criteria are used. The cuts used durimgeievant data-taking period are
listed in table 5.1. To further reduce the retention ratectididates in HLT2 are required to
have reconstructed mass within 25V of theD° mass. This requirement removes much of
the mass side-bands that contain primarily combinatoaakgrounds. To ensure that some
candidates from the mass side-bands are retained an aldeosical HLT2 trigger line is
run with a much wider mass window df 250 MeV about theD? peak - the ‘D2hh Wide
Mass’ trigger. To keep the acceptance rate low a ‘prescdlexactly 1 % is applied to
this trigger, meaning that a random sample consisting of bk of the events passing this
trigger are kept. Though some cut values differ betweeni2ah’ and ‘D2hh Wide Mass’
triggers those that affect the reconstructed mass disivitmiare superseded by tighter cuts
in the offline selection; those uncorrelated to the recastid mass only change the relative
retention rate between the two trigger lines slightly.

An ‘untagged’ trigger line, where thB** is not reconstructed and so the flavour of the
DY is unknown, is also run. During the 2010 run this trigger lagplied a tight cut of
X2(IPpo) < 2. While this requirement removes most of the contributiomrfreecondary
D there remains a small, irreducible fraction in the dataget.secondaryD’ can only
be cleanly distinguished from prompf at highx?(1 Ppo) this cut makes it exceptionally
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Trigger Selection

HLT1 ‘1 Track’ Single track/P| > 110 pm
Single tracky?, > 34
Single track N. VELO Hits> 9
HLT2 ‘D2hh’ Daughtery?, > 2
DY y?(flight distance) > 25
DY cos(pointing angle) > 0.99985
1864.8 — 25 < m(D")[MeV] < 1864.8 + 25

Table 5.1: The salient trigger criteria applied to the data studied in this chapter, using
the HLT1 ‘1 Track’ and HLT2 ‘D2hh’ triggers.

difficult to achieve any discrimination of seconddpy. Thus, the dataset collected using
the untagged trigger line in 2010 cannot be used in measutsroéthe effective lifetime of
the D°. For this reason only the dataset collected using the tatymggbr line is used in the
measurements presented here.

The HLT selections produce a very clean samplé®bdfcandidates with a high signal
fraction. Thus the stripping selection serves only to emshat the selected candidates are
of good quality, once the full offline reconstruction is rdrhe selection criteria applied are
shown in table 5.2. Here the datasets for each mass hypetresnade disjoint by the use of
delta-log-likelihood (DLL) cuts on the PID. The likelihoad a given track being of a given
species is calculated using the information provided byRheH detectors, as described in
section 2.2.2.2.DLLk, is the difference in the natural logarithm of the likelihoofithe
given track corresponding tola and art. A positive DLLk, thus implies that the track is
more likely to have been made byahan art, while a negativ® L Ly, implies the opposite.
Requiring a positiveDL Ly, for K candidates and a negatiid.Lx,, for 7t candidates thus
ensures thab’ — K-nt, D — K+n—, ]SU — KTK~ and]Sé — nttrt— candidates all form
disjoint datasets. As the majority of tracks are maderdyhe probability of mis-identifying
am as aK is higher than that of mis-identifyingla as art. Hence, a tighter DLL cut is used
to identify Ks than is used to identifys.

The fit range is restricted to specific intervals in the retmiesed mass of thB?, m (D),
the difference betweem (D) and the reconstructed mass of the", Am, and the proper
decay time of theD’, ¢. Thus, the final datasets used are those defined to lie in ¢fienre
1864 — 16 < m(D%) [MeV] < 1864 + 16, 145.4 — 2 < Am [MeV] < 145.4 + 2, and0.25 <
t[ps] < 6.0. To obtain access to the mass side-bands candidatesnidf) in the regions
[1815,1848] MeV and[1880, 1915] MeV obtained using the ‘D2hh Wide Mass’ trigger are
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Type Value

Daughters p > 5.0 GeV
pr > 0.9 GeV
Track y2/NDOF < 5
K DLLg; > 8
7 DLLk, < —5
DO Vertex y2/NDOF < 13
pr > 3.3 GeV
Flight distance> 0.9 mm
D** Vertex y?/NDOF < 13
pr > 3.6 GeV
7, pr > 260 MeV

Table 5.2: The stripping selection criteria applied after offline reconstruction. Here
DLLk is the difference between the natural logarithm of the likelihood of the given
track corresponding toH and that of it corresponding tora(the ‘delta-log-likelihood’
between thé andm hypotheses).

included in the datasets. The acceptance interval in prageay time is applied to remove
the region of very low statistics at low proper decay timebiclv can cause instabilities in
the fit, and to exclude very long lived backgrounds, whichluas the fit results. These cuts
are included in the per-candidate acceptance functionsismom and maximum turning
points. Additionally, as was discussed in section 4.3 @nly events with a single candidate
are used, and both tracks of the candidates selected arieeckqol have fired the HLT1
‘1 Track’ trigger. Finally, all candidates are required tavh at most six turning points
in the acceptance function determined by the swimming dlgar in order to limit the
number of fit variables. This is a very loose selection doteras very few candidates have
more than two turning points, as shown in figure 5.8a. The rearnbcandidates fulfilling
these criteria for each decay channel are shown in table 8. untagged datasets, used
to calculateycp, are simply the combined datasetsI¥f andD° in each decay mode. The
decayD’ — K—n" is Cabibbo favoured, whil®® — K*K~ is Cabibbo suppressed, thus
significantly moreD? — K-n* thanD? — K+*K~ candidates are reconstructed. As the
decayD? — m"n~ is doubly Cabibbo suppressed the number of candidates eglact
this channel is only only~40 % that of D’ — KTK~. The inclusion of these candidates
would require additional background studies and woulddyaelly a~15 % improvement in

(=)
precision onr(D® — hTh™). Thus, onlyD® — KK~ candidates are currently used when
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DY DO Untagged
KK~ || 19,717 | 19,546 | 39,263
Km 140,814| 145,345| 286,159

Table 5.3: The number of candidates used in the fits to extgagt and Ar, including
backgrounds.

measuringcp and Ar.

5.2 Extraction of the Signal Yields

5.2.1 The Specific Methods Used to Fit the Distributions of
m(D") and Am

The methods used to fit the distributionsmfD®) and Am, in order to extract the relative
fractions of signalD?, randomly-tagged® and combinatorial backgrounds, are those de-
scribed in section 4.2.1. Secondd»{ cannot be distinguished using the mass distributions
and so are included in the signal class at this stage. In ¢dodieicrease the fit speed the
fits to the distributions ofn(DY) and Am are performed separately. The specific PDFs are
chosen as those that best describe the data. The results fifstising these PDFs to the
D’ — K-nrt andD? — K*7ni~ datasets are presented in section 5.2.2.

As discussed in section 4.2.1 the PDFofD") for signal candidates can be described
by a sum of several Gaussian functions with a common mean.mAduwo Gaussians is
found to describe the data sufficiently well, so that the PDgiven by

fsignatm(m(D°)) = fr1Gauss(m(D°), fim, om1) + (1 = frn1)Gauss(m(DY), tim, oma)-
(5.2)
No sensitivity to a lower radiative tail in the signal masstdbutions is observed in any of the
decay channels. This may need to be considered in future désing with larger datasets
and the PDF adjusted accordingly. For combinatorial bamkagus the mass distribution is
modelled using a straight line, normalised within the fitgan

Sorgm(m(D?)) =

1

Mmaz —Mmin

- %Kbkg(mmaa: + mmzn) + Kbk:gm(DO) it Mopin < m(DO) < Mmazx,
0 if m(DY) < Mypin O Mg < m(DY).
(5.2)
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Parameter Class Description

Jsignal Both The fraction of signaD® (including secondary and
randomly-tagged?) in the dataset

L Signal The mean mass of the signal

fm1 Signal The relative fraction of the first Gaussian

Om1 Signal The o of the first Gaussian

Om2 Signal The o of the second Gaussian

Ky Combi. Background The gradient of the linear mass distribution

Table 5.4: The parameters of the fit ta,(D°) and their meaning. The class of candi-
date to which they apply is also shown; this can be si@fa{including secondary and
randomly-tagged®), combinatorial background, or both.

The full list of parameters in this fit is shown in table 5.4.

Due to the retention of only 1 % of candidates passing the HD@hde Mass’ trigger
there are very few candidates in the mass side-bands. A femdte is introduced for the
PDFs in the side-band regions to account for the differenacceptance rate between the
two triggers. This factor is calculated simply as the rafithe number of candidates in the
signal region obtained using the ‘Wide Mass’ trigger to tlenber in this region obtained
using the signal trigger. This transpires to be very closthéol % relative retention rate.
The fit to the mass distribution is then performed to obtam fifaction of combinatorial
background in the datasets.

To determine the fraction of randomly-tagge#, as is required for correct measurement
of Ar, afitis then done to the distribution &fm. This is performed using candidates in the
rangel40 < Am[MeV] < 160, not just in the signal region df45.4 — 2 < Am [MeV] <
145.4 + 2. All other selection criteria are unchanged. In this fit tior correctly tagged
signal is modelled as the sum of two Gaussians with a commamnpdus a third with an
independent mean

fsignal,Am :fAmlGCLUSS(Am, HAm1, UAml) + fAmQG(ZUS:?(Am, HAm1, JAmQ)

+ (1 = fam1 — fam2)Gauss(Am, fiama, 0ams)- (5.3)

The third Gaussian is added to provide a sufficiently goodmjetton of the data. Although
its addition is not physically motivated, studies have shdmat the candidates described by
this Gaussian are indeed signal-like [97].

Combinatorial background and randomly-tagdetiare modelled as a single class of
candidate with the same PDF fdvm. The ‘RooDstDOBg’ PDF, defined in thed®FIT
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Figure 5.1: An example of the RooDstDOBg PDF, as defined in equation 5.4, with
A=-0.34,B=0.01,C =28andD = 139.5.

package [98], is used to describe their distribution. Itefired as

oy [ GBY QeI (3 ) > D
m =
0 if Am < D.

(5.4)

The parametelD defines the turn-on point of the distribution, which shoué dfual to
m(7t) as discussed in section 4.2(;determines the curvature of the distribution at low
Am; A andB define its slope at highhm. An example of the shape of this PDF is shown in
figure 5.1. The list of parameters in then fit are given in table 5.5.

To aid convergence of the fit, thieé parameter of this PDF is fixed to 0.01. The fraction
of candidates determined to be of this class thus corresorttie fraction of combinatorial
background plus the fraction of randomly-tagdgedl The fraction of correctly taggeB’
lying within the signal region45.4—2 < Am [MeV] < 145.4+2 is then calculated to obtain
the rate relevant to the final measurements. This is donetbgrating the respective PDFs
over the signal region and recalculating their relativeticms. The fraction of correctly
tagged signal is then subtracted from the fraction of atiaigletermined by the fit toy(D)
to obtain the random-tag ratfandom-tagsigna= fsignai — fiagged signai- AS discussed in section
4.2.1, ast™ and7t~ are produced in equal quantities, candidates will only Iségagd the
wrong flavour tag at half of this rate.

5.2.2 Measurements of Signal Yield and Random-Tag Rate

The number of candidates in the mass side-bands fdbthe K+ K~ datasets is so low that
the fit to the distribution ofn(D°) cannot converge when a combinatorial background PDF
isincluded. Thus, in order to evaluate the signal yield amtlom-tag rate onlp® — K7™
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Parameter Class Description

Jragged signal Both The fraction of signal that have tH&** correctly reconstructed
and so have the correct flavour tag (including secon@éy

HAm1 Signal The meam\m for the first two Gaussians

fam Signal The relative fraction of the first Gaussian

OAm1 Signal Theo of the first Gaussian

Jamz Signal The relative fraction of the second Gaussian

OAm2 Signal Theo of the second Gaussian

HAm?2 Signal The mean of the third Gaussian

OAm3 Signal Theo of the third Gaussian

Abkg Background| Controls the slope of the PDF at highm

Bhyg Background| Controls the slope of the PDF at highm - fixed to 0.01 in the fit

Chkg Background| Controls the slope of the PDF at latvm

Dypg Background| The turn-on point of the PDF

Table 5.5: The parameters of the fit thm, and their meaning. The class to which they

relate is also shown; this can be signal (including secoriyrypackground (randomly-

taggedD® and combinatorial background combined), or both.

candidates are used. This can be done as the random-tag iredependent of thB® decay
channel, and’ — K-7* provides significantly more candidates thah— KTK~. The

implications of this for the fit to the proper-decay-timetdlzution and the determination of

the signal effective lifetimes are discussed in sectionl5.3

The fits tom(D") and Am for D® — K-n* andD° — K*n~ are shown in figure 5.2.

The pull of the fit in each bin is shown below each plot. The mudlalculated as the number
of candidates minus the value of the fit PDF, divided by thastieal error on the number
of candidates. The pulls are evenly distributed about zgdrowing that the PDFs describe
the data well. The corresponding fitted parameter valuestayen in table 5.6. There is
~99.2 % signal in the datasets used to determine the effdifBtienes, of which~95.7 %

has theD** correctly reconstructed. Although the analogous fits tolife+ KK~ mass

distributions do not converge stably they predict the foacof combinatorial background to

be~3 %.

The meann(D°) obtained is 1864.0% 0.18 MeV, which is slightly lower that the world
average value of 1864.80 0.14 MeV [7]. A low mean reconstructed mass is a common

issue in the reconstruction at LHCDb, as the momentum scal@giglg biased. Indeed, the

fitted mean ofAm for signal is 145.4075 0.0021 MeV, which is reasonably consistent

127



CHAPTER 5. MEASUREMENT OFRjcp AND Ar

Entries per 0.1 MeV

Pull

LHCb

LHCb
2010 Data Vs = 7 TeV 2010 Data Vs = 7 TeV
10" =—— Data 10° E—e— Data s
— BI nkal d 3 Ellt nal
----- ackgroun —
0 g 2w Background
@
0 T g 0 T
(s}
n
4 £y i
€
i
10" 10" /
107 2530 1840 1850 18601870130 1860 1900 1910 107 2530 1840~ 1850 18601870130 1860 1900 1910
KmtMass [MeV] KmtMass [MeV]
5 5
PP Y I P —— 2 opmt ity g
-5 -5
(a) (b)
10— LHCb 10— LHCb
E 2010 Data Vs = 7 TeV E 2010 Data Vs =7 TeV
F —e— Data E —e— Data
E —Fit s L — Fit
L —— Signal 2 - — Signal
N S S Background 2. 4 X 0 --- Background
10 ? S 10 ?
£ E £
= g r
C >
L 2 L
T s I s
L e L b 1 N L L L PRI BRI NI R L L
140 142 144 146 148 150 152 154 156 158 160 140 142 144 146 148 150 152 154 156 158 160
Am [MeV] Am [MeV]
5 5
OWWM 3 OMMM’H‘\M
-5 -5
(©) (d)

Figure 5.2: (a) and (b): The fits to the distributions ef(D?) for D° - K-nt and

DY — K*n— respectively, overlaid on the fitted PDFs for signal (including randomly-
taggedD? and secondar®) and combinatorial background. (c) and (d): The fits to
the distributions ofAm for DY — K-t andD® — K* 7~ respectively, overlaid with
the fitted PDFs for signal (including secondd¥) and background (comprising com-
binatorial background and randomly-tagda®). The pull of the fit in each bin is shown
below each plot. The corresponding fitted parameter values are showntearbté.
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DY — K~7tt Mass Fit Results DY — K*7~ Mass Fit Results
Parameter Fitted Value Parameter Fitted Value
fsignai 0.9921 4+ 0.0024 fsignat 0.9929 + 0.0033
Lo 1864.050 £+ 0.026 MeV Lo, 1864.040 + 0.026 MeV
fm1 0.33 +0.15 fm1 0.708 +£0.044
Oml 6.17 £0.51 MeV Omi 7.06 £0.14 MeV
Om2 9.43 £0.82 MeV Om2 13.4 4+ 1.0 MeV
Kyy | (—1.56 £ 0.40) x 107*MeV " Kyy | (—2.04£2.6) x 107 MeV !
(a) (b)
DY — K—7t Am Fit Results D® — K*n~ Am Fit Results
Parameter Fitted Value Parameter Fitted Value
Fragged signal 0.8226 4 0.0021 Fragged signal 0.8208 + 0.0020
HAam1 145.4080 £ 0.0029 MeV HAmi1 145.4070 £ 0.0030 MeV
Jami 0.192 + 0.029 fam 0.205 + 0.038
OAm1 0.365 £ 0.019 MeV OAm1 0.374 £ 0.021 MeV
Jama 0.647 £ 0.034 Jam2 0.590 + 0.045
OAm2 0.715 £ 0.043 MeV OAm2 0.689 + 0.045 MeV
HAam2 145.731 + 0.046 MeV HAm2 145.647 + 0.032 MeV
O Am3 1.412 4+ 0.057 MeV O Am3 1.284 + 0.044 MeV
Abpkg —0.07 £ 0.52 Abpkg —0.64 +0.55
Bigg 0.01 Bigg 0.01
Chig 2.09+0.41 Chig 2.97 £ 0.55
Dyyg 139.16 + 0.18 MeV Dyyg 138.92 + 0.23 MeV
fragged signal 0.9581 £ 0.0065 fragged signal 0.9569 £ 0.0068

(c) (d)

Table 5.6: (a) The fitted values with their statistical uncertainties of the parameters of
the fit tom(D) usingD? — K—n", and (b) the same fdd® — K*7~. The parameter
definitions are shown in table 5.4 on p. 125. (c) The fitted values and thésgtistl
uncertainties of the fit td\m usingD? — K~n™, and (d) the same fdp® — K*n—.

The final rows in (c) and (d) show the values ff ggcd signat When calculated in the
signal region,145.4 + 2MeV. The parameter definitions are shown in table 5.5 on
p. 127. The corresponding fitted distributions are shown in figure 5.2.
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with the expected value of 145.4210.010 MeV [7], showing thatn(D°) andm(D*") are
biased by the same amount. This bias to the reconstruct@&d) is sufficiently small as
not to be an issue in the determination of the effectiveitifes. The proper decay time of a
given candidate is calculated as= m(D") Dr/p, where Dy is the distance of flight in the
detector. As the reconstructed(D°) is determined by the momenta of its daughters it is
biased by almost exactly the same factopa3hus, this bias cancels almost completely in
the calculation of the proper decay time. Any remaining bvdkcancel in the calculation
of yop and Ar. The bias to the mean reconstructedD") can thus be safely neglected in
the measurements presented here.

5.3 Extraction of the Effective Lifetimes

5.3.1 Specific Methodology of the Simultaneous Fit to Proper Decay
Time and In(x*(1 Ppo))

The method of performing the simultaneous fit to the distrdns of proper decay time and
In(x?(IPpo)) are for the most part those detailed in sections 4.2.2 an@.4tBowever, as
mentioned in section 5.2.2, so few candidates are acceptdteBbWide Mass’ trigger line
in the mass side-bands that the fit to the distributiom@b®) cannot be used to distinguish
combinatorial backgrounds fa»° — KTK~. Similarly, very little statistical discrimination
is achieved foD® — K—nt™. This means that none of the methods detailed in sectiore.5 ¢
be used to obtain a proper-decay-time PDF for combinatbeakgrounds. Attempting to
use a parametric PDF, such as a sum of exponentials, aldtsriesafit that cannot converge
stably. However, the level of combinatorial backgroundshia signal region is-1 % for
DY — K—7t™, as shown in table 5.6, and3 % for D — K*K~. Given the precision that
can be achieved using the statistics given in table 5.3 @asaonable to neglect backgrounds
at this level in the fit to the proper-decay-time distribatawithout significantly degrading
the precision of the result. Doing so means that the propeaygtime component of the
fit only considers prompt and secondddy. A systematic uncertainty resulting from this
approximation is calculated in section 6.3.

As the mass parameters provide no discrimination betweemmtr and secondari®
these are omitted from the full fit PDF, which takes the form

f(l) = Eclassfclass,t(t’nTPa TP17 ceey TPn)fclass,IP(ln(X2(IPDO))|t)
fetassrps(NT P, TPy, ..., TP,)P(class). (5.5)

The exact form of the PDF of the acceptance variabfes,s rps(nT'P, TPy, ...,TP,), is
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discussed in section 5.3.1.3.

5.3.1.1 Accounting for Mis-TaggedD®

The effects of mis-taggeB)” can be accounted for after the signal lifetime has been ob-
tained by using the random-tag rates determined by the fits(f0°) and Am using the
D? — K-7r™ datasets. Treating mis-taggBd as signal in the determination of the effective
lifetime introduces a small bias, depending on the mis-tdg.r Assuming no production
asymmetry fort™ the fraction of candidates that have the wrong flavour tayheilhalf of

the random-tag rate determined by the mass distribution Fits a small mis-tag rate the
measured effective lifetimes will be

Tmeas(D?) =~ (1 — €)7o (D?) + €4 7o (D°), (5.6a)

Tmeas(D°) = (1 — €_)7eg(D%) + e_7.¢(D?), (5.6b)

wheree,, is the fraction of the candidates taggedi¥sthat are actualyp®, and vice versa
for e_. These are found using. = % Jfrandom-tag signafor the D° andD" datasets respectively.
These can be solved to remove the bias from mis-tagged ceditb give

1

Ter (DY) 1_6+—_E_ ((1 — €_)Tmeas(D°) — €+Tmeas(]jo)) , (5.7a)
7o (D°) ~ 1_@% (1= € )Tmens (D) — €_Tneae (D)) - (5.7b)

Ar is then calculated using these corrected lifetimes. Udiegésults of the fits ta:(DY)
andAm usingD® — K-nt andD? — K*7t—, shown in table 5.6, yields

e, = 0.017+£0.003, and (5.8a)
e = 0.018 + 0.003, (5.8b)

where the uncertainties are the sum in quadrature of thstgtat uncertainty and systematic
uncertainties from the accuracy of integrating the PDFs atcuracy of the fit model, and
the D** production asymmetry. Ag-» uses the effective lifetimes of the untagged samples
no correction for mis-taggen® need be applied before calculating its value.

5.3.1.2 The Proper-Decay-Time andn(x?(IPpo)) PDFs

The chosen PDFs of proper decay time for prompt and secomifaaye those discussed and
motivated in section 4.3.1. The distribution lof(x*(/ Pro)) has no physically motivated
shape, and so the PDFslaf x*(1 Pyo)) are chosen to give a sufficiently good description of
the data. The fits made using these PDFs are presented iors8@&i2.
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Figure 5.3: The distribution ofin(x?(1Ppo)) as a function of proper decay time for the
DY — K—ntt dataset.

As discussed in section 4.3.1, the proper-decay-time PDRprompt D is taken as
the convolution of an exponential PDF with a Gaussian resllPDF. For secondari®
a convolution of two exponential PDFs with a Gaussian is usdds approximation was
shown to describe data obtained from full Monte Carlo simoiesufficiently well. Oner
parameter of this PDF is fixed to 278, to aid the fit convergence. This value is obtained
from the fit to the sample of seconddpy obtained from Monte Carlo simulated data shown
in figure 4.6. Ther of the Gaussian component that corresponds to the effeatopep
decay-time resolution is fixed to 5@ for both PDFs. Under the assumption that the proper-
decay-time measurements are unbiased, the mean of thei@aesolution function is fixed
to zero.

Figure 5.3 shows the distribution &f(x?(7 Py )) as a function of proper decay time,
for theDY — K~7t dataset. This clearly shows a dominant proper-decay-timiegendent
component peaking around(y*(/Ppo)) = 1.5, from promptD?; there is also clearly a
small fraction of the data for which thie(x*(7Ppo)) increases with proper decay time,
which corresponds to seconddpy. The distribution ofin(x?(1Ppo)) roughly follows the
shape of a bifurcated Gaussian - a Gaussian function wigrdifto values below and above
the mean. This is defined as

2010w

Gauss(x, 1, o10)  ifx < p,

Bif.Gauss(x, [t, Oow, Ohigh) = 0'102100-:‘07:9}1 | (5.9)
mGauss(%H;U}ngh) if x> p.

Figure 5.4 shows the distribution af(x?(1Ppo)) as a function of proper decay time for
promptD?, taken from full Monte Carlo simulated data. Also shown am ¢hlues ofy,
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Figure 5.4: (left) The distribution ofin(x2(IPpo)) as a function of proper decay time
for promptD?, from full Monte Carlo simulation. (right) The fitted values of the mean,
and lower and upper of a bifurcated Gaussian in each bin of proper decay time.

o0w andoy,g, Obtained from fitting a bifurcated Gaussian in each bin oppralecay time.
As expected, no significant variation in these parametessas between bins. This justifies
the use of a PDF that is independent of proper decay time. Tiefidata sufficiently well a
sum of two bifurcated Gaussians and one symmetric Gausalamith a common mean, is
used. Thus the PDF fan(x?(1Ppo)) for promptD? is given by

fsignat,ip(z) =freiBif. Gauss(z, fi1p, Olowrp1, Thighip1)
+ frpaBif. Gauss(x, jirp, Olowr P2, ThighP2)

+ (1 = frp1 — frr2)Gauss(x, jirp, o1p3). (5.10)

The distribution ofin(x?(1Ppo)) as a function of proper decay time for secondBfy
also obtained from simulation, is shown in figure 5.5. Herxéhs a clear dependence of
the 1 of the bifurcated Gaussian fit on proper decay time. A fit todistribution of they
values is also shown, using the parametrisation

() = prpo + prpyIn(1 +t/t1po). (5.11)

This fits the data well, and so is used to parametrise the miethre dit PDF as a function

of proper decay time. There is some indication of a deperelehe;,,, on proper decay
time. However, to keep the PDF as simple as possible thispsdanstant. The PDF of
In(x?(I Ppo)) for secondanD? is also given by the sum of two bifurcated Gaussians and a
symmetric Gaussian. The valuesgf,, ando;,, in figure 5.5 are similar to those for prompt
D°. Consequently, the parameters are constrained to be the same as those for thefPDF

133



CHAPTER 5. MEASUREMENT OFRjcp AND Ar

6
5_

4E

aE

2_

l_

0

02 04 06 08 1 12 14 16 18 2
t[ps]

)

/\10 -

mean

In(x2(IP

—_—_—— -
e ——
—_— —
e

00204 06 08 1 12 14 16 18 2
t[ps]

3 — T ———— e ———
——— e ——

-10L
0 05 1 15 2 25 3 35 4 45 5 0202 08 08 1T I I3 16 18 2

t[ps] t [ps]

Figure 5.5: (left) The distribution ofin(x2(IPpo)) as a function of proper decay time
for secondaryD?, from full Monte Carlo simulation. (right) The fitted values of the
mean, and lower and upperof a bifurcated Gaussian in each bin of proper decay time.

promptD°, multiplied by a scaling factor. The relative fractions bétthree components
of the PDF are also constrained to be the same as in the PDFdioppD°. The PDF of
In(x?(I Ppo)) for secondanyp? is thus given by

fsecondary,1p(2|t) =frpiBif. Gauss(x, pirpo + pirpy In(1 +t/t1po), C1PeCiowiP1; CrPeChightP1)
+ fip2Bif. Gauss(x, prpo + prp1 In(1 +t/t1p0), CrPoClowi P2, C1PChight P2)

+ (1 = frp1 — frp2)Gauss(x, prpo + prpr In(1 +t/trpo), crpeorps).
(5.12)

The value oft;pq is fixed to be 180fs again to aid the convergence of the fit. This value is
obtained from the fit shown in figure 5.5.

5.3.1.3 The PDF of the Acceptance Variables

The final components required for the fit are the PDFs of tha&ngrpoints, which has the
general formf,qss rps(WT'P, TPy, ..., TP,). Section 4.3.2 discussed the simplest scenario in
which the distributions of turning points are the same focksses of candidate, in which
case their PDFs can be omitted from the fit PDF. To examinadfighthe case for prompt
and secondary?, plots are made of the distributions of the turning pointsadsnction
of In(x%(IPpo)). As shown in figure 5.3 the region of loli(x*(1Ppo)) is dominated by
promptD?, while secondar® dominate at highn (x*(7 Ppo)).

Figure 5.6 shows the total distribution5f?, and its distribution as a function bf(x?(1 Ppo)),
from theD? — K—7t™ dataset. In the region where pronipt dominate the average value
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Figure 5.6: (a) The distribution ofl’P; and (b) the same distribution as a function of
In(x%(I Ppo)) with the average value in each binlaf(x?(I Ppo)) overlaid, from 2010
DY — K~-n" data.

of TP, is constant. At highn(x?(IPpo)), where secondari)® dominate,T’ P, tends to be
much larger. Asl'P; and proper decay time are correlated (in that 7'P;), and so are
In(x?(1Ppo)) and proper decay time for secondd¥, this plot is insufficient to infer a de-
pendence of P, onln(x?(IPpo)). However, it does indicate that the distributionoP; is
very different for prompt and secondaby. Thus, separate PDFs of the turning points for
prompt and secondaify’ must be included in the fit PDF.

The PDF of the turning pointy,.ss 7ps(nT P, TP, ...,T'P,), describes a large number
of variables, and so is difficult to implement in the fit. In J9His is circumvented by using
a Fischer discriminant to transform the vector of turningpealues into a single value, and
a systematic error assigned for any bias this might intredéa alternative approach, used
here, is to examine the turning point distributions and $imtheir PDFs accordingly.

Firstly, the value off P, should be determined entirely by the candidate selectidriten
kinematics of the candidates, thus it is natural th&t should follow a different distribution
for prompt and secondary®. As discussed in section 4.3.2.1, the only reasons that addi
tional turning points appear are due to having multiple RV&he event, and the geometric
acceptance of the VELO. These are independent of the cdadideematics and selection
criteria, making it a safe assumption tHap; is independent o7 P.

In addition, the following turning points can be assumed e¢ocbrrelated only in that
TP, > TP, ;. Thus, transforming the fit variables from the turning psittt the difference
between two consecutive turning points yields a set of uetated fit variables, and the PDF
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Figure 5.7: (a) The distribution of " P, —T'P; and (b) the same distribution as a function
of In(x?(I Ppo)) with the average value in each binlaf (1 Ppo)) overlaid, from 2010
DY — K~-n" data.

becomes

fclass,TPs(nTpa TP17 L) TPn) :fclass,nTP(nTP)fclass,TPl(TP1>
nTP
Hn:2 fclass,ATPn (Tpn - TPn,1 ’nTP) (513)

One cannot assume that the difference between turningspisimidependent ot 7' P. For
example, in the case of only two turning points being foundafgiven candidate the differ-
ence between the first and second turning points is likehettalpge; if four turning points
are found this difference is likely to be smaller. Nonetks]ehis is a much simpler PDF to
implement in the fit.

One can further reason that as the distributions of the nuwi@rning points and the
differences between turning points are independent ofaheidate kinematics they should
be the same for prompt or second&?. Figure 5.7 shows the total distribution of the dif-
ference between the first and second turning points andgtshidition and mean value as
a function ofln(x?(1Ppo)). No significant variation is seen, thus confirming the assump
tion that this distribution is the same for prompt and seeopd’. Figure 5.8 also shows
the distribution of the number of turning points. Again,stis constant as a function of
In(x?(IPpo)), and so can be assumed to be the same for prompt and secaidafus,
only the PDF of the first turning point need be included in theDF.

Unlike the proper decay time and mass, there are no physioaltivated PDFs that can
be used for these variables. The best approach is thus tacektie PDFs from the data
themselves. A cut ofn(x?(IPpo)) < 1 is applied to select a data sample of almost pure
promptDY. Kernel density estimation, as described in section 4i%.8hen used on this
dataset to obtain a PDF of the first turning point for prompt
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Figure 5.8: (a) The distribution of the number of turning points and (b) the same distri-
bution as a function d(x?( Ppo)) with the average value in each binlaf x?(1 Ppo))
overlaid, from 201M° — K~ =t data.

Obtaining the PDF for secondafy’ is rather more difficult. As described in section
5.3.1.2, parametric PDFs for the proper decay time laig?(/Pyo)) are used for both
prompt and secondaip®. Thus, their shape is determined reasonably well befordithe
by using the optimal parameter values obtained in a previouss only the PDF of the first
turning point need be considered for the fit, this PDF for adaoy D" is the only unknown
one. A rough first estimate of this PDF is obtained by using&kdensity estimation on the
first turning point values for the whole dataset.

Thus one has a PDF for each class for the set of varidbles;,; +(T). Although the
PDF of the first turning point for secondaBy is not correct at this time, these PDFs can
still be used to calculate the probability of a candidatemggrompt or secondary®

Fetass(T;) P(class)
Y ass Jetass(T;) P(class)’
where the PDF for a given class has the form of the right hadeldiequation 5.5. Again, the
term foassrps(NT P, TPy, ..., TP,) is simply replaced here by.,.ss7p1(TPy), as its other
components factor out of this calculation.

As is explained in [96], weighting each candidate®ylass|T,) for a specific class and
histogramming one of the variablesThyields the distribution of that variable for that class,
assuming the PDFs used to calculate the weights are cotfébe PDFs are incorrect the
distribution obtained will differ from the PDF used to daberthe variable. Thus, calculating
the weights P(secondary|T;), and using them to weight the kernel functions when plotting
the values ofl'P;, a new PDF is obtained. If the initial PDF @fP, for secondaryD® is
correct, the new PDF is close to identical to the originahdf, the new PDF is different, but

P(class|T,) = (5.14)

slightly closer to the correct distribution than the predd®DF. In this case, the new PDF
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Figure 5.9: (a) The PDFs of the first turning point for prompt and secondtyob-
tained from data using kernel density estimation. (b) The average ancef#a a func-
tion of proper decay time for prompt and seconddfy calculated using equation 5.15.

is used to recalculate the weigh®§secondary|T,) and then used to pldt P, again. Thus,
this process is iterated upon until the PDF used to calcthateveights and the one obtained
using them agree sufficiently well. At this point one can beaie that the PDF describes
the data well.

This assumes that the other fit PDFs used in calculating thghtgedescribe the data
well, prior to the fit. Thus, there is some dependence of thié &' P, obtained on the initial
values of the parameters of the other fit PDFs. Provided timétssd values are reasonably
close to the final fitted values the PDF obtained will be swdfidy accurate, as it is still
mostly defined by the distribution of the data. Any remaininfjuence of the initial fit
parameter values is almost completely removed by a seceratidn of the proper-decay-
time fit, which is described in section 5.3.1.5. This itaratiechnique can be used for any
PDF for any class, but only in the case that only one PDF fonamiable is unknown.

Thus, separate PDFs of the first turning point for prompt @edsdaryD’ are obtained.
An example of the PDFs thus obtained, usiby— K-n* data, are shown in figure 5.9a.
The PDFs of the first turning point for prompt and secondafty+ K~-n*, extracted from
data using this method, are shown in figure 5.9a. As expéettBdtakes much higher values
for secondaryD® than for prompD°.

As these PDFs are obtained using kernel density estimdteytiave no free parameters,
and so remain constant throughout the fit procedure. Thedudf parameters in the proper-
decay-time fit is shown in table 5.7.
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Parameter Class | Description

Jprompt Both The fraction of prompD? in the dataset

Tpo Prompt | The effective lifetime of the signal

T Secondary The firstr parameter of the proper-decay-time PDF - fixed to 270
fs

To Secondary The second parameter of the proper-decay-time PDF

oy Both The o of the Gaussian proper-decay-time resolution function -
fixed to 50fs

[rp Prompt | The central value of thin(x?(7Pp0)) PDF - applies to both bit
furcated Gaussians and the symmetric Gaussian

frp1 Both The relative fraction of the first bifurcated Gaussian of the
In(x*(IPpo)) PDF

Olowl P1 Both The lowero of the first bifurcated Gaussian of the( (7 Ppo))
PDF

Ohighl P1 Both The uppers of the first bifurcated Gaussian of the( (7 Ppo))
PDF

frp2 Both The relative fraction of the second bifurcated Gaussianhef|t
In(x?(1Ppo)) PDF

OlowI P2 Both The lower o of the second bifurcated Gaussian of the
In(x?(1Ppo)) PDF

OhighI P2 Both The upper o of the second bifurcated Gaussian of the
In(x?(1Ppo)) PDF

Orp3 Both Theo of the symmetric Gaussian of the(\*(/ Pyo)) PDF

CIPo Secondary The scale factor between tle parameters of prompt and sec-
ondaryln(x?(I Ppo)) PDFs

1 PO Secondary The central value of thin(y?(/ Py )) PDF att = 0 - applies to
both bifurcated Gaussians and the symmetric Gaussian

Krip1 Secondary Describes the rate of increase of the central value of|the
In(x?(I Ppo)) PDF as a function of

trro Secondary Describes the rate of increase of the central value of|the

In(x?(IPpo)) PDF as a function of - fixed to 180fs

Table 5.7: The parameters of the proper-decay-time fit and their meaning. The €lass o

candidate to which they apply is also shown; this can be pradipsecondanbD?, or

both.
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5.3.1.4 Calculation of the Average Acceptance as a Functiaf Proper Decay Time

As different PDFs for the first turning point are required fwompt and secondaiy® the
simple method of calculating the average acceptance fumbly summing the acceptance
functions for each individual candidate, discussed inisect.3.2.3, cannot be used. An
acceptance function obtained by doing so would containritiutions from the turning point
distributions of the other classes of candidate, and so dvoat be accurate. Thus, the
average acceptance function must be calculated for eaghlmyantegrating over the turning
point PDFs specific to each class.

Using the form of the PDF of the turning points in equation35ahd thatnT P takes
integer values, the integral required to calculate theayeracceptance function becomes

Aclass,avg( ) Ezgﬁmm (nTP|ClCLSS)

/+oo ( <22£f/2@(t - TPQn—l)G(TPQn - t))
fclass TP1 (TPl)
nTP/2 rTPa, ’
_ Zn:l/ TPop_1 fclass,t (t/)dt,

o0

nTP
1T  Jetass.are, (TP, — TPn_1|nTP)> AT P,...dTPrp| .

(5.15)

Examples of the PDF of the first turning poitft;.ss 7r1 (7P, ), are shown for prompt and
secondanD’ — K~nt" in figure 5.9a. Note that, although the PDFs of the difference
between turning points are not implemented in the fit, thesdn® be known to properly
calculate the average acceptance function. Thus, nomdatistograms, made using the full
dataset, are used to estimate their distributions.

As the PDFs of the turning points and their separation ar@métytical functions this
integral can only be evaluated numerically. TakiNgbins in7 P, of width §7' P, and NV
bins in(T' P, — T'P;) of width 0T P,_; one can define

TPl,i = TPLO + ZéTPl, and (516)
TPQ,Z‘]' = TPLO + Z(STPl + j(STPg,l. (517)
Then one can express the term f@f P = 2 as a sum

(@(t — TP1 z)@(TP2,ij —t
fT L2 fclass t )dt/

P(nTP = 2|class)Si (S 0( ) fetassp1(TPL)6T Py

fclass,ATPg (TPQKU — Tplﬂ‘TLTP = 2)5TP21> . (518)
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This is essentially the total sum of the per-candidate aecep functions for each value of
T P, andT P, weighted by the probability of finding that number of turnjmgints and those
turning point values. Analogous calculations are perfattioe higher values oh7T'P, up to
its maximum value of six.

Each term for each value ofl'P thus requires calculating and summing’” accep-
tance functions. FonT P = 2 using N = 1000 requires10°® separate calculations, which
is manageable. However, using= 1000 for nT P = 4 one would have 0!? calculations,
and10'® for nT P = 6, which would require a prohibitive amount of CPU time. Th\iss
scaled according to the valuext P in order to be able to perform such a calculation within
reasonable time limits. This results in requiring very dniélfor largenT P. However, as
shown in figure 5.8P(nT P|class) is very small for highnT' P. Thus, the calculation of the
average acceptance is dominated bythg” = 2 term, and highenT P terms contribute
very little. Hence, using smalV for highnT P does not significantly reduce the accuracy of
the average acceptance function thus obtained.

An example of the acceptance functions calculated in thismaafor prompt and sec-
ondaryD? — K~—z* are shown in figure 5.9b. For prompt’ the acceptance rate is very
small at low proper decay times, as expected from the use wiimaim x?, cuts on the
D daughter tracks. The presence of multiple turning point® t multiple PVs in the
events, causes the acceptance to peak at moderate propgrtuees and drop slightly at
high proper decay times. This effect is small as the averageber of PVs reconstructed
by LHCb during the relevant data-taking period is orl2.1. This is consistent with expec-
tations, as discussed in section 4.3.2.1. Secondétyave very low acceptance at low and
moderate proper decay times, as the first turning point temtéke much larger values.

5.3.1.5 Suppression of Secondary’

The difficulties in obtaining a sufficiently accurate deptidn of secondanyD? result in
a large systematic uncertainty on the effective lifetimesetmined using the full dataset.
Consequently, an additional fit is performed on a subset otitlia after the fit to the full
dataset. The fraction of seconddny is suppressed for this second fit by applying a cut
of In(x?(IPpo)) < 2. The parameters of the(x?(IPpo)) PDFs are fixed in the second
fit to the values obtained in the first fit using the full datas€he fraction of prompiD®
in the reduced dataset is calculated by evaluating the raiteg the fit PDFs for prompt
and secondar{)® up to the cut value. This fraction is then also fixed. Thus,ahly free
parameters in the second fit age andr,.

Due to the correlation betweén(y?(1Ppo)) and proper decay time for secondap,
the cutln(x*(IPpo)) < 2 introduces an average acceptance as a function of propay dec
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DY DO Untagged
K™K~ || 15,234 | 15,247 | 30,481
Km 111,212| 114,898| 226,110

Table 5.8: The number of candidates used in the fits to extgagt and Ar, including
backgrounds, after requiriig(x?(1 Ppo)) < 2.

time for secondanp®. This is given by the integral of the PDF bf(x?(1Ppo)) up to the

cut value:
9 ln(X%n,(L.r(IPDO))
Au(tIx2. (IPoo)) = / Frerp(alt)dz. (5.19)
Thus the proper decay time PDF for secondafybecomes
1
fsec,t (t‘Xgnax([PDo)) = NAsec(t’Ximx([PDo))fsec,t (t)7 (520)

where the normalisation is given by

N = / m Asee X2 00 (I Ppo)) fseer (t)d2. (5.21)

Such a cut also modifies the distribution of the first turniogpfor secondanp®. This
PDF is thus re-evaluated on the reduced dataset using thedwdiscussed in section 5.3.1.3,
with only one iteration. It is produced using kernel dengisyimation, and weighting each
candidates contribution b¥(secondary|T;), as determined by the first fit and defined in
equation 5.14. This has the consequence that any dependetiee PDF of ' P, for sec-
ondaryD° on the initial values of the fit parameters, prior to the firstigialmost completely
eliminated. The values oty determined by this second fit for each decay channel are then
used to calculatg:p and Ar (after the correction for mis-taggéaf in the case ofdr).

The number of candidates passing the trigger and offlinectetecriteria, detailed in
section 5.1, are shown in table 5.3. These are used in thadnation of the fit. The number
of candidates also fulfilling the requirementlofx*(1 Py )) < 2, that are used in the second
fit iteration, are shown in table 5.8.

5.3.1.6 Blinding

During the development of the final fit methodology the lifetis of theD® — KTK-
datasets were blinded. This was done to ensure that no upesé&d bias, either conscious
or unconscious, could be introduced to the observed valuds andy.p before the final fit
methodology was defined. The blinding was achieved by sg#tia lifetimes output by the
fit by an unknown factor between 0.97 and 1.03. Only once thétfprocedure was agreed
upon were the blinding factors removed.
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5.3.1.7 Future Considerations

Due to the complicated nature of the full fit PDF it is possiblat the approximations made
here may prove not to be exact when examining larger datastts future.

One minor issue exists due to the geometric acceptance MEh®, or in the presence
of a maximum cut on the proper decay time. In this case the Hilkedifference between
the last and second last turning points is modified as thedasing point always falls in
roughly the same place (or exactly the same place when augpdyimaximum cut). This
would affect the PDFs of the differences between turningisofor secondanp’ much
more, as the value of P, takes much larger values. However, as the contribution of se
ondaryD° to the dataset is suppressed so strongly in the secondadteddtthe fit, this effect
is sufficiently small as to be neglected for the measurememsented here. A relevant
systematic uncertainty is nonetheless calculated in@e6t3.5.

Another consideration that must be made comes from progadynining the PDF of
In(x%(IPpo)) in equation 4.17. In the previous section it was assumedlittigt (7 Ppo))
depends only o for secondaryD’; however, this PDF is in fact conditional on the full
set of proper-decay-time fit variable§, nTP,TP,,...,TP,}. As, during the swimming
algorithm, PVs are moved along the direction of the momentaator of theD® the IP, and
X2(I Ppo), of theD? does not change with the distance swum. However, this doesileo
out the possibility of correlation between tlé(7 Pro) and the values of the turning points.
Intuitively, one might expect that B° candidate with a very large?(7 Pyo), such as those
for secondaryD® at high proper decay times, may well be inclined to have aelavglue
for TP,. A larger x*(IPpo) implies a larger pointing angle; at lower proper decay times
the pointing angle will get larger still, and so may well caudle candidate not to pass the
selection, resulting in a large value f61”;. Hence a correlation betwegA(7 Ppyo) andT P,
is plausible, in addition to the dependencexdfI P0) on proper decay time for secondary
DO,

As shown by figure 5.6 the value 6tP, appears uncorrelated (2 (7 Ppo)) for prompt
DY, and so such considerations only affect secont¥érfand potentially combinatorial back-
grounds in future). Thus, as second®¥/contribute so little to the final fit dataset, it is rea-
sonable to neglect such effects for the measurements peeldegre. Again, a corresponding
systematic uncertainty is applied in section 6.3.6. Howesech effects will need to be
studied carefully when larger datasets are examined imgutu
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5.3.2 Measurements of Effective Lifetimes

The simultaneous fit to the proper-decay-time amgk?(7Ppo)) distributions, detailed in
section 5.3.1, is applied to each of the datasets to deterthim effective lifetime of the
signal. The first iteration of the fit, which is used to deterenthe parameters of the PDFs
of In(x%(I Ppo)), is performed using the statistics shown in table 5.3. Thaadilifetime
(andr, parameter for secondafy’) is determined in the second iteration of the fit, after the
application of the cut ofn(x*(7Ppo)) < 2, the statistics for which are shown in table 5.8.
Table 5.9 shows the fitted values and their statistical sifiarall parameters in the fits to the
D’ — K-t andD® — K+~ datasets. Table 5.10 shows the same resultBfer KK~
andD? — K*K~. The results of the fits to the combined, untagged datasetstawn
in table 5.11. No significant correlation betwegsn and any of the other fit parameters is
observed in either iteration of the proper-decay-time fiboy dataset.

The projections of the corresponding fits onto the propeagdime andn(x?(1Ppo))
axes are shown fdp° — K-t andD® — K*7~ in figure 5.10. The pull of the fit in each
bin is shown below each plot. For second@?¥the projection onto thén(x?*(1 Ppo)) axis
is achieved by integrating the PDFlaf(x?(1 Ppo)) multiplied by the average proper-decay-
time PDF over the range of proper decay time in the fit. Theay@proper-decay-time PDF
for each class is obtained by integrating over the rangernirtg point values and the number
of turning points, up to the maximum of six, as described hya¢ign 5.15. Examples of the
acceptance functions thus obtained are shown in figure 5.9b.

Figure 5.11 shows the distributions of the data and the pallies of the fits in the
In(x%(IPpo)) and proper-decay-time plane, fo — K—nt andD® — K*ni~ after the
final iteration of the fit. The pulls are evenly distributecoabzero, showing that the fit-
ted PDFs describe the data well. Figures 5.12 and 5.13 shewittprojections and their
pulls for D° - K*K~-, D® - K*K~ and untagged®® — K*K~ andD? — K-n". The
pulls of the projections are also generally distributednév@bout zero. With the higher
statistics ofD? —+ K~n* some small regions where the pulls are consistently pesdiv
negative are apparent, for example the region In(x*(1Py)) < 6 in figure 5.13c. This
implies some small inaccuracies in the fit PDFs, though thezeno apparent structures to
the pulls in the region ofn(x?(1Ppo)) < 2, in which the final fit is performed to extract the
effective lifetimes. Thus, it is clear that the average ptaece as a function of proper de-
cay time is reproduced accurately using the data obtaingtldogwimming algorithm, and
the parametrisation of thiei(x?(7Ppo)) distribution is sufficiently good. Any systematic
uncertainties resulting from inaccuracies in the fit PDesesaluated in section 6.3.

A summary of the effective lifetimes determined on each skttas shown in table 5.12.
The lifetimes for the taggell "K~ datasets after applying the correction for the bias from
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D® — K-7tt Proper-Decay-Time Fit Results D° — K7t~ Proper-Decay-Time Fit Result
Parameter Fitted Value Parameter Fitted Value
Jorompt 0.93019 + 0.00086 forompt 0.93055 £ 0.00085
T 0.270 ps T 0.270 ps
Wip 1.306 +0.014 Urp 1.298 +£0.013
Jip1 0.557 £ 0.016 fip1 0.571 + 0.016
O lowl P1 1.652 + 0.041 Olowl P1 1.684 + 0.040
OhighIP1 0.724 £+ 0.022 OhighI P1 0.747 + 0.022
frpo 0.120 4+ 0.020 frpo 0.102 4+ 0.018
Olowl P2 2.777 + 0.080 Olowl P2 2.888 £+ 0.088
O highlIP2 1.362 £+ 0.039 O highI P2 1.401 4+ 0.042
orp3 0.922 +0.018 orp3 0.911 £ 0.018
CIPy 0.929 + 0.011 CIPs 0.934 +0.011
H1PO 0.558 £ 0.071 1 PO 0.344 + 0.070
[1P1 1.969 + 0.028 [L1P1 2.066 =+ 0.028
tipo 0.180 ps trpo 0.180 ps
Forompt 0.99518 Forompt 0.99498
Ty 0.59 £0.16 ps Ty 0.84 +0.19ps
To 410.6 + 1.3fs oo 409.9 + 1.3 fs

(@) (b)

Table 5.9: The fitted values and their statistical errors of the parameters of the simulta-
neous fit to the proper decay time amdy? (I Ppo)) distributions, for (@D° — K—7+

and (b)DY — K*n—. The values of the parameters in the last three rows are those
determined in the second fit, after applying the cutidf®(1 Pyo)) < 2. Parameters
without errors are fixed in the fit. The definitions of the parameters aengivtable

5.7 on p. 139. No significant correlation betwegp and any of the other fit param-
eters is observed in either iteration of the proper-decay-time fit. Thespmneling fit
projections are shown in figure 5.10.
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Figure 5.10: (a) The projection onto thie(y?(I Ppyo)) axis of the first iteration of the si-

multaneous fit to the proper decay time anh? (I Ppo)) distributions foD? — K7t

The red dashed line shows the cutofy?(1 Ppo)) < 2 used for the second iteration of

the fit. (b) The projection onto the proper decay time axis of the results ofettend

iteration of the fit, using candidates left of the red dashed line in (a). @)Y@nshow

the same foD" — K*7t—. The pull of the fit in each bin is shown below each plot. The

corresponding fit results are shown in table 5.9.
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Figure 5.11: Distribution of In(x?(1Pp0)) as a function of proper decay time from
the subset of the data used in the final iteration of the proper-decay-tinferfiz)
DY - K—n™ and (b)D° — K*n~. (c) and (d) show the pull values (data minus fit,
divided by the statistical error) in each bin.
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mis-taggedD’ are also shown. These are used in the calculatioAof The corrections
are performed using equations 5.7a and 5.7b with the misatag shown in equations 5.8a
and 5.8b. The systematic uncertainties on the lifetimesdedves have not been estimated
and would require careful consideration for these measemésnto significantly improve
the knowledge of the absolufé® lifetime. Hence, the lifetimes are quoted with statistical
uncertainties only. These are used to calculate the valuasdostatistical uncertainties on
ycp and Ar. Many of the sources of systematic uncertainty on the abesdifietimes are
expected to cancel in the calculatiomefr and Ar-.

As a cross-check a ‘pseudd; measurement is also made usbg— K-n+ andD? —
K*7t~, defined analogously tdr as

Te (DY = KF717) — 70(D° — K—7tt)
Ter(D0 — K+7t~) + 7q(D0 — K—7tt)

ARl — (5.22)
UnderCPT invariance theD? andD° should have identical effective lifetimes, thu&™
should yield a result consistent with zero. This also mehasmis-tagged’ do not bias
the measured effective lifetimes, and so no mis-tag coomds applied when calculating
A?”’eﬂ . This provides a strong cross-check on the fit method as lb&gghe significantly
higher statistics in th®° — K~7t" channel compared 0° — K+*K~.

The effective lifetimes shown in table 5.12 give the follagiresults, showing only sta-
tistical uncertainties:

AR — (20,9 £2.2) x 1073, (5.23a)
Ap = (=59+5.9) x 1073, (5.23b)
yop = (5.5+6.3) x 1073, (5.23c)

As mentioned in section 5.3.1.6 the measurementg pfand A were blinded while the fit
methodology was being developed. Further cross-checkisese tmeasurements are shown
in section 6.1, and the determination of their systematweuainties discussed in section
6.3.

5.4 Conclusions

This chapter presented the measurementg-efand Ar, the motivation and methodology
for which has been discussed in chapters 1 and 4. Sectiorréséried the datasets used
and the selection criteria applied to the reconstru@@dandidates. The data comprises
28.0 & 2.8 pb™* collected during the 2010 run, and yields 39,263 untaggées KK~
candidates and 286,159 untagdetl+ K- 7" candidates after the selection is applied.
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DY — K*K~ Proper-Decay-Time Fit Results D°— K*K~ Proper-Decay-Time Fit Result
Parameter Fitted Value Parameter Fitted Value
Forompt 0.9231 £ 0.0024 Forompt 0.9256 + 0.0023
T 0.270ps 1 0.270 ps
[irp 1.419 + 0.044 [P 1.260 + 0.035
Jip1 0.579 + 0.043 fip1 0.539 + 0.045
OlowlP1 1.64 +0.13 OlowlP1 1.798 £ 0.066
OhighI P1 0.652 £ 0.044 OhighIP1 0.803 £+ 0.076
frpo 0.152 + 0.087 frpo 0.062 4+ 0.013
OlowI P2 2.62 £0.23 OlowI P2 3.000 £ 0.079
O highl P2 1.23 +0.10 Ohighl P2 1.714 4+ 0.094
orp3 0.977 +0.047 orps 0.956 £ 0.038
CIPy 0.922 +0.028 CIPy 0.924 +0.028
H1PO 0.91 £0.18 HIPO 0.29 £0.18
Hip1 1.854 £+ 0.072 Pt 2.057 £0.073
tipo 0.180 ps tipo 0.180 ps
Forompt 0.9952 Forompt 0.9947
To 0.47+0.22ps Ty 0.27 + 0.30ps
THo 410.4 £ 3.41s Do 405.7 £ 3.41s

@)

(b)

Table 5.10: The fitted values and their statistical errors of the parameters of the simulta-
neous fit to the proper decay time amdy? (1 Ppo)) distributions, for (aD® — KTK~

and (b)D° — K*K~. The values of the parameters in the last three rows are those
determined in the second fit, after applying the cutidf®(1 Pyo)) < 2. Parameters
without errors are fixed in the fit. The definitions of the parameters aengivtable

5.7 on p. 139. No significant correlation betwegp and any of the other fit param-
eters is observed in either iteration of the proper-decay-time fit. Thespmneling fit
projections are shown in figure 5.12.

149



CHAPTER 5.

Entries per 0.073

Pull

Entries per 0.073

Pull

10°

s L — Fit

5
&
5
o
%
°
N

E LHCb
F 2010 Data Vs = 7 TeV
[ —— Data

— Signal
----- Secondary

B L Y o 1 Ly

g 8 o0
In( X2(IP) )

@)

HCb
2010 Data Vs = 7 TeV
—— Data
— Fit
— Signal
----- Secondary

(©)

Entries per 0.05 ps

Pull

Entries per 0.05 ps

Pull

10

10

LHCb

2010 Data Vs = 7 TeV
—e— Data

— Fit

— Signal
Secondary

i

4 5
Proper Decay Time [ps]

LHCb

2010 Data \s = 7 TeV
—— Data

— Fit

— Signal
Secondary

4 5
Proper Decay Time [ps]

T L L e
(d)

Figure 5.12: (a) The projection onto thén(x?(IPpo)) axis of the first iteration
of the simultaneous fit to the proper decay time am@?(1Ppo)) distributions for
DY — K+*K~. The red dashed line shows the cutlofy?(IPpyo)) < 2 used for the
second iteration of the fit. (b) The projection onto the proper decay time &xtieo

results of the second iteration of the fit, using candidates left of the rdteddme in
(@). (c) and (d) show the same B — K+K~. The pull of the fit in each bin is shown
below each plot. The corresponding fit results are shown in table 5.10.
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UntaggedD? — KK~ UntaggedD? — K—7t
Proper-Decay-Time Fit Results Proper-Decay-Time Fit Results
Parameter Fitted Value Parameter Fitted Value

Jprompt 0.9245 £ 0.0017 Jorompt | 0.93038 £ 0.00060

T 0.270 ps T 0.270 ps

Hip 1.328 £ 0.026 Hrp 1.3014 £ 0.0096
Jip1 0.557 + 0.026 fipe 0.564 + 0.011
OlowI P1 1.789 £ 0.038 OlowlP1 1.669 + 0.029
OhighIP1 0.723 £ 0.036 OhighI P1 0.736 + 0.015
J1p2 0.0639 % 0.0097 J1p2 0.110 £ 0.013
Olowl P2 3.00 £0.37 Olowl P2 2.832 4+ 0.059
Ohighl P2 1.567 + 0.067 Thighl P2 1.382 +0.028
orp3 0.976 + 0.016 orp3 0.917 +0.012
CIPg 0.922 4+ 0.020 CIPy 0.9322 £ 0.0080
HrpPo 0.60 £+ 0.13 H1Po 0.450 £ 0.049
H1p1 1.949 4 0.053 Urp1 2.018 = 0.020
tipo 0.180 ps tipo 0.180 ps
Forompt 0.9951 Forompt 0.99507
To 0.39 £0.18ps Ty 0.72+£0.13ps
TDHo 408.0 + 2.4 1s TDo 410.24 + 0.90 fs

(@) (b)

Table 5.11: The fitted values and their statistical errors of the parameters of the si-
multaneous fit to the proper decay time amdy?(/Ppo)) distributions, for (a) un-
taggedD? — K*K~ and (b) untagge®® — K~-n*. The values of the parameters

in the last three rows are those determined in the second fit, after applyirngttiof
In(x%(IPpo)) < 2. Parameters without errors are fixed in the fit. The definitions of the
parameters are given in table 5.7 on p. 139. No significant correlatiorebatyy, and

any of the other fit parameters is observed in either iteration of the poguery-time fit.

The corresponding fit projections are shown in figure 5.13.
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Figure 5.13: (a) The projection onto thim(x?(1 Ppo)) axis of the first iteration of the

simultaneous fit to the proper decay time an¢l?(1 Pyo)) distributions for untagged
DY — K*K~. The red dashed line shows the cutlofx?(IPpo)) < 2 used for the
second iteration of the fit. (b) The projection onto the proper decay time &xtieo
results of the second iteration of the fit, using candidates left of the réteddime in

(a). (c) and (d) show the same for untagd¥t— K—nt™. The pull of the fit in each bin
is shown below each plot. The corresponding fit results are shown in3dtde

Decay D° D° Untagged
K™K~ 410.4 +3.41fs | 405.7 +3.4fs | 408.0 & 2.41s
K*K~ Mis-tag Corrected| 410.5 + 3.4fs | 405.6 + 3.4fs
Kr 410.6 £ 1.3fs | 409.9 + 1.3fs | 410.24 +0.90 fs

Table 5.12: A summary of the effective lifetimes determined for each decay channel

and their statistical errors. The lifetimes for the tagged<— final states are shown

both before and after applying the correction for the bias from mis-taggedidates.
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CHAPTER 5. MEASUREMENT OFRjcp AND Ar

The specifics of the fit methodology, discussed for more gawases in chapter 4, were
described for the mass fits in section 5.2.1. The resultsehihss fits to determine the
fractions of combinatorial backgrounds and randomly-&ajo° were then shown in section
5.2.2. Due to the very small number of candidates acceptibe iside-band regions, mass fits
to theD? — KK~ datasets cannot converge stably, and so only results frebths K—7t™
datasets were presented.

The specifics of the fits to extract the effective lifetimesevihen detailed in section
5.3.1. This includes the exact parametrisation of the P3ésl uin the fit, and the methods
for extracting the distributions of the acceptance vadapbldetermined by the swimming
algorithm, from the data. Due to very limited statisticshe tnass side-bands, combinatorial
backgrounds are neglected in the fit to extract the effedifigBmes. The effects of mis-
taggedD? are corrected after the lifetime fits have been performedgusie random-tag
rates determined by thB® — K-t mass fits. An additional fit iteration is also added
after the application of a cut dfi(x?(IPy)) < 2, in order to suppress the component of
secondanp’ in the data. This reduces the final statistics to 30,481 gew@p’ — KK~
candidates and 226,110 untaggeti—+ K—n* candidates.

The results of the simultaneous fits to the proper-decag-tndin(x? (1 Ppo)) distribu-
tions for each oD? -+ K-nt, D° - K*n—, D - K+K~, D = K*K~, and untagged
DY -+ K-n" andD°® — KTK~ were then shown in section 5.3.2. The fit PDFs and the
average acceptance rate as a function of proper decay titeardeed by the swimming
algorithm were shown to be accurate. A measuremem{fﬂfeﬁ, defined analogously tdr
but usingr.g(D? — K-n") and7.¢(D° — K*n~), is made as a cross-check. The resulting
measurements, with only statistical uncertainties, aneddo be

AR — (0.9 £2.2) x 1073, (5.24a)
Ar = (=59+5.9) x 1073, (5.24b)
yer = (5.5+£6.3) x 1073, (5.24c)

The stability of these measurements and their systematertainties are evaluated in chap-
ter 6.
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Chapter 6

Stability Verification and Evaluation of
Systematic Uncertainties foryop and A

Chapter 5 presented the data and specific methods used tormgaswand Ar. A mea-
surement ofA?"’eﬁ, defined analogously tdr but usingr.s(D° — K~n") and7.(D° —
K*7t™), is made as a cross-check. The resulting measurementspmijtistatistical uncer-
tainties, are shown in equations 5.23a to 5.23c. Before tiisigdd meaning of these results
can be discussed they must be shown to be reliable and aeyrsist effects on their values
evaluated.

Cross-checks of these results, performed by splitting ti@ a@ecording to various dif-
ferent criteria, are shown in section 6.1. Verification stgf the fit method itself, made
using toy Monte Carlo simulation, are then shown in sectiéh @&inally, the systematic
uncertainties ocp and Ar that may arise from various aspects of the event reconginuct
and fit methodology are evaluated in section 6.3. The sysiennacertainties omﬁ“’eﬁ are
also calculated, to ensure that they are compatible witkettiound fory-p» and Ar. The
final results are then shown, and their physical interpietatiscussed.

6.1 Measurement Cross-Checks

The measurement ofS ™/, defined as

Te (DY = KF717) — 70(D° — K—7tt)

AKT(,eﬁ — l ,
r Ter (DO — K+71-) + 7o (DO — K—71+)

(6.1)

should be consistent with zero, as beth(D° — K~7") andr.g(D° — K*7~) should yield

the average lifetime of thB® mass eigenstates. The result shown in equation 5.23a))is ver
(=)

much consistent with this. As this exploits the high statisof theD? — K¥ 7™ channel this

154



CHAPTER 6. STABILITY CHECKS AND SYSTEMATIC UNCERTAINTIES FOR¢p
AND Ap

alone provides a good deal of confidence in the measuremiedisandy. . Additionally,
the untagged lifetimes, shown in table 5.12, are equal taveeage of the lifetimes fdp®
andD?, as they should be. Finally, the untaggeti— K—nt* lifetime is nicely consistent
with the world average value of [7]

Teg(D? — K™mth) = 410.1 £ 1.4fs. (6.2)

Thus, the basic measurements imply that the results aeblel

To ensure that the fit results do not exhibit any dependeneapmproperties of the can-
didates or the running conditions, the data are split ints liepending on several different
parametersA?”’eﬁ , Ar andycp are then measured on each individual dataset. The param-
eters by which the data are split are: the running periodxéméne any dependence on the
running conditions of LHCb; th®° momentum, to examine any dependence on the momen-
tum scale; thé® p;, for similar reasons; and the number of PVs in the event, vharies
the level of lifetime biasing effects, as discussed in sec#i.3.2.1. The2-probability of the
variations of the fitted values between the datasets isrdeted to evaluate their statistical
significance. This is calculated with respect to the fit valabtained on the full datasets,
using the uncorrelated statistical uncertainties. Thewetated uncertainties are calculated
for the lifetimes using

2 2 2
Or X,uncorr. — 9 X bin + OX full — 2 V PX O X bin0 X full (63)

for Ap andAL™7 using

9 27150,bin ? 9 2TD0 bin 2 2
0 Ap,uncorr. — ( )2 ODO,bin + ( )2 J]jo,bin (64)

TH0 bin T TDO,bin T50,bin T TDY,bin

_ 2 2
n ( 27'D0,fu11 ) 52 n 2Tpo full o2
_ 2 DO full _ 2 DO, full
(750 gt =+ 700 full) (T30 gunt + 7O full) "

2750 1 Q7=
DY bin DO, full
— 24/PDOODO bin0DO full 5 5
(Tﬁo,bin + TDO,bin) (TBO,fuu + 7 DO,fuu)

2TD0 bin 2TDo full

— 2y PBO0HO bin0DO full 7 W 5
(750 pin T 00 bin)? (T50 g1 + 70O full)

and forycp using

9 2
2 - 1 2 TK 7 bin 2 6.5
aycp,uncorr. - UKﬂ,bin + 2 UKK,bin ( . )

TK K bin TK K bin

) 2
1 T full 9
2 b
+ Okrtal T | =3 OK K full
TK K full TK K full

1 1

TKK,bin TK K, full

TK7bin TKr full
— 2V/PKKOKK binO KK full 5 3 )
TK K bin TKK full

— 2/PKx0 K7 bin0 K full
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AND Ar
Bin No. | RunRange | N. Untagged®— K*K~ | N. Untagged® — K-7t*
1 80200 — 80375 3,134 18,821
2 80376 — 80650 3,740 30,472
3 80651 — 80875 6,315 41,342
4 80876 — 81309 219 1,883
5 81310 — 81375 7,756 63,196
6 81401 — 81475 3,918 28,395
7 81476 — 82000 5,275 41,115

Table 6.1: The run ranges and the corresponding dataset sizes for the reswits ish
figures 6.1 and 6.2. The ranges are chosen to select data taken witkrdiffiegger
configurations.

whereTx i, IS the measured lifetime in the given data bin for decay chbAn oy piy itS
statistical uncertaintyry s andox s the same for the full dataset, apg the fraction
of the full dataset for the given decay channel that lies ediven bin. On occasion the
datasets are too small after splitting the data for the fit®twerge accurately, in which case
the results are omitted from the comparisons.

The values obtained when splitting by running period arevshio figure 6.1 forAI;”’eﬂ
and Ar, and figure 6.2 forycp. The run ranges chosen correspond to periods in which
different trigger configurations were used. The number oida#ates in each dataset for
each running period is shown in table 6.1. The values of eadsaorement for each running
period, as well as the effective lifetimes that contribatéhtem, agree within their statistical
errors. They?-probabilities also indicate that the variations betwei@s hre consistent with
statistical variations. The higher statistics of the ugetD® — K7™ channel also allows
examination of the pull distribution fatg(D° — K~7t") using the results from each running
period. The pulls are calculated with respect to the valuaioed using the full untagged
D — K-nt™ sample. The uncorrelated statistical uncertainties agel trs calculate the
pull. Their distribution is shown in figure 6.3, fitted with angle Gaussian. Although the
uncertainties on the mean andare large they are clearly consistent with zero and one
respectively. This also confirms that the measured effediietimes and their statistical
uncertainties are determined correctly.

The results of splitting the data By’ p are shown fonélIF(”’ef7 and Ar in figure 6.4 and
for yop in figure 6.5. Splitting byD? p; gives the results shown in figures 6.6 and 6.7. One
might infer some weak dependenceAﬂf”’eﬁ and Ar on p from these figures. However,
these values are still consistent within their statisteabrs, and thec?-probabilities are
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Figure 6.1: (a) The fitted values of.¢(D° — K—n™) (top left) andr.z(D® — K*7~) (top right),

and the resulting values M?”’eﬁ (bottom) in different running periods. (b) The same fgf(D® —
KTK™), 74(D? — K*K~) and Ar. The run ranges and statistics corresponding to each bin are
shown in table 6.1. There are too féW — K+TK~ candidates in bin 4 for the fit to converge, so
this is omitted from the comparison. The red dashed lines show the fitted véitaésen using the
whole dataset. The black error bars show the statistical uncertaintieclompeiat, while the broad
green error bars show the uncorrelated statistical uncertainties w.r.edtuashed line. The? and
P-values shown are calculated w.r.t. the red dashed line using the untexiretecertainties.
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Figure 6.2: Fitted values of untagged.q(D° — K~—7t) (top left) and untagged
Tt (DY — KFK ™) (top right), and the resulting values @f » (bottom) in different run-
ning periods. The run ranges and statistics corresponding to eactetsh@wn in table
6.1. The red dashed lines show the fitted values obtained using the whaletddtae

black error bars show the statistical uncertainties on each point, while dlad lgreen
error bars show the uncorrelated statistical uncertainties w.r.t. the reddiase. The
x? and P-values shown are calculated w.r.t. the red dashed line using the untamtrela

uncertainties.
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Figure 6.3: The pull distribution of the values of untaggegd:(D° — K~7nt") when
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dataset.
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Figure 6.4: (a) The fitted values of.¢(D° — K—n™) (top left) andr.z(D® — K*7~) (top right),

and the resulting values oi?"’eﬁ (bottom) in different bins oD® momentum. (b) The same for
Teff (DY — KK ™), 7.¢(D° — K*K~) and Ar. The bin ranges are chosen to give roughly the same
statistics in each bin. There are too f@# — KTK~ candidates in the highegtbin for the fit to
converge, so it is omitted from the comparison. The red dashed lines shditt¢d values obtained
using the whole dataset. The black error bars show the statistical untegan each point, while
the broad green error bars show the uncorrelated statistical uncegaimttethe red dashed line. The
x? and P-values shown are calculated w.r.t. the red dashed line using the unteatretecertainties.
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Figure 6.5: Fitted values of untagged.q(D° — K~—7t) (top left) and untagged

Tt (DY — KFK ™) (top right), and the resulting values @f » (bottom) in different bins

of DY momentum. The bin ranges are chosen to give roughly the same statistics in each
bin. The red dashed lines show the fitted values obtained using the whotetdathe

black error bars show the statistical uncertainties on each point, while dlad lgreen

error bars show the uncorrelated statistical uncertainties w.r.t. the reddihse. The

x? and P-values shown are calculated w.r.t. the red dashed line using the untamirela

uncertainties.
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Figure 6.6: (a) The fitted values of.¢(D° — K—nt™) (top left) andr.g(D° — K+7™)
(top right), and the resulting values ﬂflf”’eﬁ (bottom) in different bins oD° pr. (b)
The same forg (D — KK ™), 7o4(D? — K*K~) and Ar. The bin ranges are chosen
to give roughly the same number of candidates in each bin. The red dhsesd
show the fitted values obtained using the whole dataset. The black ersosiauw
the statistical uncertainties on each point, while the broad green errosheans the
uncorrelated statistical uncertainties w.r.t. the red dashed line.yTrand P-values
shown are calculated w.r.t. the red dashed line using the uncorrelatataimues.
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consistent with statistical variations. Further, as tlendis forAI;”’eﬁ and Ar are in the
opposite direction, and no similar dependence is seen wpigting by pr, one can safely
conclude that these apparent trends are simply due totstaltiguctuations. The values of
ycp Obtained in each bin are also consistent with each other.

Finally, splitting the data by the number of PVs in each ev@wnes the results shown
in figures 6.8 and 6.9. As was discussed in section 4.3.2HehigV multiplicity results in
a greater number of turning points in the per-candidateaoee functions determined by
the swimming algorithm. Thus, examining candidates froenéy with different numbers of
PVs may reveal any issues in accurately determining acee@fanctions with varying num-
bers of turning points. The results show no significant ddpane on the PV multiplicity,
and so multiple turning point acceptance functions appebetdetermined accurately.

These cross-checks thus show that the measurememg"(ﬁﬁ , Ar andycp are stable
and exhibit no significant dependence on running peiivdy andp;, and PV multiplicity.

6.2 Verification Using Toy Monte Carlo Data

There are various ways in which a systematic bias can occilreireffective lifetimes de-
termined by the method laid out in section 5.3.1. The crdestks detailed in section 6.1
are insensitive to any such biases as they would affect adsorements in the same man-
ner, regardless of how the data are divided up. To verify toaii@acy of the fit method and
ensure that any bias resulting from the fit method itself gligble one must examine its
results in many ‘pseudo experiments’ using Monte Carlo sated ‘toy data’. In such toy
data the variables of interest for each candidate, sucheastonstructed:(D°) or proper
decay time, are generated using specific, known PDFs. Resokffects are modelled by
adding variables following Gaussian distributions to teaeyated variable of interest. Toy
data is preferable over the fullEANT based simulation described in section 2.2.8.2 for such
method verification as it is much less CPU intensive to prodacd so can easily be gener-
ated in much larger quantities. Also, generating the tog datng the exact same PDFs as
are used in the fit means that any observed bias originatestfre fit method itself, rather
than any reconstruction biases.

For the toy data studied here the parameters of the PDFs agghéerate the variables
of interest are, where possible, those obtained from thedithe D° — K7™ dataset.
These results are shown in tables 5.6 (a) and (c) for the ntasmfil table 5.11(b) for the
proper-decay-time fit. Promi’ candidates are generated using a double Gaussian PDF
for the mass, an exponential PDF with a Gaussian resoluéion for the proper decay
time, and a double bifurcated Gaussian plus a single Gayssith means independent of
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Figure 6.8: (a) The fitted values of.¢(D° — K—n™) (top left) andr.z(D® — K*7~) (top right),

and the resulting values oi?”ﬁ (bottom) in different bins of PV multiplicity. (b) The same for
Teff (DY — KTK™), 7g(D? — K*K~) and Ar. There are too fewd? — K+K~ candidates with

3 PVs for the fit to converge, and so this dataset is omitted from the compari3te red dashed
lines show the fitted values obtained using the whole dataset. The blackars@show the statistical
uncertainties on each point, while the broad green error bars show tberelated statistical uncer-
tainties w.r.t. the red dashed line. Th&andP-values shown are calculated w.r.t. the red dashed line

using the uncorrelated uncertainties.
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proper decay time, for thia(x?(1 Ppo)). Similarly, for secondary® the mass is generated
with the same PDF as prompt’, the proper decay time is generated using a sum of two
exponential variables plus a Gaussian resolution termteaah (v (1 Ppo)) using the same
PDF as for prompD® but with a proper-decay-time dependent mean of the formngiye
equation 5.11. Combinatorial background candidates arergesd using a linear PDF for
the mass, a single exponential PDF with Gaussian resoltdioime proper decay time and
a bifurcated Gaussian, with mean independent of properydéuna, for theln(x?(1Ppo)).
The parameters of the mass PDF for combinatorial backgsoareditaken from the results of
the mass fit foD? — K~7t*, shown in table 5.6(a), while those of the proper decay tintk a
In(x?(IPpo)) PDFs are taken from fits to the mass side-bands of the untdofged K- 7"
dataset. Although thén(x?(IPpo)) distribution for combinatorial backgrounds is likely
to have some proper-decay-time dependence, in realitynibtigpossible to determine this
from the data. Generating the(x*(IPyo)) independent of proper decay time makes the
combinatorial backgrounds more like signal than secon@éryThus any bias originating
from neglecting their PDFs in the proper-decay-time fit kely to be slightly larger than

in reality. Only 1 % of candidates in the mass side-bands apt, ko mirror the relative
retention rate between the ‘D2hh’ and ‘D2hh Wide Mass’ teigiines. No mis-tagged signal
candidates are generated.

The first turning point value is generated with a double lodted Gaussian PDF. For
prompt and secondarp® the parameters of this PDF are chosen to match the shape of
the PDFs obtained using kernel density estimation from ditddta, like those shown in
figure 5.9a. For combinatorial backgrounds the parameteragain obtained from fits to the
mass side-bands of untaggbl — K-7nt* data. The number of turning points is generated
identically for all classes of candidate using a Gaussiak, Riie results of which are then
rounded to positive integer values. The difference betwaaring points also follows the
same distribution for all classes. It is generated usingiglsiexponential PDF the mean of
which is obtained from a fit to the untagg®d — K-n* dataset. The number of turning
points and their values are generated before the propey tieva, and the generated proper
decay time then required to lie within these acceptanceval® No resolution is considered
on the turning point values.

1000 such datasets of 20,000 candidates, of which 93 % aneppio’, 6 % secondary
D° and 1 % combinatorial backgrounds, were generated. Théifetime fit procedure,
as detailed in section 5.3.1, was then applied to each. Thefthe fitted value ofmo,
defined as the fitted value minus the value used during thergjigore of the data, divided by
the statistical error on the fitted value, is then plotteddibidatasets. The pull distribution
is shown in figure 6.10a, fitted with a Gaussian. The mean sfdstribution is slightly
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Figure 6.10: The pull distributions of the fitted values @fo obtained using 1000 toy
datasets. In (a) the datasets consist of 20,000 candidates each withi§B¥p & %
secondaryD?, and 1 % combinatorial backgrounds. In (b) the datasets are identical bu
contain 100,000 candidates each. In (c) the datasets also contain 1@@rafiQates
each, but no combinatorial background is generated.

displaced from, but still consistent with, zero, and this consistent with one. This shows
that the fit method causes no significant bias to the lifetimlgtsined and estimates the
statistical errors correctly.

A further 1000 datasets were generated with 100,000 catedidsch, and this process
repeated. The corresponding pull distribution is showngarg 6.10b. With the increased
statistics a significant bias of 0.28is apparent. However, this only equates to a bias of
~0.4 fs on the lifetimes obtained. To verify the source of this bi@®d datasets of 100,000
candidates each were generated with no combinatorial baigkgs. The mean of the re-
sulting pull distribution, shown in figure 6.10c, is muchs#o to zero. This shows that the
largest source of systematic bias to the fitted lifetimeslte$rom neglecting combinatorial
backgrounds in the proper-decay-time fit. A small bias mdlretnain, but as this corre-
sponds to~0.1 fs it is negligible. The likely source of any remaining biasnadcuracies in
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reproducing the PDFs of the first turning point from data g&ernel density estimation, as
discussed in section 4.1.3.

Indeed, any consistent bias that displaces the measuetithifs ofD° andD° by the
same amount, such as those shown in figure 6.10, will mostigedan the calculation of
Ar. However, due to the different levels of background inkhetrt and K™K~ final states,

a significant bias may result from neglecting combinatdoatkground when calculating
ycop. TO examine what size of bias to expect, toy datasets werergesad to mimic untagged
DY - KK~ andD? — K~nt™ data. TheD? — K~n™ datasets have 230,000 candidates
each, a signal lifetime of 410.1s and 1 % combinatorial background. ThE — KK~
datasets have 30,000 candidates each, a signal lifetim@70® 4s and 3 % combinatorial
background. This roughly mimics the 2010 untagged datasets a generatedp of

5.5 x 1073, Fitting the proper-decay-time distribution in the mastedbands of the 2010
datasets gives a mean lifetime-0#20+ 40 fs. To examine the effects of relatively extreme
scenarios, two configurations were used to generate theatay dne with the lifetime of the
combinatorial background at 36@ and one with the lifetime at 48@;. 1000 datasets of
DY -+ K*K~ andD? — K—7t™ were then generated in both configurations, and the full fit
procedure performed on each. The valueg®f and their pull were then plotted for each
configuration.

Figure 6.11a shows the fitted valuesefr from the datasets with the combinatorial
background generated with a lifetime of 360 A small bias of+1.3 x 1073 is observed.
The corresponding pull distribution fag.p is shown in figure 6.11b. The bias corresponds
to ~0.18 0, but the statistical uncertainties are still estimatedendly. Figures 6.11c and
6.11d show the corresponding distributions for the dasaséh a combinatorial background
lifetime of 480 fs. Here a bias 0of-2.0 x 1073, corresponding te-0.28¢, is observed. The
statistical uncertainties are also estimated correctly.

The omission of combinatorial background is expected tortgeas the main sources of
systematic uncertainty in the measurements obtainedtHtisreassuring that in both these
cases the biases observed are considerably smaller thatatistical uncertainties o p.
Further, as combinatorial background is generated in thelawa withln(y?(/ Pyo)) inde-
pendent of proper decay time it is more similar to promptthan secondar’. In reality
combinatorial background is expected to have some coioelaetweerin(y?(1Ppo)) and
proper decay time, making it more like secondBfthan prompfD®. The biases observed
here can thus be taken as conservative upper estimates.

In both cases the statistical uncertainty e is 7.5 x 1073. Assuming al/v/N de-
pendence, and that the datasets are 100 % signal, one wquédtdke uncertainty to be
7.0 x 1073, using the size of the datasets after the cutn¢f*(/Pro)) < 2. The increase
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Figure 6.11: (a) The fitted values ajcp from toy data when generating combinatorial

background with a lifetime of 36@ds, and (b) the corresponding pull distribution. (c)

and (d) show the same plots when generating combinatorial backgroune withan

lifetime of 480 fs.
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in the observed uncertainty is likely due to the fact thatftheDFs do not describe the data
exactly when combinatorial background is neglected.

These studies thus show that the fit method described irosee3.1 and used to give the
results shown in section 5.3.2 produces no significant bittsthe measured parameters and
estimates their statistical uncertainties accurately. \Wisses are observed can be attributed
to neglecting combinatorial background in the fit PDF. Anguléng bias to the measured
values ofycp is expected to be considerably smaller than the statistivartainty achieved
on its measured value.

6.3 Determination of Systematic Uncertainties

As mentioned previously, the cross-checks performed itise6.1 demonstrate that the
measurements af-p and Ar, presented with their statistical uncertainties in secb®.2,
are stable and reliable, but do not give any indication ati¢osize of any systematic bi-
ases. Section 6.2 demonstrated that any bias resulting tiienimplementation of the fit
itself is negligible, but also showed that a small bias isodticed as a result of neglecting
combinatorial backgrounds in the fit for the effective life¢s. As these results are found
on ideal, toy data, any biases to the results obtained onahé 8atasets are likely to be
different. They also do not test for any biases resultinghftbe method of determining the
per-candidate acceptance functions using the swimmiragigign, which is performed prior
to and separately from the fit itself. To estimate the posssite of any such bias, various
parameters within the fit are varied within a small range &edits repeated. The systematic
uncertainty resulting from each effect is taken as half efttital variation in the measured
values ofAF”’eﬁ , Ar andycp. Variation of certain parameters change the size of thesdega
used and so introduce some statistical variation into thieditlts. In these cases the system-
atic uncertainty is still taken as the full range of variatia the results, in order to provide a
conservative upper estimate of its value. The systematerzinties determined fo&?“’eﬁ
are compared to those ofy andycp to ensure compatibility.

6.3.1 Uncertainty on the VELO Length Scale

The proper decay time of a particle is determined using tetadce between the PV and
its decay vertex. Any bias to the relative positions of theL@Emodules along the-axis

can thus result in a bias to the measured proper decay timeseTpositions were measured
during the assembly of the VELO to an accuracy ofilf, and again, once the VELO was
sealed in the RF-box, using the track based alignment destiibsection 3.5. These two
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measurements agree to an accuracy ofia@ Any potential bias the random displacement
of an individual module may cause is reduced by the requingénmat tracks have at least
9 hits in the VELO; the use of two tracks in calculating theipos of the decay vertex;
and the fact that the first hits on the tracks in any datasetlistebuted across many dif-
ferent modules in both halves of the VELO. Consequently, éiselting bias to any lifetime
measurement, such as those made here, is limited to be &s6.04 % [99].

The track based alignment method is insensitive to a reladaling of the: positions
of the VELO modules. This is constrained only by the diredifpon measurements made
during the assembly. At operational temperature the bade pf the VELO, to which the
modules are attached, is maintained at’@0- slightly below room temperature. Thus,
the base plate may have contracted slightly after the meamnts made during assembly,
which would introduce a scaling in thepositions of the modules. A conservative estimate
of a 10°C temperature difference would correspond to a scaling @t tpositions of the
modules by~5 x 10~> [99]. This would translate into a similar level of bias to fetime
measurement, which is negligible.

Uncertainties on the relative positions of the VELO and thwmistream tracking stations
can also introduce a lifetime bias. In particular, the posibf the TT determined by track
based alignment differs by &am from the measurements made during its assembly. The
worst case scenario for lifetime measurements would bésifthas entirely due to the VELO
z scale. This would introduce a lifetime bias of 0.1 %. Althbulge VELO~z scale is known
to a higher level of accuracy than this, as discussed ablmgastconservatively assigned as
an upper estimate to any resulting bias.

Hence, a systematic uncertainty of 0.1 % is assigned to feetek lifetime measure-
ments made here. This corresponds.4 fs for theD’. As A?“’eﬁ, Ar andycp all use
ratios of lifetimes such a bias will cancel. The uncertaiingm the VELO length scale is
thus negligible.

6.3.2 Uncertainty on the Per-Candidate Acceptance Variables

As discussed in section 4.3.2.1 the swimming algorithmrdatess the positions of the turn-
ing points for the acceptance function for each candidateguan iterative refinement pro-
cess. This results in a resolution on the proper decay tintkeofurning points of-0.5 fs
(~4.6 um). The worst case scenario would be if this process resutteddonsistent bias
to the turning point values. To test this the turning poirftiea for each candidate are dis-
placed from their measured values and the fit re-run for eattrevof the displacement. A
highly conservative bias of up t 3.4 fs (30 um), corresponding te-6.50, is applied. The
results of these test are shown in figure 6.12A§F"eﬁ and Ar and in figure 6.13 foycp.
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Systematic uncertainties af0.10 x 1073, £0.17 x 103, and+0.22 x 1072 respectively are
thus assigned.

Proper-decay-time dependent differences between theepdgtay-time resolution in
the trigger and offline reconstruction algorithms couldalssult in a consistent scaling of
the turning point values. Thus, the turning point valuesaeded by up ta+0.003 and the fit
repeated for each scale value. A scalé &f0.001 is likely to be the worst case scenario, but
the full range ofl £0.003 is used to give a conservative estimate of any resulting Bias fit
results are shown in figures 6.14 and 6.15. An uncertainty(of49 x 1073, £0.15 x 1073,
and=£0.13 x 10~? is thus assigned tdr ™, A1 andycp respectively.

6.3.3 Uncertainty Due to Neglecting Combinatorial Backgrounds

The bias resulting from the omission of PDFs for combinaldyackground in the fit is eval-
uated by varying the fraction of combinatorial backgroumdhie datasets. This is achieved
by varying the size of the signal window ivm. The default value is=2 MeV, and so this
is compared to using-1 MeV and+3 MeV. This varies the fraction of combinatorial back-
ground in theD® — K-7* datasets between0.46 % and~1.06 %. The relative variation
for theD? — KTK~ datasets should be of the same size. The results are shovguiadi
6.16 and 6.17. These lead to systematic uncertaintiesidf x 1073, 1.3 x 1073, and
+0.85 x 1073 for AL™, A andycp respectively.

The uncertainty onycp is of a similar size to the bias observed in the studies on toy
data, detailed in section 6.2. In addition to this studiesawidne whereby a fixed PDF for
combinatorial background is added to the fit. The properyléonge is modelled as a single
exponential. Four separate cases are considered: fixiniifatime of the background to
360 fs or 480 fs, as in the toy studies; and having théx?(7 Py )) PDF for the background
the same as prompt or second@¥. The background fraction is fixed to 1 % for° —
K-t and 3 % forD? — K+*K~, and the fits repeated for each of the four configurations.
The case of the background being like protin In(x?(1 Ppo)) results in a change tg-p
of —2.0 x 1073 with the background lifetime at 368, and+4.4 x 10~ at 480fs. Having
the background like secondaby in In(x?(7Ppo)) results in a change of0.1 x 10~2 and
—0.2 x 1072 for background lifetimes of 36ds and 480fs respectively. The change in
this case is very small due to the suppression of the secpiidarcomponent of the data
in the final iteration of the fit. In reality any resulting bisslikely to lie between these two
extremes. Thus, the systematic uncertainties determipacitying the signal window in
Am are taken as reasonable estimates.

172



CHAPTER 6. STABILITY CHECKS AND SYSTEMATIC UNCERTAINTIES FOR¢p
AND Ap

LHCb; 2010: Data,; Vs = 7 TeV LHCb; 2010: Data,: Vs = 7 TeV
o
o ° °
—_ 0.
g Z
41 e R R R T i ] = SR S - - - [ N
g [ g .
1 t
° R el LRI R B e e e D e
% =
i _®____i__ R R R R
. o [ )
o
-4 -4 1
Turning Point Displacement Bias [fs]

T
Turning Point Displacement Bias [fs]

LHCD, 2010 Data, Vs = 7 TeV
-0.0008 +
________________ £ SR GO SN IR N I
*
&
£o
-0.001
-0.0012
-4 -3 -2 -1 0 1 2 3 4
Turning Point Displacement Bias [fs]
(@)
LHCb; 201G Data,; Vs = 7 TeV 0a1fLHCD: 2010 Data, N5 = 2.Te!
041} nge R R e s
_ 0
& Z
g L g [
1 0.
LT shulel ol ot itk dntet ot sl ot D S Sl Sl Sk EET BEE R s St
. ]
¢ o ¢
0.
-4 Y -4 E E Y
Turning Point Displacement Bias [fs] Turning Point Displacement Bias [fs]
-0.005 =
LHCDb, 2010 Data, \s = 7. TeV
-0.0055
<
°
----1 ------------ ’ ----- R I -4---
-0.006
|
-4 -3 -2 -1 0 1 2 3 4

Turning Point Displacement Bias [fs]

(b)

Figure 6.12: The effects on the measured values of@”’eﬁ, and (b)Ar, of biasing the turning
point values by a small amount. The datasets in each bin are not fully ¢edreda biasing the
turning points causes some candidates to have measured proper decayttiitie their acceptance
intervals. The uncertainties shown are uncorrelated with respect toieaoesult. The red dashed
line shows the nominal result. Blue dashed lines are drawn at the nomio#l+ds< its statistical

uncertainty, if this is in range.
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the turning points causes some candidates to have measured propetimdecaytwith
their acceptance intervals. The uncertainties shown are uncorrelatecespiéct to the
nominal result. The red dashed line shows the nominal result. Blue daslkesdlie
drawn at the nominal result1 x its statistical uncertainty, if this is in range.
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Figure 6.14: The effects on the measured values ofAéf)”’eﬁ, and (b)Ar, of scaling the turning
point values by a small amount. The datasets in each bin are not fully ¢edreda biasing the
turning points causes some candidates to have measured proper decayttiitie their acceptance
intervals. The uncertainties shown are uncorrelated with respect totieaoesult. The red dashed
line shows the nominal result. Blue dashed lines are drawn at the nomio#l+ds< its statistical
uncertainty, if this is in range.
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nominal result. The red dashed line shows the nominal result. Blue daslkesdlie
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Figure 6.16: The effect on (a)4{f“’eﬁ and (b)Ar of varying the width of signal window

in Am from its nominal value of:2 MeV. The uncertainties shown are uncorrelated
with respect to the nominal result. The red dashed line shows the nominhl ®Blie
dashed lines are drawn at the nominal restilix its statistical uncertainty, if this is in

range.
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nominal value of+2 MeV. The uncertainties shown are uncorrelated with respect to
the nominal result. The red dashed line shows the nominal result. Blueddasbe are
drawn at the nominal result1 x its statistical uncertainty, if this is in range.

6.3.4 Uncertainty from the Parametrisation of Proper-Decay-Time Resolutn

As discussed in section 5.3.1 the proper-decay-time résolis modelled by a single Gaus-
sian with width 50fs. Any difference between this and the resolution functioreility may
result in a systematic bias to the effective lifetimes. Tgasameter is also used as input to
the calculation of the of the Gaussian kernel functions used to extract the PDHsedirst
turning point, as described in section 5.3.1.3. To checkbdelling of the proper-decay-
time resolution and the accuracy of kernel density estwonat reproducing the distribition
of T'P, from the data the proper-decay-time resolution in the fieisad between 3@ and
70 fs. The results of this are shown in figures 6.18 and 6.19, andtri@sa systematic un-
certainty of£0.0034 x 1073, £0.048 x 10~3, and+0.056 x 10~ for A?”’eﬁ, Ar, andycp

respectively.

6.3.5 Uncertainty from the Boundaries of the Proper-Decay-Time Fit

As mentioned in section 5.1 the range of proper decay timéseifit is restricted to be be-
tween 0.25ps and 6 ps. The lower limit is placed to avoid instabilities in the fitiagions
of very low statistics, while the upper limit is used to exd#uwery long lived backgrounds.
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Figure 6.18: The results for (a)éﬁr("’eﬁ and (b)Ar of varying the width of the proper-
decay-time resolution function from its nominal value of 50 The datasets in each
bin are 100 % correlated and so no uncertainties are shown. The teedddase shows
the nominal result. Blue dashed lines are drawn at the nominal re$utits statistical

uncertainty, if this is in range.
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Varying these values thus allows evaluation of the accuoéttye fit model and the impact of
such long lived backgrounds. This also examines the eftédtse assumption that the dif-
ference between the first and second turning points follsame distribution for prompt
and secondarip®. As discussed in section 5.3.1.7 this may not be strictly imthe presence
of an upper limit on the proper decay time.

In figures 6.20 and 6.21 the lower bound is varied from Op250 0.2 ps and 0.3 ps.
This results in systematic uncertaintiesdef.092 x 1073, £0.14 x 1073, and+0.75 x 1073
for A?”’eﬁ, Ar andycp respectively. In figures 6.22 and 6.23 the upper bound isdari
from 6 ps to 5 ps and 8 ps. This results in systematic uncertainties26.073 x 1073,
+0.21 x 1073, and+0.15 x 1073 for A?”’eﬁ, Ar andycp respectively.

6.3.6 Uncertainty from the Parametrisation of SecondaryD’

Secondanb? and backgrounds with a similar topology are strongly sugged in the final
iteration of the proper-decay-time fit by the cutlofx?(7Ppo)) < 2. To examine how well
the remaining fraction of secondaby is modelled in the fit this cut is varied between 1.5,
which is just above the peak of the x? (1 Ppo)) distribution for prompt signal, and 3.5. This
varies the fraction of secondalR)’ determined to be in the final iteration of the fit between
~0.4 % to~1.6 %. Any potential correlation between the values of theifig points and
In(x?(I Ppo)) for secondanp?, as discussed in section 5.3.1.7, will also vary with the®al
of this cut. As combinatorial backgrounds will tend to hasegkery?(1 Ppo) this test also
varies their relative fraction in the datasets. The reslfltkis are shown in figures 6.24 and
6.25. These result in systematic uncertainties @63 x 1073, £1.7x 1073, and+3.9 x 1073

for Ap™0 | A andycp respectively.

This variation is particularly large fayop. From figure 6.25 it is clear that this is due
to the variation inr.g(D° — K*K~) at low cut values. This is potentially due mostly to the
contribution from combinatorial background, as the fraictof combinatorial background for
D% — K*K~ is much larger than fob® — K~n*. The combination of the uncertainty aris-
ing from this study and that from the variation of then window thus likely over-estimates
the effects of combinatorial background. Nonethelessh vatues are conservatively in-
cluded in the total systematic uncertainty.

6.3.7 Uncertainties Due to Varying Reconstruction Inefficiencies

As mentioned in section 4.3.2.1 the reconstruction effinjenf theD® can vary as a function
of its transverse flight distance due to the assumption ingbenstruction algorithms that all
tracks originate from the beam-line. The swimming alganitis insensitive to such effects
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Figure 6.20: The effects on (a}l{f”’eﬁ and (b)Ar of varying the lower bound on proper
decay time from its nominal value of 0.2%. The uncertainties shown are uncorrelated
with respect to the nominal result. The red dashed line shows the nominhl ®Blie
dashed lines are drawn at the nominal restilix its statistical uncertainty, if this is in

range.
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Figure 6.21: The effects onycp of varying the lower bound on proper decay time from
its nominal value of 0.25s. The uncertainties shown are uncorrelated with respect to
the nominal result. The red dashed line shows the nominal result. Blueddiasbe are
drawn at the nominal result1 x its statistical uncertainty, if this is in range.

as the PVs are moved in order to changelifigoroper decay time, rather than moving the
decay vertex and the tracks made by the daughter particleas @ny such effect would
result in a bias to the measured lifetimes.

The existence of any reconstruction bias is evaluated usihylonte Carlo simulated
data. The number db° generated is compared to the number reconstructed, usirmftine
reconstruction, as a function of their proper decay timee dhta are further divided up
into bins ofp andn to examine any geometric dependence on the reconstrudticierecy.

A linear fit is performed to the efficiency distribution in déabin. Figure 6.26 shows the
efficiency as a function of proper decay time for candidatéh W0 < p[GeV] < 70.
The gradient of the linear fit i§ = (2.5 £ 5.0) x 1073, showing no significant variation
in the efficiency as a function of proper decay time. FiguiZ76hows the gradients of
fits to the efficiency distributions in bins of andp. No significant deviations from zero
are observed. Thus, no reconstruction bias to the measifeéthés is observed, and no
systematic uncertainty is assigned.

Any similar bias resulting from the HLT reconstruction algioms can be checked on
real data by calculating the reconstruction efficiency wibpect to the offline reconstruc-
tion. This is achieved using a samplelot reconstructed from the minimum bias trigger
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Figure 6.22: The effects on (a}l?”’eﬁ and (b)Ar of varying the upper bound on proper
decay time from its nominal value of ps. The uncertainties shown are uncorrelated
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Figure 6.23: The effects onycp of varying the upper bound on proper decay time from
its nominal value of 6ps. The uncertainties shown are uncorrelated with respect to
the nominal result. The red dashed line shows the nominal result. Blueddizsbe are
drawn at the nominal result1 x its statistical uncertainty, if this is in range.

line, in which no lifetime biasing cuts are applied. The tiglaefficiency as a function of
proper decay time is shown for HLT1 in figure 6.28a and HLT2 gufe 6.28b, fitted with

a constant. The constant fit describes the data well, thugisgdhat there is no significant
reconstruction bias. No systematic uncertainty for retaston biases in the HLT is thus
applied.

6.3.8 Summary of Systematic Uncertainties and Final Results

The systematic uncertainties assigned from each studyletkta the previous section for
A?“’eﬁ, Ar andycp are detailed in table 6.2. The contribution of each effeetssumed to
be independent of the others, thus the total systematiaiamaty is calculated as the sum in
guadrature of the uncertainties for each contributingeeff@he dominant systematics arise
from the parametrisation of seconddby and neglecting combinatorial backgrounds in the
fit. This gives the final result for the cross-check measurgme

AR = (0.9 4 2.2 (stat.) & 1.6 (syst.)) x 107%, (6.6)

which is consistent with zero, as expected. The systematertainties determined for this
measurement are of a similar size to those foundtfoandy-p. This shows that the method
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Figure 6.27: The gradientsj, of linear fits to the reconstruction efficiency as a function
of proper decay time in bins of (a) andp (b), from simulated data. Reproduced from
[87].
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Figure 6.28: The efficiency of the reconstruction in (a) HLT1 and (b) HLT2 with retpe
to the offline reconstruction, as a function of proper decay time, fitted witmatant.
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Figure 6.29: Combined world averages of dirgCf’-violation and indirecCP-violation
in the D° system, including the measurement4f presented here. Calculated by the
Heavy Flavour Averaging Group [3].

of evaluating systematic uncertainties is also reliable final measurements df- andycp
are found to be

Ap = (=594 5.9 (stat.) £ 2.1 (syst.)) x 1073, (6.7a)
yop = (5.5 £6.3(stat.) £ 4.1 (syst.)) x 1073, (6.7b)

These results have been submitted for publication [33]s Thihe first time these measure-
ments have been performed at a hadron collider experimgnis consistent with zero, and
ycp IS consistent with the world average valueyf= (8.0 + 1.3) x 1072 [3]. Thus no
indication of CP-violation is observed in these results. Indeed, this vafug. p is also con-
sistent with zero, and so shows no evidence for mixing indheystem. These results are
not yet competitive with the world best measurements maded® factories, discussed in
section 1.3, but are consistent with them. Nonethelesg,itfake an important contribution
to the world average values. The average measurementsof dind indirecCP-violation

in the D° sector including this measurement.4f, combined by the Heavy Flavour Aver-
aging Group [3], are shown in figure 6.29. The combined averagurrently dominated
by the measurement ak A" performed by LHCb [1], and sits abover 3rom the zero
CP-violation hypothesis. Also included is a preliminary me@snent ofA A°" by the CDF
collaboration, which is in agreement with that of LHCb. Themage value ofdr is still
consistent with zero.
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Systematic Effect AR (1073) | Ap (1073) | yep (107%)
VELO length scale < £0.001 < 40.001 | < 40.001
Turning point bias +0.10 +0.17 +0.22
Turning point scaling +0.049 +0.15 +0.13
Combinatorial  background +1.5 +1.3 +0.85
(varying Am window)
Proper time resolution +0.0034 +0.048 +0.056
Minimum proper time cut +0.092 +0.14 +0.75
Maximum proper time cut +0.073 +0.21 +0.15
Secondanyp? (varying maxi- +0.6 +1.7 +3.9
mumin(x?(IPpo)) cut)
Reconstruction bias < 0.1 < 0.1 < 40.1
Total systematic uncertainty +1.6 +2.1 +4.1
Statistical uncertainty +2.2 +5.9 +6.3
Measured value -0.9 -5.9 5.5

Table 6.2: Summary of systematic uncertainties detailed in section 6.3.

6.4 Conclusions

This chapter presented verification of the stability of threasurements af-p» and Ar pre-
sented in chapter 5, and evaluated the systematic undestaon their values. The same
is done for the cross-check measuremenﬂﬁf’eﬁ to ensure compatibility with the values
obtained forycp and Ar.

Several cross-checks on the measurememﬁfifﬁ, Ar andycp, were performed and
the results shown in section 6.1. No significant dependehtteeaesults on running period,
D° p andpy, and event PV multiplicity is observed, thus demonstrativag the results are
stable. Section 6.2 described how the full fit was appliedyoMonte Carlo simulated data
in order to evaluate any measurement bias resulting frorfiitthhethod. The only significant
bias observed results from neglecting combinatorial bamkagds in the lifetime fit, though
this bias is still much smaller than the statistical ungatygon the measurements obtained.

Many possible sources of systematic bias were evaluategctios 6.3. The dominant
systematic effects were found to be from neglecting contbimed backgrounds in the life-
time fit, and varying the fraction of secondaly in the datasets. The final value of and
uncertainty on the cross-check measuremgiit“ is found to be

ARl — (0.9 + 2.2 (stat.) & 1.6 (syst.)) x 1072, (6.8)
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which is consistent with zero, as expected. The final resoitg-» and Ar are
Ar = (=5.9+5.9(stat.) £ 2.1 (syst.)) x 1073, (6.9a)
yop = (5.5 £ 6.3 (stat.) £ 4.1 (syst.)) x 1072, (6.9b)

These are the first measurements of these values at a hadiidarcexperiment, and have
been submitted for publication [33Hr is consistent with zero, ang.p is consistent with

the world average value of = (8.0 & 1.3) x 1073 [3] and with zero. Thus no indication
of CP-violation or mixing is observed in these results. Althoulgé statistical uncertainties
attained are not yet competitive with previous measuresn@@ide a3 factories they make
an important contribution to the world average.
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Chapter 7

Conclusions and Outlook

7.1 Summary

This thesis presented measurements of the charm sectargr@ardCP-violation parame-
tersycp and Ar. These were first introduced in chapter 1 in the context ofrthéhematical
theory used to describe interactions of elementary pasgicthe Standard Model (SM). The
elementary particles and their interactions were firstudised and the consequences of their
being three generations of fermions introduced. This alowxing between the flavour
eigenstates, in which the fermions interact, and the magmnsiates, in which they prop-
agate. The level of mixing is characterised by the Cabibbbayashi-Maskawa (CKM)
matrix, which also allows fo’P-violation in interactions that involve transitions betwe
qguark generations. This manifests@g-violation in decays of mesons and baryons.

The different types of”P-violation that can occur were then discussed. Direet
violation occurs if the amplitudes of a decay and (t8 conjugate decay differ in that
}Af/flf] # 1. The SM predicts that'’P-violation in interactions involving charmf quarks
isO(1073) or less. Itis thus very exciting that a recent LHCb result heasnred direct'P-
violation atO(10~?) in decays of théD® meson [1], which consists afi valence quarks.
Mixing also occurs in systems of neutral mesons, such aBthehereby theD? transforms
itself into aD’, and vice versa. IndirectP-violation in mixing occurs iflg/p| # 1, where
q andp are the coefficients of the flavour eigenstates oflfién the definition of the mass
eigenstates. An additional form 6fP-violation can occur if the final state is accessible to
both the meson and anti-meson. In this case the decays oixatrand mixed states can
interfere and cause indire€tP-violation, even in the case th&P-violation is conserved in
both mixing and decay.

The parameterg.p and Ar were then introduced;-» examines the difference between
the average decay rate of th¢ andD° to a CP-eigenstate, to its average decay rate to a
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CP-undefined final state:

(D= f)+T(D°— f)
Yop = -
2'po

(=)
_ Teff(DO — K:Fﬂi)

(-) - L (7.1)
T (D0 — KHK)

-)
wherer.gs is the average proper decay time, or ‘effective lifetime’tree D° in the decay.

KTr* is chosen as théP-undefined final state as it is Cabibbo favoured, and so benefits
from a large branching fractioK K~ is theCP-even final state with the largest branching
fraction. Asycp is calculated using the combined effective lifetime of ifeandD° the
flavour of theB‘)) at production need not be knowHA; examines the difference in the average
decay rate between an initial stateldff andD° decaying to aCP-eigenstate:

D= ) -TD" = f)
- (D= )+ DD f)
Teg (D — KTK™) — 7eg(D° — KTK™)

" 7a(DO— KK-) + 7o (D0 — KHK-)'

(7.2)

(=) (=)
Here the flavour of th&° must be known at production, and so the chaift — D7t is

used. The charge of the® thus determines the flavour of tt‘(ﬂg). In the absence af'P-
violation ycp will be measured to be consistent with the mixing paramegter AT /T'po,
and Ar will be consistent with zero. New, non-SM, patrticles cangmbially enter into the
mixing and decay processes and enhance the lev@Pefiolation, thus increasing the size
of Ar and the deviation of-p from y. The current world best measurementgef and Ar
were made by BABAR and BELLE, and show no evidence for indi€&etviolation.

Chapter 2 then discussed the experimental setup of the LH@btdett the LHC. Each
of the sub-detectors were discussed in turn, and their lextgderformance during the 2010
data-taking run presented. The trigger systems used taelednich events to keep and
which to discard were also detailed, as well as the offlina gabcessing required for any
physics analyses to be performed. LHCb is well designed faasoeng the lifetime of
the D°, as is required foy-p and Ar. The Vertex Locator (VELO) provides precise mea-
surements of the positions of the proton-proton collisithin LHCb (primary vertices or
PVs) as well as any displaced vertices produced by the dddapglived particles. It thus
provides a proper-decay-time resolution~ab0 fs, which is much smaller than the average
lifetime of theD’. The Ring Imaging Cherenkov Detectors (RICH) provide very aatgur
particle identification, allowing clean separation7ed andKs. This is essential in distin-
guishing theK¥n* and K*K~ final states. Finally, the production cross sectiorDdfat
LHCDb is very large, allowing large numbersf decays to be reconstructed.
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The performance of the VELO was further evaluated in chatevhich examined the
resolutions it achieves on impact parameter (IP) measuresmi> measurements are essen-
tial in the trigger, as the decay products of long lived péet like theD® tend to have larger
IPs. The resolution with which IPs can be determined is addlected in the vertex and
proper-decay-time resolutions. A parametrisation of bhations was derived, depending
on the single hit resolution in the VELO, the material budget the extrapolation distance
to the interaction point. A method of measuring IP resohgiwithout the use of simulation
was then introduced, and its results compared to this pdrsa®n. In general IP resolu-
tions were found to vary as expected with the various parars@tvolved. The performance
of the VELO in this respect was also found to be excellentjesthg a resolution on IP
of < 36 um for particles withpr > 1 GeV. A detailed comparison between 2011 data and
simulated data was made, and both were compared to the fioediof the mathematical
parametrisation. A momentum dependent discrepancy bat@@El and simulated data was
observed, whereby the IP resolutions on 2011 data-2@% worse at low momentum than
on simulated data. This effect is confined to the regions efMELO away from that in
which the two halves of the VELO overlap; within the overlaggion the resolutions on
2011 and simulated data agree well. As this discrepancy mentum dependent it suggests
an issue with the description of the VELO material or the nligag of multiple scattering
in material in the simulation. Complementary studies havefoiond any major issues in
either of these areas, though the shape of the RF-foil, wmchses the VELO, is known
to be simplified in the simulation. Studies are underway tiemheine the effects of using
a more accurate description of the RF-foil in the simulatidhus, the exact source of the
discrepancy between IP resolutions on data and simulatimains to be found.

The methods used to extract the effective lifetime of a dwedecay from a dataset con-
taining signal as well as different backgrounds were dised$n chapter 4. First, the general
methods of extracting the optimal parameters of probghdénsity functions (PDFs) from
data using maximum likelihood fits was detailed. Also diseakwas how this can be used to
statistically distinguish signal and backgrounds, andmheine their optimal descriptions and
relative fractions in the dataset. For flavour tag@®done can use a simultaneous fit to the
distributions ofm (D°) andAm = m(D**) — m(D°) to distinguish signal, randomly-tagged
DY, combinatorial backgrounds and potentially any three bmmbkgrounds that may need to
be taken into account in future. Second®f; produced i3 — D°X decays, cannot be dis-
tinguished using the distributions of(D°) or Am. However, as th® is not reconstructed
they can be distinguished using th&(7 Ppo), which tends to take larger values at high re-
constructed proper decay times than proit Thus, secondari® are distinguished using
a simultaneous fit to the proper-decay-time ang?(/ Pno)) distributions.
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The method by which the effective lifetime of the signal isedtmined was then covered.
Firstly, the proper-decay-time PDFs that can be used to hpodmpt and secondaiy’, tak-
ing into account the effects of non-zero proper-decay-tieselution, were presented. This
was followed by a description of the data-driven method ofexding for lifetime biasing
candidate selection criteria, the ‘swimming algorithmhieh is key to the measurements
presented here. This technique exploits the fact that tienkatics of the decay products of
aD? are independent of the proper decay time oflilietself. This allows one to artificially
change the proper decay time of thé by moving any PVs in the event in the direction
of the D° momentum. The decision of the candidate selection is thavakiated at each
proper decay time. Thus, one can calculate the selectianegitly as a function of proper
decay time for eaci)® candidate. The fact that the High Level Trigger (HLT) at LHCb
is implemented in software is also key to this method, adata the trigger to be re-run
identically as was done during data-taking. The techrtiealof including the per-candidate
acceptance functions calculated by this algorithm in tHeDIE were also discussed. Finally,
the general form of the full fit PDF was presented. This PDRipies full discrimination be-
tween signal and all backgrounds, accounts for detectotutsn, and corrects for lifetime
biasing candidate selection criteria. It can thus be usedtract the effective lifetime of the
signal.

Chapter 5 then presented the measuremenig pfand Ar made using the techniques
presented in chapter 4. The data used were collected by LHfgdihe 2010 data-taking
run, and comprises.0 + 2.8 pb~*. The specific trigger and offline selections applied to the
data were detailed. The final datasets comprise 286]52)59» K¥7t and 39,26356 —
K*K~ candidates.

The results of fits to the distributions ef(D°) and Am to determine the fractions of
signal, randomly-taggeB’, and combinatorial backgrounds were then shown. As the leve
of combinatorial backgrounds is very low, the fraction ofrtl:m'natoriall()_) — K™K~ can-
didates cannot be determined accurately. Thus, only BE,‘E]_I’HB()) — K¥7* were shown.
These found that the datasets consist@0.2 % signal, of which~95.8 % has thé**
correctly reconstructed.

Following this, the specifics of the fits to extract effectiifetimes were discussed. As
the level of combinatorial backgrounds is so low, their effis neglected in these fits and
a corresponding systematic uncertainty assigned. Thedfithe proper-decay-time and
In(x?(I Ppo)) distributions thus consider only prompt and secondaty The bias result-
ing from mis-tagged’ is accounted for after the determination of the effectifetiines,

-)
using the random-tag rates determined by the mass fits tbthe K¥n* datasets. The
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specific PDFs used to describe the data were then presested|las the manner in which
the acceptance variables determined by the swimming #hgorre accounted for in the fit.
As an accurate parametrisation of secondatyis difficult to achieve with the data avail-
able an additional fit iteration is performed on a subset efdata in which the fraction of

(=)
secondanD? is suppressed. This reduces the final datasets to 22110 K¥n* and

30,481]()_[)3 — K™K~. The results of the fits using these PDFs and the effectiggrties and
their statistical uncertainties thus determined on eathséawere then given. The quality
of these fits was assessed and found to be sufficiently goaglvdlbes ofy-» and Ay, and
their statistical uncertainties, were then shown.

Chapter 6 presented checks of the stability of the measutsmén-» and Ar, and the
evaluation of their systematic uncertainties. The dasasetre split into several subsets to
evaluate any dependencies in the results. The valugso0nd A obtained on all subsets
of the data were found to be consistent within their sta@dtincertainties, showing them to
be stable. A cross-check measuremen&?ff’eﬁ was also made. This is defined analogously

to Ar, but usingr.z(D° — K~7") andr.¢(D° — K*7t~), and so exploits the high statistics
=)
of the D® — KTn* channel. It was found to be consistent with zero, as expeeigain

showing the results to be reliable. The results of many psexgeriments on toy Monte
Carlo simulated data were then shown. The only significarstfoiand was determined to be
due to neglecting combinatorial backgrounds in the fit.

Finally, various sources of systematic uncertainty in #sults were considered. The
dominant systematics were found to result from neglectomglinatorial backgrounds and
the parametrisation of seconddp§. These result in the final measurementsigfandyp

Ar = (=59 £5.9(stat.) £ 2.1 (syst.)) x 1072, (7.3a)
yer = (5.5 6.3 (stat.) & 4.1 (syst.)) x 1075, (7.3b)

Ar is consistent with zero ang-p is consistent with the world average measurement of
y = (8.0 £ 1.3) x 1072 [3] and with zero. Thus, these results show no evidence for
violation or mixing. Although the statistical uncertaggiattained are not yet competitive
with previous measurements made atlihiactories they make an important contribution to
the world average.
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7.2 Outlook

7.2.1 Current and Near Future LHCb Data

The dataset already collected in 2011 comprises 1107 plvhich is~39 times as large as
that used for the analyses presented here. This could réaleistatistical uncertainty ap-p
and Ar by a factor of~6, and so has the potential to achieve a precision »fl0~3. This
would of course require controlling the systematic ungeties to this level. Should this be
achieved these would represent the world best measurelmefas, and the first & single
measurement db° mixing, viaycp. Given the observation by LHCb of dire€-violation
in the D° system at?(10~?), this provides real promise for observing indiré#t-violation
as well.

The largest contributing factors to the systematic unadiés on the measurements pre-
sented here are from the parametrisation of secoriddand neglecting combinatorial back-
grounds in the fit. Improvements in the trigger selectionamihat the 2011 datasets allow
access to much larger, clean samples of both these backigourhus, using 2011 data
and possibly some of the methods detailed in section 4.% thyestematic effects should be
greatly reduced from the values presented here.

The 2012 run should provide at least as much integrated hsitinas in 2011. The
data will also be taken ay/s = 8 TeV, causing an increase in tHe’ production cross
section. The available trigger and permanent storage itgdac charm physics has also
been significantly increased. This will extend the reacthee measurements belaor 3
and reach a sensitivity at which the effects of new physigobe the SM could become
apparent. The measurement AfA°Y, which provides the first evidence for dire€t-
violation in theD system, will reach similar precision. This could potefyiaksolve the
debate as to whether its measured value is allowed withirsMeor if new physics is at
play. These datasets will also yield a significant samplevodhg sign’'D? — K+~ decays.
These give access to the mixing parametétsandy’?, which are related ta andy by a
strong phase. A time dependent Dalitz analysi®df+ KTk~ will also give access te
andy. These should be able to obtain sensitivitie<xfl0~?). CP-violation is also being
searched for in other three and four body decay modes.

Figure 7.1 shows the projection to 2017 of the measureméntsAd* andAr performed
by LHCb, assuming the same central values are obtained. &r tovdichieve sensitivities at
or belowO(10~%) the high luminosity regime of the LHCb upgrade would be regglir
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Figure 7.1: The contour plot of direct vs. indire¢tP-violation in theD° system using
the current values of thA A" and Ar measurements performed at LHCb. The inner
contour shows the projection of these values to 2017, assuming the saima e&lnes
and a reduction in the total uncertainties by a factar 6 N. Reproduced from [100].

7.2.2 The LHCb Upgrade

LHCb is fast becoming a world leader in flavour physics and haesady collected some
of the largest datasets yet recorded for many key decay elanhklowever, the recorded
integrated luminosity, and thus the size of these datasaitsscale linearly with running
time, while the statistical precision that can be attaireales as /+/N. For example, after
five years of nominal operation an additional five years oéddaking would only improve
the precision achieved by a factor bfv/2. With any luck five years will be sufficient for
LHCDb to discover many indications of physics beyond the SM il require probing at
much higher precision. Thus, an upgrade is required to &s&r ¢he instantaneous luminosity
at which LHCb operates, and so increase the rate at whichigsspon improves.

While LHCb has performed admirably at an instantaneous lusitinof up to~ 4 x 1032 cm=2s7!
the LO trigger becomes very inefficient for hadronic decaylesoat higher luminosities. This
is because it only has access to information from the caktens and muon stations, which
can be read out at 4081Hz. This information is insufficient to efficiently trigger daygs of
long lived particles at high luminosity while keeping retien rates low enough to fit within
the timing constraints of the trigger. Thus, the upgradaédter is intended to be able to
readout information from all its sub-detectors at ¥IHz [101]. This would allow the first
level trigger to perform more complete event reconstructand trigger on the presence of
displaced decay vertices. This both greatly increasesftivgeacy of the first level trigger
for hadronic decays, and allows the upgraded detector empiatly operate at instantaneous
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luminosities up to~ 2 x 103 cm 25!, At this rate the upgraded detector would collect
in one year of data-taking what the current detector willezdlin five to ten years. The
upgraded detector is currently at the design stage, witlintieation of beginning installa-
tion in 2017. The operational instantaneous luminosityhef tHCb upgrade is still lower
that the maximum design luminosity of the LHC at present. dé¢ethe LHCb upgrade is
not contingent on an upgrade to the LHC, but is compatible thighfuture high luminosity
LHCDb running phase.

For high yield decay channels lik&’ — K- andD° — K+*K~ the LHCb upgrade will
afford the opportunity to measure indirgcP-violation in theD® system, viaycp and Ar.,
to a precision belov®(10~). Direct CP-violation will also be able to reach similar levels
of precision, via measurements like4“". The Dalitz analysis of the decay’ — Kh*h~
and wrong signD® — K*7t— will also provide measurements of the mixing parameters
x andy of a similar accuracy. Measurements at this precision wilge exceptionally
strong tests of the SM and potentially insight into the natfrphysics beyond the SM. The
measurements made in tBesector using the datasets collected by an upgraded LHCb will
also provide stringent tests on the predictions of the SMthedCKM mechanism. These
include various complementary measurements via diffeteoay channels of the CKM an-
gle v to a precision of less tharf 1to examine if the unitarity triangles are indeed unitary.
A measurement at an accuracy of 1 % will also be possible ofz#re crossing point’ in
the forward-backward asymmetry of the de@y— K*°u*u~, which can be strongly influ-
enced by new physics. Thus, the LHCb upgrade presents thibiiosef a new era in high
precision tests of the SM. Indeed, the additional flexipiitroduced in the LHCDb trigger in
the upgrade will also allow the detector to become a morergéparpose experiment in the
forward region. This will extend its reach in areas such pole flavour violatingr decays,
electroweak studies, and long lived exotics.

7.2.3 Other Flavour Physics Experiments

While LHCb and the LHCb upgrade provide exciting prospects ler future of flavour
physics, LHCb is far from the only flavour physics experimemtrently planned. Histor-
ically, flavour physics measurements have been performpdeatsion, asymmetrie™-e~
colliders, which benefit from much lower backgrounds thaarbaic machines like the LHC.
Such experiments include BABAR on the PEPII collider at SLAGJ BELLE on the KEKB
collider at KEK. The measurements g@f» and Ar performed at BABAR and BELLE are
currently the world bests. The DO and CDF experiments at tnéATRON p-p collider have
also made valuable contributions to flavour physics botihélt andB sectors. While all
these experiments have stopped data-taking in recentyeaiesare some exciting prospects
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on the horizon for experiments to complement and challend@h.

The KEKB collider is being upgraded to SuperKEKB [102], wihiatends to achieve a
maximum instantaneous luminosity &fx 10%> cm~2s~!. This would allow an integrated
luminosity of 50ab ™' to be accumulated by 2022. This requires an upgrade of tieetet
Belle-Il, to deal with higher sensor occupancies and impr@regexing and PID performance.
Another prospect for the future is the Supeexperiment, proposed to be built in at the
Cabibbo Laboratory, in Italy [103]. It too is an asymmeteic-e~ collider that aims to
operate initially at an instantaneous luminosityl 6 cm—2s~*, and collect 7%b " within
five years of data-taking. Thede factories operate primarily with/s equal to the mass
of the T(45) resonance, which decays to quantum correlded pairs. This will allow
them to collect several tens of billions of such pairs. Lasgmples ofD° decays will also
be collected vid3 — DX ande™e™ — qq. They could potentially also operate for some
time at they (3770) resonance, which produc& D° pairs. As these pairs are quantum
correlated they would offer sensitivities to phase diffees inD? decays.

The LHCb upgrade will benefit from higher production crosgises than the futur®
factories, and will thus obtain the highest precision inrsteds in which all decay products
are charged. However, due to the cleaner environment dBtfaetories they will be able
to study channels with neutral decay products, which arg @dficult to perform at LHCDb.
They will also be able to search for very rare SM decays, ssdh-a /v, in which LHCb
cannot compete. The ability of Sueto partially polarise its electron beams may also help
to reduce backgrounds. Additionally, the fact tBaeindD mesons are produced in quantum
correlated pairs allows determination of the strong phafereince in mixing, which will
need to be used as input to the measurementasfdy via D° — K4 Th~. Thus, the mea-
surements performed at an upgraded LHCb and the flddaetories will both complement
and compete with each other.

Thus, the coming years present many possibilities in tgshie SM to its limits and be-
yond. These could lead to the discovery of new physics andge@ deeper understanding
of the nature of the most basic elements of the universe. Memtke coming years play out,
it is a very exciting time to be involved in flavour physics.
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