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Abstract

Recently reported theoretical predictions and experimental observations have re-
vitalised the interest in the pentaquark (an exotic baryon with quark configura-
tion ¢qqqq). Confirmation of the existence of such a state would be an impor-
tant addition to our understanding of Quantum ChromoDynamics (QCD). The
non-definitive nature and low statistics of all reported observations motivated
the CLAS Collaboration at the Thomas Jefferson National Accelerator Facility
(JLab) to perform the first ever experiment dedicated to the ©" pentaquark (with
configuration uudds). This high statistics measurement of ©" photoproduction
on deuterium was completed using the CLAS detector at JLab. The experiment
E03-113, entitled G10, took data between March 13th - May 17th 2004, with
tagged photons, produced from an electron beam of energy 3.767 GeV, incident
on a 24 ¢cm liquid-deuterium target. The final state vd — pK+ K n was analysed
for evidence of the previously reported ©T member of the predicted pentaquark
anti-decuplet. This analysis studied the exclusive reaction mechanism, with the
proton and both kaons detected in CLAS. No evidence of any narrow ©% pen-
taquark state in the invariant mass of the n K™ system around 1.54 GeV/c? was
observed. Furthermore, details of a modified 4-body phase space Monte Carlo
simulation are shown which lead to a determination of CLAS detector accep-
tance as a function of invariant mass. Consequently, the cross-section of the
process vd — pK+tK n is calculated along with the determination of an upper
limit on the cross-section vd — p©O*K~. This upper limit in the mass range
1.52GeV/c* — 1.56 GeV/c? is less than 0.3nb (95% confidence level), and less
than 0.6 nb in the mass range 1.48 GeV/c? — 1.7 GeV /2.

This current result [1] shows that the ©F (invariant mass nK ™) peak of the
previous CLAS report [2] could not be reproduced, and places significant limits

on the production cross-section.
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Chapter 1
Introduction

For more than 30 years, physicists have searched for the pentaquark, a baryon
composed of four quarks (¢) plus an anti-quark (g). Definitive evidence for the
existence of such a state would be an important addition to our understanding
of Quantum ChromoDynamics (QCD), which itself does not prohibit its exis-
tence [3,4]. Furthermore, the determination of which colour singlet configurations
exist in nature is a fundamental aim of non-perturbative QCD. A narrow baryon
resonance with the exotic strangeness quantum number S = +1 is a natural
candidate for such a pentaquark state, with the quark configuration (uudds).

It is well established from high energy neutrino antineutrino scattering ex-
periments [5, 6], that sea-quarks (gq pairs) are part of the ground state wave
function of the nucleon. In addition, pion electroproduction experiments in the
A — resonance region have shown the presence of a pion cloud surrounding the
valence quarks [7]. Consequently, we know that five quark configurations (¢qqqq)
exist as an admixture with the three valence quarks. However, the question
of whether a five quark configuration where the anti-quark (¢) has a different
flavour than (and hence cannot annihilate with) the other valence quarks is the
motivation for the search for pentaquark states.

The lack of experimental evidence for strongly interacting particles with more
than three valence quarks was a principle of the original quark model introduced
by Gell-Mann and Ne’eman [8]. However, given the non-prohibitive nature of
QCD to their existence, the non-definitive experimental observation of five va-
lence quark configurations (¢qqqq) remains an unresolved mystery of the strong
interaction. Indeed, the physical bias against any quark configuration other than
mesons (¢g¢) and baryons (qqq) has led to a debate as to whether the rules gov-
erning QCD should be modified to prohibit pentaquark states [9].

Exotic multi-quark structures beyond the basic quark model were suggested
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by Jaffe [10] and others in the 1970’s. These resonances were thought to be
too wide to be detected by experiment. However, recently the prediction of a
narrow pentaquark by Diakonov et al [11] has renewed interest in searches for an
exotic baryon with valence quark configuration (¢qqqq), known as the ©%. If this
O1 exists, then theorists face the task of describing such states by using effective
degrees of freedom [12] or lattice gauge calculations [13] of the QCD Lagrangian.

1.1 Previous Measurements

1.1.1 ©O" Measurements

The first evidence of a possible S = 41 exotic baryon was reported by the LEPS
collaboration [14] in the reaction yn — KK n, with the neutron bound in a
12(7 target. The narrow state was seen in the missing mass spectrum (see figure
1.1) of the K, after the removal of events associated with the production of the
#(1020) and A(1520). The reported mass was 1.54 & 0.01 GeV/c?, with a width
less than 0.025 GeV/c? and a statistical significance of (4.6 +0.1) 0. The photon
energy range for this measurement was 1.5 — 2.35 GeV'.
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Figure 1.1: The missing mass MM (K ~) spectrum (solid line) in the reaction
yn — K+tK™n on a 2C target, from the LEPS collaboration. The dotted line
indicates events from a LH, target.
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This result from LEPS renewed the interest in pentaquark searches within the
hadronic physics community, and since its release several other experiments have
reported supportive evidence for exotic pentaquarks. In May 2003, the CLAS
collaboration reported the observation of a S = +1 ©" baryon state in photo-
production on the deuteron (detailed in section 1.1.3). Subsequently, CLAS also
reported [15] the observation of a possible ©F decaying to nK™ in photopro-
duction on the proton vp — 7t KT K n. Figure 1.2 shows the invariant mass
M (nK™), with a peak at a mass of 1.555+0.010 GeV/c* and a width of less than
0.026 GeV/c?. The statistical significance was calculated to be (7.8 £1.0) 0. The
photon energy range for this experiment was 3.00 — 5.47 GeV'.

a1 - 4] E
] b
[ al E
f A
3 15
r 1 E
ag [ i 5 E
F I 1 |
L L5 2
2 F MK (Fewic’)
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15 F

1 F

ul.ti 1.4 18 2 22 24
M(nK") (Gevic))

Figure 1.2: The invariant mass M (nK™) in the reaction vyp — 7" K"K n. The
insert histogram is the invariant mass with less restrictive analysis cuts.

Further to this CLAS measurement in photoproduction on the proton, the
SAPHIR collaboration reported a possible ©T signal in the reaction yp — KT K%n
[16]. Up until this point, these reported results shared the commonality of a ©F
decaying to nK*™ (0T — nK™). However, isospin symmetry predicts that the
©71 should have an equal branching ratio into both nK+ and pK°. The DIANA
collaboration at ITEP, re-analysed existing K — Xenon bubble chamber data,
and reported the first evidence of a possible ©T decaying to pK" [17]. Figure 1.3
shows the invariant mass M (pK°) spectrum, with a narrow peak at 1.54 GeV/c?
and a width less than 0.01 GeV/c?. The reported statistical significance was 4 o

(no error quoted). In addition to the DIANA result, several other experiments
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reported [18-21] possible evidence in this decay mode, with masses ranging from

1.525 to 1.555 GeV/c2.
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Figure 1.3: The invariant mass M (pK") spectrum in the reaction K*Xe —
OTXe — pKYX¢'. a) for all events, b) events after suppressing proton and K°

re-interactions.

Further to these recently reported observations, a review of a 1973 paper [22]

has posed the question as to whether a narrow resonance in the invariant mass

M (pK®) spectrum was overlooked (see figure 1.4). These results are from the
analysis of K*p — pK°X bubble chamber data. At this time, around thirty

years ago, it was predicted that a S = +1 pentaquark would have a width of the

order 0.1 GeV/c?, and therefore such a narrow signal could have been missed.



5 Chapter 1. Introduction

oo b

.59 GDawh A

1.54 GeV

A

JI‘

@A

Ao

] e e
- W 1S LIE RO 2

. =T 3

(AT

3.9
Ut

e O o oE

[t 4

Mo

Figure 1.4: Results from and old (1973) CERN analysis showing a shoulder cor-
responding to a mass of 1.54 GeV/c? in the invariant mass M (pK?).

The large number of experiments reporting possible evidence for the ©F pen-
taquark is indeed compelling. However, no single experiment adequately meets
the criteria for irrefutable evidence of the existence of this exotic S = +1 state
(uudds). Furthermore, there are a number of experiments in which it should have
been possible to observe the ©*, yet null results were reported. A summary of
published results with evidence for the existence of the ©* can be found in table
1.1. A more detailed summary can be found in Ref. [23], in addition to reports

of non-observations.

‘ Group ‘ Ref. ‘ Reaction ‘ Mass [GeV/c?] ‘ Width [GeV/c?] ‘ o’s
LEPS [14] yn — KTK™n 1.540 £ 0.010 < 0.025 4.6
DIANA [17] | Kt Xe — K%Xe' | 1.53940.002 < 0.009 4.4
CLAS [2] vd — pKtTK™n 1.542 £+ 0.005 < 0.021 5.2+ 0.6

SAPHIR [16] ~d — KTK% 1.540 £+ 0.006 < 0.025 4.8
ITEP [18] vA — pK°X 1.533 £ 0.005 < 0.020 6.7
CLAS [15] | yp =7t KTK™n 1.555 £ 0.010 < 0.026 7.8
HERMES [19] etd - KpX 1.526 £+ 0.003 0.013 + 0.009 ~ 5
ZUES [24] etp - et KX 1.522 £+ 0.003 0.008 + 0.004 ~ 5

COSY-TOF | [21] | pp— K%+ 1.530 & 0.005 <0.018 4-6
SVD [20] pA — K9%X 1.526 £+ 0.005 < 0.024 5.6

Table 1.1: Experiments with reported evidence for the ©%.

1.1.2 Other P

entaquark Measurements

The predicted (using the chiral soliton model) baryon anti-decuplet of Diakonov

et al has three exo

massive.

The other two predicted exotic =

tic states, ©, =~

—

and =%, of which the ©% is the least

states have strangeness S = —2.
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The first evidence of a possible ==~ state was reported by the NA49 collabora-
tion [25]. A doubly negative charged baryon state, with S = —2, was seen at a
mass of 1.860 GeV/c? decaying to = n~. The combined invariant mass spectra,
M(Z~7~, E-n*, Etn~, Ztx "), can be seen in figure 1.5, with the ==~ — Z 7~
and a possible isospin partner =° — Z~ 7" observed at the same mass. However,
to date this evidence of another pentaquark state has as yet not been corrobo-

rated, and the performed analysis has been questioned [26].

= 2 5 5 3 5

=

Entries / 7.5 MeV/®
=

| L " 1 1 L L

4 16 13 2 22 24 8 13

M(Zn) [GeWcj]

Figure 1.5: a) The sum of the M(Z~7n~, Z~a+, Zt7~, Zt7 ") invariant mass
spectra (the shaded histogram represents a mixed event background). b) Back-
ground subtracted spectrum with a fit to the peak.

1.1.3 CLAS ©" Measurement in the reaction vd — pK K n

The previous published [2] measurement of the exclusive reaction vd — pKTK™n
by the CLAS collaboration shows evidence for the ©F decaying to nK™ at an
invariant mass M (nK™) of 1.542 £ 0.005 GeV/c? with a width of 0.021 GeV/c%.
The statistical significance of the peak is (5.2 +0.6) o (although further analysis
of this data suggests that the significance of the observed peak may not be as

large as indicated [27]). Figure 1.6 shows this previous result.
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Figure 1.6: Invariant mass M (nK™) in the reaction yvd — pK+ K n, which has
strangeness S = +1, showing a sharp peak at a mass of 1.542 GeV/c?. The fit
to the peak (solid line) on top of the smooth background (dashed line), gives a
statistical significance of 5.8 0. The dotted line is a simulated background and
the dash-dot histogram are events associated with the production of A(1520).

The assumed ©F production mechanism for this reaction is shown in figure
1.7. In this reaction vd — pK* K n, the ©T decays to the nK ™ final state, and it
is likely that ©" production proceeds via t-channel K exchange on the neutron.
This being the case, the proton will act as a spectator and will not therefore have
sufficient momentum to be detected in the CLAS spectrometer. However, the
final state interaction (FSI) involving the proton and the K~ (see figure 1.7) will

rescatter the proton into the CLAS acceptance.
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Figure 1.7: A rescattering diagram that could contribute to the production of the
O©1 and an energetic proton via FSI with the K.

Given the implications, both experimentally and towards a deeper under-
standing of Quantum ChromoDynamics (QCD), of this previous measurement,
reproducibility became a necessity. Consequently, this motivated the G10 exper-
iment at CLAS and the analysis presented in this thesis. The G10 experiment
was the first ever dedicated search for the ©T, and aimed to significantly increase

the statistics of the previous measurement.

1.2 CLAS G10

The CLAS experiment E03-113, ©" Pentaquark Searches in Photoproduction
from Deuterium [28], ran from March 13th until May 17th 2004. The main aim
of this experiment was to gather high statistics data for the production of the ©F
in the reaction yd — pK*™ K n; ©F — nK™+.

Other physics issues that were to be investigated with this data set included:

1. determination of the © mass with +2 MeV/c? accuracy (if observed).

2. search for the ©* in the reactions:
vd — AnK+; ©F — nK*
vd — prtn~K—; ©F — pK°, K° — ntqn—

yn — K nK*t; ©F — nK™* (with Fermi momentum correction)

3. search for other non-exotic members of the predicted anti-decuplet of pen-

taquark baryons.
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4. determination of the ©% spin using analysis of the angular distribution of

the decay kaon (if observed).

A total of 61 accelerator days were available assuming 50% average efficiency, to
result in the proposed 30 days of beam time. In reality, the average efficiency
was 62% ABU (actual beam used) which therefore allowed additional calibration
measurements on a hydrogen target and a tagger energy calibration to be con-

ducted without adversely affecting the production statistics.

The analysis presented in this thesis was carried out on the same reaction
channel as the previous CLAS measurement: vd — pK*K n, with the ©F
decaying to the nK*™ (©7 — nK™). Details of the experimental apparatus,
data calibration and processing, and the analysis steps follow in the proceeding

chapters. The final chapter provides a summary of the results and conclusions.



10 Chapter 2. Theoretical Background

Chapter 2

Theoretical Background

2.1 Quantum ChromoDynamics (QCD)

The quark model proposed by Gell-Mann [29] and Zweig [30,31], was introduced
to explain the spectrum of strongly interacting particles in terms of constituents
called quarks. In this model, mesons (Baryon number B = () are bound states
of a quark / anti-quark pair (¢g), and baryons (B = 1) are bound states of three
quarks (gqq). Together mesons and baryons form the group known as hadrons
(particles which interact through the strong force). The quantum numbers of all

known hadrons can be obtained simply from their quark content (see table 2.1).

| Flavour | Mass [GeV/c?] [Spin [B| Q| I | s [C| B | T]
T

u 00015—0.004 | 7 [2][2[ 3] 0]0JO0]oO
d 0.004—-0.008 | 5 [2]-3[—-3/0]0[0]oO
s 0.08 — 0.13 > |22l 0 ]-1]0]0]0O
c 1.15—1.35 s |sl2]o0o]Jof1]o0]oO
b 41-44 > |lsl3]l0]ofJo[-1]0
t 1727+£2932]| 7 [+ 2] 0] o0 Jo]oO |1

Table 2.1: Quantum numbers of the 6 flavours of quarks.

The two most stable (and common) baryons, the proton (uud) and the neutron
(udd), are isospin partners. Indeed, SU(2) isospin symmetry itself is believed to
be a result of the closeness in mass of the u and d quarks. The introduction
of strangeness extends SU(2) isospin symmetry into SU(3) flavour symmetry.
SU(3) flavour symmetry is not exact, since the mass of the strange quark is
significantly larger than that of the up and down quarks. Additionally, quarks
retain their identity under the strong or electromagnetic interactions, however

weak interactions do not prohibit reactions such as s — u + ud.
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Light meson states (¢q) are classified according to the SU(3) ® SU(3) group,
which translates into a nonet. The nonet (8®1) is decomposed into an octet and a
singlet (see figure 2.1). For the baryon states (qqq), SU(3) flavour decomposition
gives rise to 27 possible combinations (10 &8 & 8 & 1). Baryon ground states are
obtained by combining the SU(3) flavour decomposition with the SU(2) isospin

decomposition. These ground state baryons are shown in figure 2.2.

0 o+
s=1 K K
5=0 T at
g=1
a==1 —0
K~ K
g=-1 g=0

= (
s—=0 A Al AT AtF
s=0 n p
s=-—1 ¥, S+
g=1

§=—=2
=- =0
qg=-1 q=0

Figure 2.2: Baryons: spin 3/2 decuplet (left) and spin 1/2 octet (right). (s is
strangeness and ¢ is charge).

The original quark model was a phenomenological success, however two prob-
lems remained unresolved: the lack of free particles with fractional charge, and
the apparent violation of Fermi-Dirac statistics in terms of the quantum numbers
of the A™* (which has spin 3/2, charge +2, and is interpreted as a uuu bound
state with zero orbital angular momentum and all three quark spins parallel,
which violates the Pauli exclusion principle).

Therefore, to resolve these problems of the constituent quark model, Han and

Nambu, Greenberg and Gell-Mann, proposed that quarks carry an additional
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(unobserved) quantum number called colour, and introduced an internal SU(3)
gauge symmetry. The assumption (indeed colour confinement is a requirement
of QCD) that hadrons form colour singlets implies that the only possible light
hadrons are the mesons, baryons and anti-baryons. Colour symmetry is identified
with a gauge group, and the strong interaction acts upon the quark colour fields
of this group. Consequently, this results in a model of the strong interaction as a
system of quarks (of six flavours), each assigned to the fundamental representation
of the local gauge group SU(3). The quanta of the SU(3) gauge field are called
gluons, and the theory is known as Quantum ChromoDynamics (QCD), detailed
by Wilczek and Gross [33].

Quantum ChromoDynamics is a non-Abelian gauge field theory based upon
SU(3). (colour) symmetry. The fundamental particles are the quarks, which
follow Fermi-Dirac statistics, their colour fields being the fundamental degrees
of freedom, mediated through gluon (the gauge boson of the strong interaction)
exchange. The underlying symmetries are described in terms of group theory and

Lie algebra.

2.2 Exotic Hadrons

Quantum ChromoDynamics does not prohibit the existence of hadrons which lie
outside the simple quark model. Predictions of hadron decay rates and cross-
sections based on isospin symmetry, within the quark model, are close to exper-
imental measurements, however the quark model does not address quark con-
finement within hadrons. Confinement arises as a result of the non-Abelian na-
ture of the SU(3). gauge group, which leads to the concept of asymptotic free-
dom, whereby the interaction between quarks (mediated by the gluons) becomes
stronger as the distance between them becomes larger. Indeed the gluons are ex-
pected to contribute to the properties of hadronic states (mass and spin) by the
provision of extra degrees of freedom. There are various models proposed which
predict possible meson and baryon states which have a more complex internal
configuration and quantum numbers that cannot exist within the simple quark

model. These states are called exotic states and are classified as the following:

e Glueballs with configuration (gg)
e Hybrids with configuration (ggg)

e Four quark states with configuration (¢gqq)
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e Exotic baryon states with configuration (¢qqqq)

2.2.1 Exotic Mesons

The simple quark model states that mesons are composed of a quark and an anti-
quark pair (¢q). Furthermore, only this pair contributes to the valence properties
of the meson. However, the gluons which bind these two quarks can interact
with each other to form a bound state, or interact along with the quarks as a
fundamental constituent of the meson. Among the defining quantum numbers of
a meson are JI¢, where, J is the total angular momentum, P is the parity and C
is the charge conjugation. For a conventional meson (bound state of a ¢g pair),

the following rules apply:

P(qq) = (=) (2.1)
Clqq) = (=1)** (2-2)
J=L+S (2.3)

where, L is the orbital angular momentum, and S is the spin. Note that for
a qq pair, S can only be 0 (antisymmetric singlet) or 1 (triplet). Consequently,

the allowed J¥¢ combinations are:

0,0, 17—, 1t 17t 27— 27+ 2tF 37 3t 3tF .. (2.4)

Gluonic contributions (gluons interacting with the quarks) as described by the
flux-tube model [34], allow for states with exotic quantum numbers other than

those listed in Eqn. 2.4, as follows:

0=, 0t 17+ 2t 37+ .. (2.5)

Mesons with these quantum numbers are called exotic. One should note that
the gluonic flux-tube model [34] is the most commonly adopted of several pro-
posed QCD motivated phenomenological models. Each of these models [35-39]
explicitly incorporates the gluonic degree of freedom into the meson ¢gg inter-
action. Research on exotic mesons is the primary motivation behind the future
GLUEX and PANDA experiments.
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2.2.2 Exotic Baryons

The identification of exotic mesons can be achieved by their exotic J¢ quan-
tum numbers, but there is no equivalent for the case of exotic baryons. Baryons
have no C-parity, and all half-integer J values with both positive and negative
parity can arise from a three quark configuration. However, baryons could exist
with exotic quantum numbers such as positive strangeness, which cannot be ob-
tained from a three quark configuration. Such baryons would be unambiguously
exotic, and an S = +1 baryon state has been proposed in the context of the
bag model [4]. Historically, the search for exotic baryons focused on pentaquark
states with minimal quark configuration (ggqqq), where the ¢ has a different
flavour than the other quarks. These experiments were primarily kaon-nucleon
scattering, and involved a phase shift analysis. The mass range for these searches
was 1.55 — 2.65 GeV/c?, and the expected width of such a state was of the order
~ 100 MeV/c?. No evidence was ever found for these exotic pentaquark states.
Further to the pentaquark, there are other proposed exotic baryons being
sought. One exotic baryon candidate is the di-baryon. The H di-baryon [40] is a
particle (possibly stable and long-lived) with the quark configuration uuddss.

2.3 Chiral Soliton Model

The chiral soliton model, proposed by Skyrme [41], suggests that the low en-
ergy behaviour of nucleons can be interpreted as a spherically symmetric soliton
solution of the pion (or chiral) field. The minimal generalisation of spherical
symmetry which incorporates three isospin components of the pion field is based
on a Hamiltonian of the so-called hedgehog form. In this form, a space rotation
of the field is equivalent to a rotation in isospin. The energy eigenvalues of such

a rotation are quantized as follows:

J(J+1)
21

where, [ is the moment of inertia of the soliton. The rotational states are

ET‘Ot — (26)

therefore (27 + 1)?>-fold degenerate. This results in four nucleon states having
J = 1/2, and sixteen A-isobar states having J = 3/2. Consequently, the baryonic
nature of the nucleon is interpreted as not due to quarks carrying baryon quantum
number B = 1/3, but as the baryon number being a topological quantum number
of the pion (chiral) field [42,43].

By introducing a rotation of flavour SU(3) space, the quantizations show that
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the lowest rotational state corresponds to an octet with spin 1/2. The next highest
rotational state is a decuplet with spin 3/2. These two states are identified with
the lowest mass baryon octet and decuplet (the same as the quark model). In the
three flavour case, the next highest rotational state is an anti-decuplet with spin
1/2, which does not correspond to any known baryons. This is the prediction of
Diakonov et al [11], the pentaquark baryon multiplet. As a direct consequence,
pentaquark states appear naturally in the framework of the chiral soliton model,
as rotational excitations of the rigid soliton core (¢gq) surrounded by a meson
field (¢q).

Definitive predictions [11]| for the masses and widths of the members of this
5-quark baryon anti-decuplet are also given. The structure of the anti-decuplet

is shown on figure 2.3.

uudds
©*(1530)

Hdd(““7 \/ {“710) aud(dd + s5)

2(1890)

dds(uu + 55) aus(dd + s5)
/ ud (uu +}k|- .57)/ \

_{2070)
ddssu uussd

dsx(u;+ da) HSS(H;-F da)

Figure 2.3: The anti-decuplet as predicted by Diakonov et al. The three states
at the vertices are exotic, whilst the middle octet overlaps with the conventional
baryons.

As with other multiplets, the strangeness quantum number S increase by one
for each step down. The identification of the nucleon resonance N(1710) as a
member of this anti-decuplet, serves as an anchor for predicting the masses of the
other members. Symmetries of the chiral soliton model are used to relate the mass
splittings of the octet, decuplet and the anti-decuplet, with just three parameters.
Two of these parameters are determined using data for the masses of the octet
and decuplet, and the third is related to the nucleon Y-term (corresponding to

the effective masses of the light quarks (udands) when they are bound inside
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the nucleon). This value of the nucleon X-term is not precisely determined by
experiment, however values of 45 — 65 MeV were taken. The advantage of the
chiral soliton model is that the mass splittings are predicted from symmetry,
so that if one member of the anti-decuplet is identified, then the masses of the
others are predicted. Table 2.2 shows the mass and width predictions of the exotic

members of the anti-decuplet.

| State | S | Mass [GeV/c?] | Width [GeV/?] | Possible Candidate |

or [ +1 1.53 0.015 -

N |0 1.71 ~ 0.04 N(1710) Py,
> | -1 1.89 ~0.07 % (1880) Py
= |2 2.07 >0.14 £(2030)7

Table 2.2: Predictions for masses and widths of the members of the anti-decuplet,
with possible candidates.

The most interesting feature of this anti-decuplet is the exotic quantum num-
bers of the isosinglet member at the top vertex, called the ©. The minimal quark
configuration of this state is uudds. Using the process described previously, the
mass of this state is predicted to be 1.53 GeV/c?, with a width of 0.015 GeV/c?.

2.4 Di-quark Model

Further to the chiral soliton model, the di-quark model [12| has a similar pre-
diction for the masses and widths of the pentaquark baryon states. Jaffe and
Wilczek argue that the chiral soliton model, in the three flavour case, primarily
relies on chiral SU(3) x SU(3) symmetry, which is not exact and spontaneously
broken in nature. Instead, the framework of the di-quark model interprets the
qqqqq (¢*q) system based on the four quarks bound into two spin zero diquarks,
combined with the anti-quark. The combination of the four quarks into di-quarks

gives rise to:

[ud)?, [ud][us], [us]?, [us][ds], [ds]* and [ds][ud] (2.7)

When combined with the anti-quark, the result is a degenerate SU(3)8 & 10
(octet and anti-decuplet). The state [ud]?s is identified with the ©1(1540), whilst
the narrowness of the state is proposed to be a result of the relatively weak
coupling of the nK™ continuum to the [ud]?s state. One should note that the two

[ud] di-quarks must have wave-functions antisymmetric under spatial exchange
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(negative space parity), and when combined with the s quark to form [ud)?s, the

parity is positive.

2.5 ©7 Photoproduction on the Neutron

Since the first evidence of the ©" was reported, many theoretical papers, for
example that of Close and Zhao [44], have been devoted to the calculation of
the production cross-section, as well as the possible production mechanism. In
this section, one such theoretical calculation will be briefly detailed, along with
a review of some of the predictions. The model of Guidal et al [45] estimates
the cross-section for the elementary reaction yn — ©1TK~, based on Kaon ex-
change mechanisms. Furthermore, the sensitivity to spin-parity JZ = %i, %i
assignments for the ©T is investigated. These estimates use an upper limit on
the width of the O (Tg+ = 1 MeV/c?).

At energies above the nucleon resonance, strangeness photoproduction reac-
tions (e.g. yp — KTA) at forward angles are dominated by K and K* exchanges.

The model presented here extends this to a description of the process:

v(q) + n(py) — 7 (pe) K~ (pk) (2.8)

where, ¢ is the momentum of the photon, py is the momentum of the nucleon
(in this case the neutron), pg+ is the momentum of the ©", and px is the mo-
mentum of the kaon (in this case the K~). The Mandlestam variables for this

process are given by the following:

s=(pn+q)° t=(qg—px)* u=(q—po) (2.9)

which satisfies,
s+t+u=My+ My + M (2.10)

where, My, My and Mg are the masses of the nucleon (neutron), kaon (K~)
and ©F, respectively. The value of Mg is taken to be 1.54 GeV/c?, and the
reaction is described in the region of large s (v/s > 2 GeV) and small ¢ (—t << s).

The t — channel K exchange process is shown in figure 2.4.
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Figure 2.4: t-channel K* exchange.

As derived in Ref. [45], using a KNOT vertex function the decay width

(Te_nx) for the spin-parity assignment J© = %Jr is given by:

2
Lo i = ggge%(, [o2 4 M2 — My) (2.11)

and for the spin-parity assignment J© =

17 is given by:

2
P
To Nk = ggf%(\/piJrMﬁthN) (2.12)

where, gk no is the coupling constant and all other terms are as before.

Using I'e .yx = 1 MeV for the decay width results in a coupling constant
grne =~ 1.056 for the J¥ = %Jr case, and gxne = 0.1406 for the J” = 1" case.

The resulting calculated total cross-sections using a width of 1 MeV, can be
seen in figure 2.5, along with the differential cross-section in figure 2.6, for four

spin-parity assignments.
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Figure 2.5: Total cross-section predictions [45] for the reaction yn — ©T K, for
different J” assignments. Green curves: K exchange, Red curves(+1/2 only):
K™ exchange, Blue and black curves: K 4+ K™ exchange.
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Figure 2.6: Differential cross-section predictions [45] for the reaction yn —
O©tK-, for different JP assignments. Green curves: K exchange, Red
curves(+1/2 only): K* exchange, Blue and black curves: K + K* exchange.
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As can be seen, the maximum total cross-section is around 1nb for the JX =
%Jr case, and around 0.2 nb for the J¥ = 17, For the the other two cases (%i), the
cross-section is much larger when the same 1 MeV value for the width is used. As
previously mentioned, there are many such theoretical cross-section estimates, of
which the above is but one. Table 2.3 reviews some other estimates for the total

cross-section (in both the yn — O+ K~ and yp — O KO reactions).

| Ref. | Reaction | JP |
[ s 5 I3 [5]
[5] | p — O K | 0.01 0.22 ~ -
= OTK-| 02 1 55 | 10
[46] | vp — OT KO - (2.7) 8 | (1)
yn — OT K~ - 2.7 200 || 25

[47] | 7p— ©FTKY [~ 04 | ~1.6(100) | - | -
m—OTK |~ 17| ~87(75) | - | -
[48] | p = ©TK | - 15(30) B
m— Otk | - 15(30) 3
[49] | 7p — ©FK9 | 2 | 52(~10) || 15.4 || 1.8
m— OFK- | 35 | 11.2(~20) | 48 || 4

Table 2.3: Theoretical model cross-section predictions (all values are nb). ()-
represents models with K™ exchange.

2.6 Exclusive Reaction

The reaction vd — pKTK n selects the ©F decaying to the nK™ final state.
The mechanism for this channel could proceed through a two step process. One
possible diagram for this process has already been shown in figure 1.7. Here
the ©7 is created, and the K~ re-interacts with the proton. In this scenario for
©* production, the spectator proton (with a small momentum) requires a final
state interaction, FSI (see figure 1.7), with the K~ in order to be detected in
CLAS, since the minimum detection momentum in CLAS is 300 — 350 MeV/c.
Furthermore, the exclusivity of this process allows for the complete reconstruction
(by missing mass) of the undetected neutron.

It is likely that ©" production proceeds through ¢-channel K+ exchange on
the neutron. This is an assumed symmetry with A(1520) production on the
proton, which is dominated by t-channel K~ exchange [50,51|. Figure 2.4 shows
this ¢-channel K+ exchange.

The subsequent chapters of this thesis detail the experimental setup and the
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analysis of this exclusive reaction vd — pK ™ K n. Using the assumptions about
the reaction mechanism (FSI) and the ¢t — channel process discussed in this chap-
ter, a production cross-section yvd — pO+ K~ is measured and a model dependent
prediction of the production cross-section of © photoproduction on the neutron

(the elementary process) will be given.
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Chapter 3
Experimental Apparatus

The experiment, designated G10, was carried out in Hall B at Jefferson Lab. The
electron beam from the CEBAF accelerator was incident on a radiator producing
bremsstrahlung photons which were tagged by the Hall B photon tagging spec-
trometer. This photon beam was subsequently incident on a liquid deuterium
(LD,) target and the outgoing hadrons, from the resulting photoproduction re-
action, were detected in CLAS. Figure 3.1 shows a schematic representation of
the experimental setup. Overviews of both Jefferson Lab/CEBAF and the Hall B
experimental apparatus (CLAS and the photon tagger) are given in the remainder

of this chapter.

Pair
Spectrometer Bownstream
Photon Tagger evices

Collimator
CEBAF I
=LDAL

BEAM =

Radiator

Figure 3.1: Schematic representation of the experimental setup.

3.1 The Thomas Jefferson National Accelerator
Facility

The Thomas Jefferson National Accelerator Facility (known as Jefferson Lab or

JLab) in Newport News, Virginia, USA is a joint undertaking by the U.S. Depart-
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ment of Energy and the Southeastern Universities Research Association (SURA).
The purpose of this facility is to study the electromagnetic structure of nucleons
and nuclei down to the fundamental quark-gluon picture. Since the first scientific
data was taken in 1995, JLab has become the world’s premier intermediate energy
physics facility, and with the proposed upgrade of the accelerator to 12 GeV and
consequent upgrades of each of the three experimental halls, it should continue
to remain at the forefront of our understanding of this rich and varied physical
domain.

The Continuous Electron Beam Accelerator Facility (CEBAF) at JLab [52]
delivers a continuous-wave electron beam of energy upto ~ 6 GeV to three ex-
perimental halls simultaneously. A schematic diagram of CEBAF is shown in
figure 3.2. Electrons are injected at energies of a few MeV into the first of two
anti-parallel linear accelerators (known as linacs), which are connected by nine
recirculation beam arcs in a race-track configuration. The maximum beam en-
ergy of ~ 6GeV is obtained when the beam is recirculated a maximum of five
times. However it can be extracted after any of the complete passes (~ 1.2 GeV

per pass) and delivered to the experimental Halls A, B and C.

add 5
cryomodules

20 existing

cryomodules

20 existing
cryomodules

add 5
cryomodules

Figure 3.2: Race-track configuration of CEBAF at JLab: 20 cryomodules per
linac and nine recirculation arcs. Represented in yellow are the components of
the proposed upgrade.
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The injected electrons are produced by light from three 499 M Hz r.f. gain-
switch diode lasers incident on a strained gallium arsenide (GaAs) photocathode
wafer which is maintained under high vacuum. The incidence of this circularly
polarised laser light upon the GaAs causes the photo-emission of longitudinally
polarised electrons. The three interlaced beams are separated by 120° of r.f.
phase and are accelerated in a 1497 M H z field. The use of r.f. separators at each
of the hall entrances allows the delivery of beam buckets with different current
and polarisation states to each of the halls simultaneously.

Each of the linacs consists of 20 cryomodules, each containing eight Niobium
superconducting radio frequency (s.r.f.) cavities cooled by liquid helium at 2 K.
As the electrons pass through each cavity they are accelerated by cycling the
electromagnetic field within the cavity (in effect creating an area of negative
charge behind the electrons and an area of positive charge in front of them). This
is achieved by the direction of microwaves cycling at 1497 M H z into each of these
cavities. Through this process, each one of the anti-parallel linacs provides an
acceleration of ~ 0.6 GeV. The nine recirculation arcs which link the two linacs
are formed by the magnetic optics which steer the electrons of different energies
through their orbits before extraction and transport to the experimental halls.

CEBAF is capable of delivering beam at currents of up to 120 uA in Halls A
and C, whilst simultaneously delivering a current as low as ~ 1 nA to Hall B where
the CLAS detector systems and photon tagger limit the operational luminosity.
The use of s.r.f. technology means a substantial reduction in the amount of r.f.
power needed and thus results in the ability to operate the machine continuously,

as opposed to traditional pulsed operation.

3.2 Experimental Hall B

Hall B at Jefferson Lab houses the CEBAF Large Acceptance Spectrometer,
known as CLAS, and the photon tagging spectrometer (referred to simply as
the photon tagger). This configuration of CLAS detector and photon tagger,
allows for both photon and electron beam experiments to be undertaken in Hall
B. Furthermore, it is possible to conduct experiments utilising linearly polarised
photons by implementing the Hall B Coherent Bremsstrahlung Facility. The G10
experiment operated in the standard photon configuration. Figure 3.3 shows a
schematic layout of Hall B with the beam entering from the bottom righthand
corner and proceeding through the photon tagger to the target which is situated
at the centre of the CLAS detector. Downstream of CLAS are various detec-
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tors which are used for photon normalisation and monitoring before the beam

terminates in the beam dump.

Figure 3.3: Schematic layout of Hall B at Jefferson Lab.

3.3 Photon Tagging Spectrometer

The photon tagger [53] within Hall B is used for the tagging of bremsstrahlung
photons. The process of bremsstrahlung radiation occurs when an electron in-
cident upon a radiator emits an energetic photon as it decelerates under the
influence of the electromagnetic field nuclei within the radiator: e — ¢ + 7,
where, e and ¢ are the incident and degraded electron respectively. Tagging is
the process of associating the detected, energy degraded electron with the pro-
duced photon. Consequently, the energy of the photon can be calculated simply
by E, = Ey— E_, where, Ej is the energy of the incident electron (beam energy)
and E is the energy of the degraded electron measured in the tagger.

The radiator used in the production of bremsstrahlung photons is situated
~ 0.5m upstream from the tagger entry window. Upon entering the tagger,
an uncharged photon will pass unaltered in path through the magnetic yoke, as
shown in figure 3.4. However, the uniform dipole field focuses the energy degraded
electrons onto the scintillator hodoscope and full energy electrons to the tagger
beam dump. The hodoscope comprises two planes of scintillator detectors known
as the energy plane (E-plane) and the timing plane (T-plane).

The E-plane consists of 384 scintillators, each 4 mm in thickness spaced at dis-
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Figure 3.4: Schematic of the photon tagger detailing relative positions. (Note
k’o = Eel)'

crete intervals along the plane. However, the widths of each of these scintillators
varies from 6 — 18 mm dependent upon position, to allow constant momentum
bins of ~ 0.003 Ej. The T-plane which lies below the E-plane consists of 61 scin-
tillators each 2 c¢m in thickness which give a timing resolution of around 50 ps,
ten times better than the 500 ps timing resolution of the E-counters above. The
scintillators in each plane of the hodoscope are geometrically arranged to partially
overlap resulting in extra energy and time bins and also serving to reduce back-
ground. The overlap on the E-plane provides 767 energy bins/channels, whilst
the T-plane provides 121 timing bins/channels. A valid tagger event requires
coincidence between a T-counter and its associated E-counters. Signals from ei-
ther end of the E-counters are read out via a light guide which connects to an
optical fibre. These optical fibres are connected to a single PMT. One should
note that constant fraction discriminators are used for the photon tagger PMTs,
and hence require no time-walk correction. E-counter timing is obtained from a
TDC module which can record multiple hits. The T-counter signals are read out
from both sides via fixed light guides and PMTs. Again timing is obtained from
a TDC module. The outputs of each of the tagger TDCs are grouped together in
blocks of four and logically ORed in a module known as the tagger master-OR.
This master-OR signal goes on to form part of the CLAS trigger (see section 3.8).

The photon tagger has an energy resolution of ~ 0.1% of the incident electron

beam energy (Ej) and a tagging range of 20 — 95% Ej.
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3.4 G10 Target

The G10 experiment target cell [54], shown in figure 3.5 along with its connecting
structure, was a 240 mm in length, 40 mm in diameter cylinder made of Mylar.
During the experimental run it was filled with liquid deuterium at ~ 10 K for
production running, and liquid hydrogen for normalisation/calibration runs. In
order to increase the forward angle acceptance of negatively charged particles, the
G10 target was positioned 25 cm upstream of the CLAS centre (Z = —25 c¢m).

Figure 3.5: The G10 target cell.

3.5 Hall B Pair Spectrometer

The Hall B pair spectrometer (often referred to as the Primex [55] pair spec-
trometer), consists of a pair production converter, dipole magnet and two planes
of scintillator counters. The pair production converter is an Al foil positioned
55.77 cm upstream of the dipole centre, and is 1072 radiation lengths thick. The
scintillators are positioned symmetrically either side of the beamline and the
whole ensemble is located 10 m downstream of the photon tagger radiator. Dur-
ing the G10 experiment, the pair spectrometer was additionally instrumented
with two pairs of microstrip (MS) detectors, which provided better e*e™ position
determination, each covering a detection area of 400 mm? and located 930.7 cm
downstream of the dipole magnet centre.

The pair spectrometer can be used to provide a measurement of photon beam
energy and indeed, if these measurements are taken in coincidence with a tagger
E-counter hit, can provide a photon tagger energy calibration (see section 4.5) as
was implemented in the G10 experiment. When a photon interacts with the thin

+

converter in front of the pair spectrometer, e™e~ pairs are produced which travel
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under the influence of the field generated by the dipole magnet. These lepton
pairs are detected in the pair spectrometer scintillators and microstrip detectors.
Upon analysis of the resulting data, the hit positions are used to calculate the

energy of the pair, and therefore of the interaction photon.

3.6 The CLAS Detector

The CLAS [56] detector is comprised of six superconducting magnets and multi-
layered detector subsystems, geometrically split into six sectors. These different
subsystems give information on the charge, momentum, mass and velocity of
the particles from the reaction taking place. The toroidal field generated by the
magnets focus all particles within the detector giving rise to a near 47 accep-
tance. The presence of the magnetic coils themselves result in certain regions
having no acceptance. The multilayered six sector structure of CLAS can be seen
schematically in figure 3.6. Figure 3.7 is a photograph of CLAS with its clamshell

open.

ELECTROMAGNETIC
CALORIMETERS

LARGE ANGLE
ELECTROMAGNETIC
CALORIMETER

CERENKOV COUNTERS

BEAM LINE

DRIFT CHAMBERS

TIME-OF-FLIGHT
COUNTERS

Figure 3.6: An exploded view of the multilayered detector subsystems of CLAS.

The detection sequence in CLAS (for example of a charged particle) is as
follows. After production within the target, the charged particle passes through
the start counter, where the signal generated allows for an event start time to be
defined. Beyond the start counter, the charged particle passes through the three

drift chamber regions. Its initial and final directions upon entering and leaving
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Figure 3.7: The CLAS detector with open clamshell. The six sector configuration
of the drift chambers (region 3 visible) can be seen, along with time of flight
scintillator paddles (left of centre).

the drift chambers are determined in region 1 and 3 respectively. Region 2 of the
drift chambers is situated in the region of maximal toroidal field strength, hence
the curvature of the charged particle as it passes through this region determines its
momentum. (The trajectory of the curvature of the particle depends on its charge
and the polarity of the toroidal magnetic field. In the case of the G10 experiment,
the polarity was positive, hence positively charged particles curved outward away
from the beamline and negatively charged particles curved inward toward the
beamline). After passing through the drift chambers (this portion of the detection
sequence is referred to as tracking), the charged particle now enters the time of
flight (TOF) subsystem. The flight time of the particle from the target to this
time of flight subsystem is used to calculate it’s velocity. This velocity along
with the momentum determined previously in the drift chambers, allows for the
charged particle’s mass to be determined (particle identification). If the particle
was neutral, its detection and identification would occur in the electromagnetic
calorimeters. For subsequent physics analysis, all particles originating from a
single event are identified on the basis of timing information and vertex positions.
The associated photon for the event is found from timing information in the

photon tagger.
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3.6.1 The Superconducting Torus Magnet

The toroidal magnetic field within CLAS is generated by six superconducting
coils mounted around the beamline to create six ~ 60° sectors. The configuration
of the coils relative to the beamline is shown in figure 3.8. The magnetic field
generated by these coils is always transverse to the momentum of the particle.
The maximum intensity of this field is ~ 27T. During the G10 experiment, data
were taken with both high and low field settings (3375 A & 2250 A). The positive
polarity of the main torus magnet explains why the low field setting gives rise to
an increased acceptance of negatively charged particles. At this field setting, less

particles are lost at forward angles down the beamline hole in the CLAS detector.

N
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Figure 3.8: The six magnetic coils of CLAS.

A mini torus surrounding the target can be used for electron running to pre-

vent low momentum M¢ller electrons entering region 1 of the drift chambers.

3.6.2 Start Counter

In order to provide a reference start time of a particle interaction, a start counter
[57] surrounds the target within CLAS. This start counter is constructed of six
pieces of scintillator conjoined in a coupled paddle configuration which effectively
provides three sectors of scintillator in the forward direction. Figure 3.9 shows

one of these six scintillators (one half of a coupled paddle) surrounding the tar-
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get. Each of these coupled paddles is arranged so as to geometrically map onto
two sectors of CLAS. The signal from any detected charged particle within the
scintillator is read out via a light guide and a photomultiplier tube (PMT) at-
tached in the backward direction, resulting in six channels, each corresponding to
the six sectors of CLAS. These six channels also have charge-to-digital converters
(QDC) and time-to-digital converters (TDC) which provide energy and timing

information of the interaction in the scintillator.

START COUNTER COUPLED-PADDLE
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Figure 3.9: The CLAS Start Counter: showing one half of a coupled paddle.

Timing resolution of around 260 ps can be obtained after calibration and the
angular coverage is, apart from the forward direction, exactly the same as that
of the time of flight subsystem. Using the timing information from the start
counter a well defined start time can be assigned to an interaction, which simplifies
the identification of the RF beam bucket from which the associated photon was
produced. The start counter information is also used in conjunction with the
drift chamber tracking and time of flight measurements to provide a means of

particle identification.

3.6.3 Drift Chambers

The drift chambers [58] in CLAS, which detect and measure the momentum
and trajectory of charged particles, are split into three regions and arranged
between the coils of the superconducting torus, as shown in figure 3.10 (left).
Each one of these drift chamber regions is divided into six by the torus coils,
which leads to eighteen drift chamber segments in total. Figure 3.10 (right) shows

a representation of one of these segments. Each region has ~ 60° azimuthal (¢)
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coverage and is constructed with a curvature designed to maintain the wire plane

parallel to the magnetic field.
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Figure 3.10: Cross section of the CLAS drift chambers (left), and a CLAS drift
chamber segment (right).

Each region consists of two superlayers which in turn contains six layers of
wire each. These wire layers are arranged in such a way as to produce a re-
peating hexagonal cell pattern of one sense wire maintained at a positive voltage
surrounded by six field wires maintained at a negative voltage. The diameter
of these cells is different for each region (region 1 cell diameter is 0.7 ¢cm, region
2 cell diameter 1.5c¢m and region 3 cell diameter 2.0 ¢m), and their resolution
varies from ~ 310 — 380 yum. The first superlayer, known as the axial superlayer,
is arranged axially to the magnetic field. The second layer, known as the stereo
superlayer, is arranged with a 6° orientation offset to the axial superlayer and
provides the azimuthal measurement of the track trajectory. The chambers are
filled with a gas mixture containing 90% argon - 10% carbon dioxide (C'O,).

When operational, a potential is applied to the layers within the drift cham-
bers. Consequently, any charged particle entering the drift chamber will ionise
the gas molecules and the electrons will avalanche onto the positive sense wire.
The drift distance and therefore the particle’s position can be determined by mea-
suring the drift time of the electrons onto this sense wire. Multiple drift distance
measurements of the particle as it passes through all three drift chamber regions
results in the tracking of the particle’s trajectory, as can be seen in figure 3.11.

Region 1 of the drift chambers lies closest to the target within the nearly field-
free region of the torus. Consequently, this region is used to provide the initial

trajectory information (direction) of the charged particle as it enters the drift
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Figure 3.11: Particle track passing through the two superlayers of a drift chamber
region.

chambers. Similarly region 3 lies outwith the torus coils, again in a region of low
magnetic field, and provides the final direction information of the charged particle
as it leaves the drift chambers before passing onto the outer lying subsystems,
TOF etc. Region 2 is located in the region of strongest magnetic field between
the torus coils. Within this region of strong magnetic field, the curvature of the
particle’s trajectory will be maximal, hence best momentum resolution is attained
in region 2. The measurements of the initial and final track directions, combined
with the measurement at maximal track curvature, allow for the determination

of the charged particle’s trajectory and momentum.

3.6.4 Cerenkov Counters

The Cerenkov counters [59] are a forward angle (© < 45°, where © is the polar
angle relative to the CLAS beamline) detector subsystem only used in electron
running. When operating in electron running, they separate pions from electrons
and also trigger on electrons. The device consists of mirrored chambers filled
with perflurobutane gas which has a refractive index of ~ 1.002 and ended by a
Winston cone and PMT. When a charged particle traveling faster than the speed
of light in the gas enters the chamber, Cerenkouv light is emitted and collected
by the Winston cone. The opening angle of the emitted cone of Cerenkov light
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depends upon the velocity of the particle and can be used for identification of,

and differentiation between, pions and electrons.

3.6.5 Time of Flight Scintillation Counters

The time of flight [60] subsystem covers the fiducial volume of the CLAS detector
which corresponds to lab angles ranging from 8° < © < 142° and a total area of
206 m?. Coverage of this active region is achieved by using 57 scintillator paddles
per each of the six sectors, with the last 18 paddles coupled into nine logical pairs,
giving a total of 48 logical counters/channels per sector. All of these scintillators
are 5.08 cm in thickness although their lengths and widths vary depending upon
position. The lengths vary from a minimum of 32 cm at forward angles (~ 8°)
upto a maximum of 445 cm at a lab angle of ~ 76°, and the widths either 15cm
at forward angles or 22 cm at large angles. These dimensions where chosen in
order to satisfy both the consideration of spatial coverage and achievable timing
resolution. The intrinsic timing resolution measured during cosmic ray tests was
found to be o ~ 80ps for the short scintillators and o ~ 150ps for the long.
Figure 3.12 shows a schematic view of the time of flight scintillators in a single
sector. Note the grouping of the scintillators into a four panel configuration which

allows for the required polar angle coverage.

Figure 3.12: Schematic view of a single sector time of flight (TOF) configuration.

Each of the scintillators has a PMT attached at either end and the signal is
readout by both an QDC and TDC. For any particle passing through CLAS, the
flight time from the target to the TOF is used to calculate its velocity. This veloc-
ity along with the measurement of momentum obtained from the drift chambers
allows the particle’s mass to be determined using the relation 3 = £. Indeed, it

is TOF mass that is used for initial particle identification in this analysis.
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3.6.6 Electromagnetic Calorimeters

The electromagnetic calorimeters [61] are primarily used for the detection of neu-
tral particles such as photons with energies above 0.2 Gel/ and neutrons. They
are also capable of detecting electrons with energies above 0.5 GeV. All six sec-
tors of CLAS have an electromagnetic calorimeter subsystem with a polar angle
coverage 8° < © < 45° and consist of thirty-nine layers of scintillator and lead in
a sandwich composition. The scintillator is 10 mm in thickness and the lead is
2.2mm. Interacting particles in the scintillator-lead sandwich will lose energy by
the radiation of a bremsstrahlung photon (which in turn induces ete™ pair pro-
duction thus more bremsstrahlung down to ionisation energies) typically within
one radiation length and produce an energy shower. This energy is detected
in the scintillators and is used to identify the interacting particle based upon
both the positional information and the energy deposited. The scintillator-lead
construction of the electromagnetic calorimeter is shown in figure 3.13. As can
be seen, each layer has the form of an equilateral triangle in order to cover the
hexagonal geometry of CLAS. Also apparent is the successive 120° rotation in the
orientation of the scintillator strips in each layer, labeled as u, v and w planes.
This recurring three plane configuration gives rise to stereo information on the

position of the deposited energy in the scintillator.

/—Scintillal()r bars
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Figure 3.13: Schematic view of the electromagnet calorimeter, showing three
orientations of scintillator.
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3.6.7 Large Angle Electromagnetic Calorimeters

In the previous section 3.6.6, the role of the electromagnetic calorimeters was
described. However, depending upon the experiment in operation, one might wish
to extend the detection capabilities of the electromagnetic calorimeters to more
backward angles. This capability is achieved by the large angle electromagnetic
calorimeters in sectors 1 and 2 only and providing polar angle coverage 45° <
© < 70°. The interaction processes and detection principles are the same as for
the electromagnetic calorimeters described previously. Again these are composed
of scintillator-lead sandwiches, with the scintillator being 15 mm in thickness and
the lead 2mm. In total there are thirty-three layers successively orientated at
90° to each other .

3.7 Downstream Devices

Situated downstream of the CLAS detector are two devices whose purpose is to
monitor the quality of the photon beam. Detailed information on these is given
in ref. |53]. These two devices are known as the Pair Counter (PC) and the Total
Absorption Shower Counter (TA(S)C).

The pair counter is a device used as a backup to measure full beam intensity.
A thin converter produces eTe™ pairs which are detected in a single scintillator
with four overlapping scintillators behind. Importantly, this device also has a
charged particle veto which eliminates background from CLAS.

The second of the downstream devices is the total absorption shower counter.
The TA(S)C is the primary device for the measurement of photon flux, GFluz (see
section 6.4), and consists of four lead glass blocks with an absorption efficiency
of almost 100%. Consequently, the TA(S)C cannot be operated at beam currents
above ~ 100 pA, with a corresponding photon rate of ~ 10° Hz, and therefore is

used for low intensity normalisation runs.

3.8 Trigger System

The trigger system in CLAS uses logic signals from the detector subsystems to
determine whether or not an event is to be recorded and readout. The trigger
configuration is set up to maximise the proportion of triggers from events of
interest, and minimise those from accidentals or detector noise as well as detector
deadtime. The configuration of such a trigger is dependent upon the conditions

and needs of the individual experiment. CLAS has a two level (level 1 and level 2)
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trigger system which passes or rejects events based on the configuration. The level
1 trigger processes digital signals, via a memory lookup, from the outer detector
subsystems, for example time of flight or the electromagnetic calorimeters. The
level 2 trigger utilises tracking information from the drift chambers to form a

more stringent requirement for the acceptability of an event.

3.8.1 Level 1 Trigger

The CLAS level 1 trigger [62] utilises logic signals from the time of flight, electro-
magnetic calorimeters and the start counter (which is a requirement for photon
running) subsystems along with tagger master-OR (MOR). For electron running
the Cerenkov counters form part of the level 1 trigger. This trigger is formed by
means of a coincidence between each of these detector subsystems. For the G10
experiment the level 1 condition was configured to require two charged particles
per event. Sector based signals from each of the subsystems act as inputs for
the level 1 trigger which consists of a three stage memory lookup, see figure 3.14
(note that for this experiment the Cerenkov counters do not form part of the

level 1 trigger and their input was replaced with that of the start counter).

Memory Memory
Lookup 1 Lookup 2
Memory Lookup 3
For one of four sector triggers
16 4
TOF
3 Sector 1
16 4 Trigl ;
TOF 3 Sector 1
16 4 Trig2
ce 3 Sector 1
Trig3
12 4 Event Trigger 1
EC 3 Sector 1 )
2 4 Trig4 / >
LAC T
o
Trigger
Supervisor

Sector—based trigger blocks
for Sector 1
Sectors

2-6
Trigl

Asynchronous Input (Tagger Master OR)

Figure 3.14: Level 1 trigger memory lookup.

Memory lookup 1 takes each of the pre-trigger inputs (62 bits) and maps them

into four bits per input. Lookup 2 then reduces these further into four trigger
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words, each 3 bits, per sector. The final level 1 trigger stage is memory lookup
3. Here correlations are made between sector events based upon geometrical
considerations which account for multi-pronged events, that is to say events with
hits in different sectors of CLAS. At this final stage of the level 1 trigger, the
tagger master-OR is checked for coincidence before the level 1 trigger is passed

to the trigger supervisor (see section 3.8.3).

3.8.2 Level 2 Trigger

It is possible for a level 1 trigger to be obtained from an event with no likely
tracks detected in the drift chambers. An example of such an event could be a
cosmic ray passing through CLAS. For this reason, the level 2 trigger specifically
requires that a likely track is detected in the drift chambers, otherwise the event
is rejected. A likely track is defined as one for which track segments are found in
three of five drift chamber superlayers, matching an initial template. The level 2
trigger is satisfied with a logical OR from all six sectors or by directly comparing
to the geometrical information from level 1. If no likely track is found for any of

the six sectors, the event fails level 2 and is rejected.

3.8.3 Trigger Supervisor

The trigger supervisor is the electronics module which issues all common start /stop
and clear signals, as well as gates and resets for the detector electronics. It also
has the role of placing an event on the data acquisition queue. The supervisor
module receives the outputs from both the level 1 and level 2 triggers, although it
can be programmed and operated in one of two configurations known as CLASS
1 and CLASS 2. CLASS 1 uses only level 1 trigger output whereas CLASS 2 uses
the output of both level 1 and level 2 triggers.

Two trigger configurations were utilised for the (G10 experiment:

1. 2 tracks in the drift chambers and 2 hits in the time of flight, with one time

of flight hit in coincidence with a hit in the electromagnetic calorimeters.

2. As above but not requiring the EC coincidence, i.e. 2 tracks in the drift
chambers and 2 hits in the time of flight.

These two conditions allowed for the clean identification of events with possible

physics of interest as defined by the aims of the experiment.
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3.8.4 Data Acquisition

Beyond the trigger supervisor, the process of data acquisition (DAQ) begins. The
system used at Jefferson Lab is known as CODA [63|. Event fragments, which
consist of tabulated and labelled digitised values, read out from each detector
subsystem are sent to an online acquisition computer. Here the event fragments
are processed in the Event Builder which collates each fragment and converts the
resulting data word into BOS [64,65] format. Next the Event Transport transfers
the complete event to shared memory where it can be used for online analysis or
data monitoring. Figure 3.15 shows an online reconstruction of a hadronic event
using CLAS Event Display (CED). Finally, the Event Recorder writes the event
to a RAID! array from where it is transferred via a fibre link to the JLab Tape

Silo and becomes available for offline analysis.

Figure 3.15: An online reconstructed hadronic event in CLAS, displayed using
CED.

The maximum event rate is approximately 4 kH z, however (G10 ran with an
event rate of ~ 3.5kHz in order to maintain a DAQ livetime of ~ 85% and

therefore maximise overall efficiency.

'RAID - Redundant Array of Independent (Inexpensive) Disks. D. A. Patterrson et al,
SIGMOD Conf. 1988.
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Summary

This chapter detailed the experimental apparatus and setup utilised to conduct
the G10 experiment. Before any analysis can be performed, it is necessary to
calibrate the detector subsystems and convert the output to data in a meaningful
physical format (e.g. time, position, momentum). The following chapter describes
the processes involved in the calibration of the detector subsystems and data

reconstruction.
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Chapter 4
Data Processing and Calibrations

In order to perform physics analysis of the experimental data acquired during the
run period, it is necessary to convert the raw signal information from the detector
subsystems into meaningful physical values. These physical values take the form
of timing, position, energy and/or momentum of the detected particles. The
initial stages of this conversion process require the undertaking of two parallel
tasks; data reconstruction, known as cooking, and calibration of the detector
subsystems. Each detector subsystem has an offline software package to produce
calibration constants which are used in the cooking process. Several iterations of
these parallel tasks are necessary in order to refine the data into the final form
for physics analysis. The author had the overall responsibility for the cooking of
the G10 data, as well as performing the photon tagger calibration.

4.1 Run Conditions and Data

The following is a summary of the G10 experiment run conditions:

e Continuous-wave electron beam with energy (£) 3.776 GeV and current

approximately 25nA.
e Tagged photon energy range from 0.8 — 3.6 GeV'.

e Bremsstrahlung photons produced on a 10~* X, radiator (X, is radiation
length).

e Targets of liquid deuterium LD, and liquid hydrogen LH,: 24 ¢m length
and 40 mm diameter target cell positioned at Z = —25cm (upstream of
CLAS centre).
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e CLAS configuration of ST (start counter), DC (drift chambers), TOF (time

of flight scintillators), EC (electromagnetic calorimeters) and LAC (large

angle electromagnetic calorimeter).

Torus magnet settings of 2250 A (Low Field) and 3375 A (High Field). The
2250 A setting allowed increased acceptance of negative particles for the
inclusive analysis, and the 3375 A setting provided similar geometrical ac-

ceptance and single track resolution as the original G2a experiment.

2 Trigger configurations:

(TOF x EC)" x TOFJ and TRK" x TRK¥; 2 tracks and 2 hits in the
time of flight, one in coincidence with the electromagnetic calorimeters.
TOF!" x TOF’ and TRK' x TRK"*; as above but not requiring the hit in
EC.

Given the above run conditions, a large amount of data were acquired, satisfying

the high statistics nature of the proposal. The data are summarised below:

Production data on LD, at torus current 2250 A gave a total of 4710 x 10°

triggers and an integrated electron charge of 51.64 mC'.

Calibration data on LH, at torus current 2250 A gave a total of 133 x 10°

triggers and an integrated electron charge of 2.92mC.

Production data on LD, at torus current 3375 A gave a total of 5000 x 10°
triggers and an integrated electron charge of 48.78 mC'.

Calibration data on LH, at torus current 3375 A gave a total of 267 x 10°
triggers and an integrated electron charge of 4.49 mC.

Integrated luminosity of approximately 50pb~! collected during the run

period.

4.2 CLAS Output

Output (see section 3.8.4) from the CLAS detector subsystems is transferred and

collated on an event-by-event basis within a dynamic memory structure (FOR-
TRAN 77) known as BOS (Bank Operating System) [64,65]. Each detector
subsystem within CLAS has at least one BOS bank containing the relevant raw

output. These banks can then be accessed using function calls for the purposes

of calibration and cooking. Typically, the output of each data run is split into
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files of ~ 2Gb in size, and one standard data run (~ 2 hours for G10) will give
rise to ~ 25 files. During uninterrupted production running, it can be possible to

acquire ~ 10 — 12 data runs per day.

4.3 Data Reconstruction / Cooking

The process of data reconstruction or cooking [66], converts the raw BOS bank
outputs (see sect. 3.8.4) into reconstructed or cooked BOS banks. A cooked bank
is a collection of data words containing detector subsystem information which is
now in physical format (e.g. position, time, momentum). This process utilises a
software package called RECSIS (REConstruction and analySIS package). The
raw data are first calibrated in the appropriate manner dependent upon the de-
tector subsystem, which results in a set of calibration constants. Each of these
constants is stored in a centralised MySql [67] database and linked to RECSIS
via an experiment specific run index. When adequate calibration constants have
been produced they are used to adjust the reconstructed physical information in
the BOS banks and one iteration of data cooking is complete. The previously
mentioned adjustment of the bank information accounts for aspects such as de-
tector position, trigger times and offsets of each detector subsystem with respect
to the others.

For the G10 experiment, 2 passes of cooking, each consisting of multiple ver-
sions were required in order to produce the final high quality data for physics
analysis. (Pass refers to the current iteration of the overall process, while version
refers to current status of the calibrations.) Data processing in this manner is
computationally intensive and took nine months of constant running on the JLab

computing farm with, ~ 12200 raw input and ~ 120000 subsequent output files.

4.3.1 Quality Monitoring

One vital requirement during the data reconstruction process is the monitoring
of the subsequent outputs. For G10 the author implemented a package called
CSQL [68|, which allows for the storage and visual monitoring of the cooking
process results via a web interface. The package was linked to RECSIS and
during processing, various outputs of interest were monitored on a run by run
basis and over entire versions or passes. Consequently, data runs which required
further refinement could readily be identified. An example of a CSQL monitoring
display, showing normalised number of protons versus run number, can be seen

in figure 4.1. The main purpose of this monitoring process is to check the drift of
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Figure 4.1: Example of a CSQL monitoring display.

calibration constants, and highlight any other detector problems throughout the

experimental run.

4.4 Subsystem Calibrations

As was mentioned previously, each of the detector subsystems is required to be
calibrated in order to refine the data for physics analysis. Of particular impor-
tance with CLAS are timing calibrations, since timings are the basis of particle
identification (PID) and the determination of particle momenta. Furthermore,
the determination of the correct beam bucket, from timings, is vital in order to
identify the event photon. In this section brief overviews of the calibration prin-
ciples and methods for each of these subsystems will be presented. More detail
will be given in relation to the calibration of the photon tagger, for which the
author was responsible.

The overall calibration procedure has the following steps:

1. Calibration of the start counter and alignment to the time of flight.

2. Calibration of the photon tagger, the beam RF time and alignment to the
time of flight.

3. Calibration of the time of flight.
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4. Calibration of the drift chambers.

5. Calibration of the electromagnetic calorimeters with respect to the time of
flight.

These steps are looped over many times until satisfactory calibration constants are
converged upon and acceptable physics data reconstructed. In order to ensure
these constants are satisfactory throughout the entire experimental run range,
calibrations are conducted on reference runs which are chosen at regular intervals
spanning the entire range. Given the necessity for high quality particle identifi-
cation and accuracy of reconstructed masses (invariant and missing) within the
G10 analysis, these references were taken to be at least every ten runs. How-
ever, in ranges where the calibrations were deemed to have drifted, as determined
through the monitoring process explained previously, the calibrations were carried

out often on a run by run basis.

4.4.1 Start Counter Calibration

The calibration of the start counter (see section 3.6.2) is performed in two stages,
followed by the alignment of the start counter time to the time of flight subsystem.
The first stage of the calibration process involves internally aligning each pair of
coupled paddle scintillators, whilst the second stage aligns the three pairs with
respect to each other.

When a hit is registered in a coupled paddle pair, two TDC timings result
(Ty and T). The difference between these two timings should be a constant for
real physical events. These real events are selected and their timing distribution
(Ty — Ty) is plotted and, by the adjustment of a constant for each paddle, is
centred on zero. This internal alignment procedure is carried out for each of the
three coupled paddle scintillator pairs.

The second stage requires the alignment of each of the now internally aligned
pairs relative to one another. In order to do this, an external reference time is
required with which to compare the start counter time of each pair. A tagger T-
counter provides this external reference time, and for each coupled paddle pair the
start counter time is subtracted from this T-counter time. Again the constants
for each coupled paddle pair are adjusted (now by the same amount) in order
to align the main peak of this time difference distribution, with the main peaks
from the distributions of the other pairs. This alignment need not be centred
on a timing difference of zero since this is an internal calibration of the start

counter subsystem and will be accounted for in the photon tagger and time of
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flight calibrations. When all three pairs are aligned in this way, the start counter
has been calibrated.

The final step in the overall start counter calibration is the determination of
a constant time offset, known as st2tof. As discussed in sections 3.6.2 and 3.6.5,
the start counter time must be aligned to the time of flight subsystem in order
to obtain accurate time of flight measurements, since the start counter provides
the event start time. By subtracting the vertex time of a track as measured
by the time of flight, from the vertex time of the track as measured by the start
counter, and adjusting the resulting distribution’s offset to be centred on zero, this
alignment of start counter to time of flight is achieved. The final determination of
st2tof cannot be completed until the drift chamber and time of flight calibrations
are deemed to be complete. Consequently, the value changes after each iteration

of the overall calibration procedure as previously defined (see section 4.4).

4.4.2 Photon Tagger Calibration / Beam RF

Calibration procedures for the photon tagger (see section 3.3) and beam RF
are detailed in Refs. [69, 70]. This section contains a brief description of the
stages involved, along with histograms which represent the quality of the G10
calibration (the fact that this procedure is described in greater detail compared
with the others, reflects the author’s responsibility for this process).

Conceptually, the calibration of the tagger is as follows. The TDC values
from the E-counters and T-counters PMTs are required to be converted into
times. This is achieved by calculating and storing some calibration constants
(ps/channel) for each TDC. These values are then used in the conversion of the
TDC channels into times. Once these times are determined, geometrical matching
between E-counter hits and T-counter hits is performed. This matching is only
performed if the E-counter and T-counter hits represent a certain combination,
based on the overlap of the E and T focal planes in relation to typical electron
trajectories, as shown in figure 4.2. This combination must be one in which the
electron did not scatter after interacting with the radiator foil. At this same
stage of geometrical matching, a timing coincidence between the E-counter hit
and T-counter hit is also required. Determination of the final timing involves
using the T-counters, which are individually corrected for offsets, to identify the
2 ns beam bucket. Finer (< 2ns) corrections to this timing are achieved using the
RF machine time. The remainder of this section details the procedures involved
in this calibration.

The process of this calibration can be broken down into the following distinct
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Vacuum window

Figure 4.2: Schematic representation of a portion of the tagger hodoscope. The
orientation of the scintillators (counters) in both the E and T plane can be seen, as
can the overlap of the E-counters and T-counters relative to electron trajectories.

stages, each of which produce calibration constants to be used in the reconstruc-

tion/ cooking process:

1. T-counter TDC Left-Right slope calibrations.
2. Base peak calibrations.

3. RF timing adjustments, C;’s.

4. Tagger to time of flight offset.

Once the photon tagger is calibrated and the constants obtained, an output bank
known as TAGR is produced in the cooking. This bank contains time, energy
and T and E-counter information. It should be noted that in order for a tagger
event to be properly reconstructed, E-T coincidences are matched via a lookup
table. Furthermore, this E-T coincidence is required, via hardware, to be within
20 ns. Figure 4.3 shows this coincidence, T-counter time minus E-counter time
versus E-counter number (E-id). When a hit falls within this coincidence window,
the timing of the photon is determined by the T-counter time and the RF.

At this point one can look at the RF offset calibration. The machine RF
time is measured via a PMT situated at the entrance to Hall B. The resulting
TDC signal (RF TDC time) is pre-scaled by a factor 40 giving rise to a signal
with period 80 ns. A good RF calibration should result in the difference between
tagger time (TTAG), for all 121 T-counters, minus RF corrected tagger time
(TPHO) equal to zero. Figure 4.4 shows this difference plotted against RF TDC
time, after the completed calibration process. Details of each stage in this process

are given in the following subsections.
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Figure 4.4: Calibrated RF time for a G10 run.
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4.4.2.1 T-counter TDC Left-Right Slope Calibration

It is necessary to correct the timings obtained from the left and right TDCs on
each T-counter. This process involves making a comparison between the time as
calculated by both TDCs and correcting them relative to each other and the RF,
on a counter by counter basis. The photon tagger calibration software plots and
measures two slopes ;g and Srp, from which the corrections can be determined,

as defined below:

Brr is the slope of <l£2te=

Versus tmean

Orr is the slope of < t,,can — tep > Versus t,ean

where, ¢, and trp are the measured left and right TDC times respectively,

<titir>) and t,, is the electron bucket time

tmean 18 the mean of these two times (
which produced the photon.
Calculation of the new/corrected slope constants (the multiplicative factor

which converts TDC channel to ns), S;, and Sg, uses the following definitions:

1
(1= 0rr) (1 = Brr)

1
(1+ Brr) (1 = Brr)
where, S;, and Sk are the new slopes for the left and right TDCs respec-

Sp =81 X ~ 81 X (1+ Brr) (1 + Brr) (4.1)

Sk = sr X ~ s, X (1= Brr) (1 + Brr) (4.2)

tively and s; and s, are the pre-calibration slopes for the left and right TDCs
respectively. A well calibrated T-counter should have a flat slopes at zero time
difference, when plots of % Versus tmean aNd < tean — tep = VEISUS tyeqn are
studied. Figure 4.5 shows the results of a good calibration of these TDC slopes.
Note that the slopes for all T-counters are shown using an arbitrary scale, the

times are ns.

4.4.2.2 Base Peak Calibrations

The tagger TDCs operate in what is known as common-start self-triggered mode.
That is to say, they will start to measure time when either the CLAS level 1 trigger
fires (common-start) or when a hit is recorded on a T-counter (self-triggered). The
base peak calibration constant is the mean position of the TDC peak since either
left or right TDC will register the first time and become the trigger. Consequently,
the actual time measured by the T-counter TDCs is the TDC time with this

calculated base peak constant subtracted, and thus corrected for the signal delay.
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Figure 4.5: A G10 TDC slopes calibration for one run.
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The constants are calculated using the following definitions for each T-counter 7;
(i =1..61):

< Peak(L); >=<TDC(L); > — <T(L/R); > (4.3)

< Peak(R); >=<TDC(R); > — <T(R/L); > (4.4)

where, Peak(L); and Peak(R); are the new constants (absolute peak po-
sitions) for the T-counter TDCs (left and right respectively), TDC(L); and
TDC(R); are the measured TDC times for the left and right respectively and
T(L/R); and T(R/L); are related to the relative time delays between the left and
right (right and left) TDCs. This relative time delay accounts for physical factors
such as fixed cable delays. The better the hardware alignment, the shorter the
timing window for coincidences can be made and the better the real to random
ratio. Even with perfect alignment, the timing window will have to be at least as

wide as the resolution of a single channel.

4.4.2.3 RF Timing Adjustments, C;’s

After the above stages have been completed, it is now important to identify
the correct RF beam bucket from which the reconstructed hit was obtained. The
available RF time (see figure 4.4) is actually given relative to the trigger time, ¢ gp.
Therefore, the information which it provides concerns the phase shift between the
machine RF time, with period 2.004 ns, and the trigger. The time of the tagged

photon, trpyo, is given by the relation:

lrr =trpoo + kevent X 2.004 (45)

where, keyene is the RF beam bucket offset and determined on an event by
event basis. The method of determining t7pgo will now be explained.

In order to improve the timing alignment described in the previous section
4.4.2.2, a reference detector is chosen. The choice for the G10 experiment was
the start counter, which is typical for photon running, since this is the first
subsystem which will detect reaction products in CLAS. Using the time, tggp,
from the reference detector, the misalignment of the T-counters at the trigger
level can be determined and corrected for by the application of a constant for
each T-counter C*EF" (i = 1...121), defined by the following relations:

CZREF =< ti —tREF > (46)

mean
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CREE — (< Dy > 4+ < T, >)— < Dgpr > (4.7)

where, t% . is defined previously, D; is the delay between the production
of a tagged photon and the signal output of the T-counter, T} is the delay for
the output signal to trigger and Dgrpp is the time delay between the photon
production and the TDC stop signal. Figure 4.6 shows the distribution of ,,cq, —

trer for all T-counters as a function of T-counter number (T _id).
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Figure 4.6: A G10 C*PF calibration for one run.

The procedure so far has utilised the start counter as a reference, however
ideally one would reference the timing to the RF which is more accurate, having
a resolution of ~ 80 ps. In order to use the RF as a reference, the RF phase shift

for each T-counter must be determined and accounted for by the constant CF,
defined as:

CRF =< Dy >+ < Ty > — <ty > +k; x 2.004 (4.8)

where, k; is an integer which can be different for each T-counter. Figure 4.7
shows the distribution of tagger time minus RF time for all T-counters, which is
used to calculate CEF.

Having now calculated the values of C*EF" and CIF'| the value of k; can be

determined and consequently the exact C; calibration constant for each T-counter
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Figure 4.7: Alignment of tagger time to RF time for a G10 run.

obtained using the following relations:

CREE _CEF — — < Dppp >+ <ty > —k; x 2.004 (4.9)
Ci=<D;i>+<T;>— <ty > (4.10)
C;y = CFF — k; x 2.004 (4.11)

Finally, after completion of the above procedures and calculations, two times
for an event are made available in the TAGR bank which (after aligning to the
time of flight, see next section 4.4.2.4) can be used in subsequent physics analysis.
The first is the tagger time reconstructed on an event by event basis {7744, and
the second is the real time of the RF bucket which is considered as being the

photon time trppo. These are defined in the following way:

é"TAG = tinean - C’L (412)

trpgo = trrp — kl x 2.004 (413)

The photon tagger timing and beam RF timing are now calibrated and aligned
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(again see figure 4.4).

4.4.2.4 Tagger to Time of Flight Offset

When performing physics analysis of photoproduction data, the time associated
with the tagged photon should be defined as the time for the photon to reach the
centre of the CLAS target (the assumed interaction point). This time is relative
to the CLAS detector subsystems and can be defined, since the RF timing is
now independent of the T-counter signal. The principles and method used to
determine this tagger to time of flight offset, known as tag2tof, are the same as
those for st2tof (see section 4.4.1). The simple addition (within the TAGR bank)
of this constant tag2tof to the values of t7r4¢ and trppo, accounts for this timing

convention in the physics analysis of the data.

4.4.3 Time of Flight Calibration

The process of time of flight calibration [71] is essential in determining the sub-
sequent quality of charged particle identification and mass resolution (see section
3.6.5). Moreover, it is at this stage of the overall calibration process where the
timings from the start counter, photon tagger and time of flight are aligned rela-
tive to each other.

This TOF calibration involves many stages, for which a brief description will

be given:
1. Status and pedestals.
2. TDC calibration.
3. Time-walk correction.
4. Left-Right PMT alignment.
5. Energy loss and attenuation length calibration.
6. Effective velocity calibration.

7. Counter to counter delay calibration.

The status (whether or not one or both sides are dead) of a scintillator is flagged
for subsequent stages of the calibration and the pedestals (ADC channel corre-

sponding to zero value) are measured using a pulser trigger.
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The TDC calibration takes the form of a channel to time (ns) conversion.
Special pulser runs are performed from which the response of the TDC to the
sent pulse for various start-stop delays is analysed. The resulting TDC channel

vs time distribution is fitted with the following function:

t=co+ T + cT? (4.14)

where, ¢, ¢; and ¢y are the determined calibration constants, 7" is TDC chan-
nel number and ¢ is time in ns.

Time-walk corrections as a function of pulse height are determined for each
PMT by performing special laser runs. These corrections are necessary due to
the height dependent rise time of an analogue pulse.

After completion of the first three stages of TOF calibration, Left-Right
PMT alignment of each scintillator is required. This alignment and the conse-
quent left-right time offsets allow for the determination of hit position within the
scintillator. On a sector-by-sector basis, the hit position from TDC left and TDC
right are plotted for each scintillator. This sector based distribution should be
symmetric around zero, that is to say the x-projected left and right edges (edgey,
and edgeg) for each scintillator should be symmetric around zero. Any necessary

left-right time offset At, is calculated using the following relation:

At = (edgey, + edger)/vesy (4.15)

where, v.¢; is the effective velocity in the scintillator material with nominal
value 16 cmns™L.

The next stage of the process is the calibration of energy loss, 0E£/dz, in
the scintillator, and the attenuation length of each scintillator. The method
used requires already reasonable timing calibrations in order to select pions for
the energy loss calibration. Loose timing cuts are applied to select pions and the
geometric mean position of the Minimum Ionising Particle (MIP) is measured for
each scintillator using the pulse height outputs of the left and right ADCs. These
outputs are normalised such that the pulse height of a MIP incident normally
at the centre of the scintillator is equivalent to 10 MeV. The attenuation length
calculation follows by the determination of the relation between the amount of
light arriving at each PMT and the position along the scintillator.

The penultimate stage is the calibration of the effective velocity, v.r;. The
position of a hit along the scintillator with respect to the centre, y, can be deter-

mined using the timing information from both ends of the scintillator. Moreover,
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position y can be determined from tracking information. Therefore, a fit to the
difference between the left and right timings (¢, and tg) versus y, can be used
to determine v,y and the position offset, y,fsct, for each scintillators, using the

relation:

,Ue
fo (tr —tr — Yoffset) (4.16)

where, t; and tg are the adjusted times from the left and right PMTs respec-

y:

tively. This calculated value is then used in the next calibration loop at stage
4.

Finally, the counter to counter delays are calibrated. FEach of the 288
scintillator counters which make up the time of flight system is required to have
their timing aligned with the start counter/photon tagger. Pions are selected
by cutting on the energy deposited in the scintillator (as described earlier in
this section) and a distribution of vertex time from time of flight minus vertex
time from the start counter/photon tagger is studied. The main peak of this
timing/delay distribution is fitted, and an offset determined which centres the

peak on zero.

4.4.4 Drift Chamber Calibration

Calibration [58,72| of the drift chambers (see section 3.6.3) is necessary in order
to obtain accurate reconstruction of a particle’s track. This track reconstruction
is based upon the measurement of the particle’s position within the cells of the
drift chambers and is performed in two stages, Hit Based Tracking (HBT) and
Time Based Tracking (TBT).

Hit based tracking relies upon a least squares fit of the track to hit wire
position and is calculated when at least three out of five superlayers register
a hit. The resulting track segments are then linked across all superlayers per
region and all three regions to reconstruct the particle track. However, due to
the radially increasing diameters of the cells and the possibility of holes in the
drift chamber, HBT has poor momentum resolution of the order ~ 3 — 5% for
a 1 GeV/c track. Holes are defined as areas with dead wires in the chamber and
result in less than the maximum 34 layers registering track hits.

The second stage, time based tracking, relies upon the measurement of the
drift time. In this procedure, flight time information of the particle from the
target to the time of flight scintillators is used to correct the drift time. A
pre-determined table is then used to convert the corrected drift times into drift
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distances within the cells. These positions within each cell are fitted in order to

determine the track parameters. Drift time, ¢4, is defined as:

tdrift = tstart + tO - tTDC’ - tflight - tprop - twalk (417)

where, ty .+ is the event start time, ¢y is the fixed time delay for the wire,
trpc is the raw time measured by the TDC, t g5 is the particle flight time for
the reaction vertex to the wire, ¢,,,, is the signal propagation time along the wire,
and .45 1S a time-walk correction made for short drift times due to differences
in ionisations of slow and fast moving particles, i.e. minimum ionising particles
produce smaller signals resulting in larger time smearings. It is important to note
that £ is defined based upon coincident signals from the photon tagger, start
counter and time of flight subsystems, for photon experiments such as G10. TBT

improves momentum resolution for a 1 GeV//c particle to the order ~ 0.5%.

4.4.5 Electromagnetic Calorimeters Calibration

The aim of the calibration process 73] for the electromagnetic calorimeters (see
section 3.6.6) is to produce agreement between the vertex time of a track as
seen by this subsystem and the vertex time of the track as seen by the time of
flight. That is to say a distribution of EC vertex time minus TOF vertex time
should be centred on zero. It is vital that this EC time be well defined since the
discrimination between photons and neutrons is based solely upon the velocity of
the particle detected. It should be noted that the energy deposition of a neutron
in the calorimeters is not total. The calibration of the large angle electromagnetic

calorimeters utilises a similar technique.

4.5 Photon Energy Calibration

During the analysis of the previous pentaquark search experiment at CLAS,
known as G2a, it was found that the photon energy as measured by the photon
tagger, g4, and that which was reconstructed in CLAS were different. Using
the reaction vd — prt7~(n), and constraining the neutron mass, the photon
energy, E., was calculated [74] and the distribution of the ratio R = E./Eju,,
versus E-counter position was studied. The conclusion drawn from this study
and corroborated by simulations [75], was that the frame which supports the E-

counter was sagging, resulting in relative energy shifts between the E-counters of
~ 0.5%.
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During the G10 experiment, special measurements were conducted to deter-
mine this E-counter relative energy shift, independent of CLAS. Consequently,
a photon energy correction factor was defined for use in the physics analysis of
the data. This new method resulted in a calibration of the photon energy to a
resolution of 0.1%.

The tagged photon energy, Ey,,,, was measured in coincidence with e*e™ pairs
detected in the additionally instrumented pair spectrometer, PS (see section 3.5)
at different PS magnetic field settings. The photon energy measured in the pair

spectrometer, F.,., is given using the simple relation below:

Ecalc - Ee_ + Ee+ (418)

where, E,- and E,+ are the energies (momenta) of the electron and positron
respectively, as calculated from the reconstructed trajectories of the lepton pair
and the PS magnetic field.

During these special runs, the data acquisition was triggered by a coincidence
signal between the scintillator counters (in the PS) corresponding to the detection
of an electron positron pair. For each triggered event, the information from the
pair spectrometer and microstrip detectors, along with photon tagger E and T-
counters, was recorded. Automation of this process allowed measurements to be
taken at several settings of the PS dipole field, ranging from —0.36 7 to —1.4T'.
This range of field values allowed for almost complete coverage of the tagged
photon energy spectrum. Figure 4.8 shows the PS magnetic field, B, versus
photon energy as measured by the photon tagger. The full range of photon
energies in the G10 experiment was covered by these measurements.

At each PS field setting, figure 4.8 shows that there is a defined photon tagger
energy range (acceptance) and consequently, E-counter range. Starting at a PS
field setting —0.36 7', and stepping up to —1.4 7, the ratio R = E 4./ FEtqqy, Was
calculated for each E-counter in the current acceptance, on an event by event
basis.

Consequently, this ratio provides an independent energy calibration of the
photon tagger E-counters, and a correction factor which can be applied to the
photon energy at the physics analysis stage. Figure 4.9 shows this ratio, R =
Eecaic/ Etagg, versus E-counter ID from the G10 measurements. Note, the few
outlying points around counters 120 and 440 are due to miscabling (this was
fixed and accounted for), and counters above 700 had limited statistics and PS

resolution.
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Summary

Once the processes described in this chapter are complete, the data are cali-
brated and in a physical format which can be used for analysis. The information
contained within the data is used for initial particle identification and the con-
struction of 4 — vectors. These particle 4 — vectors allow for the physics analysis
of events of interest within the data. The initial particle identification and event
selection, along with the results of the data analysis, are presented in the following

chapter.
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Chapter 5

Data Analysis: Event Selection and
M(nK™)

This chapter describes the details in the analysis of vd — pKTK~(n): 61 —
nK™*, where the neutron is reconstructed from the appropriate missing 4 —
momentum. The analysis will be presented for the data from both torus cur-
rent settings (2250A & 3375A) used in the experiment. The details and steps
follow the order of the analysis procedure, and results will be shown for the full
range of photon energies. The analysis cuts presented here are considered to be
the minimal set and this analysis is one of four independent analyses of the reac-
tion yd — pKtK~(n) for the same data. One should note from the outset that
this analysis is not a direct study of the elementary process yn — ©T K, since
a final state interaction (see figure 5.1) is required in order to detect the proton
in the CLAS spectrometer.

5.1 Particle Identification and Event Selection

In the following particle identification and event selection sections (sections 5.1.1
to 5.3), the histograms and cuts shown are from the high field data analysis.

However, the steps and procedures are equivalent for both torus current settings.

5.1.1 Hit Multiplicity and TOF Mass Cuts

The reaction vd — pK ™K n is exclusive, therefore, the first step in the initial
selection requires the identification of events with four particles in the final state.
The neutron detection efficiency of CLAS is low, and the momentum resolution of

neutrons is poor. Hence, the three charged particles (p, K™ and K ) are measured
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Figure 5.1: A rescattering diagram that could contribute to the production of the
O©1 and an energetic proton.

in CLAS, and the neutron is reconstructed by missing mass (yd —pK ™K ~). The
data were skimmed to select events with three charged particles or three charged
particles plus one neutral particle in CLAS, along with the additional requirement
that at least one hit be registered in the photon tagger. The hit multiplicity of
these events is seen on the left of figure 5.2. Further to this selection based
on number of particles (hits), mass cuts were implemented to refine the particle
identification. These cuts are made on the mass (mass squared) as calculated by
the time of flight subsystem (see section 4.4.3), and are dependent upon particle

charge. The criteria are as follows:
e charge zero particle, then identified as a neutral (neutron)

e non-zero charged particle, must have a valid drift chamber track, and either

a valid time of flight hit or electromagnetic calorimeter hit

the TOF mass windows selected for initial identification are as follows:

0.09 < M? < 0.49 (GeV/c?)?: either K or K, dependent on charge

0.49 < M? < 1.44 (GeV/c*)?: proton

This hadron identification is preliminary, since there is no clear distinction be-
tween kaons and pions at this stage. This issue of mis-identification will be dealt
with in a subsequent stage (see section 5.1.4).

The TOF masses for the proton and both kaons can be seen on the right of

figure 5.2 (these are the masses after further hadron-photon vertex timing cuts).
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When an event contains pK+ K~ or pK ™ K neutral, based on the above criteria,

it proceeds to further stages of event selection.
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Figure 5.2: Hits multiplicity (left) showing 3 or 4 particles. TOF masses (right)
of the proton and both kaons (K~ shaded).

5.1.2 Z-Vertex Cut

The first cut which was applied was on the z — vertex of each of the particles, to
be within the target geometry (see figure 5.3). This cut selects particles whose
vertex lies between —16 and —36 cm downstream of CLAS centre (a relatively

tight z-vertex cut).
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Figure 5.3: z-vertex distributions of the p (top left), K+ (top right) and K~
(bottom). The red lines represent the boundaries of the cuts.

5.1.3 Photon Selection

The next stage in the event selection process is the identification of the photon
corresponding to the event. Where an event has multiple photons (tagger hits)
registered in the tagger bank, the actual event photon is identified as the photon
whose time is closest to the event vertex time. This procedure involves minimising
the difference (Dif f) between the proton vertex time, and the photon vertex time,

using the relations:

. SC;I))ath 2P
lef = (Sczme - ( cﬁf ) - (’ytime + ?)) (51)
and,
B = Pr (5.2)

Pyt m12DDG(p)

where,



65 Chapter 5. Data Analysis: Event Selection and M (nK™)

SC? = proton flight time to the time of flight subsystem

time
SCf)’ath = proton path length to the time of flight subsystem
Yume = €vent photon vertex time

2P = z — vertex position of the proton (to account for the track offset from
CLAS centre)

¢ = speed of light
pp = proton momentum
Mmppa(p) — mass of the proton from the particle data group

When an event has more than one photon, with the same minimal vertex time
difference, it is rejected. This multiple photon condition occurred in less than 1%
of the entire data set.

At this point, the tagger energy correction was applied (see section 4.5) to the
identified photon. This correction was derived using the pair spectrometer, and
accounts for E-counter to E-counter non-linearities in the form of a multiplica-
tive factor to the photon energy FE,. Further to this tagger energy correction,
a run-by-run correction [76|, derived from the kinematically complete reaction
vd — prtr~n, was also applied to the electron beam energy at this stage. This
correction again was in the form of a multiplicative factor to £, and accounts
for slight run-by-run drifts in the delivered electron beam energy.

5.1.4 Mis-identification of Kaons

At this stage of the analysis the assumption is made that a number of charged
particles have been wrongly identified as kaons. In order to remove these events
where this mis-identification has occurred, the momentum based on the drift
chamber track is retained, but the mass is reallocated to the PDG value of a
charged pion or a proton. The 4 — vector is subsequently recalculated along with
the missing mass of the system, and cuts are applied to remove events where one
or more of the charged particles has been mis-identified as a kaon. Explicitly, the
MM?*(pK+tK™) is assumed to be the following permutations, i.e. the 4-vectors
are given the mass of either a pion or in one case a proton, and the measured

momentum.
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Case 1: MM?*(prtn™)

It can be seen, figure 5.4 (top left), that there are events where both kaons are
actually mis-identified pions, and these are rejected with the cut MM?(prtn~) <
1.16 GeV. These events correspond to the horizontal band, at the mass squared
of the missing neutron. Conversely, the missing neutron associated with actual

pK ™K~ events can be seen as the vertical band.

Case 2: MM?*(pK*n~)

Figure 5.4 (top right) shows events within which the K~ is actually a mis-
identified 7~. These events are rejected by cutting MM?(pK n~) < 0.96 GeV

(this cut is applied to remove any excess of events in that region).

Case 3: MM?(ppr™)

Figure 5.4 (bottom). Since this is an exclusive process, a cut to reject events with
MM?(ppm) < 0GeV, is applied.

One should note at this stage, that the validity of these cuts is based upon
the fact that the missing neutron cut (see section 5.1.7), is not a straight cut, and
therefore would not remove the excess of mis-identified events in the region. As

will be detailed, this missing neutron cut is made as a function of photon energy.
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Figure 5.4: case 1: MM?*(pKtK~) vs MM?*(prtn~) (top left), case 2:
MM?*(pKT*K~) vs MM?*(pK*n~) (top right) and case 3: MM?(pKTK~) vs
MM?(ppr~) (bottom). The red lines represent the applied cuts. High field data.

5.1.5 Hadron - Photon Vertex Timing Cuts

Before the application of vertex timing cuts, a cut of 300 MeV/ /¢ minimum mo-
mentum is applied to the proton and both kaons. This 300 MeV/cis the minimum
detection momentum in CLAS.

In general, if the timing calibrations of the detector subsystems are well de-
fined, the vertex time of the hadron would be the same as that of the photon (their
difference would be centred on zero, see top left of figure 5.5). The asymmetric
structure also present comes as a result of real protons whose associated photon
came from a different beam bucket. This vertex time difference at 2, 4, 6 and 8 ns
means that the associated identified photon came from a (2ns) beam bucket
1, 2, 3, 4 earlier than the event proton.

Studies of the data, found that the proton-photon vertex time, ¢¥7, distribu-
tion has a dependence upon the momentum of the proton, p,,.,. Similarly, this

dependence is also seen for both the kaon-photon vertex distributions. This de-
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pendence was accounted for by the determination and application of momentum
dependent +3¢ cuts. These vertex times were fitted in 100 MeV /¢ momentum
bins. This procedure was developed specifically for this analysis, and became the
standard for other G10 analyses.

Figure 5.5 shows the proton-photon vertex timing, its dependence on proton
momentum, and the effect of this momentum dependent timing cut (quantita-
tively, the momentum dependence of the proton timing can be seen in the middle
row of figure 5.5). Figure 5.6 shows the effect of the momentum dependent tim-
ing cuts derived for the K and K~ respectively. Detailed plots (similar to the
proton case) for both kaons can be found in Ref. [77].
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5.1.6 Proton - Kaon Vertex Timing Cuts

The final timing cut which was applied, was on the proton-kaon vertex time, tPX.
A similar study as that for the hadron-photon vertex timing (see section 5.1.5),
found that this vertex timing also has a momentum dependence. Again these
timing are fitted and cut on £30 for momentum bins of 100 MeV/c.

Figure 5.7 shows this dependence and the effect of the timing cut for the K,
and figure 5.8 similarly for the K.
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Figure 5.7: Left: t?X" before and after (shaded) the timing cut. Right: 25X vs

Kt .. before (outline) and after (contour) timing cut.
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5.1.7 MM (pK*K~) / Neutron Identification

The neutron is reconstructed using missing mass MM (pK+tK~). One should
note that the reconstruction of the neutron is performed after the application of
momentum and energy loss corrections (see section 5.2) to the proton and both
kaons. Figure 5.9 (top left) shows the reconstructed neutron for the high field
data. The fitted mean of this distribution for high field data is 939.4 MeV/c?
with a sigma of 9.7 MeV/c?, and for the low field data is 938.3 MeV/c? with a
sigma of 11.1 MeV/c?. The momentum of this reconstructed neutron is shown in
figure 5.9 (top right) for the high field data. As can be seen in these plots, there
is a large contribution in this distribution coming from neutrons with momentum
below 200 MeV/c. These are neutrons whose momentum arises from the Fermi
momentum, and will subsequently be assumed to be spectators for the purposes
of this analysis (see section 5.4.2). The estimated background under the neutron
peak is ~ 4% for the high field, and ~ 5% for the low field.



72 Chapter 5. Data Analysis: Event Selection and M (nK™)

4500

10000 4000

3500
8000 r
3000
6000 2500[F

2000

4000 1500

1000
2000

50

=]

L T n | (.
085 09 095 1 1.05 11 115 12 125 12 14 16 18 2

MM(pK*K') [GeV/c?] MM(pK'K)  [GeVic]

T T T[T T T [T T T[T T T[T T T[T

=]
o
N}
of
Lol
o
=)
o
©
-

=
N
3
In
N
3

=
[N}

K) [GeVic?]
K*K) [GeVic?]
=
N

115

=
e
o

E

MM(pK
=
=
(P
-
N

MM

1.05

Iy
o
a

=
[

0.95

0.9

o

S ©

© o
ARLNRARARRARANRRRRR AR RN L AR LARRRRARR

o
o ¢
5}

0.8

a

P IR SR
3 35 4
E, [GeV] E,[GeV]

0.8

o
©

o
o
o
N
N
o
)
o
w
W[
oL
IS
(=)
of
o
N
|l N
ol
o
DL
o

Figure 5.9: Missing mass MM (pK™K~) (top left) showing the reconstructed
neutron, the momentum distribution of the reconstructed neutron (top right),
the mass of the neutron vs photon energy before cuts (bottom left), and after
cuts (bottom right).

As can be seen, the neutron mass versus photon energy (figure 5.9), shows
a neutron mass and width (sigma) dependence on the photon energy. Quanti-
tatively, this dependence of the mean and sigma of neutron mass can be seen
in figure 5.10, for the high field data (although the mean is relatively constant).
The width of the neutron peak varies between ~ 6 — 12 MeV/c? for the high
field data, and ~ 6 — 15 MeV/c? for the low field data. Consequently, a photon
energy dependent cut on the reconstructed neutron was employed, with the neu-
tron peak fitted, and +£3 0 cuts made in 125 MeV E, bins. The effect of these
energy dependent cuts can be seen in figure 5.9 (bottom right). A straight +3 ¢
made on the reconstructed neutron would have resulted in a larger background
contribution, particularly at photon energies below 2.5 GeV', where the width of
the neutron reduces to approximately half the width at higher energies.

Once the neutron has been reconstructed and these energy dependent cuts

made, the mass is then constrained to be the accepted PDG value. This is done
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Figure 5.10: The photon energy dependence of the neutron mass mean (left), and
sigma (right). The red line represents the PDG neutron mass.

by assigning the mass component of the neutron 4 — vector the PDG mass, and
retaining the measured 3 — momentum component.

At this stage, the proton, both kaons, the neutron and the photon which make
up an event in the exclusive reaction vd — pK ™K n have been identified and

selected for further analysis.

5.1.8 Time of Flight Scintillator Counters

Tracks involving any time of flight scintillator counters which are considered to
have low occupancy and poorly determined mass calculations (due to poor time
resolution or light collection), are removed over and above those removed in the
cooking process. Those removed are, S1pl7, S1p27, S3p23 and S3p41 and all
paddles greater than 42, where S is sector and p is paddle number. The mass
squared of all particles (M?) vs paddle number for each sector is shown in figure
5.11. Removal of these scintillator counters improves the overall mass determi-
nation and resolution of the detected particles (since the identification and mass
determination of particles in CLAS is explicitly related to the timing from the
time of flight subsystem).
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Figure 5.11: Charged Hadron mass (M?) vs paddle for all 6 sectors. The red lines
indicate the M? of the proton and charged kaons.

5.2 Corrections

Having identified and selected the detected constituent particles (p, K+, K)

of the exclusive events, corrections to the particles measured momenta must be

applied. These corrections are described in the following two subsections.
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5.2.1 Energy Loss / ELOSS

The original momentum of a charged particle at the production vertex will be
greater than that which is measured by the drift chambers. This is because a
charged particle will deposit energy in the target cell, the target walls, the beam
pipe, supporting structures, and the start counter. This energy loss (ELOSS)
must be determined and the measured momentum corrected. By passing the 4 —
momentum and vertex position of the charged particle, along with the geometry
of the target cell, into the ELOSS routine [78,79|, the correction is determined.
Top left of figure 5.12 shows the momentum correction distributions for the proton
and both kaons.
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Figure 5.12: Top left: Momentum correction distributions for the proton (black),
K* (red) and K~ (blue). Top right: Ap versus p for the proton. Bottom left:
Ap versus p for the K. Bottom right: Ap versus p for the K.

A low momentum particle will deposit more energy and therefore require a
larger correction. The converse is also true. This can be also be seen in figure 5.12,
where the momentum correction, Ap, versus particle momentum, p, is shown for

all three particles.
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5.2.2 Momentum Corrections

Further to energy loss corrections, another correction to the momenta of the par-
ticles is required. These corrections are necessary since CLAS does not measure
particle momentum exactly. This discrepancy can be attributed to some or all
of the following reasons: the exact mapping and strength of the magnetic field
is not known with high precision; the physical position and geometry of CLAS
detector components may not agree exactly with the geometrical information in
the data reconstruction software; each of the detector subsystems has an inherent
resolution.

Three independent routines were developed [80], based upon transverse mo-
mentum and 4 — momentum conservation in yd — ppr—, and K? mass in the
7T + 7~ decay mode. These corrections assume that the variation in measured
momentum and energy of detected particles will be a sector dependent function

of momentum and angle (p, cosf, ¢).

5.3 Fiducial Cuts

Fiducial cuts are used in order to exclude events which have a particle detected
in a region of non-uniform acceptance in CLAS. Non-uniform acceptance is found
in the edge regions of the drift chamber sectors, and in regions where particles
may interact with the torus magnet coils. The cuts employed here are defined to
be the same for all sectors of CLAS, and depend on particle momentum, angle
(polar 6 and azimuthal ¢) and charge. These cuts when applied are done so after
the application of all corrections, and the fiducial volume (which is symmetric
about the sector mid-plane) is defined as follows, for positively charged hadrons:
Pn

Opmin (deg) = 8 + 25(1 — 3)24’ Omaz (deg) = 120 (5.3)

A¢(deg) = 26sin(Ox+ — 9)0707 (5.4)
and for negatively charged hadrons:

Omin(deg) = 10+ 25(1 = 2%, 0z(deg) = 120 (5.5)

Ag(deg) = 26 (5.6)

where, p;, is the momentum of the hadron.
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Figure 5.13 shows the hit occupancy (¢ vs 6 angle) of the 6 drift chamber
sectors, for positive and negative hadrons, and the effect of the fiducial cuts on

one sampled sector (sector 4) for positive and negative hadrons.
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Figure 5.13: ¢ vs 6 for p and K before fiducial cuts, all sectors shown (top left),
¢ vs 0 for K~ before fiducial cuts, all sectors shown (top right), ¢ vs 6 for p and
K after fiducial cuts, one sector (bottom left) and ¢ vs 6 for K~ after fiducial
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Studies of these fiducial cuts showed that their application only serves to
reduce the number of events (and does not change the signal to noise ratio in any
of the spectra studied), leaving the shape of any distribution unchanged. For this

reason, the analysis presented does not have these fiducial cuts applied.

5.4 Physics Analysis of vd — pKTK™n

Having identified and selected the exclusive events vd — pK+ K n, the physics
analysis involves calculating the invariant mass of the nK™ system to determine

whether a signal corresponding to a ©" is present (©" — nK™). One should
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recall the previous reported CLAS signal in photoproduction from the deuteron
(see figure 5.14).
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Figure 5.14: Previous reported ©% signal in the reaction vd — pK+K n, with
Ot - nKT.

Two further stages are required in this analysis before the invariant mass
M (nK™) can be calculated. The first of these requires removing the mesonic and
hyperon contributions (¢(1020) and A(1520)) from the reaction vd — pK ™ K™ n,
and the second involves cutting on the neutron and kaon momenta. The produc-
tion of the ¢(1020), via the process vd — p¢n, excludes the possible production of
the ©F. Events with production of the A(1520), although not incompatible with
©1 production, are removed since the invariant mass M (pK ~) contributes to the
background under any possible ©% signal. Higher mass A*’s pose a difficulty for
removal (as will be discussed in section 5.4.1).

The second stage in the physics analysis is a momentum cut. In particular
the neutron momentum is restricted to remove low momentum (Fermi) neutrons.
As will be seen (section 5.4.2), a cut can also be placed on the upper momentum
of the K. This cut reduces the high mass contribution in the invariant mass
spectrum M (nK™), and was employed in the previous published CLAS result (it

will be shown in this analysis for comparison).
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The details of the analysis is presented for the full photon energy range E,
(1.5 — 3.6 GeV), and in subsequent sections summary plots are shown which

represent the analysis in smaller (restricted) photon energy ranges.

5.4.1 ¢(1020) Meson and A(1520) Contributions

The first step in the analysis is the removal of the ¢(1020) (which decays ¢ —
K*K™) and the A(1520) (which decays A — pK~). Figure 5.15 shows the
kinematical overlap of both the ¢(1020) (left) and the A(1520) (right) into the
region of interest 1.5 — 1.6 GeV//c? in the invariant mass M (nK ™). This is shown
for the high field data.
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Figure 5.15: M?*(nK™*) vs M*(K+*K~) (left), and M?(nK™") vs M?(pK ™) (right).
The red line represents the mass squared of a possible ©1(1540). High field.

The invariant mass M (K K ~) showing the ¢, and the invariant mass M (pK ™)
showing the A, can be seen in figure 5.16, for the high (top) and low (bottom)
fields respectively.
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Figure 5.16: M(K"™K~) showing the ¢(1020) (left), and M (pK~) showing the
A(1520) and other higher mass A*'s (right). The red lines are indicative of the
cuts employed. High field (top row) and low field (bottom row).

The fitted mean and sigma for the phi peak in the high field data are,
1019.6 MeV/c* and 7.1 MeV/c?, and in the low field data are, 1019.5 MeV/c?
and 5.9 MeV/c?. For the lambda peak in the high field data, the fitted mean
is 1520.2 MeV/c?, and the sigma is 9.2 MeV/c?, and for the low field data, the
fitted mean is 1519.8 MeV/c? and the sigma is 10.1 MeV/c?.

For this analysis, the invariant mass, M(K*tK ™), is required to be greater
than 1.06GeV/c? to cut the ¢. The removal of these ¢(1020) events is necessary
since ¢ production in this channel (yd — pK ™K n) excludes production of the
©T. A straight cut is made at 1.06 GeV//c? rather than a +3 0, since studies of
the data have shown that these events below 1.06 GeV//c? have little kinematical
overlap into the region of interest (see figure 5.15).

The next cut made is that which removes the A background. A £3 ¢ cut is
made in this instance to remove the A(1520), since A production does not exclude
possible ©F production (the production of both would still conserve strangeness),

and events around 1.55GeV/c? in the invariant mass M (pK ~) may provide a
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contribution to the M (nK™) background. The other higher state A*’s are not re-
moved in this analysis. Although these higher mass states do have a kinematical
overlap into the region of interest, the number of these states, and their widths,
exclude the possibility of employing a cut without an accurate model. Further-
more, a narrow O1 pentaquark peak, with a sufficiently high cross-section, would
still be seen on top of the background produced by these A*’s.

5.4.2 Momentum Cuts

The final cuts which were made in this analysis were on the momentum of the
neutron and the kaons. The p, K+ and K~ are each required to have momentum
greater than 300 MeV/c, and these cuts were applied before the vertex timing
cuts as has already been shown (see section 5.1.5). This requirement is based on
the detection threshold of CLAS. The neutron momentum cut is made to reject
spectator neutrons, whose momentum is less than 200 MeV/c, at the end of the
low momentum peak. Figure 5.17 shows the momentum distributions for the
high and low field respectively. The relation of neutron momentum to invariant
mass M (nK™) is shown in the left column plots of figure 5.18, for the high and

low fields respectively.
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Figure 5.17: The neutron momentum distributions (right: high field, left: low
field). The red line represents the cut at 200 M eV /c which removes the spectator
(Fermi momentum) neutrons.

Another cut studied was that the K momentum is also required to be less
than 1.0 GeV/c. The analyses with the application of this cut Pp{* < 1GeV/c
will be shown for comparison. In the previous CLAS G2a analysis, this cut
(motivated by Monte Carlo studies) was employed to reduce the higher mass

range of the M(nK™) spectrum, since it has minimal impact on the region of
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interest M(nK*) < 1.6GeV/c?, as can be seen in the right column of figure
5.18, for the high and low fields respectively. However, if one assumes that ©F
production is t-channel dominated (produced via t-channel kaon exchange as is
the case for the A(1520)), then one would not want to remove the upper end of

the P+ range.
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Figure 5.18: M(nK™) vs n, (left) and M(nK™) vs pg+ (right). The red lines
indicate applicable cuts. High field (top row) and low field (bottom row).

5.5 Summary of Event and Analysis Cuts

Table 5.1 shows the cuts applied (in order) in this analysis of the G10 data.
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<1.0GeV/e

| Applied Cut | Cut Details |
Raw Events Skimmed BOS | 3 charged particles or 3 charged plus 1 neutral
z-vertex cut —16— —36cm
MM?(prt7~) mis-ID < 1.16 (GeV/c?)?
MM?*(pK*m~) mis-ID < 0.96 (GeV/c?)?
M M?(ppr~) mis-ID < 0(GeV/c?)?
P, cut > 300 MeV/e
Py cut > 300 MeV /e
photon-proton vertex time 3 — sigma momentum dependent,
photon-kplus vertex time 3 — sigma momentum dependent,
photon-kminus vertex time 3 — sigma momentum dependent
proton-kplus vertex time 3 — sigma momentum dependent,
proton-kminus vertex time 3 — sigma momentum dependent,
Bad SC cut see text for list
E, No cut for nominal analysis
MM (pK*tK™) cut 3 — sigma E., dependent
| M(KTK™) cut | 3 — sigma |
| M(pK™) cut | 3 — sigma |
| P, cut | > 200 MeV /e |
| | |

Pr¢® cut (when applicable)

Table 5.1: Analysis Cuts.

5.6 Search for the ©" in the reaction vd — pK+tK n

After the analysis detailed previously in this chapter, the invariant mass M (nK™),
and missing mass MM (pK ™), are inspected for evidence of the ©F state. Fig-
ures 5.19 and 5.20 show the invariant mass M (nK™) (with and without the K™
momentum cut at 1 GeV/c). The top plot of each figure represent the results of
this analysis.

The conventions for invariant mass M (nK™) and missing mass MM (pK ™)

applied here are as follows:

e MM(pK~) has allocated PDG masses for d, p, K™ and K~. When calcu-
lated without a constraint on the neutron mass, MM (pK~) = (yd—pK ™) =

invariant mass M (nK™)

e This analysis requires an explicit constraint on the neutron mass (once re-
constructed). This constraint improves the mass resolution of the calculated

invariant mass M (nK™).
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e Consequently, M (nK™) has allocated PDG masses for d, p, K™ K~ and n.

The difference between the invariant mass and missing mass distributions is a

result of this explicit constraint on the neutron mass.
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Figure 5.19: M(nK™*) analysis result (top), and M (nK™) with P’¢* < 1GeV/c
cut (bottom). High field.
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Figure 5.20: M (nK™*) analysis result (top), and M (nK*) with P¢* < 1GeV/c
cut (bottom). Low field.

As can be seen, no evidence of a narrow peak near 1.54 GeV/c?, corresponding

to the ©F decaying into nK ™, is observed in this analysis of vd — pK ™ K n.
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Missing Mass MM (pK ™)

Figure 5.21 shows missing mass MM (pK ™) spectra from this analysis, and one
should note that the K™ momentum cut applied. These are shown since they can
be compared to the previous published result |2], and 10 MeV/c? bins are used

based on previous missing mass resolution studies [81].
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Figure 5.21: MM (pK~) with P¢* < 1GeV/c cut. High field (left) and Low
field (right).

5.7 Effect of Photon Energy Cuts

In order to study the effect of any photon energy dependence on M(nK™), the
equivalent analysis has also been performed for restricted £, ranges. The follow-
ing section shows the results of analyses of vd — pK K~ (n) carried out with
the following cuts made on the photon energy E, < 2.35GeV, E, < 2.4GeV
and E, < 2.7GeV. These analyses proceed exactly as detailed previously and
were conducted in order to be compared with the results of the other indepen-
dent analyses of this reaction channel [82-85]. In each of these analyses, the
invariant mass M (nK™) and missing mass M M (pK ), with the K™ momentum
cut (P* < 1GeV/c), are shown. The bin width of 10 MeV/c* is used for a
qualitative comparison to the previous published analysis [2].

Cutting on the photon energy restricts the phase-space available for the pro-
duction of higher state A*’s. Again, no significant signal corresponding to the ©F

is seen in any of these spectra.
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B, < 2.35GeV

Figure 5.22 shows the invariant mass and missing mass for the final state, for the

high and low fields respectively.
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Figure 5.22: M(nK™) (left) and MM (pK~) (right), for the high (top) and low
(bottom) field data .[0.01GeV/c?].

E, <24GeV

Figure 5.23 shows the invariant mass and missing mass for the final state, for the

high and low fields respectively.
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E, <27GeV

Figure 5.24 shows the invariant mass and missing mass for the final state, for the

high and low fields respectively.
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Figure 5.24: M(nK™) (left) and MM (pK~) (right), for the high (top) and low
(bottom) field data [0.01GeV/c?].

Summary

As has been presented in this chapter, the result of this analysis of vd — pK*K n
shows no evidence of a narrow peak near 1.54 GeV/c?, corresponding to the ©F
decaying into nK . Consequently, further to the reporting of a null result, it is
necessary to provide a quantitative statement. This statement takes the form of
a production cross-section upper limit yd — p©* K. In order to calculate this
upper limit, the CLAS acceptance must be determined along with a calculation
of the photon flux (for normalisation). Details of the simulation performed to
determine CLAS acceptance and the process of the photon flux calculation are

presented in the following chapter.
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Chapter 6

Data Analysis: Simulations and

Acceptances

In the previous chapter, the results of the vd — pK+ K~ n analysis were presented,
and ultimately the cross-section upper limit on ©" production in this channel will
be determined. In order to determine cross-sections and upper limits, the CLAS
acceptance and photon normalisation must be computed.

The estimation of CLAS acceptance requires the creation of simulated events
which are processed and analysed in the same manner as the real data. The sim-
ulation of events is a four stage process. First events are generated, then these
events are passed through CLAS detector simulation and subsystem time smear-
ing software, before finally being reconstructed (cooked, as described previously).

Although photon normalisation does not require simulation, it is a vital com-
ponent of cross-section calculations and will therefore be described later in this
chapter. Photon normalisation refers to the process by which the total number
of photons, in a given energy bin, reaching the target over the duration of the

experimental run is determined.

6.1 Monte Carlo Simulations

A 4 — body phase space was used as the starting point for the event generator,
and 100M events were generated. These simulations were carried out at both
torus settings used in the experiment (3375A and 2250A, i.e. high and low
fields). Following the generation of events, the standard sequence of programs
was used in these simulations: CLAS detector simulation, time smearing and data
processing. The reconstructed data were analysed using the same analysis cuts

and corrections, as were applied to the experimental data, with the exception of
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momentum corrections.

6.1.1 GSIM and GPP

GSIM [86] is a GEANT [87] based simulation of the CLAS detector. Within
GSIM, generated events are propagated through the simulated CLAS detector,
generating a set of simulated hits (signals) in the various detector subsystems.
These simulated particle tracks are then output in the standard CLAS BOS
format and can be analysed with the same software as the experimental data.
However, GSIM produces simulated events with perfect timing resolution for
each detector subsystem, which does not accurately reflect the timing resolution of
CLAS. Consequently, before being ready for analysis, the GSIM output is further
processed using a code called GPP [88|, which smears the timing output of the
drift chambers and time of flight subsystems to values more representative of true
CLAS timing resolution. GPP also has the capability to remove dead cells from
the drift chambers. This capability allows for the removal of simulated tracks,
whose trajectory passed through known holes in the drift chamber (as determined

from a database created via a monitoring process, during the experimental run).

6.1.2 Event Generator

The event generator [89] used was based on a 4 — body phase space model of
vd — pKTK™n (using PYTHIA [90]). Given the complexity of the possible
reaction mechanism of ©" production, and the lack of well developed theoretical
models, weighting factors were applied to the generated events in order to better
match kinematical distributions in the experimental data. These weighting factors
were applied to the exponential ¢t —dependence of the K+ and K~ momenta in the
generated events to match those of the experimental data. The 4 — momentum
transfer, ¢, for both v — K and 7 — K, are defined as (after reduction):

tK+ = Mg+ — Q(EW/EK-F — EVPI§+) (61)

tg- = M- — Q(E’*/EK— — E,YP;“;f) (62)

where, my+ is the mass of the K*, E, is the energy of the photon, E+ is
the energy of the K and P is the z component of momentum of the K, and
similarly for the K~. In addition, the 4 — body phase space neutron momentum

had a weighting factor applied again to better the match between simulated and
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experimental data. Several iterations of this process were carried out until the
t—dependences of the simulated and experimental data reached agreement. Com-
parisons between the experimental and simulated data, for these t — dependences
and neutron momentum distributions after weighting, can be seen in figure 6.1
for the high field analysis (similar distributions for the low field can be found in
Ref. [77]). Also shown in figure 6.1 is the comparison of photon energy distribu-

tions.

6.1.3 Kinematic Distributions

The level of agreement between the simulated and experimental data can be
determined by the comparison of kinematic distributions. These comparisons
were made for both the high and low field data, and with the application of the
nominal /minimal analysis (as defined in chapter 5). The distributions shown in
this section are from the high field analysis, with the low field equivalents again
to be found in Ref. |77].

Figure 6.2 shows the comparisons between simulated and experimental data
of the momentum and angular distributions, 6 (degrees), for the proton and both
kaons. 6 is defined as:

pPr KT K™

oP KK (radians) = cosine” (6.3)

1 z
<Pp’K+’K_)

where, PPX K" ig the momentum of the proton, K or K~ respectively, and
PPETE™ §s the 2z — component of momentum of the proton, K+ or K.

As can be seen from these comparisons, the level of agreement between the
simulation and the data is reasonable, considering the event generator used was
a 4 — body phase space, and does not include any specific reaction dynamics.
One should consider that, given the G10 photon energy range, 1.5 — 3.6 GeV/,
there is significant phase space for the production of A* resonances above the
background component. The production of these resonances would clearly affect
the kinematic distributions shown. However, the level of agreement (see section
6.2) between the simulated and experiment invariant masses, M (nK™), is more

than sufficient for a CLAS acceptance to be determined.

6.1.4 Vertex Timing Distributions

Beyond the kinematic distributions of the simulated data (see section 6.1.3), the

vertex timing distributions for all three final state particles (p, K, K~) were



93 Chapter 6. Data Analysis: Simulations and Acceptances

E B ; ~;ll-'\%
10° ., 10" V
E ", E
-t “, =
L ", -
10? ? M‘”""Zﬁ m 10? ? ; m
F muw r ’& ltfﬂw
“f WWWH | " | IHWH m“
T S B Eooo ol ! A \HH\
0 1 2 3 4 5 6 7 8 0 2 5 6 7 8
(y=K) -t [(Gevic)] (y=K) -t[(Gevicy]
12000+ 1801~
: |
10000{— F J[
F 140 +
8000 1201~ }LHHH{HW[HH }[
r - 100 }
< Myl
4000~ s0F- f ﬁ HJ(HHH
[ Tl a0f- ﬁﬂm |
2000~ T F ﬂgﬁ f
r e 2 H ﬁﬁ#ﬂﬂ*ﬂ it
o) P RN N RN RPN BTN el vl e S ot [P B I A b
0 02 04 06 08 1 12 14 16 18 5oz 0a 06 o8 T 1z 14 16 18 2
Nom [GeV/c] Nom [GEVIC]
E WLt 2000F-
4000 it o = ”U oot
E R Bye, o 1800 W +
3500 N 4 th F RAUTE AT
E t by tow E N §o
£ ' iuwri» oty 1600 4 +ﬂ W
3000/ RECARE T 8 b
£ sy A 1400 ) ‘,f g
2500F- o“y + e 1200F- "«p ! i b C
zoooi o 1**+ ! + 1000; 4 QH ¢ h” i
F b ' * E " + *m*.ﬂﬁ
1500F- . 800E Kl pooaty
= 600 ! A
1000 # E o + Iy
F 400F- M +
500 ? ;#1;‘ A 200 ; N
o™ ! | ! ol ! ! ! !
15 2 25 3 35 4 15 2 25 3 35 a
E,[GeV] E, [GeV]

Figure 6.1: Comparison of simulated (red) and experimental data (black) distri-
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studied. It was found that the momentum dependence of the hadron — photon
vertex time was not smooth. This effect was attributed to the GPP time smearing
not being the same as the true time smearing (see section 6.1.1). However, given
that the velocity of a charged particle is calculated based on the flight time from
target to time of flight (see section 3.6.5), it was found that by loosening the
initial TOF mass cuts at the initial particle identification stage (in the analysis
of the simulated data) that a smoother momentum dependence was obtained.
Figure 6.3 shows the comparisons between simulated and experimental data of
this momentum dependent vertex time for the proton, K+ and K, for the high
field data.

6.2 Acceptances

The acceptance of CLAS, for the reaction vd — pK ™K ~n, was determined from
the ratio of accepted (reconstructed) events to thrown (MC generated) events,
and was studied as a function of the invariant mass M (nK™). All nominal data
analysis cuts (as of chapter 5) were included in determining the accepted events
sample. Although no resonant contributions were included in the event generator,
the region of the invariant mass M (pK ~) associated with the A(1520) was cut
in the analysis of the simulated data, since this region would otherwise provide
a contribution to the background in M (nK™). The acceptance determination
includes all photon energies in the G10 range.

Figures 6.4 & 6.6 show the M (nK™) spectrum comparison between the ex-
perimental and simulated data, the CLAS acceptance as a function of M (nK™),
and the acceptance corrected M (nK™) spectrum, for the high and low fields
respectively (all analysis cuts).

Similarly, figures 6.5 & 6.7 show the M (nK™) spectrum comparison between
the experimental and simulated data, the CLAS acceptance as a function of
M(nK™), and the acceptance corrected M (nK™) spectrum, for the high and low
fields respectively (analysis without the K+ momentum cut at P¢" < 1GeV/c).

As can be seen from these figures (6.4, 6.5, 6.6 and 6.7), the CLAS acceptance
effects for the reaction vd — pK* K n are of the order ~ 1%. Furthermore, over
the invariant mass range (1.4 GeV/c* — 1.9GeV/c?), the acceptance for the low
field is slightly higher than that of the high field. This is to be expected in light
of the previous discussion about the magnetic field strength and torus polarity
(see section 3.6.1).

These acceptances will be used in the calculation of cross-sections (yd —



96 Chapter 6. Data Analysis: Simulations and Acceptances

— 0.6 — 0.8
0 " C
£ [ * s F P
&> L g 07
c 04 ) E
s =
) = * r
= L N 0.6~
L C %
0.2j « 045; y
L £ *
% C
L 4
r Xk oy * * X ¥y * F * * X % X
L *xxxxxxxx*iiiii*:tti 03F * -
0.2 £ XXy *
-0.2— r * * %
L 0.2: xx){*****x %
= = *
0.4l 01
L b e e e Ob e L
0 3 0 0.5 1 15 2 25 3
Prom [GeV/C] Prmom [GEVIC]
— 0.6 — 0.8
z F z °F
g.>o,4; ‘;30.7;7
< + S =
g F 0.6/
02— E
L * 0.5 X
C * £
[o] * C ¥ X
* *
L * x 0.4 X % % x x
L0021 *xx**x**xxxx* 0.3 x
C = *
0.4 02 T LT TP
A= C x**xx *
L C * x
L 0.1
0.6 E
Lo v v v v b e e e e b L O v v v L e e e L
0 3 0 3
Kmom [GeVIC] Kmom [GeV/c]
— 06 — 038
0 | . " C
= L = E
530_4; ;3 0.7;7
c L o C
8 I 06;
= 02 F
C « =
L 05
C * C
o * E
L * x 0.4— * ¥
F ¥k xxx SEE B % % xox x x * * C Xk x oy x y
= ¥k X XXEX 4 x X r Xx *
-0.2— * X% Xx 03F- x Xk Tk
= * * g * x
| = *
.0_4; 02? *xxxxxx)(*)(x x ¥ * *
C F * * *
C 0.1 * %
-0.6— E
o b v b e b e Co v b v b b e L L
0 3 oO 3
Kihom [GeVIC] Kioom [GEVIC]
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pK*K™n) and upper limits (yd — p©* K ™) in the following chapter.

6.3 Invariant Mass M (nK™") Resolution

Further to the calculation of acceptances, the previously described simulations
(see section 6.1) can be used to study the invariant mass M (nK™) resolution.
The procedure for this study requires the calculation of the invariant mass using
the generated 4 — vectors of the neutron and K and subtracting the invariant
mass calculated using the reconstructed 4 — vectors, on an event by event basis.
This calculation was carried out in 12 photon energy, I, bins. Figure 6.8 shows

an example of this difference and fit, in one of the £, bins.

X2 / ndf 25.03/12

Prob 0.0147

Constant 993.4+14.0
1000

Mean  0.0005743 + 0.0000379

Sigma 0.003119+ 0.000040

800
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400

200

IIIIIIIIIIIIIIIIIIIIIII - S |
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MC M(nK") - R M(nK") [GeV/c?]
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o
N_

Figure 6.8: Difference in invariant mass M (nK™), as calculated by the Monte
Carlo generated events (MC) and the reconstructed events (R). 2.0 GeV/c? <
E, < 2.25GeV/c*. High Field.

Given that the reconstructed 4-vectors have passed through the CLAS simu-
lation and time smearing, this difference in the invariant mass can be attributed
to the detector, and therefore allowing a determination of the mass resolution of
CLAS. This resolution is dependent upon the simulation and the time smearing
factors.

Figures 6.9 & 6.10 show the invariant mass resolution for the high and low

fields respectively. The top of each figure shows the mean of the difference of in-
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variant mass (described above) and the bottom shows the sigma of this difference.
Both mean and sigma are shown as a function of photon energy E,. The mean for
both field settings is less than 0.001 GeV/c?, and the sigmas are 0.0033 GeV/c?
and 0.0042 GeV/c?, for the high and low fields respectively.
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Figure 6.9: Invariant Mass Resolution for the High Field. Top: Mean M (nK™)
as a function of E. (red line set at zero). Bottom: Sigma M (nK™) as a function
of E., with average (denoted by red line) o = 0.0033 GeV/c?.
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Given the results of this invariant mass resolution study, one can be satisfied
with the use of 0.005 GeV/c? binning when showing M (nK ™) histograms.

6.4 Photon Normalisation / GFlux

As discussed previously, cross-section calculations require the number of pho-
tons incident on the target , N, to be determined. The method used for the
determination of this photon flux in the G10 analysis is known as GFLUX [91].

The main idea behind GFlux can be represented by the following relation:

Ni = R'AT,,, (6.4)

where, N,i is the total photon flux within the energy range covered by a tagger
T-bin, R’ is the rate of hits in that T-bin and AT,,, is the time over which data
were taken.

GFlux uses random, out of time hits in the tagger, which are not associated
with the trigger, as its starting point to calculate Nf{. Central to determination
of the rate, R’, is the single hit nature of the tagger TDCs. Hits occurring 35 ns
to 150 ns after the trigger hit (the hit satisfying the CLAS level 1 trigger), were
considered by GFlux to be out of time. Given that a T-counter only registers
the first hit which occurred during the active timing window, the probability for
multiple out of time hits in the same T-counter is determined by Poisson statistics

as:

Poy =1 — ¢ 1ATou (6.5)

where, AT,,; = 115ns is the width of the active timing window. The mea-

sured number of out of time hits for a given T-counter, N’ ,, can now be calcu-

out?

lated, using this probability (equation 6.5), from the relation:

Néut = PZlNi = (1 — G_RiATout)Ni

trig — trig

(6.6)

where, N},
that could have hit the i"* counter. Solving equation 6.6 for the rate of hits in

the TDC, R!, gives:

is the total number of random hits in the active timing window,

—1 Néut
= AT In(1— ) (6.7)

R —
NZ

trig

Ni

trig Can be estimated by counting the total number of hits in the entire
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tagger, Ny, assuming that each TDC was active for the duration of the timing
window. However, the single hit nature of the TDCs implies that it is possible
for a T-counter not to have been active at all during the window. This would
occur if the T-counter registered a hit before the out of time window became

active at 35ns. Therefore, to compensate for this possibility, N . is defined as

trig
the following:

Ntzrig = NtOt - Néarly (68)
where, N/,,;, is the number of hits in the i" T-counter, before the opening of

the timing window at 35ns. The rate, R?, defined by equation 6.7, is the rate at
which photons are tagged by the i* T-counter.

The final requirement is to determine the number of photons which were
incident on the target. This requires taking account of photons lost between the
tagger and the target, referred to as the beamline transmission function. For this
purpose, low beam intensity normalisation runs were conducted, utilising the total
absorption shower counter (TA(S)C see section 3.7). The TA(S)C measures the
photon flux downstream of the tagger, and differences between this flux and that
measured at the tagger provide a determination of this beamline transmission
function. Furthermore, it should be noted that this correction overestimates the
photon loss in the beamline, since the total absorption shower counter is situated
~ 15m downstream of the target, therefore leading to an additional loss, 7, along
the beamline between the target and the TA(S)C. The final correction for this

overall loss of photons along the beamline, for a given T-bin, ¢, is defined by:

¢ = (57 )L +n) (6.9)
Ntag
where, N, is the number of hits in the given T-counter and N, is the

number of hits in the given T-counter, with a coincident hit in the TA(S)C.
The last step required to calculate the photon normalisation is a measure-
ment of AT,,,, the experimental run time over which data were taken. This is

calculated using the following relation:

A,-Z—;"un = AjﬁclockLt (610)

where, AT, is the run-gated clock time, and L, is the livetime fraction of
AT, in which the detector systems are actually active (the systems become

inactive during event readout). L, is given by:
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Lt — Ntot
Nscal

where, N, is as previously defined, and N,., is the total number of hits

(6.11)

counted by the scalers during event readout.
Consequently, using the above relations and definitions, it is possible to cal-

culate the photon normalisation:

N! = RIAT, e (6.12)

The GFlux calculated number of photons incident on the target (during the
G10 experiment) was 2.5 x 103 4-0.75 x 102 and 2.7 x 10'® £0.81 x 10*2, for the
high and low field data respectively.

Summary

Details of the 4 —body phase space simulations and the consequent determination
of CLAS acceptance have been presented in this chapter. This CLAS acceptance
together with the calculated photon flux, which was also detailed, are the major
components necessary for a cross-section calculation. The calculation of the cross-
section and the subsequent determination of the upper limit are presented in the

following chapter.
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Chapter 7

Data Analysis: Cross-Sections and

Upper Limits

It is clear from figures 5.19 and 5.20 that there is no obvious ©" signal in the
invariant mass M (nK ™) spectrum obtained as a result of this analysis of vd —
pK ™K~ n. Consequently, further to reporting a null observation, a quantitative
statement regarding the result of this analysis is necessary. This statement takes
the form of a cross-section upper limit for production of the ©* via the reaction
vd — pOTK™: O — nK™.

In order to determine the cross-section upper limit for ©* production, the
invariant mass M (nK ™) spectra were corrected for CLAS acceptance, and nor-
malised by the target and photon flux (luminosity). The acceptance and photon
flux determinations are found in the previous chapter 6. The resulting cross-
section spectra were fitted with a third order polynomial which was held constant.
By scanning a Gaussian peak (with fixed width) across the spectrum, the number
of events above or below the polynomial background were used to determine the
cross-section upper limit, by the Feldman & Cousins approach [92].

These cross-sections (yd — pK*TK n), and upper limits (yd — pO+tK™),
are calculated for both field settings and for the combined fields analysis. Fur-
thermore, the differential cross-section upper limits, as a function of angle, are
determined and presented for each of these cases. The cross-section upper limit
for the combined fields analysis, and the resulting differential cross-section up-
per limit, are the quantitative statement of result from this analysis since no ©"

signal was observed.
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7.1 Cross-Section vd — pK+tK™n

The first stage in the calculation of the cross-section upper limit yd — pO+t K~
is the determination of the cross-section of the reaction vd — pK+tK n. The
total cross-section o, as a function of M (nK™), of the process vd — pK*K™n is

computed using the following definition:

N
O' g
AccL

where, N is the number of counts in the mass bin, Acc is the acceptance in

(7.1)

the mass bin, and L is the luminosity, defined as:

L™t = A
PIN Ay

(7.2)

where,
A = atomic mass weight of deuterium = 2.0140gmol !
p = density of liquid deuterium = 0.163gcm =3
[ = target length = 24cm
N, = Avogadros number = 6.022 x 10%3mol !

v = GFlux (photon flux) = 2.5 x 10'3 £ 0.75 x 10'? (high field) /
2.7 x 10" 4 0.81 x 10" (low field)

This results in a luminosity of 29.2 & 0.87 pb~! for each the high field setting,
and 31.5 £ 0.94 pb~! for the low field.

Using the data spectrum, the CLAS acceptance, and normalising the sub-
sequent, acceptance corrected M (nK™) spectrum by the target and photon flux
(luminosity, as defined above), results in a calculation of the cross-section of
vd — pK+tK™n as a function of invariant mass M (nK™).

This calculation is done for the 4 cases as of the previous chapters 5 and
6. Figure 7.1 shows the analysis of one of these cases (high field data with no
P < 1GeV/c cut). The top left of the figure is M (nK™*) spectrum from the
data, the top right is the acceptance for the case and the bottom is the cross-

section. Figure 7.2 shows the cross-sections for these 4 cases.
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Figure 7.1: High Field (all analysis cuts except Pp¢* < 1GeV/c) : M(nK™)
spectrum (top left), acceptance (top right), and cross-section as defined previously
[pb| (bottom).
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Figure 7.2: Cross-Section vd — pK ™K n as defined previously [pb]. Top row:
high field, Bottom row: low field. Left column: all analysis cuts, Right column:
all analysis cuts except Pp¢* < 1GeV/c.

As can be seen from these figures, the cross-sections are in close agreement
with and without the K™ momentum cut (for each field), and in comparison
between both field settings.

7.2 Upper Limit Cross-Section vd — pOt K~

The method employed for the estimate of the upper limit of vd — pOT K~ is
based upon the strength of a Gaussian peak above a smooth background. A
Gaussian peak is scanned across the region of interest and the number of events
above or below a polynomial background is determined and used to calculate the
cross-section upper limit of a possible ©F. The background fit and Gaussian scan
are performed on the cross-section spectrum (see figure 7.2). The background is
fitted in the range 1.48 — 1.78GeV/c? by a 3rd — order polynomial, and once this

background has been fixed, the region of interest 1.5 — 1.7GeV/c? is scanned in
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steps of 5MeV/c?, using a Gaussian of fixed width, o = 5.5 MeV/c? (the width
of the Gaussian was chosen to be bigger than the bin width).
The upper limit on the cross-section vd — p©* K~ is then determined using

the previously described method of section 7.1 and the definition:

N 1
7~ AccL B.R.

where the components are defined as previously (see section 7.1). However

(7.3)

now, N is the number of counts in the Gaussian (Feldman & Cousins approach),
and B.R. is the branching ratio for ©" — n K™, which is assumed to be 0.5 (since
isospin symmetry predicts that the © should have an equal branching ratio into
both nK* and pK°). Again all 4 cases are studied, and figure 7.3 shows these
estimated upper limits by the Feldman & Cousins approach (red lines). These
upper limits are also calculated by hand for comparison to the Feldman € Cousins
approach. Here, N is the strength in the Gaussian, which is taken as the number
of counts plus 2 standard deviations (for 95% confidence level (c.1.)). The results
obtained by this method are shown by the black lines in figures 7.3. One should
note that in all subsequent determinations or quotes of upper limits, the values
come from the Feldman € Cousins approach, and that from this point onwards
in the calculation of cross-section upper limits, the minimal analysis condition

with no cut on the K* momentum, (P#* < 1GeV/c), is analysed.

Feldman €& Cousins

The Feldman € Cousins approach allows the determination of proper confidence
level boundaries for small signals over a background, whilst accounting for the
constraint that the true signal yield is bound to be positive. Additionally, this
method decouples the goodness-of-fit confidence level from the confidence level
interval. Use of this method has become the standard in experiments with weak
or non-existent signals, and a detailed description can be found in Ref. [92]. As
an example, figure 7.4 shows a confidence level (95% c.l.) band obtained from
the fitting procedure described previously. The upper limit is obtained by inter-
secting the measured value, the red line in the plot, with the upper boundary of

the confidence level band.
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Figure 7.3: Upper limit cross-section (95% c.1.) vd — p©O+t K~ [pb]. Top row:
high field, Bottom row: low field. Left column: all analysis cuts, Right column:
all analysis cuts except P¢* < 1GeV/c. Red lines are by Feldman & Cousins
approach.

Figure 7.4: An example of a 95% confidence level band. The axes show the
measured (z) and ¢rue values (1), in units of o.
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7.3 Upper Limit as a function of cosf"% '

The next step is to determine the differential cross-section upper limit, as a

075" where, 675" is the angle of the n K system (corresponding

cm )

function of cos
to the © decay) in the centre-of-mass frame (vyd). For the purposes of this study

4 cosf bins were chosen (see table 7.1).

‘ Bin ‘ c080,in ‘ €080 04 ‘

1 —-1.0 —0.5
2 -0.5 0.0
3 0.0 0.5
4 0.5 1.0

Table 7.1: cosine 6 bins.

For each of these 4 bins, the acceptance, cross-section vd — pK+TK~(n) and
upper limit vd — pOTK~ are determined, using the procedures described pre-
viously in this chapter. Figure 7.5 shows an analysis for one of these cosf bins,
(=1.0 — —0.5), for the high field. Top left shows the comparison between the
invariant mass M (nK™) from the experimental data (black), and the simulation
(red). Top right shows the resulting acceptance as a function of M (nK™), for
this angular bin. Middle left shows the acceptance corrected spectrum. Middle
right shows the differential cross-section vd — pK+K ™ n, in this angular bin.
Bottom histogram in the figure shows the differential cross-section upper limit
vd — pOT K, as a function of M (nK™), for this angular bin.
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Figure 7.5: cos = —1.0 — —0.5. High Field. Shown are differential cross-
sections.

Similar figures for the remaining three angular bins in the high field analysis,
and the equivalent four low field angular bins, can be found in Ref. [77]. The
four differential cross-sections, and differential cross-section upper limits, for each
angular bin can be seen in figure 7.6 for the high field, and figure 7.7 for the low
field.
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Figure 7.6: 4 cosf bins, showing differential cross-section (left) and differential
cross-section upper limit (right). Top: cosf = —1.0 — —0.5, Upper middle:
cost) = —0.5 — 0.0, Lower middle: cosf = 0.0 — 0.5, Bottom: cost) = 0.5 — 1.0.
High Field. Shown are differential cross-sections.
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Figure 7.7: 4 cosf bins, showing differential cross-section (left) and differential
cross-section upper limit (right). Top: cosf = —1.0 — —0.5, Upper middle:
cost) = —0.5 — 0.0, Lower middle: cosf = 0.0 — 0.5, Bottom: cost) = 0.5 — 1.0.
Low Field. Shown are differential cross-sections.
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To study the behaviour of the upper limit as a function of cos@7X", an
invariant mass range of interest was selected. This range was chosen to be
1.52 — 1.56 GeV//c?, since this spans the mass range within which previous obser-
vations of a possible ©1 have been made (see table 1.1). For each of the 4 cosf
bins, the maximum upper limit in this mass range was determined. Figure 7.8
shows this maximum upper limit as a function of cos”X " for the high field (left)
and low field (right).
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Figure 7.8: Maximum Upper Limit in the range 1.52 —1.56 GeV/c?, as a function
of cos"X", for High Field (left) and Low Field (right).
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7.4 Combined Fields Cross-Section & Upper Limit

So far in this analysis both field settings, high and low, have been shown as
separate data sets. However, since each have a calculated CLAS acceptance
and a consequent acceptance corrected data M(nK™) spectrum, they can be
combined into one data set, and the cross-section upper limit vd — p©+* K~ can
be determined. This upper limit is the result of this analysis of the reaction
channel vd — pK* K n.

Starting with the high and low fields acceptance corrected spectra, an addition
of yields (on a bin-by-bin basis) was performed (figure 7.9 shows this combined
yield), and a similar analysis as described previously in this chapter was conducted
in order to calculate the cross-section yd — pK+ K~ (n), and cross-section upper
limit vd — pOT K.
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50003— {w
-

|||+||||||||||||||||||||||||||||||||||||||||||||||
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M(nK") [GeV/c?]

Figure 7.9: Combined Fields: Acceptance corrected yield addition.

Figure 7.10 shows the resulting cross-section (top) and the calculated cross-

section upper limit (bottom).
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Figure 7.10: Combined Fields: Cross-Section vd — pKtK~(n) (top). Cross-
Section Upper Limit vd — p©T K~ (bottom).

Consequently, the cross-section upper limit on the process vd — pO+tK ™, is
estimated to be less than 600 pb in the range 1.61 to 1.63 GeV/c?, and less than
300 pb elsewhere in the range 1.5 to 1.6 GeV/c%.
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The calculation of the combined field cross-section was possible through the
use of another method. A weighted mean of the high and low field cross-sections
(see figure 7.2) was calculated. The resulting combined field cross-section, com-
pared to the calculated cross-section using an addition of acceptance corrected
high and low field yields, and the application of the cross-section equation (see
section 7.1), can be seen in figure 7.11. As can be seen, an assumption that the
error on the number of counts is proportional to the number of photons (without
any corrections of second order effects) allows the simple addition of acceptance
corrected yields, whilst preserving the statistical correctness of the analysis to a

fraction of a percent.
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Figure 7.11: Combined fields cross-section. Black: Calculated from the addition
of the acceptance corrected yields from high field and low field, followed by the
application of the cross-section relation. Red: Cross-Section obtained from the
weighted mean of the high and low field cross-sections.
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7.5 Combined Fields Upper Limit as a function of
cost"k ’

enK+

Again, the differential cross-section upper limit, as a function of cosf, ",

was
determined for the combined fields. The procedure is exactly the same as previ-
ously detailed (see section 7.3). However, now 8 cosf bins were constructed (see

table 7.2), utilising the higher statistics (per bin) of the combined fields analysis.

‘ Bin ‘ c080,in ‘ €080 04 ‘

1 —-1.00 | —0.75
2 —-0.75 | —0.50
3 —0.50 | —0.25
4 —0.25 0.00
Y 0.00 0.25
6 0.25 0.5

7 0.50 0.75
8 0.75 1.0

Table 7.2: Combined Fields cosine 6 bins.

Figures 7.12, 7.13, 7.14, show the yields, differential cross-sections vd —
pKTK~(n), and the differential cross-section upper limits vd — pOtTK ™, re-
spectively for these 8 bins.
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Figure 7.13: Combined Fields 8 cosf bins: Differential Cross-Sections. Top left:
binl, top right: bin 2....bottom right: bin 8.
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Figure 7.14: Combined Fields 8 cosf bins: Differential Cross-Section Upper Lim-
its. Top left: binl, top right: bin2....bottom right: bin 8.
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Finally, to observe the behaviour of this cross-section upper limit, the maxi-
mum in the mass range 1.52 — 1.56 GeV/c? (black) and the value at 1.54 GeV/c?

(red), are plotted as a function of cos#™5" . Figure 7.15 shows this.
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Figure 7.15: Black points: Maximum Upper Limit in the range 1.52—1.56 GeV/c?,
Red points: Upper Limit at 1.54 GeV/c?. Each plotted as a function of cosf™K" .
Combined Fields.

7.6 Elementary Cross-Section yn — O K~

In order to interpret the cross-section vd — pOT K~ in terms of the elementary
cross-section on the nucleon yn — ©TK~ — KTK ™ n, a model must be em-
ployed. In the elementary process, yn — ©O1TK ™, there is no proton involved,
however the proton in the deuteron (target), which is likely to be a spectator in
OT production from deuterium, is required to have a minimum momentum of
~ 0.3 —0.35GeV/c in order to be detected in CLAS. Therefore to be detected,
the proton will either have a large pre-interaction momentum (on the large mo-
mentum tail of the Fermi distribution), or will need to undergo a final state
interaction (FSI). Rescattering through the kaon-nucleon interaction is a possible
mechanism for this FSI. Consequently, in order to comment on the elementary
process, ©F production on the neutron, this rescattering must be factored into
the measured cross-sections (see preceding sections in this chapter).

The estimation of this rescattering correction is based on A(1520) production
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in the reaction yd — pK ™ K ~n. One can consider the symmetry in the ¢t —channel
between the A(1520) and ©F production processes. The first order diagrams
are shown in figure 7.16. For A(1520) production, the reaction proceeds on the
proton, with the spectator neutron only having sufficiently large momentum either
pre-interaction (Fermi distribution tail), or by undergoing a FSI. This case is
entirely similar to the proton in ©" production. Subsequently, assuming that
the production of A(1520) and ©" are ¢t — channel dominated, a measure of
neutron rescattering in the A(1520) production can be used to estimate the proton

rescattering in ©1 production.
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Figure 7.16: First order ¢t — channel diagrams for A(1520) production (top), and
©* production (bottom).

The neutron rescattering was estimated by studying the acceptance corrected

yield of the A(1520) as a function of neutron momentum. Figure 7.17 shows



127 Chapter 7. Data Analysis: Cross-Sections and Upper Limits

the normalised cross-section fraction, R, for A(1520) production, as a function of

neutron momentum, F,.
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Figure 7.17: Cross-Section fraction for A(1520) production, normalised to the
cross-section with no neutron momentum cut, oy, as a function of neutron mo-
mentum (squares). Also shown (solid line), is the fraction calculated using the
Fermi momentum of the neutron.

Selecting events with a neutron momentum above 0.35 GeV/c reduces the
A(1520) production cross-section by a factor of 10, compared to the cross-section
without a neutron momentum cut, o, (see figure 7.17). Assuming a similar
production mechanism and FSI for the ©", and acknowledging a minimum proton
momentum 0.3 — 0.35GeV/c (to be detected in CLAS), gives rise to a similar
reduction in ©* cross-section. Consequently, the upper limit for yn — 1K,
is estimated to be a factor 10 higher than the limits presented previously in this
chapter (this estimate is strongly model dependent).

One should note that since the K *n scattering cross-section is smaller than
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that of K~ p scattering [93], this rescattering correction factor is likely to be over
estimated using the A(1520) production as a model. However, for the purposes of
an upper limit on the elementary process yn — © K~ it represents a conservative
estimate. If one were to assume that there are no FSI and the spectator protons
in ©F production come from the large momentum tail of the Fermi distribution,
the most conservative correction factor would be ~ 50 (see figure 7.17). The solid
line is the integral of the deuteron wave function, as a function of momentum,
using the Paris potential [94].

Based on the predictions given in table 2.3 this estimate of the elementary
cross-section would rule out theoretical models within which the ©% has spin-
, 37, Furthermore, the model of Guidal et al [45] discussed in
section 2.5 predicts a maximum total cross-section of 1 nb for the J* = %+
and 0.2nb for the J” = 1~ case. Consequently, the estimate presented appears

2
to rule out this model as well. However, the caveat that the estimated elementary

parity JX = %7

case,

cross-section is strongly model dependent remains.

Summary

As detailed in this chapter, the production cross-section upper limit vd — pO+t K~
has been measured and provides a quantitative statement of result for this anal-
ysis. The upper limit in the mass range 1.52 — 1.56 GeV/c? is less than 0.3 nb
(95% confidence level), and less than 0.6 nb in the mass range 1.48 — 1.7 GeV/c2.
Further to this measured upper limit, a (strongly) model dependent estimate of
the cross-section upper limit for the elementary process yn — ©T K~ is given.
The final chapter is a summary presentation and contextualization of the results
of this ©1 pentaquark search in the channel vd — pKtTKn: @7 — nK™.
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Chapter 8
Results and Discussion

The primary motivation behind this first ever dedicated search for the ©" pen-
taquark was to test the reproducibility of the previous CLAS measurement with
increased statistics. Furthermore, on the assumption that a ©" signal was de-
tected, the determination of its mass with a 42 MeV/c? accuracy and its spin
were issues which this measurement proposed to resolve. However, as has been
reported, the results of this analysis of vd — pK+ K n with the ©F — nK™ are

as follows:

e No obvious signal in the invariant mass M (nK™) spectrum in the range
1.52 to 1.56 GeV/c* was observed.

e As a consequence, further to reporting a non-observation, a cross-section

upper limit on ©" production was calculated.

e The upper limit in the mass range 1.52 — 1.56 GeV/c?, for the reaction
vd — pOTK~, is less than 0.3nb (95% confidence level), and less than
0.6 nb in the mass range 1.61 — 1.63 GeV/c?.

e The cross-section upper limit for the elementary process yn — OTK™,
using a phenomenological model based on the ¢-channel symmetry between
A(1520) and ©T production, is estimated to be a factor of 10 larger.

Figures 8.1 and 8.2 summarise the results presented in this thesis.

These results shows that the invariant mass M(nK™) peak of the previous
measurement could not be reproduced, and puts significant limits on the produc-
tion cross-section of a possible ©" pentaquark.

Further to the analysis presented in this thesis, a comparison of the current
results with the previous reported measurement was conducted by Stepan Stepa-
nyan of the G10 analysis group. Full details of this study can be found in Ref. [82].
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The current data set was constrained to use the same event selection, and the
same photon energy (range) distribution as the previous analysis. Figure 8.3
shows the previous result (points with errors), superimposed with the result of
this comparison analysis (histogram). One should note that the comparison his-
togram has been scaled by a factor 5.9, so that both have the same total number

of counts.
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Figure 8.3: Comparison of previous published result (points with errors), with a
comparison study of the current result (histogram). [82]

The previous reported peak at 1.542 GeV/c? is not reproduced, under these
same analysis conditions. Using the result of the comparison analysis (histogram)
as a representation of the true background, a 3rd —order polynomial was fitted to
the histogram, along with a Gaussian peak (with width equivalent to the CLAS
resolution) at 1.542 GeV/c?. This results in the number of counts in the peak
being 27.8 + 9.6, and a statistical significance (of the fluctuation) of 2.9 0. The
conclusion drawn from this study is that the statistical significance of 5.2 o placed
on the previous measurement was overstated, due to an under-estimation of the

background.



132 Chapter 8. Results and Discussion

Complementary to this current measurement and result for the reaction vd —
pK+ K™ n is the measurement from the “sister” dedicated pentaquark experiment
(known as G11, performed directly after G10) conducted at CLAS. Here the
exclusive reaction yp — KOK*tn: ©F — nK*, was studied with a photon energy
range 1.6—3.8 GeV and an integrated luminosity of 70 pb—!. This reaction channel
was previously analysed by the SAPHIR collaboration, which found evidence for
a narrow ©T state at a mass of 1.54 GeV/c?, with a width < 25 MeV/c? [16].
SAPHIR initially reported a production cross-section of 300 nb, however later
reduced this to 50nb [95]. The invariant mass M (nK ™) as calculated by the G11

analysis is shown in figure 8.4.
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Figure 8.4: The G11 invariant mass M (nK ™). The inset shows the invariant mass
distribution obtained with specific cuts to reproduce the SAPHIR, analysis. [96]

Similar to the result of the analysis presented here, the result [96] of this anal-
ysis (with significantly higher statistics than the SAPHIR measurement) found
no evidence for the ©1, in the mass range 1.52 — 1.6 GeV/c?, where previous
evidence was seen. As a consequence of this null result, the G11 group also cal-
culated a cross-section upper limit for ©" production as a function of ©% mass

and centre-of-mass angle of the KO (see figure 8.5).
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Figure 8.5: The G11 total cross-section upper limit as a function of ©" mass
(top). Differential cross-section upper limit, as a function of cosf5;, (with an
assumed O mass of 1.54 GeV/c?. [96]

This measurement sets a cross-section upper limit of 0.8 nb (95% confidence
level), for an assumed ©F mass of 1.54 GeV/c?. One should note that both of
these current CLAS results clearly identify the final nK™ (baryonic) state to
have S = +1, since the direct measurement of the K defines and guarantees the
strangeness. This process is referred to as strangeness tagging.

The G10 data set also provided the opportunity to analyse [97-99] the reaction
vd — AK*n: A — pr~. Figure 8.6 shows the invariant mass M (nK™) (left), and
cross-section/differential cross-section upper limit (right). No signal correspond-
ing to the ©T was found in this reaction channel. The calculated cross-section
upper limit is of the order < 10nb. A further reaction channel (yd — pK?K ™ p)
is currently being analysed [100].

It is interesting once again to review the previous measurements with evidence
for the ©T (see table 1.1). In each of these cases, the statistical significance was
calculated using the relation o = N,/v/Np, where Ng is the number of counts
in the signal and Np is the number of counts in the background (also useful to
define the number of counts of the peak Np = Ng + Np). A more meaningful

statistical significance [101] may be to calculate the significance of the background
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Section / differential cross-section upper limits (95% confidence level). [97-99]

fluctuating up into the range Np 4+ +/Np. This calculation results in a reduction
of the statistical significance of each of the previous reported measurements (table

8.1 shows three examples).

| Group | Ref. | Reaction | Reported o’s | Fluctuation to Np + /Np |
LEPS | [14] | m—K'K™n 4.6 3.1
DIANA | [17] | K Xe — K%pXe 11 2.9
CLAS | 2] | 7d =pK'K n | 52+06 11

Table 8.1: Examples of the recalculation of statistical significances.

Clearly one can conclude that the method employed to calculate the statistical
significance of any signal determines the impact with which results are perceived.
Furthermore, it is vital to have a correct calculation of the background in order

to perform such calculations.

Existence of the ©" Pentaquark

The question as to why so many initial experiments reported evidence for the
©7, and indeed why so many did not, is obviously one which must be addressed.
However, the answer to such a question is far from trivial. Issues such as statistics,
experimental sensitivity and analysis techniques (missing mass or invariant mass)

have to be investigated. It is likely that in many cases, the statistics of these
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previous measurements may have led to the mis-interpretation of fluctuations.

Consequently, any future measurements must meet the following requirements:

e Essential to have a large statistics data set.
e Essential to have a definitive strangeness tag for the final baryonic state.

e Essential to have correctly calculated backgrounds (with theoretical justifi-

cation).

e Essential to provide cross-sections and/or upper limits.

Ideally all other previous experiments which reported evidence, would be repro-
duced in a manner which fulfilled the above criteria (as has been the case with
this current CLAS vd — pK ™ K~ n experiment and analysis). There is currently
a proposal to repeat the previous CLAS proton experiment (yp — 7" KT K™ n),
with an estimated factor 50 increase in statistics.

In conclusion, this current null result along with the significant limits placed
on the production cross-section provides compelling (yet not definitive) evidence
for the non-existence of the ©" pentaquark state. If this were the case, and exotic
S = +1 pentaquark states do not exist, then one would be required to question
the rules governing Quantum ChromoDynamics (QCD) (which do not prohibit
their existence), and our understanding of the strong interaction. It is clear,
presently, that the existence of the pentaquark is tenuous, yet further intensive
study is required both experimentally and theoretically to resolve this question

of scientific verisimilitude.
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