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Abstract

The detailed study of the structure and electramsitie distributions of polymorphic and
phase transition materials is presented. Understgrahd predicting the appearance of
polymorphism and phase transitions in organic amgamometallic materials is of
considerable interest in fields such as pharmacausicience, solid-state chemistry, and
materials science. However, the small lattice enatifference between the different
molecular conformations and packing between thesgemals are often particularly
challenging in this area. Consequently, obtaining most accurate description of the
atomic positions and the electronic distributiorlayp an extremely important role in
obtaining the best estimation of the lattice eresrgin the present work, high-resolution X-
ray diffraction as well as neutron diffraction tédues have been used in reaching these
aims. For minimizing the data collection times, dymotron sources were also used for
obtaining X-ray diffraction data, including Diamgrid9 beam line and Soleil, CRYSTAL
beam line. Molecular complexes of lutidine isomamnsl chloranilic acid are also studied,
in both 1:1 and 2:1 ratios, in order to investigdieir relative stabilities through hydrogen
bond contributions towards stabilising stoichionwoatlty different ‘compositional

polymorphs’.

The energy stability rankings in small organic neales and transition metal complexes
which exhibit polymorphism or displacive phase sidons are calculated using
experimental charge density and fully theoretiqggiraaches. The effect of the hydrogen
bonds in the rank stabilities is also investigatéde pharmaceutical sulfathiazole and
piracetam compounds are identified to have verylldattice energy differences between
the polymorphs studied and the ranking stabilitgleos are not maintained in the
approaches used. Studies of the coordination compé(en)]®*(NOs), show that,
contrary to expectation, the higher temperaturespha calculated to be the most stable
one, showing the strongest intermolecular inteoactenergies. Overall, the presented
studies show that current methodologies for esthgasolid state lattice energies, even
using high quality diffraction data and complex rall of the electron density, are not
sufficiently accurate to allow reliable estimatioh polymorph energy differences. The
results obtained for all studied polymorphic andageh transition materials using the
experimental charge density approach show a higlerdéence of the lattice energies on

the multipole model used.
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1. Introduction, Methods and Theory
1.1. Polymorphism
Crystal polymorphism, which embodies the abilityneblecules to adopt diverse packing
arrangements displaying different physical and dhalmproperties, is of paramount
importance in different fields such as pharmacyjdsstate chemistry, and materials
science"® There is considerable interest in understandird) ipossible predicting the
appearance of polymorphism in a particular molecsistem, but the often small lattice
energy differences between the different molecataformations and packing between
polymorphs offers particular challenges in thisaare

The charge density approach which will be usedhig work offers detailed analysis of the
electron density in solid-state molecular systentsraay be used to extract information on
the factors involved in the differing energies dflymorphs. In this way, the exact
contribution of various intermolecular interactioisthe stability of crystalline materials
can be evaluated. In addition, in favourable cages, possible to estimate the lattice
energies of molecular solids from their charge dess Another reason for using charge
density as a tool for investigating the occurrermdepolymorphism is that a large
percentage of polymorphic materials have hydrogendimg interactions and these are
considered to be important in controlling the eeéiog of crystal formatiohIn terms of
the topology of electron density, hydrogen bondoam be analysed using Koch and
Popelier’s criterid. AIM (Atoms in Molecules) analysis can also ideyidfifferent types of
weak inter- and intra-molecular interactions inghgd CH--x interaction$ and H---H
interactions™ '* which may be significant energetic factors in colling polymorph

formation in some materials.

Polymorphism in materials science is defined asathibty of a solid material to exist in
more than one form or crystal state; this includesformational polymorphs, dynamic
iIsomers or tautomerism. Due to the different areamgnts of the molecules in the crystal,
the polymorphs will exhibit different physical pries, for example having different
melting points and solubilities. The different famf a crystal structure will, however,
lead to identical liquid and vapour states. Theseguent presence of dynamic isomers
implies a time factor dependence, and that kinetecsvell as thermodynamics thus play a
role in polymorph formation. If there is a solvemt a hydrate included in the crystal
structure the pseudopolymorphism terminology isdlu3ée relations between polymorphs
and their most stable forms are classified as mmopint or enantiotropié® If the

polymorphs are monotropically related, transfororatirom the metastable form to a
1



stable form will occur and the process is irrevdesi If the process is reversible the

polymorphs are said to be related enantiotropically

The first observation of the polymorphic nature mfterials can be attributed to
Mitscherlich who discovered this phenomenon inaierphosphate and arsenate crystals in
1818 In the molecular solid state, polymorphs are fesdly accessed through
crystallization processes. At this stage of ouransthnding of the phenomenon, the
appearance of polymorphs can be explained by Odsvédw which says that when a
system is departing from an unstable state, it amgsnecessarily form the most stable
state, but rather arrives at the nearest metassaiie’> This leads to the idea that during
crystallization the molecules as they assemble swtiply fall to the nearest minimum
energy state with a loss in free energy while s#hrching for the most stable form.
Therefore, an apparently stable structure formaahily can be transformed in the end into
another form. However, this rule gives rise to gues, for instance when the experiment
leads only to a single form. There is no way ofveering this question definitively — the
material might simply not be polymorphic or it cddde “trapped” in a kinetically accessed
(metastable) state and unable to transform tohtkertodynamically most stable state. This
can happen, for example, due to a high activatemidr to such a transformation from a

metastable to the most stable state.

An attempt to understand polymorph formation iscdegd by Bernstein using tools from
thermodynamics and kineti¢dt was shown that there are cases when a cleinafisn
between thermodynamics and kinetics is not at blliaus, due to the formation of
concomitant polymorphs (simultaneous appearancepa¥ymorphs under the same
conditions). A full understanding of the processpofymorphism in material formation
eludes current scientific knowledge.

In some cases it is possible to observe polymotipdisexist over a period of time, which
are then displaced by a more stable crystal foroh @ unable to be reproduced in
subsequent experiments. This phenomenon is knovdisappearing polymorphs’. Many
researchers are sceptical about this subject dtleetdifficulty in reproducing exactly the
initial experimental conditions. However, the efféx certainly observed in practice, and
the effects of such a phenomenon can have sulatamiplications for production of
important materials, notably the well-documentedecaf ritonavir, a drug developed for
treated HIV (Human Immunodefficiency Viru$).



Polymorphs are usually obtained by varying the drpental conditions used in the
crystallization process, such as solvents, temperaand pressure. In many cases, the
appearance of a new polymorph is obtained by cheatber than by a systematic search,
and some well-investigated materials are not knawnexhibit polymorphism. For
example, the structure of naphthalene has beensxéty analysed (as can be seen from a
CSD — Cambridge Structural Datab¥ssearch, it has been determined using X-ray
diffraction 37 times), but has not been identifiésl a polymorphic material. It may be
possible that any compound can exhibit polymorphizumh the necessary experimental
conditions to obtain a specific polymorphic formghmi be unknown. The prediction of the
existence of a particular polymorph, as well asdhkperimental conditions and methods

necessary to achieve this, represent a currerieckel

Polymorphs have applications in different industrieelds such as agrochemicals,
pigments, dyestuffs, foods or explosive materiedlswever, perhaps the most important
application is in the pharmaceutical industry. Tse of polymorphic materials in drugs
can have direct medical implications. For examglegs can be administrated orally in a
crystalline state and their dissolution rates amgredly dependent on the crystal form.
Solubility is thus an important factor in the chmiof the crystalline form of a drug

compound. Another important factor in pharmaceltsrag material formation is the

bioavailability. This is related to the rate andies® of physiological absorption of a
particular drug and can also vary with differentstal forms.

The discovery of a new polymorph of a materialinathe case of cefadroxil (a bactericidal
antibiotic), can lead to an improvement in the dualf this substance over the previously
known polymorpH. In this case, this includes higher solubility amigh bulk density,

allowing the production of smaller pills.

Co-crystals (crystal structures which contain twpes of molecules, also known as
molecular complexes or molecular salts) are alsal us the pharmaceutical industry for
improving physico-chemical properties such as sbtybmelting and boiling points, taste,
colour and so on. Co-crystals can also exhibit ipleljphases as found for instance in the
case of the pharmaceutical carbamazepine isonéutie® (Scheme 1.1). Co-crystals are
also used in others fields such as the food indy&ir example in changing the flavour /
taste of food) and many others.
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Scheme 1.1Molecular structures of carbamazepine — isoniewmtillle. The co-crystalline

molecular complex of these materials is polymorghic

The organic material with the most known polymorphs 5-methyl-2-[(2
nitrophenyl)amino]-3-thiophenecarbonitrile (ROY ®aie 1.2). The name of this
compound (ROY) is due to the fact that the polyrhergan be distinguished by their
different colours (red, orange and yellow). Thenierare known to grow as orange
needles, yellow prisms, red prisms, orange platelow needles, red plates and orange-
red plates® There are nine polymorphs known for ROY with seweystal structures
solved that can be recrystallised from simple sal/emany of the ROY polymorphs can

crystallize simultaneously from the same solution.

N J
S

Scheme 1.2Molecular structure of ROY

It is also possible that the same chemical comiposibf a solid crystalline material to
present different crystal packing under high presswnditions or different temperatures.
This phenomenon is known as a phase transitiothdmnmolecular area, the new phases
obtained under high pressure are also often adsttess polymorphic forms. The phase
transition process is a common phenomenon whichreda organic, organometallic and
inorganic compounds. A simple search of the CSDgu#iie ‘phase transition’ key words
gives 3448 hits.



A phase transition process is reversible and duthiegheating or cooling a change in the
space group or unit cell parameters is often olesenA discussion of the detailed
mechanism of phase transitions is beyond the sobfi@s work, but since it is a process
that minimises the energy of a material under amiset of conditions, the approach to be
adopted here of studying lattice energies and tieegy of intermolecular interactions via
charge density analysis will be relevant. This@menon will be investigated in the
present work by examining the phase transitionselaction of transition metal complexes

by high resolution diffraction methods.

A wide variety of techniques have been developethénlast few decades, which can be
used for examining crystal structures, crystal props and associated physical properties
of solid state molecular materials. These techrsquen be divided into crystallographic,
spectroscopic, microscopic and thermal catego8ewgjle crystal and powder materials are
normally studied using both X-ray and neutron sesirSpectroscopic techniques include
infrared and Raman spectroscopy. The microscomibnigues include hot stage and
optical microscopy. The thermal techniques avadabk differential scanning calorimetry
(DSC) and thermogravimetric analysis (TGA).

1.2. Diffraction Techniques

1.2.1. X-ray diffraction

X-ray diffraction is a common method used to deteentrystal structure in the solid state.
The X-ray beam, which is electromagnetic radiaticamy be generated inside a vacuum
tube by bombarding electrons onto a flat metalas@fsuch as Mo or Cu. The radiation
arises from the fact that the electrons of the atan the metal surface are ionised,
especially those from K shell. This is followed t®jaxation of an electron from a higher
shell which emits radiation. The photons emittedthis way interact with a crystal
monochromator which absorbs the unwanted wavelsengtleaving a broadly
monochromatic beam, which is then directed ontoctlystal. X-ray beams interact with
solid state materials through the absorption andsson of radiation. The incident
electromagnetic radiation scattered by the elestionan elastic fashion is known as
Thomson scatteringnelastic scattering occurs when a small amourghafton energy is

absorbed by electrons, this is known asGbenpton effect.

The intensity of the X-ray beam diffracted is meadlby an area detector. There are many

types of area detectors such as multi-wire propoali chambers, phosphor coupled to a
5



TV camera, and image plates, but the most widebdus modern diffractometers are

charge-coupled devices (CCDs). The diffracted X-eayers the CCD detector through
beryllium windows, and is then converted into Mvisitight by a thin reflector phosphor.

The light photons generated in this way are thelmged to the size of the CCD through a
fibre optic trap which transforms the light inteetrons. The signal is read out by the CCD
in a binned mode which typically contains 2x2 psxatlded together, is amplified by the
detector, digitized in the controller and sent intonputer memory producing a 2D image

of the intensity of the incident X-rays on the aébe surface.

The atoms in a crystalline material are arrangedairregular array which allows
constructive interferences of X-ray beams, beinfindd by the scattering vectors. The
lattice of the structure is defined by a group toihas or molecules forming a regular array
of identical points. The lattice points are equivdl to each other by translational
symmetry. The unit cell of the structure is comstied by the smallest repeating volume of
the lattice points. The unit cell is defined byethrvectors a, b, ¢, and the angles between

theseg, B, y. This is depicted pictorially in Figure 1.1.

)

Figure 1.1.Unit cell of a crystal, showing the a, bog¢f, y parameters.

Due to the various relationships between the wlitparameters, and the number of lattice
points contained within the unit cell, there areesecrystal systems and fourteen possible
lattices, called the Bravais lattices (Table liguFe 1.2.).



Table 1.1.The seven crystal systems and the correspondingeen Bravais lattices.

Triclinic azb#c a # P £y #90° P

Monoclinic azb#c a=vy=90° # 90° |P+C

Orthorhombic azb#c a=pB=y=90° P+C+F+I

Tetragonal a=b#c a=pB=y=90° P+1

Cubic a=b=c a=pB=y=90° P+I+F

Trigonal a=b#c a=pf=90%=120° | R
Orjla=b=c a=pB=y<120°

Hexagonal a=b#c a=pf=90%=120° | P

P = primitive, C = centred| = body-centredi = face-centredR = rhombohedral

Maonoclinic

Triclinic

Cubic

Figure 1.2.The fourteen Bravais latticés.

The relationship between the lattice vectors anel geometry of diffraction can be
obtained using théaue and Bragg equations. Diffraction from a crystalline matensl

obtained when the diffracted X-ray beams are insphdo ensure that the X-rays are in
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phase, the difference in the path lengths of thevidual rays must be equal to an integer
number of wavelengths. The path difference of sogtered by two points from the same

row according to theaue equationss calculated as follows (in three dimensions):

path differenceacosy; - a cosyq = A eqg. 1.1
path differenceb=cosy; - b cosyq = K\ eqg. 1.2
path differencecosy;- ¢ cosyq = IA eqg. 1.3

wherey; andyg are the angle of the incident and diffracted bewitis respect to the row

of scattering points being consideréd,is the wavelength, a,b,c are the interatomic
spacing, h,k,|I are three integers (see below). 0dhee model of diffraction is represented
in Figure 1.3 for the case of one row of regulaacga atoms. The path difference in this

case is equal to AB-CD.

Figure 1.3.Diffraction for a single row of regular spacedrat

Due to the fact that in this form the three equaipresented above are difficult to use
from a mathematical point of view, a simpler dgstoon of the diffraction geometry was
implemented by W. L. Bragg, represented in equatighand illustrated in Figure 1.4,
which shows that this model is based on scattdrom sets of parallel planes within the

crystal.

= 2dhk| sind eqg. 1.4

where n is an integer (the order of reflectiay) is the separation between the scattering
planes and is the angle between the incident beam and tiseo$dattice planes. The path
length difference has to be a multiple of wavelbngtBragg’s formulation, which can be

derived from Figure 1.4.



dhii

Figure 1.4.Diffraction of X-rays in the description used terive Bragg'’s law.
The lattice planes defined in this model of diffrac geometry can be obtained from the
unit cell vectors. These planes are constructeal rieciprocal space by the Miller indices

hkl which can be calculated from the relation:

ck:l=21a:1/b:1lc eq. 15

ll.ln'

/

[
/

,."l

Figure 1.5.The lattice planes intercepting with the unit cell.

1/c

The h, k, | are called the Miller Indices, witheger values, and&/k/b, I/c in this case are
the intersection points of the planes with the weil; the (1,1,1) Miller index plane is
illustrated in Figure 1.5. The crystal lattice iaciprocal space is described by the
a*,b*,c* a*, f*,y* parameters and their relation with the directidattis conveniently

described using vector notation:

a*= (1/V) bxc; b*= (1/V) cxa; ¢t = (1/V) ax b; cos* = (co3coy — cos)/[simBsinyl;

coP*=(cosycosu-coP)/|sinysina|; cog*=(cosucoPB-cogy)/|simsinp| eq. 1.6



A geometrical representation in reciprocal spacBrafjg’s law can be represented by the
Ewald reflecting sphere construction (Figure 1.6). Thdius of the Ewald sphere as
illustrated in Figure 1.6 is the reciprocal of twavelength (). The reciprocal lattice
vector lies perpendicular to the hkl plane anddéngth 1/g with the origin at point O.
The reciprocal lattice points need to touch thdasar of the sphere in order to reach the
diffraction condition. Therefore, OB is identical 1/d\q. For instance in triangle AOC, OC
= (1/))sind = 1/2d,, hencel = 2dsind. For meeting these criteria during the diffraatio
experiments, the crystal rotating method is usewtating the crystal also rotates the
reciprocal lattice and can bring different lattjgeints into the scattering position on the
surface of the Ewald sphere.

Reciprocal lattice

Lattice
plane

Figure 1.6.Ewald sphere showing the diffraction geometry in reagaitspace.

All individual waves diffracted are characterisgdastructure factor — which has both an
amplitude and a phase. The scattered wave candressed for each reflection by Fourier
summation over all atoms in the unit cell whichagwthe structure factét. This can be
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described in exponential form (eq. 1.7.) or uskger’s rule containing a real and an
imaginary part (eq. 1.8).

F = Z fje2ﬂi(h><;+kyj+'4) eq. 1.7
i
Foa =D fi[cos2rix, + ky + 12} isinzr fx+ ky+ Iz ) eq. 1.8
i

Where the summation is over all atoms the unit cell, which have atomic scattering
factorf; and are located at positiox, (y, z) in the cell. The phase information can not be
determined directly from the experiment and there waarious ways of solving this
problem as described in the Section 1.2.3. The tosdof F can be instead obtained
from the intensity measurements which are approtdiygroportional to the square of the

structural factor amplitude:
2
o O [F eq. 1.9

The structure factor can be also expressed in tesfnsontinuous electron density

distribution by integrating the electron densityeothe whole unit cell volume:
Fiaa = [, sy 0612V eq. 1.10

The electron density at any poing ¢, z) and hence the crystal structure can be obtained

from the revers&ourier synthesis

1 —2 77 +ky+
Pxyz :VZ F g2 (xrky 12 eq. 1.11
hkl
1 ) )
or Pxyz = Vz‘Fhkl ‘elq)(hkl)e-znl(h“kyﬂn eq. 112
hkl

where @ is the phase of the structure fackpk. The scattering factdy in equation 1.7
represents the scattering power from atgnand shows a variation of value with the
scattering angle. This is usually represented ametion of si/A and it is measured in

units of electrons. As the atoms are manifestiregntial motion vibration, the scattering

11



factor is multiplied by a term containing an is@i® (or anisotropic) displacement
parameteil; (eq. 1.13). The displacement parameter is calaliltem the mean-square
amplitude of the vibration and measures the amafintibration of an atom about its

equilibrium position in the crystal structure.

8rU | sin’é

0= fO)exp-—

eq. 1.13

The f(¢) for each atom is included in most crystallograpgtiograms and the values are
taken from International Tables for Crystallograptiglume C, Table 6.1.1.1%. The
atomic scattering power decreases with an increfitiee diffraction angle. Therefore, as

can be seen from Figure 1.8., the intensity fdfi@® the resolution séi\ is increased.

1.2.2. Synchrotron and neutron sources

Synchrotron radiation
Another method of producing radiation, instead ©ihg X-ray tubes, involves accelerating

charged particles (electrons) in a synchrotron. Bhectrons are accelerated in this
installation at almost the speed of light, and wktegy are changed in direction by the
application of electromagnetic fields, they emidiedion. The advantage of synchrotron
radiation is that it produces a very high intengitynary beam which is almost completely
polarized. In a diffraction experiment at such arse, a small crystal must be used which
minimises the extinction and absorption and thea dae collected faster. Synchrotron
radiation contains tunable wavelengths and selett®gochromatic frequencies are used.
The main applications of the synchrotron sourceatamh are for structure determination
of macromolecules such as proteins or for the edsre only very small crystals can be
obtained. An important advantage of a synchrotraurce over laboratory X-ray
diffraction is that data collection time will begsificantly reduced; for high resolution
charge density studies, the data collection tinmebmareduced from between 5 to 7 days in
a normal laboratory experiment, to a few hourdatdynchrotron. Another advantage will
be in obtaining measurable diffraction intensita&shigher scattering angle — and hence
higher resolution — due to the much higher intgnsitthe beam.

Neutron Scattering
In a neutron diffraction experiment, the neutrores scattered by the atomic nuclei, not by

the electronic shells as in X-ray diffraction. Tesitions of the nuclei are located directly
from the neutron diffraction, which provide morecaate atom position information. In

the X-ray diffraction experiment, the electron dgnslistribution is used to locate the

12



atoms, which will be affected by bonding densityeefs and the scattering power is
strongly dependent on the number of electrons amdédnthe atomic number Z. Therefore,
it is difficult to see light atoms in presence odalty ones or distinguish between
neighboring atoms in the periodic table. The re@ufcattering factors, on the other hand,
are not proportional to Z and they are not scaiteangle dependent as in the case of X-
ray diffraction (Figure 1.7). They vary from onesglent to another and even from one
isotope to another e.tH, b =—3.74,?H, b = +6.67 (Figure 1.8). It can be seen from Eégu
1.8 (left) that the scattering factor for hydrogenof average magnitude, and hence
neutrons can determine H atom parameters to siatleuracy to those of the other atoms

present.

— f(H) X-ray  —— f(O) X-ray

- = = b(H) neutron - - - b(O) neutron

0.00 0.20 0.40 0.60 0.80 1.00 1.20
Sind/A

Figure 1.7. X-ray scattering factors and neutron scatterimgtles plotted against s

for the elements hydrogen and oxygen
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Figure 1.8. Scattering factors for neutron diffraction (leffydain comparison with X-ray
diffraction (right)®°

In this study an understanding of the influence hgtirogen bond formation in the

polymorphs and also in determining accurately #rkrstability of studied materials will

be pursued. Knowing the precise location of hydnogems plays an extremely important
role in reaching these aims, hence neutron diffradtas been employed.

Neutrons for scattering experiments can be gertragang two main procedures: one is
based on nuclear fission and is produced using ceau reactor, while the other is
obtained through a spallation process. In the taste the neutrons are obtained by
bombarding a heavy metal target with pulses of Ijiginergetic protons resulting in
particle collisions. The protons are previouslyederated using both a linear accelerator
and a synchrotron ring. As the beam is produceplises, it is possible to use the time-
sorted (time-of-flight) Laue data collection tectune. An example of this type of neutron
facility (ISIS, Rutherford Appleton Laboratory) vahi was used in the experimental work
presented here, is illustrated schematically irufdgl.9?° The D19 beam at the Institut
Laue-Langevin (ILL), which is based at a nucleaacter source, was also used for
experimental data collection. A fixed wavelengthswaed in this case.

One of the main disadvantages in using neutromadifion is that much larger crystals are

needed, typically several nirim volume.
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Figure 1.9.Schematic representation of the ISIS neutronifgciburce®

1.2.3. Structure solution and refinement

Structure solutionAs described above, the crystal structure canbt&red by converting
the measured diffraction patterns using the Fourarsformation into an electron density

map (eq. 1.14).

p(Xyg = lZIF(th)I expl o (hkl)]exp[-27i(hx+ky+1z)]  €d.1.14
v

hkl

The amplitudesH(hkl)| can be extracted directly from the experiment, th& phase
information, d(hkl), is lost. It is therefore not possible to carryt te Fourier synthesis
directly. There are many methods to obtain thesimgsphase information and hence the

structure, but the two most widely used are théePain method and Direct methods.

The Patterson synthesis

The Patterson method is actually another versioagofation 1.14 which works directly

with the squared amplitudegs’ and all phases set equal to zero. From this tieeatomic
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vectors may be obtained and in favourable situatibis can be interpreted to reveal the

positions for some of the atoms in the structure.

ijwzv_lzz F2, 2 (urkvr ) eq. 1.15
hid

The use of thaivw distance vectors is to emphasise the differendhinwithe realxyz
space. The result of this transformation does @& the electron density and hence atomic
positions, but rather the vectors between thesgigas, with a height that is the product of
the two positions related by that vector. Thus, geaks in the Patterson map are
represented by vectors between pairs of atomseirstitucture (i.e. the positions of atoms
relative to each other) and do not correspond ¢optbsitions of individual atoms (i.e. the
positions of atoms relative to the unit cell origis expressed in their coordinates x, vy, z).
For every pair of atoms in the structure with caoates (X, y1, z2) and (%, V2, z) there
will be a peak in the Patterson map at the positfarx,, y1—Y., z1—2) and another one at
the position Xo—X1, Y>—Y1, Z2—71), Since each atom gives a vector to the other. dvew
interpreting the Patterson map can sometimes béculif especially for organic
compounds, and the Patterson method is mostly tmedrystal structures containing
heavy atoms. Since the height of the peak correpgrio a vector is proportional to the
product of the scattering from both atoms involvélde larger Patterson peaks are
attributed to the vectors between the heavy atdrhese atomic positions can thus be
extracted and are used as a model structure frolchvem approximate set of phases can

be deduced and used in further Fourier synthesislaiement of the structure.

Direct methods
This method is used to obtain approximate reflecpbases directly from the measured
intensities. The crystal structure is determinedtle direct method by using the

convolution theorem which gives:

F) X explih)) = F(h) eq. 1.16
I FT ] FT. IFT
amplitude synthesis * phase synthesis = electron density

From this equation it can be deduced that the @anggs and phases are not independent of
each other but are related through the knowledgthefelectron density. The amplitude
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synthesis is similar to the Patterson function atigive a large peak at the origin. By
adding the phase synthesis the peak from the owndire located at the site of each peak
in the phase synthesiThe phase synthesis contains peaks at the atateicnsthe
convolution operation which gives the electron dgnsrherefore the atomic positions
obtained from the density map are given by the @hather than the amplitude.

Obtaining the correct electron density implies thaathematical constraint has to be
applied on the functiorp to be determined. For instance the intensitiesd niee be

normalized due to their dependence on the scaftengle. This procedure consists in
scaling the intensities to an average values datedrfor different resolution ranges. Thus
Fo is converted tds, the normalized structure factor. Another constraipplied to the

density function is the fact that the electron dgnis a structure can never be negative.
This was expressed in the Sayre relationship wkiates that the structure factor for any
reflection hkl can be obtained from the sum of pneducts of the structure factors of all

pairs of reflections of which the indices sum tceig.:

3 = Eq00 - E221 + E110 - E211 + Eq11 - Ez10+ - eq. 1.17

This was further developed by Karle and Hauptmdo @ practical method called the
triplet relation in which the phase problem is reglli to a ‘sign problem’. In case of a

centrosymmetric structure it is given by:

Enk = Enkerr tene ke ke k1 eq. 1.18

Thus, theE has a positive sign Enkr and Eq-n, k-« 11 both have the same sign; and is
negative if they both have different signs. Simiationships can be deduced for phase

relationships in non-centrosymmetric structures.

Structure Refinement

The Patterson and direct methods serve only toigeaan initial model in determining the
crystal structure. In order to complete the basiecsure, the next step consists in refining
the model. This procedure involves calculatinggtracture factoF.for eachhkl observed
reflection of the model structure. This is usedha least-squares approach in which it is

compared with the observed diffraction pattern,respnted by the observed structure
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factor amplitudedF,|. The “best fit” of the two sets of amplitudes hble that which

minimizes the least-squares sum:

YW(|Fo| - Fel)’ eq. 1.19
obW(F - FA)? eq. 1.20

Early refinement strategies were based=phowever recently thE? refinement has been
shown to be more appropriate as it is in many veayeerior. In thd= refinement, the very
weak data gives problems as the background camrbetsnes estimated to be stronger
than the peak. Also, negative values of the intgrnsan not be included in the,, and
information from these intensities are usually comsidered in the refinement. Using the

F? data will solve this problem and all measured data be included in the refinement,

even those with negative values. The tewmn equation 1.19 and 1.20 refers to the
weights which are given to the observations w =o(H{9)? and w = 1/6(Fops))?
respectively. For a direct comparison of the obs#rand calculated amplitudes, a scale
factor needs to be calculated after every change:

I:C

2R

ZFZ eq. 1.21

The quality of the refined model can be judged wiita help of the residual factor®-(
factor) which are defined as:

_ 2R IR

eqRad
IR
or through the more recently used equation:
Wi FZ 2 2
2 ( R eq.3.2
2 w(F2)?

1.2.3. X-ray Charge Density Analysis
In the usual X-ray crystal structure analysis tleeteon density is described as a spherical

atomic density following the thermal motion of thaclei. This formalism does not take
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into consideration the static deformation from temical bonding region which affects
the accurate estimation of the parameters in thst lsquare refinement. There are several
possibilities for solving the inadequate descriptaf the spherical atom formalism. One
method consists in obtaining a higher order ofrddfion. This is based on the fact that at
high Bragg angle, the density from the core redias considerable contribution to the
diffraction patterns. The valence bond density @erdiffuse at the high angle and can be
neglected. Therefore, a spherical-atom refinemelhtbe in this case more realistic and
the atomic parameters will therefore be describedenaccurately. Another possibility to
increase the accuracy of the parameters involemtiorporation of the aspherical density
model into the fit of experimental data. There aeweral methods % which can be
applied to the aspherical model formalism and the which will be used in this work has
been developed by Hansen & Coppéneeferred to as multipole refinement. The electron
density is divided in this formalism into three fgarspherical core densitp.f, spherical

valence densityp() and aspherical deformation density)(as described in equation 1.24.
p(r) = Ppe(r) + R’ pu(r) + pa(cr) eq. 1.24

where the deformation valence densities are defisew):
|
p(r) = Y KR (K'T) Y R Vi (111 eq.1.25
1=0 m=0

The y,.. parameter represents the density-normalized ptdrecal harmonics?, are the

valence population parameters aRg. are the multipolar populationg and ' are
contraction—expansion parameters for the valenosities. The radial density functions

R(x'r) are described in terms of a normalized singleeBigipe and has the expression:

3 (x' r)n(l)

R\ r)=(x" o) [n() +2]!

exptrx', o,r) eq. 1.26

whereq, values are obtained from the Hartree-Fock optahigingleg exponents of the
valence-orbital wavefunctions calculated for fre®nas?*?’ The core and spherical
valence density are calculated from Hartree-Fooknat wavefunctions expanded also as

Slater functions:
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O, =[(2n()11™* 2£)""*" exp(- 1) eq. 1.27

The corresponding scattering factor is:
h h \ < h
f(h)=fo(H)+R, fv(;)+Z<J(p.>ZRmy.m(ﬁ) eq. 1.28
| m= |
Where<J,> is a Fourier-Bessel transformation functiorRpf

(9,)= 4" [, 2eHN)R (r)r eq. 1.29

The local coordinate system

In the multipole refinement, local symmetry canatiibuted to some of the atoms in the
molecules. This local symmetry is not related te tiystallographic symmetry apart for
the cases where the atoms lie on a crystallographiumetry (element special position).
The local symmetry of an atom is determined usimg neighbour bonded atoms. For
example in case of the carboxylate anion and catlwoacid group, we can consider both
groups are planar @nfor simplicity. The local symmetry in the case tbe G atom
highlighted in red for the carboxylate anion in &cte 1.3. (left) will benn®. This local
symmetry is applied due to the possibility of acs®t mirror plane that can exist m
which is perpendicular to mThese two planes are intersecting along the Chart and

a two-fold axis is formed in this case. The carbizxgcid group has only mn the plane
of the molecule; hence for thg &om local mirror symmetry will be applied.

@) O,—H
2 1 1 1
S5 Cl\ C, Cl\
mq 02 m;y 02
my

Scheme 1.3.The local symmetry determination for, @ carboxylate anion (left) and

carboxylic acid (right) group.

20



LR S S

Quadrupoles

Y3_3 YVB_2 Y3_1 Y:? Yi.’al
Octupoles

Y, v Y vy vy Yy
Hexadecapoles

Fig 1.10.Some dipolar, quadrupolar, octupolar and hexaddedpnoctions.

The local axis has to be choosen for the atomshMioical symmetry constraints are to be
applied, and according to this it will in turn betermined which multipolar functions will
be refined or not. This can be calculated usinginkdex Picking Rules of Site-Symmetric
Sphecial Harmonics Tabfé.For local mirror symmetry the choice of coordinates is
made in such a way that the mirror plane is perpefat to the z axis. Therefore, for the
dipole functions, the refinement of the sphericanmonics along andy axes are allowed

whereas for the ¥, which lies along the axis, the refinement is forbidden (Figure 1.10).
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1.3. Quantum mechanics calculations
As the experimental charge density study resultd e compared to theoretical

calculations, this section addresses the necegsarntum mechanics theory.

Theoretical methods are classified into empirigad ab-initio approaches. The empirical
approach combines classical mechanics and empaatal, while the ab-initio approach
uses only theoretical calculations from first pipbes including the quantum mechanics
laws. Quantum mechanics calculations are basedhennon-relativistic and time-

independenBchrodinger equatian

Hy = Ey eqg. 1.30

whereH represents thélamiltonian operator,y is the wavefunction ané& is the total
observable energy of the system. Huamiltonianin equation 1.30 is given by the kinetic

and potential energy:

H=Te+ Tn + Vhe +Vee +Vin eq. 1.31

WhereTe and T, are the kinetic energy of the electrons and nudspectively, thé/ne
stands for the nuclear-electron Coulomb attract\gq,andV,, are the electron-electron
and nuclear-nucrear repulsion respectively. A nuaetailed representation of equation

1.31 for a system containing M nuclei and N elatdris written as:

H = Z—vz S g ZZEZ e &iezz eq. 1.32

e A= 12M i=1 A=1 iA i=1 j>i ru A=1B>A AB

In this caséM, is the mass of the nucleusjs the atomic number; is Planck’s constant,

me is the mass of the electrom, rj and Rg are the distances between two particles. The

V?Z symbol is the Laplacian defined for Cartesian dowates by:

o> 9%  o°
V2= +——+ eqg. 1.33
'oox* oyl oz g
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From the Schrédinger equation, the total energybmestimated as an expectation value

of the HamiltoniarH as:

¥ * H¥Ydr
E=(H)= eq. 1.34
¥ * Ydr

The Schrédinger equation includéSspatial variables and N spin variables (for etst).
Therefore, it is difficult to find an exact solutioto this equation and approximation

approaches must be used.

The Born-Oppenheimer approximation

The fundamental approximation used in quantum csynis the Born-Oppenheimer
concept. This approximation is based on the faatttie nuclei are moving much slower in
comparison with the electrons. Consequently, th@emgan be considered fixed in to their
position and only electron motion is taken intoaotd. The Hamiltonian is then reduced

to the kinetic and potential energy applied onlyhe electrons:

H=Te + Vhe +Vee eq 1.35

H= 2—‘72 ZZGZ ZZ— eq. 1.36

i=1 A=1 iA i=1 j>i IJ

The potentialV,, energy is omitted in equation 1.35 as it is nowoastant. The total
energy in this case will be a sum of the energthefelectrons and the constant value of

the potential energy of the nuclei:

et = Eelec * Vin eq. 1.37

At this stage, the calculations are still diffictdt proceed with and can be applied only to
small systems. Therefore further simplifications atemanded for larger system

applications.

Antisymmetry principle
The wavefunction of a many-electron system is a tfancof the electron positions

WY (r1,r2,...) and also depends on their spin occupancy. Weeah wavefunction which
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describes the electrons in the system can be wagé (r,) ¥ (r2) ... The spin occupancy
is attributed by the quantum numberyz and described by andp functions which have

to be orthogonal:

{ala) =1 (B18)=1 {@lpy=0. (Bla)=0 eq. 1.38

The alpha spino) notation is considered a ‘spin-up’ and the betim ¢3) is the ‘spin-
down’ notation. The electrons need to satisfy thaliRexclusion principle which states that
two electrons occupying the same spatial orbitaés required to have different spin
functions. The wavefunction therefore needs tosBatihne antisymmetric principle. To
simplify the notation we will refer to¥ (r) ¥ (r2)... as ¥ (1)¥ (2)..., and if we assume
that electron 1 with spin occupies the molecular orbit&lf , and electron 2 with spifi

occupies the same orbitdl ,, then the many-electrons wavefunction will be adpict of

Y=y @y’ (..., where each wavefunction is a function of a spatiad spin state,

e.gy: @ =yw,@Da@®). In order to satisfy the Pauli principle the wawetion has to be

described as a sum of all possible spin occupangaeging the signs appropriately:
Y=y Oyl .l (N) - viQuwl @07 (N,) +... eq. 1.39

This sum can be mathematically represented bthter determinanfior Ne electrons:

va Oyl @)y @)

1 |ys@uwl@-vl(Q eq. 1.40

W;(Ne)l//a/:(Ne)”'l/lf(Ne)
where the 1{/N.! term is used for normalizing the wavefunction.

Hartree-Fock (HF) theory

The Hartree-Fock method is an approximation whiekcdbes each electron movement
independently. The electron correlation is onhateel in this case approximately and it is
more useful to apply to ionic systems rather tharsystems which involve covalent

interactions.
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Perturbation methods
The perturbation method uses the idea of findirgpmaelation between two systems — a
system that only differs slightly from one whichailseady solved. The Hamiltonian in this

case is expressed as a sum of the reference H8dahd the perturbed™:
A=AH%+ %Y eq.1.41

One choice for the under-treated model can be to& Bperators (from HF method) and
the pre-treated system will be then given by ttHigedince between the Fock operator and
the complete many-electron Hamiltonian. This meth®dcalled Mgller-Plesset (MP)
perturbation theory. The correction that needset@pplied will depend on the quality of
the HF wavefunction, therefore for a less accudatscription of the wavefunction larger
correction terms are required. This implies tharenterms need to be added in order to

obtain a satisfactory level of accuracy.

Coupled Cluster method

The coupled cluster method makes use of electian@lation (as in the MP method), but
in addition these corrections are applied to amitef order. The wavefunction is described
in the coupled cluster approach as a product of Skeer determinantby and the

exponential ansatz:
W) =eT|D,) eq. 1.42
WhereT is the excitation operator and has the form:

T=T1+To+ T3+ ... eq. 1.43

The Ty, T, andT; are the operators for the singlet, doublet arletristate, respectively.
The abbreviation for the coupled cluster theory OTS is related to the single S, double
D, triple T and quadrupole Q excitations. Usual@EDT and CCSDTQ approaches are

only used for small molecules at high-accuracyllefealculations.

Density functional theory (DFT)
One of the most used methods in computational ctteynis density functional theory

(DFT). The advantage of this method is that less computationally intensive than other
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methods whilst retaining high accuracy, comparalse some cases to more
computationally-expensive HF based approachesismtethod, the energy of the system
is a function of the electron densitypEjwhich is a function of the wavefunction. The

can be expressed in terms of a contribution of edettron present in the molecule:

o) = 2y (1) eq.4.4

This concept was implemented by Kohn and Sfiaand the total energy expression is

given in equation 1.45:

Eo =T[A1+ [drVeu ()0 + Eued A1+ ElA] €0, 145

where Enqarree IS the classical electrostatic energy of the dgnsind E,. the exchange—
correlation. The most used functions ey are thelocal density approximatioiiLDA)
and thegeneralised gradient approximati@@®GA). In LDA, E,. is expressed as a function

of the local densityp , while the gradienfl p of the density is also included in the GGA.

A combination of the Hartree-Fock exchange energy the exchange-correlation energy
is also possible, this is known as a hybrid furraiqthe most widely used is the B3L¥P
functional that is widely implemented).

Solid state calculations
The quantum chemistry calculations can obviouslajelied to the gas, liquid and solid

state, but different calculation methods will ofucge be applied to each phase. For
instance in the gaseous phase the molecule istagplavhile in the solid form the
intermolecular interactions have to be taken imiwoant. Theplane wavegPW) andatomic
orbital (AO) approaches are the most commonly used ilDEE calculations for the solid

phase.

In the PW method the electronic structure is a tioncof the plane wave basis sets
independent of the atomic nuclei and has to satiséy periodic boundary conditions
determined by the unique building block of the péit structure. The electron density is

therefore constructed from a linear combinatiothefplane waves.
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In the AO method the electron density is calculatethg the atom centred orbitals which
are described bgaussianor Slatertype functions. In our work the AO calculations/éa
been used, as incorporated in the CRYSTAL@dftware.

All the calculations are based on #sf consisted fieldSCF) method in which the initial
form of the orbitals is guessed and used to caleulze potential energy of the system.
This energy is then used to calculate a new wawtifum and the calculations are

considered to be converged when the energy is nmsaam

Basis sets

Basis sets are the representation of the moleoutdtals. There are two different types of
these basis sets: Slater type orbitals (ST@)d Gaussian type orbitals (GTO)The STO
obritals use spherical coordination and are cerdgredach atomic nucleus (Equation 1.46):

x = Nr2e’™y,

Im,

6,D) eq. 1.46

where N is a normalization constant, a and b aom-(regative) parametery] is a

spherical harmonic which describes the shape ofothdals, ¢, 6, ®) are the spherical
polar coordinates describing the position of treetbn relative to the nucleus, | and m are
the angular momentum and magnetic quantum numbspectively. The STO orbitals are

more accurate but more computationally demanding.

The GTO description of the orbitals uses Carteskussian functions centred at the

atomic nuclei:

¥ =NXylz¢e™™” eq.1.4

where (Xx,y,z) are the Cartesian coordinates of @leetron at the distance from the
nucleus;i,j andk are non-negative integeks,s a positive constant. The advantage of the
GTO orbitals is that there is a reduction in regdicomputational processing time due to
the fact that the product of two Gaussian functionglifferent centres gives one Gaussian
function located at a point between the two centiéss allows, for example, a two-

electron integral of three or four centres to lmuced to an integral over two centres.
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The smallest basis set is called a minimal badisisevhich only one basis function is
used for each atomic orbital. An example of a malilmasis set is STO-NG, N being the
number of Gaussian functions involved in the catah. This type of basis sets is called
single-zeta (SZ). In more sophisticated basis sa@th as double-zeta (DZ) there will be
two functions representing each atomic orbitaplérizeta basis sets will be represented by
three functions. There are also split-valence (8&3is sets in which each inner-shell is
represented by one function and each valence atorital by two. For obtaining a better
accuracy in the description of the atomic orbitalpolarization function can also be used.
This type of basis set also includes a functiomejaresent the unoccupied orbitals. An
example of an SV basis set is m-npG, were m isfonetion representation of each core
atomic orbital, the valence shell is representedtvey functions; one being a linear
combination of n Gaussian and the other of p Gandsinctions. The polarization function
is represented by adding d and p polarization typetions which correspond to the m-
npG** notation. In m-npg-G basis sets each valesiedl is represented by three functions
(n,p,q). Diffuse basis sets use smallalues and areritten as m-npg+G which use diffuse

functions for hydrogen atom.

The correlation consistent basis sets adds shélfsnation to the core of the atomic
orbitals>*3® They also usually converge to the complete basts(6BS) limit using
extrapolation techniques. The cc-pVDZ (correlattamsistent — polarized valence double
zeta) basis set adds extra 1s, 1p and 1d functions.

1.4. Atoms in molecules

The atoms in molecules (AIM) concept which has bdereloped by Bader and co-

workers” *#will be described in this sectiofihe main idea in this concept is to define and
study the atoms inside a molecule. This makesssipte to study charge transfer from one
atom to another, to study the acidic regions ofrttdecule, and to understand chemical

processes such as nucleophilic attack, for example.

The electron density(r) is used as a source of information in Badetdam@um Theory of
Atoms In Molecule¥ (QTAIM). The main advantage of examining the efttdensity is
that this property may be obtained from both experit and theoretical calculations. The
quantity can therefore be analysed in an idenfasthion in both cases. The accuracy of
the interpretation of the results will be highlypgdadent on the quality of the electron
density. In order to extract the information hidden p(r) due to the enormous

contributions of the nuclear core regions to thectebn density, a few decades ago
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crystallographers introduced the concept of thendsted deformation density. In the
deformation density map, the promolecule densigxisacted from the total density. The
promolecule here represents the superposition efsgiherical ground-state atoms. This
promolecule violates the Pauli exclusion principlenetheless the method is still widely
used and provides information about bond regiongedlsas lone-pairs regions. However,
in terms of AIMit is not necessary to introduce an external refeelensity at all, since

the original molecular electron density itself d@nused in this approach.

For this proposal the gradient vectari(r), defined as the first derivative of the charge
density, was introduced. The gradient field camdpresented by small vectors which are
perpendicular to the surface of the constant eacttensity. The gradient path will be
constructed by following the trajectory of theseafimectors. As the gradient path can be
considered as a succession of small segments diegtavectors, then it will adopt the
property of the gradient vector itself. Another pedy of the gradient path is that at a
given point there will be only one gradient patrsgag through it and at that point
Op(r) # 0. Therefore, the gradient paths never overlaptdpam the points at which
Op(r) = 0. An important property of the gradient math that all have a beginning and an
end. In a molecule, usually most of the gradietnbhpavill start at infinity and terminate at
a nucleus. If we take as an example the electrasityeof methanal in Figure 1.3
which is a 2D contour map, and build the entiredgmat vector from it, we will obtain a
picture such as that in Figure 132The infinite collection of the gradient paths is
basically forming the gradient vector field. In gtige only a finite number of gradient

paths are drawn to represent the gradient vectat. fi

The initial points that will give a complete vectield plot are selected from an equal
spaced set of a small circle at the nucleus and tieere the paths are traced. Obviously,
the electron density has a zero gradient at théeaugposition. The gradient vector field
partitions the electron density into regions thatally describe the atoms included in the
molecule. These regions are called the atomic basththe atom is defined in the AIM
concept as a union between the attractor andatsiatbasin. The atoms from the molecule
are called molecular atoms and are different coetpdo free or isolated atoms. The
gradient paths attracted to a nucleus never crhesgart of space which is dominated by
another nucleus. As a result the atomic basint@fatoms have sharp boundaries inside

the molecules.
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Figure 1.11.The total electron density plot of methanal. Contlie plot — outer line
0.001, next contour increases according to theepa® x 10, 4 x 10, 8 x 10 where n

varies from -3 to 38

Figure 1.12.Gradient vector field representation of the eletdensity of methanaf

The gradientlp(r) exhibits critical points (CPs) where the fidgrivative ofp(r) vanishes.
They are indicated by a ramkdimensionality) and their signatus€the sum of the signs
of the curvature at the CP). Positive curvature dnaggative sign and negative curvature
has a positive sign. There are four types of tleeisieal points in 3D space. The first case
is when the curvatures in all three dimensions psitive at the CP. This is called a
nuclear attractor or non-nuclear attractor (N)NA {3) which represents the electron
density maximum and is located normally at the aomucleus or at a non-nuclear
attractor point. The topology of these two poing aot be distinguished, hence the
acronym (N)NA is used where NNA stands for non-aaclattractors and NA for nuclear

attractors. An example of a non-nuclear attractmintpis plotted in Figure 1.1% in the
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case of an Limolecule. There is a CP between the two atomsiadve observed from the
illustration, where the gradient paths meet. Duthéonon-nuclear attractors dominating in
this region, the electronic charge is loosely bowamdi delocalizedThis non-nuclear
attractor may have an important contribution in bireding of metals and their conducting
properties. The rank of the NA is 3 and the sigreat@ due to the fact that the curvature is

positive in all 3 dimensions at this point.

el TN

Lar

Y.

Figure 1.13.The gradient vector field map of the electron dtgris the Li, moleculé®

The second type of CP is called a bond criticahp@CP) (3, -1) and is almost always
associated with conventional covalent chemical Bomith positive curvatures in x and v,
and negative curvature along the bond path. In cdsBCP the gradient paths are
considered to start at infinity and finish betweem atoms where the electron density
becomes a maximum. An example of a BCP between dCGaratoms is illustrated in

Figure 1.14%® The value op at a BCP measures the strength of the bond.
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Figure 1.14.A BCP illustration between O and C nucl&i.

A third type of point, called a ring criticgloint RCP (3, +1), has positive curvature in X,
and negative in z and y dimensions. The fourthcalitpoint, called the cage critical point

CCP (3, +3), has negative curvatures in all dinwrss(i.e. is a minimum).

Figure 1.15.The shape of the atoms in the second-row hydidés (LiH, BeH,, BHj,

CHa, NHs, H,0 and HF}®
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The interatomic or zero-flux surface, another imt@or concept in AlM, is defined such
that at all points on the surface have a normmaland this is orthonormal tDp(r), i.e.
n-Op = 0. Therefore, the interatomic surface (IAS)lsays parallel tdlp but it does not
contain any gradient paths which are attractedtb@enucleus. It lies between two atoms
and is used to define the boundary between them.aldm is hence bonded in a molecule
through an IAS but in the exterior of the moleciilbas the shape of an exactly isolated
atom. The representation of the atom in this wagas however, the most accurate but
does represent the van der Waals envelope of thecme. In Figure 1.18 a few
examples of atomic shapes for the second-row hgdriH, are shown. It is obvious that
only a part of the IAS preserves the boundary phthe atoms inside the molecule. An
illustration of gradient vector field map showirfietlAS and the molecular graph in the
pyridine plane of the isonicotinamide-oxalic acidlecular complex (IM-OA) is plotted

in Figure 1.16.

ﬂ“ﬁ
()

” S

=

Figure 1.16.Gradient vector field map in the pyridine plandi$—OA; BCP (blue), RCP
(green), IAS (brown), BP (black).

The CPs for non-periodic systems are related \@aPthincaré-Hopf relationship: n —b +r
- ¢ = 1 where n is the number of (N)NAs, B is thener of BCPs, r the number of RCPs

and c represent the CCPs.
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The second derivative of(r) is called the Laplaciai®s(r) and has the mathematical

expression:

0%2p , 0%p . 0%p
2p= =
?p=000p (axz + oy + 37 eq. 1.48

The local curvatureg;, A, and A3 are determined from the diagonalisation of the 3x3
Hessian matrix which gives all possible combinatiari the coordinates. The physical
meaning of the Laplacian reveals areas of localgghaoncentration and depletion. If there
is a region withO?p < 0 the density is locally concentrated, resultinga shared
interaction, while in the case af?p > 0, the electron density is depleted, represgntin

closed-shell interactions.

The Laplacian can be visualised for conveniencéhasegative Laplaciah(r) = -0%p,

where the positive contours indicate charge comaBoh and negative values are
associated with charge depletion. An example ofegative plot of the Laplacian is
illustrated in Figure 1.17. The Laplacian is alsseful for visualization of lone pair
electron regions as thalence shell charge concentratiQlSCC) is pronounced in these

regions.

Figure 1.17. Plot of a negative Laplaciam(r), positive contours — solid red, negative
contours— solid blue (DFT/B3LYP optimised structwtbenzene , 6-311G** basis).

Another successful application of the Laplacian piag consists of the support of the well
known valence shell electron pair repulsion (VSERR)del of Gillespie and Nyholni.
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The nature of the bonds can be characterised tlsnppological analysis by the so called
ellipticity (€). It can be calculated from the eigenvalues ofHlessian, is defined ad(
A2) —1and is applied only to the BCPs. This quantity meas the behaviour of the
electron density in a plane tangential to the I1A8a BCP. Cylindrical bonds, for example

in linear molecules, all present vanishing ellipyic

A classification of the bonding interactions cangoevided by topological analysis of the
resultant experimental charge density) and its Laplacian3a(r) in the form of the
energy densitie&(r) andH(r) [i.e. G(r) + V(r)].

In addition, the hydrogen bond energies from expenital and theoretical charge densities
can be evaluated in terms of the electronic kinetiergy density Gf and potential energy
V(r). The electronic kinetic energy density at the BGRs been proposed by Abraneiv

al.** using the functional approximation of the electdemsity at a point:

3 1 Op(r)2 1
G(r) === (32)23p( )>/3+ ———"—+=-[12 eq. 1.49
(1) = 15 Bm)13p€ )3+ 2 =20+ 20706 ) q
Away from the nuclei (~0.5 - 2.1 A), the calculatddetic energy densities given by this
expression are in good agreement with those cadmifaom Hartree-Fock wavefunctions.

Using the virial theorem, the potential energy déscan be obtained frofi:
_h?
V(r)—%Ij pr)—-2G¢ ) eq. 1.50

The two equations mentioned above can be used dmulating the hydrogen bond
intermolecular interactions at the BCRyE as shown by Espinosa al* (eq 1.51). The

Enxs can be thus used to analyse the strength of ttleofggn bond interaction.

1
=V (rep) eq. 1.51

EHB:2

This equation was deduced by plotting the kinetiergy density, potential energy density
and dissociation energy as a function of the d@jdistances (Figure 1.18).
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Figure 1.18.Kinetic energy densit®(rcp), potential energy densi(rcp), and calculated

dissociation energl. dependences on the H---O distafice.

The structure data were taken from accurate eleaensity experiments involving X-
H---O (X = O, N, C) hydrogen bonds, with the distanranging from 1.56 to 1.97A, from
1.65 to 2.63 A and from 2.28 to 2.59 A. The disation energyDe) was determined from
theoretical HF calculations. This equation is leditonly to the moderate and weak
hydrogen interactions as for the strong hydrogéeractions the BCPs are too close to the
nuclei. The data were fitted using an exponentiatfion which showed that th# is half

in magnitude compared with the negative value¥(0f. As B = D¢, the energy at the

BCP of hydrogen bond interactions can thus be tatled using equation 1.51.
AIM theory is therefore a powerful tool which car lapplied for studying chemical

concepts such as bond order, anti-aromaticity cioni(hyper)conjugations and hydrogen
bonding.
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2.Sulfathiazole

2.1. Introduction

The first polymorphic material studied in this wpnkhich will be described in this
Chapter, is sulfathiazole. Sulfathiazole, [4-ami@2-thiazolyl)benzenesulfonamide]
(CoH9N30,S,) (1) (Scheme 2.1), is a well-known active pharmacalticgredient (API)

and is used as an antibacterial agent. It crysesllin five polymorphic formisand is one

of the most examined polymorphic organic compoyfidble 2.1).

HllA\ /HllB
N11

H115 C114 H113
e ~
\C115 1§c113

C16 _~ClL2
Hi16” J\0111 l{Hllz

012——=S11——-011

N1Q_ S12
BN ~
cit  \  _Hi3

\ //c 13

N15
Cl4
N

HIS H14

Scheme 2.1Molecular structure and atom labelling of sulfaiule,l.

The first crystal structure, now known as formwas reported in 1974 This was followed
by the crystal structure of form I, first reported the same authors in 197Zhe crystal
structure of form IV was first analysed using X-rdiffraction in 1987 reported in
conjunction with form Il. Form V was discovereddd using synchrotron X-ray powder
diffraction data. Single crystal X-ray data werscabbtained for this form in the same
year, with a repeat of this experiment reported Iater the case of forms I, II, 1ll and IV
the crystal structures were subsequently re-exahime series of studiés:”®The last of
thesé& also re-examined form V. All five forms crysta#lisn the monoclinic space group
P2i/c; though for convenience, forms IV and V are ddsstiin the non-standard setting of
P2:/n, to simplify refinement. This can be explainedfalkows: if, in the P2;/n space
group, thes angle is close to 90°, then any change inatkemponent vector with respect
to thec axis will be close to zero, hence the correlatoafficients will be small (Scheme

2.2 (a)). On the other hand, if the angle is muatydr than 90°, modification of the
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components of vecta, will result in a significant component of chanderg thec axis
(Scheme 2.2 (b)). As a result of this there will laege correlations in a least-squares
refinement between x and z components, which caaviegded by the choice of space

group setting.

(a)

L]
4

Scheme 2.2The change of vector componentsaaixis and the correlated change iaxis
components (g) ~ 90°; (b)p > 90°.

Forms Il and IV have one molecule per asymmetrit while the others have two. As it
was not possible to prepare sufficiently high gyadingle crystals of form V, only four of
the forms have been characterised fully using ggiolution X-ray diffraction analysis in
this work. Three of the forms are also charactdrig® the first time using neutron
diffraction, which provides more accurate descoiptiof the H atom positions. The
chemical structure and the labelling schemel afsed in the present work are given in
Scheme 2.1. In Table 2.1 the crystallographic detaforms I-IV obtained from these
experiments are reported, along with those for faftnfrom the CSD. As mentioned
above, each of the polymorphic formsldfave been characterised several times by X-ray
diffraction. The corresponding reference codes ftbenCSD are therefore also included in
Table 2.1, together with the measurement temperafil@OK, 150K or room temperature
(RT, 283-303K). The data collected in this work gvareasured at 100K.
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Table 2.1.Summary of the crystallographic data of the fivéypwrphs of 1. Z represents

the number of molecules in the asymmetric unit-3Pace group, RT- room temperature

Form | [ I IV v*
CSD suthaz01(RT) suthaz(RT) suthaz02(RT) suthaz04(RT)  suthaz05(150K)
ref. suthaz07(100K¥)  suthazO3(R®  suthaz11(100K) suthaz13(150K)  suthazO6(RT)

code suthaz08 (R  suthaz09(100K)  suthazl2 (RT) suthaz14(RT)  suthaz15(150K)
suthaz16 (150€)  suthaz10 (R suthaz17(RT)  suthaz19(150€)  sutaz27(RTY
suthaz23(RT) suthaz18(150) suthaz21(RT) suthaz22(RT)

sutaz28(RTH suthaz20(RT) sutaz25(RTY sutaz26(RT}
sutaz24(RTY

SP P2./c P2./c P2./c P2./n P2,/n
al A 10.5235(2) 8.1904(2) 17.4174(6) 10.7791(3) 390(2)
b/A 12.9016(2) 8.5345(2) 8.4911(3) 8.4678(2) 15(332
c/A 17.2177(3) 15.4497(3) 15.4952(5) 11.3781(2) 280(3)
B/ 107.834(1) 94.155(1) 112.761(2) 91.6260(1) 91.21(3)
v/ A3 2225.32(7) 1077.11(4) 2113.17(12) 1038.12(4) 228(6)5
A 2 1 2 1 2
plgem® 1.524 1.574 1.605 1.634 1.51

*The presented data were collected at 100K

In this Chapter the results from refinements bagetligh resolution X-ray diffraction data
(bmax=50°) are presented. Furthermore, more preciseiatpositions and displacement
parameters for the hydrogen atoms obtained frontrorewiffraction are also presented.
The experimental data are compared with densitgtiomal theory(DFT) calculations at
the PBEPBE/cc-pVTZ level. Minor disorder was found hree forms of sulfathiazole,
corresponding to a different orientation of the ewoille, which had not been previously
reported. Topological analysis of the theoretidat®on density and best multipole models
are compared in order to ascertain the effect & thinor disorder on the derived
topological parameters. Multipole analyses of sgtithdata derived from the periodic and
aperiodic electron density are also undertaken witlew to examining the effects of the
well-known deficienciesof the multipole model. The intermolecular intdiac energies
are calculated by two different methods using d#fifé approaches and equations. The
nature of the intermolecular H...H, N-H...N, NH...OH...tand C-H...S interactions are

also examined using the Hirshfeld surfaggm property™°
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2.2. Experimental and Theoretical

2.2.1. Sample preparation

Previous successful methods for producing singystals of the polymorphs df have
been described in the literature and reported Idedhtheir growth were as follows: form |
can be prepared by evaporation from the solveqpanot and n-butanot;*’ form I is
reported as being obtained using the solvents pamml® acetonitrile and methanol
mixture® boiling water** methanol* form Ill can be grown from watéf, dilute aqueous
ammoni& ethanol-water - aqueous ammonia mixtura;propanoft form IV can be
produced from an acetone-chloroform mixtlinegiling watef or ethanof form VvV was

reported to be grown from boiling aqueous solutidn.

Compoundl was purchased as a powder from Sigma Aldrich #tedngts made to obtain

theforms as described in the literature. Howeverhm present study the following single
crystal products were obtained: form | from slowageration of a 50:50 mixture by

volume of chloroform and acetone; form Il by slovaporation of an acetonitrile solution;

form Il and IV were re-crystallised from dilute @egpus ammonia solvent. Crystals of
form Il were also found growing in solutions bfwith dilute aqueous ammonia. Thus,
three of the forms (lll, IV, V) could be grown imd same solvent (dilute aqueous
ammonia), while form | was grown in a different\sit compared with those reported in
the literature, making the effects of solventamtrolling polymorph formation appear not
straightforward.

2.2.2 Data collection and Conventional (Sphericaltam) refinement

Single crystals of suitable size were selectedrmadnted onto a goniometer and cooled to
100K using an Oxford Cryosystems Cryostream. Heglolution X-ray data were collected
from forms I, 1l and IV (denoted IVkappa in this W on a Bruker-Nonius Kappa CCD
diffractometer (Mo kK radiation) over a period of one week for each daléection. The
Collect software was used for monitoring the daillection. The low resolution X-ray
data were measured prior to the high-resolutiom.d@he integration of intensities was
carried out using the software DENZ®&High resolution X-ray data were collected from
forms 1ll and IV (denoted IVapex in this work) ab@K on a Bruker AXS Apex I
diffractometer, using an Oxford Cryosystems Helpoling device. Indexing, integration
and scaling were performed using the Bruker APEXdiftware (Bruker Nonius 2009).
The reflection measurements were merged and embpialosorption corrections were

performed using SORTAY! Data from form IV were collected on two different
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diffractometers, as the scale factor for the loglamlata deviated slightly from its required
value of 1.0 for the data collected initially oretBruker AXS Apex Il

The structures were solved using SIE9and refined initially in the spherical-atom

formalism with full-matrix least squares d¥. The non-hydrogen atoms were allowed
anisotropic thermal motion. The details of thesedallections and refinements as well as
neutron data are given in Table 2.2 - 2.4. Striecsmiution and refinement were performed

using the WinGX packag&of crystallographic programs.

Neutron diffraction data were collected for formgslll, and IV of 1 at 100K on the SXD
instrument’ at the ISIS spallation neutron source, using ithe-bf-flight Laue diffraction
method. Reflection intensities were reduced tocsime factors using standard SXD
procedures, as implemented in the computer progBx®2001*® Refinements were
carried out using SHELXLY? using anisotropic displacement parameters foat@ims,

including the H atoms.
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Table 2.2. Experimental crystallographic data forsulfathiazole, form | and Il

Compound formula
Form

I\/lr

Space group
Crystal system

al A

b/A

c/A

[/deg

VIA®

Z

Dcalc/g Cm3

F(000)

Radiation

MA

p(Mo-K )/mnit
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rint
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 20(1)]

R [1>20(1)]
Goodness of fi§
Extrema in residual map
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 3o(1)]

R.[I > 30()]
Goodness of fi§

FoN30,S,
I
255.31
P2,/c
Monoclinic
10.5235(2)
12.9016(2)
17.2177(3)
107.834(10)
2225.32
8
1.524
1056
Mo ki
0.71073
0.466
0.13x0.35x0.56
2.0-48.0
1.045
456552
21249
-2kh<20
-26<k<0
-35<1<20
0.032
0.0343

21249
361
0.032
0.087
1.03
-0.6881.295 e&®
0.006

17353

443
0.0242
0.0217
1.1094

Extrema in residual map/ €A -0.236-0.574

(all data)
(data truncated to 0.84
Max shift/esd in last cycle

0.00004

CoHoN3O,S,
Il
255.31
P2,/c
Monoclinic
8.1904(2)
8.5345(2)
15.4497(2)
94.1550(10)
1077.11(4)
4
1.57
528
Mo Ka
0.71073
0.482
0.19x0.24x0.43
2.5-50.1
1.079

11293
-17<h<17
O0<k<18
0<l< 33
0.026

0.0259

11293
181
0.026
0.083
1.1400
-1.807 - 2.031eX
0.006

10566
443
0.0177
0.0249
1.6494
-0.308-0.754

0.00007

CoHoN30,S,
Il
255.31
P2./c
Monoclinic
8.1904(2)
8.5345(2)
15.4497(3)
94.155(1)
107711(1)
4
1.57
TOF neutron
0.42-7.64
0.116
220
1.6-64.7
2.15
7252
3645
-19<h< 20
0<k<25
0 <l< 53

0.2477

3645
226
0.060
0.115
1.072
-0.542.,0.785 fmA3
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Table 2.3 Experimental crystallographic for sulfahioazole, form llI

Compound formula
I\/lr

Space group
Crystal system

al A

/A

c/A

[/deg

VIA?

Z

Dcalc/g Cm3

F(000)

Radiation

MA

p(Mo-K )/mnit
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rint
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 20(1)]

R [1>20(1)]
Goodness of fi§
Extrema in residual map
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 3o(1)]

R.[I > 30()]
Goodness of fi§

Extrema in residual map/ €Xall data)

(data truncated to 0.8
Max shift/esd in last cycle

HoN30,S,
255.31
P2./c

Monoclinic
17.4174(6)
8.4911(3)
15.4952(5)

112.761(2)
2113.17(12)
8
1.605

1056

Mo kv
0.71073
0.491

0.250.30x 0.5

1.3-57.9
1.191

131757

29858

xkh<41
-20<k<0
-36<1<34
0.0331
0.0307

29858
362

0.033

0.099

1.098
-0.5400.820 ef®
0.004

18389
588
0.0258
0.0370
1.9892
-0.473- 0.315

0.00007

CoHoN30,S,
255.31
P2./c
Monoclinic
17.4174(6)
8.4911(3)
15.4952(5)
112.761(2)
2113.17(12)
8
1.605
TOF neutron
0.42-7.64
0.118
X3%6
1.5-64.8
2.15
8385
3844
-43<h<31
0<k<20
0<l<b54

0.0877

3844
451

0.069

0.153

1.073

-1.93 - 1.94 fmA®
<1.010
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Table 2.4 Experimental crystallographic for sulfahiazole, form IV

Compound formula
Ivlr

Space group
Crystal system

al A

/A

c/A

B/deg

VIA?®

z

Dcalc/g Cm3

F(000)

Radiation

NA

H(Mo-K )/mm*
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rint
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 20(1)]

R [1>20(1)]
Goodness of fis
Extrema in residual map
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 3a(1)]

Ru[I > 30(1)]

Goodness of fi§

§HoNO,S,
255.31
P2,/n

Monoclinic
10.7791(3)
8.4678(2)
11.378(2)

91.6260(10)
1038.12(4)
4
1.634
528

Mo kK apex
0.71073
0.5

0.16x0.21x0.67
2.6-56.0

1.166

186885

13771

-2xh<25
0<k<19
0<1<26
0.0299
0.035

13771
181

0.030

0.087

1.0540
-0.34M.800 eA®
0.002

11078

443
0.0215
0.0205
1.0284

Extrema in residual map/ €A -0.256-0.325

(all data)
(data truncated to 0.8
Max shift/esd in last cycle

0.00009

CoHaN30,S,
225.31
P2,/n
Monaoclinic
10.7891(2)
8.48360(10)
11.3978(2)
91.6425(9)
1042.82(3)
4
1.626
528
Mo K kappa
0.71073
0.497
0.15x0.23x0.51
2.0-50.9
1.09
309882
11135
-20<h< 23
-18<k<18
-24<1<24
0.0332
0.0255

11135
181
0.0274
0.0743
1.059
-0.5300-. 0.660eA®
0.000

10172
443
0.0141
0.0180
1.1043
-0.196-0.215

0.000009

CoHgN3O,S,
255.31
P2,/n
Monoclinic
10.7791(3)
8.46678(2)
11.4678(2)
91.6260(10)
1038.12(4)
4
1.634
TOF neutron
0.42-7.64
0.120
2Mx2.0
2.4-54.3
1.93
3667
1686
-20<h<27
-20<k<13
-31<l< 28

0.145

1686
227
0.072
0.145
1.097
-1.401-2.090 fmA®

R== ((F0- CFL)E (Fo)

Ry = {Z(W(F, - Fo)?) I£(W(Fo))}
Rt = 2 {n/(n-1}"? | F¢ - F(mean) | £ F,* (summation is carried out only where more thansynemetry equivalent is averaged)
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2.2.3 Multipole refinements

Multipole model refinements, based on the Hansebofpens formalisAi to describe the
aspherical atomic electron densitfr) (equation 1.24 Chapter 1), were performed using
the XD packagé® The radial density function&(xr) may be described in terms of
normalized single Slater-type basis functions agermgiin equation 1.26 (Chapter 1).
However, in the quantum-mechanical electron derisityalism, the radial dependence of
the multipole density deformation functions canoaie represented as a product of the
atomic orbitals (a HF radial function type is usedhe XD program). The, coefficients
can take any arbitranyositive values, but have to obey the conditips | in order to
satisfy Poissons’s electrostatic equafidithe ss, sp and pp type orbital products form the
monopolar, dipolar and quadrupolar functions, retpely. In this case, = 2 for all three
types of product functions for first-row atoms. # similar way, the octupoles and
hexadecapoles result from the 2p3d and 3d3d atorbital products witm, = 3 andn, =

4, respectively.

However, for the first-row atoms the 3d orbital®e arot occupied, and hence higher
multipoles are used to represent the density irbthrels around an atom. For this reason

Dominiaket al®

suggested that a different scheme should be usatiddirst row atoms
compared with second row atoms. They also showatl uking more diffuse higher
multipoles gives a better representation of theiatadunctions”® Due to these
considerations, the (2,4,6,8) combinationngi,...,4)radial function parameters of the
valence deformation function were used for theusuditom in the multipole refinements
carried out heré® for | = 1,2,3,4, n = 2,4,6,8. A constant value385125 boHr was
attributed to they parameter. For | = O, the radial term of the defatron function was
obtained from the corresponding singlevave function. The standard (4,4,4,4) set was
also tested, which shows slightly higher values ttoe R factor compared with that
obtained from the (2,4,6,8) set. The multipole egian was truncated at the octupole
level for the non-H atoms, apart from the S atomn Wwehich the refinement of
hexadecapoles was allowed. The multipole exparfsiothe H atoms was truncated at the
quadrupole level. Five different multipole refineme were carried out for all studied
forms of 1. These are labelled as 1,2,...,5 and the refineme=uilts are summarised in

Table 2.12, Section 2.4.5.

An initial refinement (1) was carried out using endive chemical constraints,
incorporating an imposed local mirror plane symmaetoplied for the S, N and C atoms of

the thiazole ring, N(imino), S and for all the cambatoms of the benzene ring. The
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parameters obtained in this refinement were usegréwide estimates of the H-atom
anisotropic displacement parameters (adps) by ththod of Madsen, using the SHADE
(Simple Hydrogen Anisotropic Displacement Estimateeb interfacé’ This method
combines an external rigid-body analysis of the-hgdrogen adps with the contribution
of the internal atomic motion. The non-H atoms stadl motion of the molecule can be
described by a rigid-body model and the H-atomsaaseimed to follow the motion of the
rigid frame. Thus, the resulting rigid-body modelapplied to the H atoms together with
the estimated internal mean square displacemetite d¢i atoms:

U i :Uri{gid +Uiifj1ternal eq. 2.1

The total internal motion is formed from all thentdbutions of the different internal

vibrational modes. For instance, if the internalde& with a mean square displacement

<U2>k has the direction given by the unit vectprthe total atomic internal motion can be

expressed as:

Uiirjnernal = Z<U2>kekeg eq. 2.2

k

where€ is the transpose @, in an orthonormal coordinate system.

The SHADE* program uses a database for internal mean sqispkacements, derived
from previous neutron diffraction studies of orgamiompound$® The internal mean
square displacements are calculated in the bonectain and in two perpendicular
directions. The groups present in the current deakare: methylene, methyl, methine,
hydroxy, water and ammonium. When H atoms belongmgther types of chemical
fragments are present, default values are usegieatly 0.005 X in the bond direction
and 0.020 A in directions perpendicular to the X-H bond. Tmeinal mean square
displacement can also be obtained from Raman spentalysis or from theoreticalb

initio calculation<®

A rigid-bond test using the Hirshfeld (1976) metffad applied to check the correctness of
the adps. This method ensures that the atoms iegtdlv covalent bonds have almost the
same mean-square displacements in the directidheobonds. The external vibration of
the non-H framework is accounted for in terms offle5 (translation-libration-screw)
model?®
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The calculated H-atom adps from SHADBvere then used as fixed parameters in a
subsequent refinement (2). In the final cyclesebinement (3), the constraints imposed by
local mirror symmetry were released for all atoribe same refinement steps were
followed for forms I, Il and IV, except that thedps for hydrogen were obtained by
scaling the neutron adp values against those framyXdiffraction experiments (4,5). The
scaling procedure takes into consideration theedifice that appears between the adps
from the neutron and X-ray experiments. The factatich may contribute to this
difference are: the amplification of absorption adinction effects for large crystals,
possibility of temperature difference in the twopesments, thermal diffuse scattering,
multiple reflection, or systematic measuring errdnse scaling value is obtained from all
non-hydrogen atoms and applied to the H-atom adp® scaling procedure was
performed with the WinGX prografi,which uses a scaling scheme proposed by Blessing
(1995)2°

The distances obtained from the neutron experirf@nbonds involving hydrogen were
used in all refinements. Multipole populations andparameters were grouped in all

refinements according to the chemical similarityha atoms.

Due to the high peaks observed on the residualamamnd the S12 atom — after multipole
model refinements (Figure 2.1, left) — the posgipdf anharmonic thermal motion for the
S12 atom was examined, through a 3rd and 4th @édem-Charlier expansion of the adps
for S12. The results for form Il are presentediguFe 2.1 (right) — the results for the other
forms were in accordance with those for form li.islobvious from these plots that when
anharmonic refinement is used, the peaks aroundsulfar atom on the residual map
almost vanish. An improvement in this way can asoobserved when an unrestricted
multipole model is applied (model 5). Therefore,this work the results obtained with

anharmonic thermal motion refinement for S atorasanwsed for analysis.
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cia.

Form II. model 1

Form Il model 5 Formmll model 5

Figure 2.1. Residual density maps in the thiazole plane afiermultipole refinements:
harmonic atom refinement (left); anharmonic 3rd dtid order Gram-Charlier expansion
multipole refinements for the sulfur atom (righfontour levels are at 0.1&Apositive

and negative contours are solid red line and brdikaa lines, respectively.
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—— éizﬁ g

Sulfathizaole (form II, this study) BESNUIOL (RT)®

HUDLAU (RT) * |IZAWUB(100K) *

Figure 2.2. ORTEP views of crystal structures containing azble ring. Atoms colour

code: S-yellow, O-red, C-blue, N-purple, H-grey

Furthermore, an elongation in the shape of thenthkadp) ellipsoid of the S12 atom
perpendicular to the ring has been observed bdtmeirX-ray (Figure 2.2) and neutron data
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in the forms ofl studied. This apparent thermal motion could beressequence of the fact
that the S atom is not exactly co-planar with thiazole ring. Therefore, it is assumed that
this elongation could be due to a slightly disoedef atom above and below the ring. In
addition, the S12 adps were compared with thosé&fatoms in thiol rings contained in
other crystal structures deposited in the CSD (f@dli2). A projection along the thiazole
ring is also included for each structure in ordeemphasise the difference in size of the
ellipsoids of the atoms. All crystal structures whan these pictures have higher thermal

motion of the S atom compared with the other noatdins in the thiol ring.

The behavior of the S atom in a thiazole ring obseiin the forms ol thus seems to be a
common trend, which can be seen in other compouad&ining the thiazole ringone
possible explanation for this is a very minor dasorin the ring system. This can be
examined by carrying out data collection at vaBatdmperature. For this purpose data
were collected at seven different temperaturedgdion 11 of 1 (100K, 120K, 140K, 160K,
180K, 200K and 250K). The variation of the U11 tansf the S12 atom with temperature
is illustrated in Graph 2.1, which shows a lineepehdence, confirming the likelihood of a
thermal motion for the S12 atom of the thiazolgmather than a minor disorder.

2.2.4. Theoretical calculations

Gas-phase structure optimisations were performethgudDFT methods at the
PBEPBE“/cc-pVTZ* level of theory, within the Gaussian03 progrinBasis sets were
obtained from EMSL’ The subsequent topological analyses were perfomséty the
AIMPAC program>® Theoretical structure factors were computed froerésultant wave
functions and used in a multipole refinement witKin,** in which all thermal parameters
were set to zero and all positional parameters e fixed. Periodic single-point
quantum calculations were also performed using CRM®9%* with the DFT method at
the B3LYPY6-31G** level of theory. Lattice energies were aalsalculated using the
CLP*" software.
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Graph 2.1. The variation of the U11 tensor of the S12 atorsulfathiazole form Il with

temperature.

2.3. Results and discussion

2.3.1. Molecular structure and conformation details

The crystal structures of the polymorphs lohave been discussed extensively in the
literature. A synopsis of this information is givdmere, combined with additional

information from the present experimental results.

First, the differences between the four studied/mokphs will be discussed in detail in
terms of their molecular geometry. The main striadtdifference regarding the forms bf
relates to the orientation of the hydrogen atomthefamine group. In form | the H atoms
are pointing in the same direction as the O atoihtbeoSQ bridging group, relative to the
phenyl ring, while in the other forms the hydrogstoms are pointing in the opposite
direction (Figure 2.3). The H atoms of the amineugr of form V, which contains two
molecules per asymmetric unit, were identified ¢oib the same direction as the O atoms
relative to the phenyl ring for one molecule anch@dt in a planar orientation relative to
the N (amide) atom and phenyl ring for the othelemale, in the case of suthazZ(ind
suthaz2? For the suthazJ&lata, on the other hand, the hydrogen atoms werelfto be
orientated in the opposite direction relative te fthenyl ring in both molecules; this is

likely to be due to inaccurate X-ray determinatiohfiydrogen atom positions.
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Figure 2.3 The main structural difference between form |4ajl the other forms (b) is
found in the orientation of the NHjroup (at the bottom left of each diagram).

A best-fit overlay plot of all the molecules in tasymmetric unit of the four studied forms
emphasises the conformational difference betweemitblecules in form | and those in the
other forms (Figure 2.4(a)).

The conformational similarity between the molecutdédorms I, lll and IV can also be
observed by visual inspection of Figure 2.4 (b).eTiree relevant torsion angles,
summarised in Table 2.5, for the four observed ®ooonfirm the significant difference of
molecular geometry of form | compared with formslll and IV. For example, the O11-
S11-C111-C116 torsion angle of molecules a andfbraf | adopts a large conformational
difference compared with form 1, lll and IV. A sidgicant discrepancy can also be
observed between the S11-N10-C11-S12 torsion ardlee two molecules in form | (e.g.
0.26(7)°), compared with the other forms (e.g. fdtha 19.57(5)°). As expected, a good
agreement in the value of torsion angles can berebd between the two determined
structures of form IV, IVapex and IVkappa. The ampa difference in the torsion angle
011-S11-N10-C11 in form Ib of the present experitmei39.46(5)°), with an opposite
sign when compared with the value obtained from ©@8B8.79°, is merely a consequence
of the different choice of the molecular chirality the asymmetric unit used for the

refinement (the structures are all centrosymmetric)
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(b)

Figure 2.4.Best fit of (a) forms LI, lll and IV, (b) II, land IV. Colour code: form I,(a)—
green, (b)- yellow, form Il —red, form 1ll, mole&ull — purple, molecule 2 —pink, form IV

—blue.
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Table 2.5. Experimental torsion angle data {inof 1, forms I-IV

Torsion angle This work CSD
Form la

011-S11-C111-C116 10.01(5) 9.07
011-S11-N10-C11 -33.46(5) -33.81
S11-N10-C11-S12 -7.80(1) -7.83
Form Ib

011-S11-C111-C116  15.29(5) -16.37
011-S11-N10-C11 -39.46(5) 38.79
S11-N10-C11-S12 0.26(7) -0.02
Form Il

011-S11-C111-C116 -6.15(3) -6.26
011-S11-N10-C11 -39.38(3) -39.48
S11-N10-C11-S12 17.85(5) 17.90
Form llla

011-S11-C111-C116 -6.82(4) -6.08
011-S11-N10-C11 -40.03(4) -39.50
S11-N10-C11-S12 19.57(5) 19.72
Form lllb

011-S11-C111-C116 -6.20(4) -6.11
011-S11-N10-C11 -37.04(4) -36.63
S11-N10-C11-S12 15.01(5) 15.10
Form IVapex

0O11-S11-C111-Ci16 -7.31(4) -6.78
011-S11-N10-C11 -37.14(4) -36.63
S11-N10-C11-S12 15.12(5) 14.68
Form IVkappa

011-S11-C111-C116 -7.29(3) -6.78
011-S11-N10-C11 -37.13(3) -36.63
S11-N10-C11-S12 15.09(4) 14.68

Since all polymorphs crystallise in the centrosyrrinespace groug2;/c they all have
two sets of enantiomerically related molecules. sThiwo different configurations of
moleculel are observed, related to the direction of theztilea —N-H bonds. This is
imposed by a pseudo-chiral configuration at thenamnitrogen atom. The two sets of
enantiomeric molecules are subsequently referredstd” (red) or &£ (blue). In an .Z

molecule the imine —N-H bond is directed to thé Wefen viewing the molecule down the

plane of the phenyl ring, with the aniline hydrogasinting away (Figure 2.5). Th& -

molecule has the imine —N-H bond oriented to tigétrif viewed down the phenyl ring

plane.
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Ny

Figure 2.5.The two observed configurations adoptedLhy (red) or & (blue)

2.3.2. Description of intermolecular interactions ad crystal packing

The alternation in the unit cell of th&® and .£ configurations in the different polymorphs

of 1 areprojected inFigure 2.6.The molecules are packed according to the hydrbget

dimers formed in forms II-1V.

T S\

Figure 2.6.Different configurations of molecules of unit cetfisthe forms oflL — the
interactions forming the dimers in forms II-1V arglicated by light blue dashes.
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A unique dimer, designated (Figure 2.7):? is found to be oriented along tlceaxis in
form I, while for forms II, Il and 1V, the commodimer formed and designat@dFigure

2.7)is oriented along thie-axis.

Three different H-bond donors (two aniline N-H amie imine N-H) and four different
acceptors (one aniline N, two sulfonyl O, one imidlohave been identified in all forms of

1. The hydrogen bond motifs for all four forms warealysed and represented by graph set

notation (Figure 2.7%* The ring symbols are notated R{{n), where n indicates the

numbers of atoms included in the rirtjanda are the numbers of donors and acceptors,
respectively. In the uniquedimer found in form | the two molecules are hydmodponded
through two imine nitrogens acting as acceptors &g amino hydrogens acting as
donors, at a distance of N15---N10 = 2.8809(6)Auf& 2.7(a)}? This dimer is linked by

H11---O12 interactions, forming@&8) chain motif and extended into layers that provide
Rs (42) rings, designated [Figure 2.7(d)[* The six molecules included in t Re (42) ring

alternate in anfALALA configuration for both molecules of form I. In atioin,
molecule b contains H(aniline)---O interactions clvhforms rings designated [Figure
2.7(e)}? The extended structure produced through N-H--dNNuH---O hydrogen bonds
(Table 2.6) in two dimensions and three dimensi@enshown in Figure 2.8 and 2.9,
respectively. The common dimer, designdtedound in forms II, Il and IV [Figure 2.7}

is constructed from an oxygen to an aniline hydno@@12---H11b) contact (Il, 2.023(5) A;
I, 2.139(14), 2.150(12) A; IV, 1.996(6) A) and amiline nitrogen to an amino hydrogen
(N11---H15) contact (Il, 1.811(4) A; 1ll, 2.044(13)937(13) A; IV, 1.887(8)A).
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Figure 2.8.Two dimensional extended structureloform |I.

IR R
7

Figure 2.9.Three-dimensional extended structurd.oform |I.

The structural differences between these threeda@mse from the way in which the sheets
are constructed and from their packing sequencesd ldifferent sheet constructions are
shown in Figure 2.10(a)-(&§.TheCﬁ chains, which are formed in each of the three form
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I, 11l and IV, are linked in two dimensional shegboth in a clockwise direction and in an
anticlockwise direction, formin R; 2) rings, designategle*, ¢, {*,n, n* in Figure 2.102

Two types of independent sheets are found in fdrmane containingZ-Cs and the other
containing A#-Cg chains. These chains are connected thraughd €* rings. In form Il
and IV only one sheet is found witll-C; and J£-C; alternating with each other and

forming € andn rings. A summary of hydrogen bond types observethe molecular

sheets of forms |, Il, Ill and IV is given in Takike6. The corresponding X-ray determined
distances in form | and neutron determined distamecdorms I, 11l and IV are displayed
in Table 2.7. Obviously the hydrogen bonds in férobtained from X-ray data are longer
compared to those in form Il, lll and IV determingdm neutron data. The H15---N11
hydrogen bond has been identified to be the shoaes in forms II, 1l and IV. The
H11A---O12 bond included in tlkering shows the same length in both forms Il and Il
Similarly, in the{ ring the H15---N11 hydrogen bond has the samandiss in forms llI
and IV.
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Table 2.6.Hydrogen interactions form in polymorphs I, Il, #hd IV of1

Label Symbol Hydrogen bonds present Form

a R22(8) H15---N10 H15---N10 I

p R?(18) H11B---O12 H15---N11 1, 101, 1V

Y R§(42) H11B---012 H11B---O12 H15---N10 |
H11B---O12 H11B---O12 H15---N10

5 Rj(lz) H11B---011 H11A.--O12 H11B---O11 H11A---012 I

€ Rf(12) H11A---012 H15---N11 H11A.--O12 H11B---0O12 [

C Rf(12) H11A---N10 H15---N11 H11A---N10 H15---N11 v

n Rf(12) H11A---N10 H11B---O12 H11A---N10 H11B---012 v

Table 2.7.Hydrogen bond distances (A) in the four studied/pmirphs ofl (parameters

for form | taken from X-ray data, for forms Il, Idnd IV from neutron data).

Hydrogen bonds present D-H/A H--A/A  D---A/A  D-H---A/°
la
N11-H11A---012 0.883(13) 2.085(13) 2.9519(7) 167.0(12)
N11-H11B:--011 0.882(12) 2.267(12) 2.9466(6) 133.8(11)
N15-H15---N10 0.890(12) 2.006(12) 2.8809(6) 167.5(12)
Ib
N(21)-H(21B)---O(22) 0.863(13) 2.354(13) 3.0905(7) 143(11)
N(25)-H(25)---N(20) 0.862(13) 2.004(13) 2.8567(6) 170.1(12)
I
N11-H11B:---012 1.058(4) 2.023(5) 2.980(3) 156.1(4)
N15-H15---N11 1.058(4) 1.811(4) 2.8460(18) 164.7(4)
N11-H11A---012 1.018(4) 2.004(5) 2.999(3) 165.2(4)
1l
N11-H11B---012 1.035(8)  2.001(8) 2.967(4)  154.2(6)
N25-H25---N11 1.048(6) 1.877(6) 2.904(3) 165.8(6)
N21-H21A---012 1.019(7) 2.004(7) 2.004(7) 165.8(7)
N15-H15---N21 1.057(6) 1.803(6) 2.840(3) 166.1(6)
N11-H11A---N20 1.018(6) 2.219(6) 3.175(3) 155.8(6)
N11-H11B---022 1.037(8) 1.985(8) 2.990(4) 162.4(7)
\Y
N11-H11B:---012 1.036(9) 1.996(9) 2.982(5) 158.0(6)
N15-H15---N11 1.044(7) 1.887(8) 2.907(3) 164.8(6)
N11-H11A.--N10 1.014(8)  2.237(8)  3.174(3)  153.0(7)
The differences between forms I, 1l and IV inrtex of strong hydrogen bonds are

summarised in Figure 2.11ln each of the forms, one molecule forms six Héebon
interactions with four neighbouring molecules. Tiheeractions drawn in red in Figure
2.11" are identical in all three forms. The other twodfogen interactions in form II,
formed by an aniline N-H---O contact, are drawblue. In form IV these interactions are

shown in green. They are formed by the same dambne N-H, but this time the acceptor
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is the amido N atom. The two independent molecuie®rm Ill contain both types of
interactions found in forms Il and IV (A and B). glfirst molecule has O atom acceptors
and an H atom belonging to an aniline group actinga donor. As a donor it uses an

aniline N-H to an amido group (acceptor). The seamolecule has the opposite H-bonds.
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Figure 2.11. Representation of the H-bonds betwéanolecule and its four neighbouring

molecules in forms 11, Il and IV.

2.3.3. Hirshfeld surfaces and fingerprint plotanalysis of the intermolecular hydrogen

bond interactions

The intermolecular interactions were also studisidgiHirshfeld surface plofsgenerated
using the CrystalExplorer softwateThe Hirshfeld surfaces represent the partition into
molecular fragments of the total crystalline electrdensity. There are other partition
schemes known, such as QTATor Wigner-Seitz (WS} It was shown by Spackmaat
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al.** that the QTAIM?® partition gives rise to numerical integration deshs due to the
abrupt discontinuities of the zero-flux boundaryface. The W& method also shows
irregularities of the molecule surface and is gjiprependent on the atomic radii chosen.
The accuracy of the molecular surface also dependahether the partition is applied
pairwise with atoms in the molecule, or if the tissmade over aggregates of atdth$he
Hirshfeld surface is an extension of the Hirshfelthcept which divides the electron
density of a molecule into continuous atomic fragtaeIn analogy with this concept a

molecule in a crystal is defined by a weight fuooff®

w= 220 20

ie molecule ie crystal =p promo'ecu'ér) P prOCWSt""(r) €q. 2.3
where p(r) is a spherically averaged Hartree-Fock atomecteon density function
centered at thé&h nucleus, and the pro-molecule and pro-crystalthe sums over the
atoms belonging to a single molecule and the drystspectively. The w(r) function is cut
off at 0.5 A which ensures a maximum proximity @ighboring molecular volumes and
prevents overlap> A typical molecular Hirshfeld surface containssesf thousands of

individual points, each having a well-defingcadd d pair (Figure 2.12).

In Figure 2.12, drepresents the distance from the surface to tlest atom in the
molecule itself, andghe distance to the nearest atom outside the mieleds such, they
reveal details of close contacts between molecelgsecially in the vicinity of hydrogen
bonds. The red spots on the surface representeslaamtacts to neighbouring molecules
and therefore the hydrogen bond interactions betwlee molecules inside the surface and
the molecules which surround it. The intensity lué spots vary according to the type of
interaction, the red colour will be more intense $borter, stronger interactions. In two-
dimensional fingerprint plots, which are derivednfr the Hirshfeld surface, the frequency
of each combination of.chnd d is represented. A hydrogen bond acceptor correisptm

the region were;d> d,, while a hydrogen bond donor has>dd.

65



Figure 2.12.1llustration of the Hirshfeld surface @f shownon the right in the transparent

mode, The distances @nd d are illustrated schematically for a single ponet(dot).

Figure 2.13 shows the two-dimensional fingerpriotpfor the four studied polymorphs of
1, with the corresponding intermolecular interacsiossummarised in Table 2.8. These
distances are measured approximately. Short cantacur in all forms between hydrogen
atoms on the benzene ring. There are two shoH khteractions found in the case of form
I (a,b) of 1, while for the other forms there is only one. Ferinand Il contain two
molecules per asymmetric unit and therefore, tlaeeetwo short H---H contacts. In form
lll, di and ¢ for molecules 1 and 2 are fairly similar; €11.080 A and g= 1.076 A),
whereas in form | they are more dissimilay €d1.020 A, d = 1.157 A). This difference
arises from the fact that in form | the H---H bewzang interaction occurs between an H
atom at thepara position and an H atom from timeetaposition. For form Ill on the other
hand, this peak results from two H atoms botimetapositions of the benzene ring (see
Scheme 2.3).

Also, as a consequence, for the H...H short intesacthis peak is denser in form lll

compared to forms Il and IV.

Four uniquely strong hydrogen bond interactiong.(hose denoted 3,4,5,6 in form I in
Figure 2.13) have been found in all four studiednf®, the two upper peaks in the
fingerprint plots corresponding to the H-bond doand two lower ones to the acceptor. In
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all forms, the strong hydrogen bond interactionsuodetween N-H(thiazole)---N(imino)
and N-H(aniline)---O. The ‘wings’ (denoted 7,8 filarm ) are a typical representation of a
C-H...n contact in the fingerprint plot. This type of enaction is observed between a
thiazole C-H and the benzene ring in I, 1ll and M.form IlI, the ‘wings’ are instead
associated with C-H---S hydrogen bonds. All hydndgend interactions represented in the
fingerprint plots for the four forms df studied are summarized in Table 2.8. The differen
intermolecular interactions observed Inare a consequence of the varying molecular
packing in the unit cell. The stability of theselymorphs will be influenced by the

difference in the intermolecular interactions.
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Figure 2.13.Two-dimensional fingerprint plots for four forms bf

Form | —molecule 1 (Fra..Hmetd, molecule 2 (Reta ..Hpard
Form 1l — molecule 1 (Heta..Hmetg, molecule 2 (Keta --Hmetd

Scheme 2.3The H---H interactions in forms | and Il bf
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Table 2.8. The hydrogen bond interactions of the various fooh& obtained from the
fingerprint plots generated using the CrystalExgfSmprogram.

Sulfathiazole, 1 d(A) de (A) d; + de (A)
Form |
H...H (benzene ring) 1.020 1.157 2.177
2 1.157 1.020 2.177
N-H (thiazole)...N (imino$3 0.736 1.125 1.861
N (imino) ...H-N(thiazole} 1.124 0.730 1.854
N- H (aniline)...05 0.808 1.156 1.964
O...H-N (aniline)e 1.155 0.808 1.963
C-H (thiazole).z C (benzeneringy  0.986 1.575 2.561
C (benzene ring)... H-C (thiazolg) 0.985 1.575 2.56
Form Ii
H...H (benzene ring) 1.077 1.087 2.164
N-H (thiazole)... N (aniline® 0.741 1.130 1.871
N (aniline)... N-H (thiazole} 1.131 0.741 1.872
N-H(aniline)...04 0.841 1.184 2.025
0.849 1.187
O... N-H(aniline)s 1.184 0.847 2.031
1.184 0.841 2.025
C-H (benzene ring)...8 1.091 1.742 2.833
S... C-H (benzene ringj 1.741 1.092 2.833
Formlli
H...H (benzene ring) 1.075 1.080 2.155
1.080 1.076 2.156
N-H (thiazole)... N (aniline® 0.727 1.118 1.845
N (aniline)... N-H (thiazole} 1.117 0.727 1.897
N-H(aniline)...O4 0.827 1.169 1.996
0.832 1.177 2.009
O...H-N (aniline)s 1.169 0.827 1.996
1.177 0.832 2.009
C-H (thiazole)...n C (benzeneringg 1.073 1.683 2.756
C (benzene ring}... H -C (thiazoley 1.683 1.073 2.756
Form IV
H...H (benzene ring) 1.075 1.074 2.149
N-H (thiazole)... N (aniline® 0.787 1.179 1.966
N (aniline)... N-H (thiazole} 1.178 0.788 1.966
N-H(aniline)...04 0.838 1.179 2.017
O...H-N (aniline)s 1.177 0.846 2.023
C-H (thiazole)... C (benzene ring) 1.072 1.638 2.71
C (benzene ring) ... H -C (thiazolg) 1.653 1.072 2.725

2.3.4. Analysis of the crystal structures of the gpmorphs of sulfathiazole, 1.
In this section, the high-resolution X-ray diffrest and neutron diffraction results of the

four studied polymorphs df will be examined.
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Interpretation of the X-ray diffraction data reveslminor residual density peaks, which
are interpreted as a minor disorder in form Ibyegponding to a different orientation of
the molecule in the unit cell (Figure 2.14 (a))isTminor disorder in form la corresponds
to a high Q peak near the S12 of the thiazole fiing. distance between the two disordered
S atoms is quite significant and the high thermatiom of the sulphur atom is consistent
with the presence of such disorder. This minormdisohas not been identified in previous
studies-® Another type of disorder for the sulfur atom wésoddentified in form IlI, in a
low resolution data set, involving both moleculeghe asymmetric unit, but when another
crystal of form 1ll was used for a high resolutidata collection, no sign of disorder was
found. This suggests that the problem was probalwhynor twinning rather than disorder.
A similar minor disorder has been also identifiedarm Il for the full high resolution data
collection, except that only one Q peak was obgtmehis case. The level of disorder in
forms | and Il was estimated at ~ 1-2% or less @migt the S atom positions of the minor

component could be observed as residual peakdea¢lessmaller than 1.0€A

(@) (b)

W

Figure 2.14.The minor disordered S atom in (a) form Ib andf@oin I of 1.

In order to ascertain the effect of this minor dikw (or twin component) on the derived
topological parameters in form Ib and II, theseeveompared with form Il and 1V, for

which none of the atoms show disorder. Howevers itmportant to mention that this
disorder hypothesis is not confirmed by the neutldfraction data, where none of the
atoms show disorder. This may be a consequenchkeofact that the S atom is weakly

scattered by neutrons in comparison with the aihems present ih (Figure 2.15)°
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Figure 2.15. Neutron scattering length variation as a functibatomic numbef?

2.3.4.1. Analysis of the anisotropic thermal paranters

At high diffraction angle, the core density has thest significant contribution to the
reflections. The scattering by the more diffuseemak or bond density is negligible. High
resolution X-ray data thus offers a more accurascdption of the atomic motion. Using
multipole refinement, errors which are normally luged in thermal motion are
minimized; hence, more accurate values for adpslat@&ned. Atomic motion in a crystal
structure is typically based on the analyses offdmen of the adps, whose values are
influenced by both internal motion, which depenastbe molecular vibration, and the
external contributions, which depend on the lattiteation. In the case df a difference
might therefore be expected between the adps ofdhms. In fact, a high degree of
similarity was observed between the adps of alflistli forms analysed and this can be
seen qualitatively from ORTEP plots. The agreentmtiveen the adps of related atoms
can be measured by calculating the similarity in@exgiven by the expressiof;, =
100Ry2; whereR;, measures the overlap between the probability dehsgictions (p.d.f's)

described by two displacement parameter teridpendU, (eq. 2.4)*’

3/2 - 1\1/4
R, = ;V P, (¥) P, (x)d°x = 27 (det); U, )1/2 eq. 2.4
ldety, * +U, ]
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If U; andU, are identical, theR;, = 1.00 and thereforg&,, is measuring the difference
between the two p.d.f.’s. The closer the valueS,pare to 100, the better is the agreement
between the obtained adps. The similarity index learcalculated using the most recent
version of the WinGX prograrif. The following steps are taken into consideration f
calculating this similarity index: the x, y, z coamates of the molecules studied (e.g. two
different forms ofl) are orthogonalised; the coordinates of one forenraultiplied by a
rotational matrix to bring them into the same o@ion with the form compared; the
eigenvalues and the corresponding eigenvectorfi@bl} tensors in the new Cartesian
coordination system are calculated for each atornotii molecules. Th&;, andS;, can
then be calculated. In addition, a figure of mexitised in order to analyse quantitatively
the results. The figure of merit includes the dieia from the principal axes of the

orthogonalisedJ; tensor, a scale factor calculated R§(1)/Ue(2), Ri2 andS;».

The comparison between atoms of the studied forrh of terms of the adp similarity
index are summarised in Table ZI'8e mean values &fe, Scale factor are also given here,
while some of the corresponding structural andniarellipsoid overlays are shown in
Figure 2.16. Clearly, forms Il, 1ll and IV show &h degree of similarity, witls;, lying
between 99.58 and 99.91. The adps belonging towtbemolecules of form | are slightly
different, and they are also significantly differérom those of form Il. However, the adp
similarities between la and Ib are slightly be{®@8.27) than, for instancéetween la and
II (97.70). These differences arise from the fdwtttheir conformations are different
(Figure 2.4a). The difference between the adpswh fla — form Ib and form Ib — form II,
can be easily observed from Figure 2.16, whileontast the very good match of the adps
between form Il and form Illb, and form Il — forna kan also be observed clearly. Thg,
scale factors also have similar mean values fomgotl, Illa,b and IV. Surprisingly,
comparing the adps of forms IVapex and IVkappa gi\@ightly higher value of thBeq
scale factor (1.095) in comparison with form ll4fotlla,b or form II-form IV. The figures
of merit for each atom in the forms compared astedl in Table 2.10. The results
emphasise the good agreement of the non-hydrogem adps in forms I, lll and 1V; as a
value very close to zero is obtained for the figofrenerit in most cases.
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Form | (a) — Form | (b)

Form Il — Form Il (b) Form Il — Form IVapex

Figure 2.16.Theadp superposition between different forms of shiéole,1.

Table 2.9. The mean values of the adp similarity index froma) data of compared

forms of1
Compared forms Mean values of the Mean value of
similarity index U Scale factor
Form 1 (a) - Form I (b) 98.28 0.949
Form | (a) — Form Il 97.70 0.841
Form | (b) - Form II 97.33 1.27
Form II- Form Il (a) 99.84 1.080
Form 1I- Form Il (b) 99.70 1.062
Form Il (a) - Form 1l (b) 99.74 0.984
Form 1l (a)- FormlVapex 99.81 0.994
Form Il (b) — Form IVapex 99.91 1.011
Form IVapex — Form IVkappa 99.58 1.150
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Table 2.10. The figure of merit calculated by comparing thestbr forms ofL

Figure of merit

gt(;rrr:];;ared Form la Form b  Formill Form Il Form llla
and b Formll Formlllb  Form IVapex Form IVkappa
S11 0.164 0.146 0.018 0.140 0.056
S12 0.218 0.091 0.021 0.050 0.007
011 0.159 0.156 0.006 0.041 0.016
012 0.115 0.157 0.013 0.092 0.010
N10 0.093 0.122 0.021 0.109 0.023
N11 0.099 0.112 0.127 0.138 0.024
N15 0.107 0.122 0.032 0.057 0.017
Cl1 0.153 0.119 0.073 0.078 0.034
C13 0.175 0.099 0.021 0.043 0.006
Cl4 0.134 0.141 0.030 0.049 0.018
Cl11 0.155 0.134 0.023 0.041 0.022
C112 0.179 0.136 0.008 0.093 0.124
C113 0.124 0.129 0.042 0.088 0.018
Cl14 0.114 0.141 0.103 0.046 0.029
C115 0.058 0.119 0.098 0.122 0.023
C116 0.075 0.132 0.082 0.123 0.014

Good agreements were also observed (see Figur¢ @Hén the adps obtained from
SHADE?* and from neutron diffraction were compared. Thmilsirity indices for the H
atoms compared are listed in Table 11, with mednegalying between 99.70 and 99.54
indicating a very good estimation of the hydrogdpsaprovided by SHADE?

Table 2.11.The similarity index for each hydrogen atom and tleeresponding mean

value of similarity index in form 11, Ill and IV aoparing the neutron data with SHABE.
Similarity index S12
gtzmared FormIl Formilla Formlilb  Form IV
Hlla 99.36  98.61 98.46 99.39
H11b 98.65 99.47 97.95 96.07
H13 99.18  98.86 97.75 91.81
H14 98.20 9941 99.11 93.93
H15 98.81  97.76 98.87 96.69
H112 99.41  98.04 98.74 97.29
H113 99.72  99.25 99.28 94.96
H115 99.47  99.30 99.58 97.86
H116 99.72  98.94 99.06 95.57
M.V.S.I. 99.70  99.58 99.55 98.54

M.V.S.I- mean value of similarity index
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Figure 2.17.The adp superposition between neutron and SHAD&ues for form 1.

As mentioned in the first part of this section, tHdp values also depend on the external
motion. The high degree of similarity of the adggween forms II, Il and IV may be a
result of the common intermolecular interactionssent in these forms as described in
Section 2.3.1, Figure 2.11.

2.3.4.2. Theoretical calculation results of optimied structure of sulfathiazole, 1

The conformation of the optimized gas phase cdiiculausing DFT methods will be
compared with the experimental data in this sectieveral basis sets have been tested
(i.e. 6-31G, 6-311++G(2d2p), Def2-TzVPPcc-pVTZ®) and the optimizations were
initiated from the CSD geometries. Only one optimdizonformation was found from the
gas phase calculations. For the 6-311++G(2d2p)20&VPP*® and cc-pVTZ basis sets,
the values of torsion angles are quite close tb e#twer, but are slightly different for the 6-
31G basis sets results. This is not surprisindp@$t31G basis set is a rather minimal basis
set. However this was used as a starting pointtifer geometry optimisation, prior to

performing calculations with larger basis set.

The hydrogen atoms of the N amino group were ogguahiin a planar position with the
phenyl ring when the 6-31G basis set was used,hnikiclearly in disagreement with the
experimentally determined solid state structurdse fydrogen atoms were orientated in
the same direction as the O atoms relative to tienyl ring in the optimized structures
from the other basis sets apart from cc-PVTZ. ;ndase of more elaborate basis sets, such
as cc-PVTZ, the optimized hydrogen atom positiorerewinfluenced by their starting
geometry. For example, taking the geometry of forwith the H-atoms pointing in the
same directions as the O atoms relative to theyheg, they followed the same trend in

the optimized geometry. On the other hand, ifdfagting geometry was selected from the
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experimental structure of form Il, with the hydrogatoms pointing in the opposite
direction compared with the O atoms and relativethe phenyl ring, the optimized
geometry showed the same orientation of the hydrogeoms as in the starting

experimental model.

A large discrepancy can be observed between th&otorangles obtained from the
experimental data and those obtained from gas pbalselations (Table 2.12, Figure
2.18). For example, the torsion angle O11-S11-02116 of form Il is found to be6.26°
from the experimental crystal structure data, wthke optimized angle lies between 18.61°
and 23.32°, depending on the functional used. Thisot surprising when solid state
experimental data are compared with gas phase isption data. For the isolated gas
phase molecules, no intermolecular interactionsteut these effects clearly have an
influence on the molecular conformation. The bonstamces obtained from neutron
diffraction data of form Il and the theoretical @alhtions performed with different
functionalities and basis sets are listed in T&l8. The experimental neutron diffraction
data were compared with theoretical calculationd, averall, the optimized structure
obtained using the PBEPBE/def2TZVPP and PBEPBE/E&p\ével of theory/basis set
were closer to the experimental neutron structéi@. this reason the wave function
obtained with the PBEPBE/cc-pVTZ basis set was uUsederforming the topological

analysis.

Figure 2.18. Best fit of form Il with theoretical data: form Bxperimental model, red;
theory, blue.
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Table 2.12.Torsion angles obtained from theoretical calcutadiof sulfathiazolel, forms

land Il.

Torsion angle Starting 6-31G 6-311++G(2d2p) Def2-  cc-pVTZ
Angle (CSD) TZVPP

Form 1 (a)

B3LYP

011-S11-C111-C116 9.07 18.61 21.30 21.32 21.17

011-S11-N10-C11 -33.81 28.70 5.51 5.17 6.21

S11-N10-C11-S12 -7.83 -8.74 -0.32 -0.35 -0.81

Form | (a)

PBEPBE

011-S11-C111-C116 9.07 19.32 21.90 22.28 22.12

011-S11-N10-C11 -33.81 24.07 5.04 4.74 6.30

S11-N10-C11-S12 -7.83 -8.69 -0.13 -0.22 -0.87

Form I (b)

B3LYP

011-S11-C111-C116 -16.37 -15.65 -21.55 -21.33 -21.22

011-S11-N10-C11 38.79 -26.82 -5.54 -5.19 -6.52

S11-N10-C11-S12 -0.02 8.02 0.33 0.36 0.93

Form | (b)

PBEPBE

011-S11-C111-C116 -16.37 -19.18 -21.88 -22.27 -22.11

011-S11-N10-C11 38.79 -24.04 -5.00 -4.74 -6.30

S11-N10-C11-S12 -0.02 8.67 0.11 0.23 0.86

Form Il

B3LYP

011-S11-C111-C116 -6.26 18.90 21.59 21.34 21.23

011-S11-N10-C11 39.48 26.50 5.53 5.19 6.52

S11-N10-C11-S12 17.90 -8.01 -0.32 -0.6 -0.93

Form I

PBEPBE

011-S11-C111-C116 -6.26 19.50 21.87 23.32 21.93

011-S11-N10-C11 39.48 24.04 5.00 4.61 5.71

S11-N10-C11-S12 17.90 -8.68 -0.11 -0.17 -0.62

76



Table 2.13.Comparison of bond distances obtained using PBEHRBETZVPP and
PBEPBE/cc-pVTZ level of theory and the neutronrdition experiment of form Il of
sulfathiazole 1.

B3LYP PBEPBE
Bonds Neutron 6-311 def2TZ ccp 6-311 def2TZ ccp
data ++G** VPP VTZ ++G** VPP VTZ

S(11)-0(11)  1.451(4) 1.461 1451 1465 1.478  1.467..481
S(11)-0(12)  1.451(4) 1.477 1437 1451 1461  1.4511.465
S(11)-N(10)  1.586(4) 1.654 1.641  1.658 1.667  1.653L.673
S(11)-C(111)  1.765(4) 1.776 1.768 1779 1.780  1.773..784
S(12)-C(13)  1.732(5) 1.761 1751 1758 1760  1.7511.758
S(12)-C(11)  1.745(5) 1.786 1777 1785 1790  1.7821.790
N(10)-C(11)  1.329(2) 1.291 1.291  1.290  1.302  1.3011.301
N(11)-C(114) 1.406(2) 1.389 1.384  1.385 1.391  1.3861.386
N(11)-H(11A) 1.018(4) 1.006 1.006  1.006  1.014  1.0141.014
N(11)-H(11B) 1.018(5) 1.007 1.006  1.006 1.014  1.0141.014
N(15)-C(11)  1.339(2) 1.367 1.366  1.366  1.374  1.3731.374
N(15)-C(14)  1.383(2) 1.385 1.383  1.384  1.386  1.3841.384
N(15)-H(15)  1.059(4) 1.007 1.007 1.007 1.014 1.0151.015
C(13)-C(14)  1.347(3) 1.337 1.338  1.337  1.349  1.3491.348
C(13)-H(13)  1.073(5) 1.075 1.076 1.075 1.083  1.0841.084
C(14)-H(14)  1.100(5) 1.077 1.077  1.077 1.085  1.0861.086
C(111)-C(116) 1.398(2) 1.392  1.393  1.391  1.399 4.39 1.398
C(111)-C(112) 1.400(2) 1.392  1.393  1.392  1.399  @.40 1.398
C(112)-C(113) 1.387(2) 1.384 1.383  1.383 1.390 9.38 1.389
C(112)-H(112) 1.088(4) 1.080 1.081  1.080 1.089 Q.09 1.090
C(113)-C(114) 1.411(2) 1.403 1.403  1.403 1.410 .41 1.410
C(113)-H(113) 1.085(4) 1.082 1.083  1.083 1.092  2.09 1.092
C(114)-C(115) 1.401(2) 1.402  1.402  1.402 1.410 .41 1.410
C(115)-C(116) 1.398(2) 1.385 1.384  1.383  1.390 9.38 1.389
C(115)-H(115) 1.087(4) 1.082 1.083  1.083  1.092 2.09 1.092
C(116)-H(116) 1.076(4) 1.080 1.081  1.080 1.089 Q.09 1.090

2.4. Analysis of the electron-density distribution
2.4.1. Description of molecular graph

The molecular graph descriptions, including the doamitical points (BCPs) formed

between the atoms in the various formslpfare illustrated in Figure 2.19. An unusual

intramolecular BCP has been identified between &1d. S12 in each molecule of forms |,

I, Il and IV both in the experimental and the dnetical data (Figure 2.19). This unusual

S---O interaction may be responsible for the diffeconformations that can adopt. In
Table 2.14, the torsion angles 011-S11-C11-S12irddafrom the experimental data are

compared with the theoretical model. The torsiogleim the theoretical model is close to
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zero, showing the co-planarity between the S11-Gid and the phenyl ring, while those
for the experimental forms are higher (Table 2. 243¥light difference in this angle can be
noticed between the molecules of form | and theersthThe distance between the two
atoms shows small variations between the formdy thigir values lying between 2.8847(5)
and 2.9847(5) A. The optimized conformations shbes shorter O11---S12 length, which
is also reflected in the strength of the interadidbetween the atoms. The energy
calculated at the bond critical point (using equatl.51 described in Chapter 1) gives the

lower energy for the optimized structure.
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Figure 2.19.Molecular graph of sulfathiazol&, from the experimental study showing the

S---O bond critical point.

Table 2.14.Torsion angles, 80 bond length and the energy at the BCP obtainaah fr
experimental data and the theoretical model ofdh@as ofl

Torsion angle(®) Bond length (&) Energy at the
0(11)-S(11)-C(11)-S(12) 0O(11)-S(12)  BCP (kJ/mol)

Experimental data

la -36.73(3) 2.9847(5) -18.8
Ib -36.22(3) 2.9654(5) -18.8
[l -21.76(2) 2.9160(4) -18.8
lla -20.99(2) 2.9297(4) -18.8
b -22.15(2) 2.8734(4) -18.8
IVapex -22.17(2) 2.8842(4) -15.6
IVkappa -22.16(1) 2.8847(5) -21.9
Theoretical model 5.56 2.708 -34.5

On the other hand, form IVapex, which shows a flijgbhorter distance between the S and
O atoms, has the highest energy at the BCP. Forkagpa, on the other hand, was
identified as having the lowest energy comparedh whe other experimental data forms.
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The inconsistency between the IVapex and IVkappg beadue to the rather low quality
X-ray data in the case of IVapex, which are re#idcin the topological parameter results

(below).

2.4.2. Laplacian representation

To examine further the nature of the S---O intemast the negative Laplacian mdgs) in

the O-N-S plane of (four forms) and the theoretical model have beemmared (Figure
2.20). They all show charggepletion on the S atoms and a continuous rediarharge
concentration around the O atoiihe bond critical points gf have also been plotted and
show that the path trajectory does faltow the depletion region around the S atom. The
positive value of the Laplacian at the BCP betwtbentwo atoms may be an indication of
the electrostatic nature of the-@ interaction and for this reason the electrosfadtential

iS now examined.

2.4.3. The electrostatic potential representation
The electrostatic potential is a quantity which da® measured using either X-ray
diffraction or computed bgb initio methods. The definition of the electrostatic ptsgns

given in equation 2.5:

_ Z rp(r) .
V(r)_zj“r—Rj §|r—r'|dr eg. 2.5

where R and Z; represent the position and charge of jtle nucleus, respectively. By
generating the electrostatic potential on a surtade regions of space, information about
local polarity can be extracted. The electrostatitential from a charge distribution can be
expanded in terms of the electrostatic momentsolAuz-coding convention is chosen for
regions to depict the electrostatic surface. Magh a three-dimensional electrostatic
potential over the molecular surface of charge idiessclearly brings out the difference in

electrostatic potential between the atoms.
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Multipole refinement of theoretical
structure factors

Figure 2.20.Plots of the negative Laplacidn(r) in the O-N-S planes of form | molecules
1 and 2, form Il and the theoretical model IofPositive contours — solid purple line;
negative contours — dotted line. The contour leaetsat -1.0 x 18, +2.0 x 10, +4 x 10,
+8x 10 (n=-3,-2, -1, 0, +1, +B A®
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b IVapex

IVkappa Theoretical model

Figure 2.21.Electrostatic potential (€3 mapped on an electron density isosurface (value
of isosurface 0.5e¢A) (a), (b), (c), (d). The potential at +1.49&f shown in blue and -
0.04eA in red.
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The electrostatic potentials are displayed forgtuglied forms ofl in Figure 2.21, where
the net positive potential is shown in blue and negative potential in red, with
intermediate gradation of colour i.e yellow or gre€he electrostatic potential represented
here forl has been drawn at a 0.1 a.u. isosurface and #y réel colour corresponds to
the value 0f-0.044 a.u., whereas the deep blue colour correspmet1.495 a.u. The S
atom region, represented by a blue surface on lgarestatic potential, indicates the
positive potential area while a negative region tfoee oxygen atom can be observed.
Therefore, the electrostatic potential indicatest the regions of S and O atoms involved
in the S---O interaction show opposite electrastadtentials. This result is consistent with
the nature of the S---O interaction as an intracnéde electrostatic type.

2.4.4 Analysis of topological parameters

A detailed comparison between the topological patams obtained from experimental
data and those obtained from theory will now besgivOne reason for doing this is to
ascertain the effect of the minor disorder notethencase of forms | and II.

Discrepancy between the topological parametersiraaafrom the experimental charge
density and theory has been reported in many stfitid This discrepancy has been
attributed to various effects including the inadagyuof the theoretical basis sets, the effect
of the crystal lattice due to theoretical calculai being realised for isolated molecules,
and deficiency in the multipole model. The topotagiparameters from the experimental
data were compared in the present work with thosecttly determined from the wave
functions of the gas phase calculations as weWids the multipole model based on the

refinements of the theoretical structure factors.

The distance (in A) of the BCP to the nuclei deddig d and g, the electron density,
the Laplacian at the BCPI%p, and the three eigenvaluks\,, A; of the Hessian matrix of
selected atoms from all studied forms are listedlable 2.15. The most affected bonds (in
terms of differences between the parameters ewalufdr different models) are H-N
(aniline) and S-O, perhaps as a result of thesmsatoeing involved in strong hydrogen
bonding. Large discrepancies are observedfan S(11)-O(11) bonds when experimental
data of the forms are compared with topologicalapseters obtained from multipole
refinement of the theoretical structure factorsthié density from the wave functions is
taken as a reference, the values are much closer to those obtained from éxpetal

data. In S(11)-O(12) bonds, large differences casden between experimemalvalues
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and thosebtained by multipole refinement of theoreticauisture factors. The values of
A3 for all forms are closer to those obtained from there wave function. As a
consequence, these discrepancies will also becteflén thed?% values, ag\; and\; are
more similar for experimental and theoretical daiae H(11A)-N(11) and H(11B)-N(11)
bonds involved in strong hydrogen contacts are atswe affected, as in an isolated

molecule the interactions with its surroundingsraggligible.

The C(111)-S(11), S(12)-C(11) and S(12)-C(13) bomdich are not involved in hydrogen
bonds are less affected. The topological parametetkose atoms that are involved in
non-polar interactions gave better agreement betvex@erimental data and theoretical
calculations (theoretical calculations are con&dems both pure wave function and
multipole refinement of the theoretical structueetbrs obtained from the gas phase
optimization). For example, the valuesotﬂndDZp of the experimental data and theory in
the C113-C114 bond of form Illa are 2.09°8A17.87 eX and 2.02 eR, -15.74 ek,
respectively. In a polar bond such as S(11)-O(bljhie same form, these values are
2.06 eA3 18.06 e”° and 1.96 eR, 2.25 eA®, respectively. The fact that the S(12) atom in
form | and Il was identified as having disordendt reflected in either of the S(12)-C(11)
or S(12)-C(13) bonds; the experimental topologuatameters for these bonds were in
good agreement with theoretical data,. The experiahevalues of the charge density and
the position of BCPs (dand @) are more similar with the theory compared witle th

Laplacian values.
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Table 2.15.Topological Analysis of Bond Critical Points foretpolymorphs ofl

Bond d;® d,? p(r b)b 02 p(r ) AL A A

S(11)-0(12) 0.5714 0.8736 2.08 19.34 -12.74  -12.67 44.76
0.5712 0.8729 2.09 19.51 -12.79 -12.68 44.98
0.5750 0.8751 1.99 19.30 -12.23  -10.31 41.83
0.5743 0.8745 2.06 18.06 -12.83 -11.41 4231
0.5748 0.8757 2.06 17.71 -12.78 -11.33  41.83
0.5852 0.8679 2.36 3.69 -13.53 -13.23 30.44
0.5736 0.8789 2.13 15.96 -12.92 -12.54 41.43
0.5829 0.8979 1.937 14.311 -10.960 -10.711 35.982
0.6098 0.8711 1.96 2.25 -10.12 -9.91 22.29

S(11)-N(10) 0.5947 1.0141 1.63 7.82 -7.71 -7.51 23.04
0.5971 1.0223 1.62 6.51 -7.58 -7.37 21.46
0.6099 0.9865 1.84 -3.00 -10.68 -7.78 15.45
0.6249 0.9725 1.86 -8.83 -10.00 -8.82 9.99
0.6318 0.9762 1.85 -10.58 -0.88 -8.72 8.01
0.6133 0.9944 1.80 -2.87 -8.09 -7.73 12.96
0.5951 1.0132 1.72 4.86 -8.53 -8.09 21.48
0.7383 0.9355 1.557 -13.893 -9.020 -8.401 3.528
0.6520 1.0227 1.46 -7.12 -5.92 -5.67 4.47

C(111)-S(11) 0.8119 0.9369 150 -10.98 -8.83 -7.65 5.0
0.8117 09361 1.51 -11.02 -8.83 -7.67  5.48
0.7887 09731 151 -9.94 858 -8.10  6.74
0.8188 0.9447 1.52 -11.15 -9.14 -7.69  5.68
0.8193 0.9445 152 -11.16 -9.16 -7.68  5.68
0.7768 0.9884 1.55 -10.38  -9.20 -7.96  6.77
0.8135 0.9517 1.53 -11.24  -8.90 -8.02  5.68
0.8262 0.9581 1.381 -9.008  -8.560 -7.844  7.397

0.8465 0.9378 1.35 -7.41 725 673 657
C(11)-S(12)  0.8587 0.8832 1.37 -6.19 734 589  7.04
0.8552 0.8822 1.38 -6.35 738 593  6.96
0.8462 0.9017 1.31 -6.44 717 526  5.99
0.8536 0.8934 1.29  -6.06 6.92 537 623
0.8510 0.8927 1.29 -6.14 6.94 539  6.19
0.8548 0.8921 1.44 -594 834 -630 870
0.8597 0.8868 1.39  -7.01 757  -623  6.79
0.8734 009164 1.272 -6.523  -7.247 -5.787 6.511
0.8779 0.9127 1.26  -4.93 671 559  7.37
S(12)-C(13)  0.8517 0.8834 1.37 -6.14 745 603  7.35
0.8531 0.8869 1.36 -5.95 737  -6.00 7.42
0.8439 09012 1.42 -552 816 -593 856
0.8313 09119 1.45 -581 831 -659  9.10
0.8300 0.9099 1.45 -5091 836 -6.62  9.07
0.8554 0.8883 1.33 -3.78 732 537 801
0.8493 0.8934 1.37 -5.98 728 597 727
0.8510 0.9070 1.338 -7.734  -7.485 -6.307 6.058
0.8758 0.8828 1.27  -5.00 6.44 534  6.78
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Table 2.15.Continued

H(11A)-N(11) 0.2734 0.7467 2.20 -29.53 -28.98 -27.48 26.93
0.2735 0.7466 2.20 -29.66 -29.10 -27.47 26.91
0.2667 0.7516 2.26 -33.82 -30.19 -29.43 25.80
0.2899 0.7282 2.21 -31.01 -28.39 -27.43 24.80
0.2885 0.7296 2.22 -31.50 -28.73 -27.65 24.88
0.2754 0.7387 2.34 -35.79 -31.40 -30.49 26.10
0.2850 0.7266 2.23 -27.59 -28.27 -27.09 27.77
0.2698 0.7442 2.309 -41.386 -31.724 -30.341 20.680
0.2935 0.7206 2.22 -24.31 -27.86 -26.08 29.62

H(11B)-N(11) 0.2726 0.7474 2.20 -29.84 -29.13 -27.66 26.95
0.2725 0.7475 2.20 -29.97 -29.21 -27.70  26.94
0.2735 0.7438 2.21 -31.13 -28.74 -27.83 25.44
0.2846 0.7535 2.22 -31.73 -29.18 -28.14  25.59
0.2844 0.7517 2.22 -31.74 -29.17 -28.21 25.64
0.2917 0.7455 2.23 -30.84 -28.44  -27.55 25.16
0.2974 0.7407 2.13 -24.01 -26.05 -2498 27.01
0.2698 0.7443 2.309 -41.388 -31.723 -30.341 20.676
0.2941 0.7199 2.21 -24.17 -27.75 -2597  29.55

C(114)-C(113) 0.6988 0.7105 2.11 -18.64 -16.30 -13.30 10.95
0.6987 0.7107 2.11 -18.63 -16.28 -13.31 10.96
0.6951 0.7130 2.18 -19.89 -16.80 -14.08 10.98
0.7004 0.7063 2.09 -17.87 -16.17 -13.00 11.30
0.7003 0.7061 2.09 -17.90 -16.19 -13.00 11.29
0.6942 0.7150 2.20 -20.40 -17.33 -14.27 11.21
0.6911 0.7183 2.13 -18.63 -16.52 -13.69 11.58
0.6801 0.7302 2.067 -22.577 -16.027 -13.424 6.874
0.6872 0.7230 2.02 -15.74 -15.35 -12.57 12.18

First seven lines correspond to Form la, Form llrfa 1, Form llla, Form lllb, Form
IVapex, Form IVkappa, Last two lines (italic) cap®nd to reference density from wave
function and reference density from theoreticalistiire factor respectively. In units of
A.° In units of e &. ®In units of e &,

2.4.5 Analysis and comparison of the multipole refiements.
In this section the agreement improvements betwleem®xperimental data and theoretical
calculations as the sophistication of the modelnigeased will be examined, with a

particularly interest in the effects of the minasaider on the derived parameters.

Five different multipole models refined from thepeximental data (1, 2, 3, 4, 5), as
described in Section 2.3, were compared with tipolagical parameter analysis of the
wave function of the gas phase calculations (ajyelbas with the multipole model based
on the refinements of the theoretical structureciac(b). The charge densities and the
Laplacian at the BCPs of each experimental andr¢tieal model were compared. As the
volume of data is too large to see the trends lgié@able 2.15), a residual fact®, was
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calculated in order to describe the global measantnof the agreement between

experimental and theoretical parameters, usingtenua.6:

> (par (mod)- par, (th)
Rp, = eq. 2.6
2. (par,(th)

wherepar; is the value of the parameter being summed i.€1%). The Raj, R, and
Rm) values for all four studied forms &fare summarized in Table 2.16. Thg ks seen

to decrease in all the forms when anisotropic patars for H atoms are used (either from
Shade or neutron diffraction data). The lowest @aloan be observed for the unrestricted
models (3 and 5). The best refinement was obtdmefbrm IV with the lowest Ry (1.41

— model 5). In most of the cases, when the referelensity of the wave function is used,
the R, values are lowest for the first model and thera tsend in the decrease of these
values from model 3-2-1 and from 5-4-1. The valoé® () conversely, are found to
decrease from 1-2-3 or 1-4-5. A low value of(R.g. 0.0001) proves to represent a very
good agreement between experimental data and tleabrealculations. In the second
case, when the multipole model of the theoretidalcture factor was chosen as a
reference, the same trend can be observed foaRes, which are lowest for model 1 in
all studied forms. The Rralues are lower for models 4 and 5 compared withets 2 and

3. This comparison shows that using adps from thetran data experiment gives a
slightly better agreement with theory than themefnents in which adps are taken from
SHADE?***The Laplace Ry, values are also lowest for model 1 but in thisadecrease
in the model order 3-2-1 and 5-4-1. As with thevglues, the Laplace &, values are
smaller in models 4 and 5 than in models 3 and &lithe studied forms. The difference
between R, and R, for forms Il and IV, which are ordered, are irtchguishable
compared with those in forms | and Il which areodiered. This indicates that the
topological parameters in forms | and Il are ndeetkd by the minor disorder at the S

atom.

86



Table 2.16.The residual factor of the experimental data estétical calculations of form
I (molecule 1 and 2) and Il df

(a) Reference density Model Rvalues R, R ()
from wave function
la 1 0.0248 0.0125 0.2430
2 0.0244 0.0009 0.2035
3 0.0242 0.0021 0.2029
Ib 1 0.0116 0.2412
2 0.0001 0.2020
3 0.0031 0.2012
Il 1 0.0186 0.0127 0.2847
2 0.0183 0.0018 0.2303
3 0.0178 0.0042 0.2053
4 0.0183 0.0047 0.2347
5 0.0177 0.0015 0.2096
llla 1 0.0262 0.0058 0.2743
2 0.0259 0.0098 0.1983
3 0.0258 0.0103 0.1804
4 0.0259 0.0074 0.2069
5 0.0258 0.0085 0.1837
b 1 0.0047 0.2671
2 0.0110 0.1907
3 0.0114 0.1726
4 0.0084 0.1992
5 0.0096 0.1757
IVapex 1 0.0227 0.0087 0.2519
2 0.0219 0.0414 0.1501
3 0.0214 0.0459 0.1564
4 0.0219 0.0347 0.1724
5 0.0215 0.0390 0.1776
IVkappa 1 0.0148 0.0068 0.2775
2 0.0142 0.0096 0.2099
3 0.0139 0.0111 0.2065
4 0.0144 0.0040 0.2377
5 0.0141 0.0056 0.2318
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Table 2.16.Continued

(b) Reference density
from theoretical
structure factor

Form la 1 0.0248 0.0140 0.1670
2 0.0244 0.0259 0.2280
3 0.0242 0.0290 0.2288
Form Ib 1 0.0149 0.1699
2 0.0268 0.2303
3 0.0300 0.2316
Form II 1 0.0186 0.0138 0.1028
2 0.0183 0.0250 0.1867
3 0.0178 0.0312 0.2251
4 0.0183 0.0221 0.1798
5 0.0177 0.0284 0.2186
Form llla 1 0.0262 0.0209 0.1188
2 0.0259 0.0369 0.2360
3 0.0258 0.0374 0.2635
4 0.0259 0.0344 0.2228
5 0.0258 0.0356 0.2585
Form IlIb 1 0.0220 0.1298
2 0.0382 0.2477
3 0.0385 0.2756
4 0.0355 0.2345
5 0.0367 0.2707
Form IVapex 1 0.0227 0.0358 0.1533
2 0.0219 0.0693 0.3103
3 0.0214 0.0740 0.3006
4 0.0219 0.0625 0.2759
5 0.0215 0.0669 0.2679
Form IVkappa 1 0.0148 0.0199 0.1139
2 0.0142 0.0367 0.2182
3 0.0139 0.0383 0.2233
4 0.0144 0.0309 0.1753
5 0.0141 0.0326 0.1843

1 —restricted multipole refinement- isotropic adsH atoms, 2- restricted multipole
refinement —anisotropic adps from SHADE of H atdBnsunrestricted multipole
refinement —anisotropic adps from SHADE of H atofnsestricted multipole refinement
—anisotropic adps from neutron diffraction of H ai®, 5 — unrestricted multipole
refinement —anisotropic adps from neutron diffrantof H atoms.

2.5. Lattice and intermolecular interaction energycalculations
The main focus of this research is to estimatdct&atbnd intermolecular interaction

energies, in order to classify the relative stabilif the studied forms df. Lattice energy
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is the energy required to separate one moleculaggmmetric unit) from the crystal. As
such, the lattice energy is a measure of the dtneofythe intermolecular bonds. In the
present study, the lattice energy was calculat@agudifferent approaches and different
software, including experimental charge density newretical calculations. In the case of
theoretical calculations, the lattice energy isnested as the sum between the molecular
interaction energy E1 and the molecular relaxaénargy E2 introduced by Abramet

al.>

LEEl1 +E2 eq. 2.7
where
E1l =k(crystal) — Roi(gas,crystal geometry) eg. 2.8
E2 = Eo(gas,optimized geometry) -mE(gas,crystal geometry) eq. 2.9

The interaction energy has been evaluated as areliife between the energy of the
molecule in the crystal ¢gi(crystal)) and the energy of an isolated molecuith \the
crystal geometry. These energies in the presentk weere calculated using the
CRYSTALO9® package. Dispersion energy corrections and BS&8iqtset superposition

error) corrections incorporated in the CRYSTAEDSrogram were applied.

The relaxation energy represents the differenceniergy of an isolated molecule with
optimized geometry and that of an isolated mokecwith crystal geometry. These
energies were evaluated using the Gaussfan@®gram. All the calculations were
performed using the DFT method, at the B3LYP/6-31&Vel. A comparison between
lattice energies obtained from the experimentargdalensity approach and theoretical
calculations on different compounds were previouphesented in the literaturé.
Relatively good agreements were obtained in thakveetween the two approaches; the
larger difference being 9.4 kJ/mdHowever, no polymorphic materials were studied.
Therefore, the assumption cannot be made thantbtbod can be applied to the type of
materials under study here.

The relative stabilities of a polymorphic materiakyloromic azaester - 6-butyl-244
bromophenyl)-(N-B-1,3,6,2 diozoboracane), which ha® known forms, have been
calculated® using CRYSTALO$® and CLP* The lattice energy obtained for form | in
CRYSTALO0Z® was-150.8 kJ/mol and with CLP, -156.2 kJ/mol. In the case of form I,
a value of-277.3 kJ/mol was obtained with CRYSTALY%nd -293.8 kJ/mol with
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CLP* giving a 16 kJ/mol difference between the latécergy values obtained using the
two different programs for form Il. The results,wever, shows that the lattice energy
difference between the forms is relatively largel dhus the most stable form can be
clearly distinguished as both programs shows tmeesaends. The same approaches as
those described above and additionally the expertiaheharge density approach (ECD)

will be used here, with the purpose of finding thest stable form of.

The LATEN option in the xdprop section incorporatecthe XD prograrfi was used for

calculating the lattice energy from the ECD. Thisthod calculates the intermolecular
interaction energy between the reference molecnlehe asymmetric unit and the
surrounding molecules within the crystal. The iatdion energy is calculated as a sum

between the electrostatic, exchange-repulsionediggn and induction terns:
ikt = Ees*+ Eex-rep* Edisp + Bind eq. 2.10

The electrostatic term was obtained from a comhmnabf the exact potential and
multipole methods (EP/MM)’ The multipole method is used for non-overlappihgrge

distribution with pseudoatoms in the outer regiamihg the expressiott:>

1

3 050 5 a~ Hontlys) +.-€Q. 2.11

mul — 1
Ees (AB) - Tqaqb +Ta (quuaB - quuaA) +Ta/j (5 qA®a/;’,B +
Where q,u, and®.s are charge, dipole and quadrupole atomic eleetioshoments, and

Tap..v = (4neo) ‘00570, R,L is a Cartesian tensor.

For the inner sphere the exact potential term isdugqg. 2.12) for calculating the

pseudoatom — pseudoatom interactions which evaltiageexact Couloumb integfAl:

A B
E, = 5 A eq. 2.12

‘rA—rB‘

The electrostatic term is calculated exactly whetba exchange-repulsion and dispersion
terms were approximated by using the approximaticthe atom-atom potential-energy of
Williams & Cox (1984)** The induction term for the experimental resultinisrporated

in the electrostatic energy.
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Table 2.17. Lattice energy (kJ/mol) of experimental charge sitgn of the studied
polymorphs ofl obtained with the LATEN option in XP

Form I Il 11 IVapex [Vkappa
Model
1 -114.4 -116.16  -131.8 -205.19  -152.12
2 -174.91 -181.06 -217.03 -325.36 -196.60
3 -183.39 -209.17 -229.57 -336.33 -207.58
4 -176.88 -214.41 -333.74 -191.95
5 -204.96  -230.3 -3563.36  -206.36

The lattice energy calculations resulting fromtgfies of refinements used for each form
are presented in Table 2.17. As can be seen fresrighle, the lattice energy results are
influenced by the type of refinement applied. Tighbst values of the lattice energy were
obtained when the multipoles for H atoms were egfionly to the dipole level and when
only k parameters for the non-hydrogen atoms were refified. energy decreased by
refining the multipole parameters for hydrogen addmthe quadrupole level and aland

K for all atoms were refined. The unrestricted muoligomodel seems to give lower energy
when compared with those refinements where localomsymmetry was imposed in the
multipole model. The same trend can be identifrechbdels 2, 4 and 5, the lattice energy
increasing in the order IVapex > Il > IVkappa >>Ill. In models 1 and 3, the order of the
polymorph stability is changed to IVapex > IVkappidl > Il > | and IVapex > Il > 1l >
IVkappa > |, respectively. The difference in enelgpgtween the forms in general is quite
substantial. For example, in model 2 the differebewveen the calculated lattice energies
for forms Il and IVkappa is 15 kJ/mol. However, mudoser energy values were obtained
for models 3 and 5 between these two forms (asdswt.4 kJ/mol). The slightly larger
difference in energies between the forms foundHerexperimental data, may arise from
the difficulties in refinement of all theand x parameters. This can be a consequence of
the repeated refinement of the x,y,z and Uij patarse together with the multipoles,
before introducing the adps from neutron data foatlims (model 1); the initial x,y,z
position of the spherical refinement was used taesthe X-ray and neutron data for
obtaining the anisotropic parameters for H atontseré&fore introducing the adps scaled
from the spherical refinement after multipoles mogdéinement together with x,y,z and
Uij parameters may have an influence on the comrerg of thexk and ¥ parameters. In
order to investigate this problem of refinementset of restricted multipole model
refinements were carried out, in which the postloparameters and the harmonic adps
were refined only once and independently of mulapoin the next step the adps for H

atoms were added and the multipoles for the H atwers refined at the quadrupole level.
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A kappa restricted multipole model (KRMM) was aserformed, in which a fixed set of
kand K parameters were used, obtained from the theorettcatture factor multipole
refinement based on CRYSTAL¥9calculations. The results presented in Table 2.18
contain the lattice energies obtained with the €Lftogram, CRYSTALO¥ and the

theoretical approach, which includes the relaxatioergy (k).

Two methods have been incorporated in the €lpPogram for calculating the lattice
energy: atom-atom energy CI'RAA-CLP) and PIXEL. Both methods are based on the
division of the total energy into Coulombic, potation, dispersion (London) and
repulsion (Pauli) terms. The total energy of AA-CkRlescribed by equation 2.13:

B U(4re)(Gg) Ry - FPy R § - FoD R 7+ FeTiR eq. 2.13

Where, Rj represent the internuclear distance,= Fqq® is the rescaled net charge
population on atom i, anBly, Fp, Fp, Fr are empirical disposable scaling parameters. P, D
and T are coefficients calculated on the basisheflocal environment of an atom on a
given molecule. The Coulombic term in the AA-CLPthoal is represented by the local
atomic point charge obtained from the Mulliken plagion analysis extended Hiickel wave
function® In the second method (PIXEL) the intermoleculagrgy is evaluated through a
distributed charge description. This requires amalwation of the charge density by
quantum chemistry methods. The chargén the electrostatic term is evaluated as a
product between the electron density and the volgmeV. In addition, the charge at the
nucleus Z is introduced. To illustrate this, ifexample molecule A is taken, with electron
densitypx and volume Y centred at point k and assigned chagge p«Vi; the charge of
the Na nuclei of molecule A at point | is denoted Zj. Aner given molecule B is
introduced with gr piVi at point i and chargep,Z Thus, molecule A can generate an

electrostatic potential at point i of the chargesigy of molecule B?
O, =1/4 Q'an)[ quk/Rik + Zij/Rij] eq. 2.14

whereRi is the distance between the i and k points. Theergial generated by molecule

A at nucleus m of molecule B is described as:
o,=1/4 Q’[SO)[ quk/ka + Zij/ij] eq. 2.15
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The total electrostatic potential energy betweenttio molecules is thus a sum between
their electrostatic energies at point i; (E q®;) and at point m (E= Z.®n). In
consequence, the Couloumbic energy is a paramstedeantity, and the accuracy
depends on the wavefunction description. The patefr energies are also taken into
consideration, making the PIXEL method largely sigueo the point-charge Couloumbic
energy. The polarisation term in AA-CLP is alsoslexcurate as the many body-field
effects are neglected. The dispersion terms gamgasiresults as a similar approach was
used in both cases. MP2/631G** and DFT/B3LYP/631QGttethods were used for
performing the wavefunction calculations for theds¢d forms ofl.

Using the new strategy for refinement of the moligomodel, in which the positional
parameters and the harmonic adps were refinedamdg and independently of multipoles,
closer agreement between the values for ECD midtimfinements of lattice energy were
obtained (Table 2.18). When KRMM refinements wegaia applied, slightly larger
differences could be observed. The atom-atom CBlltseseem to be in the same range as
the results obtained using ECD-KRMM. Similar resultwere obtained for
PIXEL/MP2/631G** and PIXEL/B3LYP/ 631G** calculatits, however the order of the
relative stability of the forms is not maintained ¢comparison with the E1 results. A
remarkable similarity was found between form lldaVkappa in the PIXEL calculation
results, their energy difference being only 0.3riall Even closer energy agreement was
obtained between form Il and Il for Ecalculations. The energy difference in this case
was only 0.01 kJ/mol. Therefore, challenges arosestimating the lattice energies even

when using programs based on fully theoreticalutatmon methods.

Table 2.18. Lattice energy calculation results fd;, using different programs and
approaches (kJ/mol).

Form ECD ECD atom- PIXEL/ PIXEL/ El =
-KRMM  atom MP2/  B3LYP/
CLP* 631G** 631G**
| -164.69 -180.01 -182.6 -2125 -210.2 -213.08 :288
I -162.42 -174.77 -170.6 -229.7 -226.0 -224.82 922
1l -167.77 -191.98 -181.6 -2275 -223.9 -225.97 7923
IVkappa -163.91 -178.34 -191.4 -227.2 -223.6 -292.4-180.19

In order to identify the best combination of ECDdamheory, a very accurate
intermolecular interaction energy calculation, bedw the two molecules in the

asymmetric unit of form Ill, was carried out.
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An MP2 complete basis set (CBS) limit was estimaisthg results from aug-cc-pVTZ
and aug-cc-pVQZ basis sets. The HF component oétieegy was extrapolated using the
formula of Kartofi* and the correlation energies were extrapolatedgusie formula of

Halkier®® All of these calculations included the counterpaisrrection.

A correction for CCSD(T) correlation was also congali This was performed at the DF-
LCCSD(T0)/aug-cc-pVDZ level, comparing the correlatenergy with that from DF-
LMP2/aug-cc-pVDZ. The difference in correlation emewas then added to the MP2/CBS
total energies. Counterpoise corrections were setluas the local correlation methods are
BSSE free. These calculations were carried out b@i@ant Hill. The CPS(T) results were
compared with DFT calculations at B3LYP and B9%/@ef2 —TZVPP level.

Table 2.19.Intermolecular interaction energy of molecules pn¢sn the asymmetric unit
of form 11l (kJ/mol)

ECD- En(DFT) En(DFT) CBS(T)

KRMM B3-LYP B97-D
Intermolecular interaction -30.37 -73.31 -67.58 -65.93
energy — form Ill

The CBS(T) calculations are in good agreement witse from DFT/B97-D. A slightly
bigger discrepancy can be seen when B3LYP funditynaas used instead (7.38 kJ/mol)
(Table 2.19). The lattice energies estimated witbeeimental charge density gave a
35 kd/mol difference within the CBS(T) calculatiorfsthe x,y,z and § parameters are
kept fixed (using the X,y,z that were used in tlb#oal calculations) and the multipoles
and kappa parameters refined again, starting frefault values, the i obtained was
—-23.30 kJ/mol. Another cycle of refinement of themsaparameters resulted inE
decreasing t6-32.05 kJ/mol. Two more cycles were run in whigh fidrther reduced to
-41.40 and-50.71 kJ/mol. No further refinements were possésghe kappa parameters
do not reach convergence criteria. As a consequenpeating the multipole and kappa
parameter refinements, the gap between theoretadallations and ECD decreased to
15.22 kJ/mol. The total lattice energy we&22.165 kJ/mol, in the last cycle, which gave
significantly better agreement with the PIXEL andrBsults £227.5 and-225.97 kJ/mol,

respectively).

The same type of refinement was considered forother forms as well, to confirm the

results obtained for form Ill. Only three-repeatefinements were afforded for form I, as
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the kappa parameters were not meeting the crii@rieonvergence in the next refinement.
The B, was modified in those few steps frorh.26 kJ/mol to-14.28 kJ/mol, in the last
refinement. The estimation of,Eas—32.65 kJ/mol using DFT/B97-D/def2-TZVPP level
of theory gave a discrepancy of 18.37 kJ/mole with ECD results. The total lattice
energy in this case wad498.75 kJ/mol, a difference of 14.33 kJ/mol withttfrom the
calculations. Therefore, a less satisfactory agesgrinetween experimental and theoretical
calculations was obtained for form I. It was notsgible to evaluate the repeating
refinement strategy for forms Il and IV, since igither case did the kappa parameter
refinement satisfy the convergence criteria afterenthan one cycle.

The intermolecular interaction energies betweentwtemolecules in the asymmetric unit
of forms | and Ill were also estimated from the tipale refinement of the theoretical
structure factors obtained from the periodic catahs. The results show an excellent
agreement with the gas phase calculation for botimg: -34.96 kJ/mol for form | and
—-62.41 kJ/mol in the case of form Ill. On the othand, the lattice energy calculations for
the multipole refinements of the theoretical stouetfactors obtained from the periodic
calculations are not in accordance with the resoltgained from CRYSTALOY

calculations (Table 2.20).

Table 2.20.Lattice energy calculation (kJ/mol) of the fornfsloobtained from periodic
calculation in CRYSTALO® and multipole refinement based on theoretical cttine

factors.
Form CRYSTAL09*® XD
Form | -213.08 -184.23
Form Il —224.82 -190.40
Form Il -225.97 -211.22
Form IV —222.41 -213.05

A comparison has recently been presetitémt several polymorphic organic compounds,
between the lattice energy estimated using fouferdint calculation methods and the
density and potential energy at each critical ponintermolecular interactions involving
hydrogen. The ranking of the relative stabilitytlé polymorphs based on the density rule
were found to be in accordance with the latticag@ypealculations for only three out of the
10 organic compounds studied. Therefore, estimdhegrelative stability based only on

the hydrogen bonding interaction strength is shéavhe a problematic methodology. To
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investigate the problem with this approximatione timtermolecular interactions which
contribute to the total lattice energy calculatigmevided by the PIXEL/B3LYP/631G**

method were analysed in more detail. These are suised in Table 2.21; only the
intermolecular interactions of the first shell,.i#e closed neighbor hydrogen bond

interactions, were taken into consideration.

The total intermolecular interaction energies oé first shell are greatest in form I,
followed by III, IV and Il. However, the total im&ction energy within the crystal lattice
shows a different ranking stability of lI>1lI>IV>lIn the first shell, the intermolecular
interactions were limited only to the hydrogen b&ndowever, there are also repulsion
interactions which contribute to the total latter@ergy. In the case of form I, for example,
there is a considerable strong repulsion interachetween two la...la molecules of
15.4 kJd/mol (Figure 2.22), also observed in fortharnd IV, with values of 17 kJ/mol and
19.0 kJd/mol, respectively. In form Il the intermoldar repulsion interaction energies are
much smaller (3.9 kJ/mol)n conclusion, it has not been found to be possibleo
estimate the relative stability of the polymorphicforms of sulfathiazole only on the
basis of the hydrogen bond interactions.

Table 2.21.The main hydrogen bond intermolecular interacéoargies (kJ/mol) in
forms | and Il of sulfathiazolé,

la Ib Il

a...a Symm Op. b..b  Symm Op. No. Symm. Op.
-28.9  x,1/2-y, Y2-z -8.6 x,1/2-y,1/2-z -34.1 X, MA{2+z
-38.5 -, Yety, 3/2-z -30.0  -x,-1/2+y,3/2-z -28.7 1+x,y,z

-144.5 2-x, -y, 2-z -130.1 -x,1-y,2-z -713.5  Xx,-12y

a...b -20.1 2-%,-y,-Z -49.9  1-x,-1/2+y,2-z
-32.5 b..a -37.9 1-x,1-y,2-z
-27.2  1+x\y,z -30.9  x,1/2-y,1/2-z 445  2-x,1-y2-
-15.2  1-x,-1/2+y,3/2-z -27.2 -1+x,y,z -24.7 X, Y21/2+z
-19.9  1-x,1/2+y,3/2-z  -19.9  -x,1/2+y,3/2-z 9.7 xqH2-y,1/2+z
274 1-x,-y,2-z -15.2  1-x,1/2+y,3/2-z

-35.5  1-x,1-y,2-z 274 1-x,-y,2-z

-30.9  x,1/2-y,-1/2+z -35.5 1-x,1-y,2-z
-15.4  1+4x,1/2-y,1/2+z -15.4  -1+x,1/2-y,-1/2+z

Sum -415.9 -360.3 -303
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Table 2.22.The main hydrogen bond intermolecular interacéoargies (kJ/mol) in forms
[lland IV of 1

llla b \Y,
kappa
a..a Symm Op. b...b Symm Op. Symm. Op.
-25.9  x,1/2-y,1/2+z -29.3  X,-l+y,z -71.4 Y2-x,1/242-z
-29.4  x,-1+y,z -16.5  2-x,-1/2+y,3/2-z  -27.6 X,-1z2y
-41.5 1-x,-y,2-z -199 2-x,1-y,2-z -17.1 -1/2-X2%y,1/2-2
-220 2-z,1-y,2-z -21.7  Xx,3/2-y,-1/2+z -48.1 ¥, 12
a...b b...a -35.2 -X,2-Y,-Z
-73.3 -70.9  x,1+y,z -19.6 -X,2-y,1-z
-70.9  Xx,-1+y,z -33.5  1-x,1/2+y,3/2-z  -22.6 1-x,kzy
-35.6 x,1/2-y,1/2+z -9.3 1-x,1-y,1-z -23.5 -1/2-842-y,-
1/2+z
-33.5  1-x,-1/2+y,3/2-z -46.6  2-X,1-y,2-Z -45.6 -1/2+x,3/2-y,1/2+z
-9.3 1-x,1-y,1-z -35.6  x,1/2-y,-1/2+z
-46.6  2-x,1-y,2-z -49.1  Xx,3/2-y,-1/2+z
-49.1  x,3/2-y,1/2+z
Sum -437.1 -332.4 -310.7

+15.4kJ/mole

Figure 2.22.An example of the strong la:--la intermolecul@ulgion interactions present

in form | of sulfathiazole.

2.6. Melting point determination of the forms of 1,using DSC thermal analysis

Given the problems with achieving consistent reséidm the proposed calculations, it
was also important to investigate experimentallg tielative stability of the various
polymorphic forms ofl, which can be achieved by thermal methods suctD&€

(Differential Scanning Calorimetry) The experimandetermination of sublimation
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enthalpies, however, also introduces difficultiexchs as calibration of the instrument,
control of the composition of the gas phase, cémtfgartial decomposition. It is known
that the expected uncertainly of such experimergsasound 109 which is larger than
the calculated energy differences between the pmighs of1l. Moreover, experimental
difficulties appeared also in melting point deterations ofl, due to the conversion
between forms or the slight contamination of thengia with other form$! Previous
studies presented in the literature show form Itimglin a range of 200.2-201%C while
form Il was observed to melt at 196 ®while in other cases, a transition point was
observed around 173-175 °C (the reported meltimgt pd form I11) followed by a melting
point at 200.2°G.A broad transition between 150-175 °C has alsa béserved for form

11, with similar results for Form IV

As the melting point data presented in the liteatare not entirely clear, attempts were
made to redetermine the melting points of the polphs of 1 using DSC thermal
analysis. An initial scanning of the unit cell, tfie selected samples using X-ray
diffractometry, was performed in order to identitye forms. The results for all four
studied forms are presented in Figure 2.23. lcades, a transformation at a range of 150-
170°C was observed, with the exception of fornollofved by a melting at 194.60°C for
form 11, 199.86°C form Il and 199.92°C for form .[¥¥orm | shows a transformation in the
130-140°C range and the complete melting occu0at14 °C. It is difficult to make a
clear distinction between melting points of form Il] and IV, as they occur in
approximately the same range. A recent report,dbaseDSC measurements of the forms
of 1, appeared after the current project measuremees takerf? which concluded that
all forms were transformed into form | and thus D&IGne can not be used in a fully
comprehensive way to analyse the form4.of
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Sample: Sulfathiazole | DSC File: E:\Sufathzole.001
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Figure 2.23.DSC curves of forms | (top), Il (middle) and Il (bottg of 1 (IV shown

below).
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Sample: Sulfathiazole IV DSC File: C:\DSC\Sulfa IV.002
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Figure 2.23 continued DSCcurves of forms IV ofl.

2.7. Conclusions

A significant difference in conformational geometof form | of sulfathiazole,1,
compared with forms I, lll and 1V, is observed.cAmmon dimer in the crystal packing is
present in forms Il, Il and IV, involving an oxygeto an aniline hydrogen (O2:--H2)
contact and an aniline nitrogen to an amino hydrg@él---H3) contact. A close similarity

was observed between the adps of the studied fofhs

Forms | and Il were identified as having a min@adder/twin and it has been shown that
this does not affect the topological parametersivddr from electron density. The
topological analyses show an unusual intramoledB@P between O11 and S12 in each
molecule of forms I, II, Il and IV ofi, both in the experimental data and the theoretical
results. The S---O interaction was identified to dbeelectrostatic nature, using the
electrostatic potential plots. This showed a pessiregion around the S atom and a
negative region for the oxygen atom. The Laplaghbots also show charge depletion on
the S atom and continuous contours of charge ctratEm at the O atom. A positive
value for the Laplacian at the BCP was found, iating the possibility of an electrostatic

S--O interaction.
The topological parameters of the experimental datav large discrepancies, compared

with the theoretical results. This is found to berenpronounced for the atoms involved in

hydrogen bonding interactions or in the polar bonds
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Calculating the lattice energies from the experitaercharge density is found to be
unreliable, even when theoretical results are pteSehe manipulation of the refinement
strategy raised a methodological problem. An idefihement strategy in ECD should
perhaps be unique and invariable for all polymormisthe same compound. The
experimental charge density results emphasise thieatlattice energy calculations are
highly sensitive to the multipole model strategyplad in the refinements. Predicting the
stability order of the polymorphs, which are knowm present very small energy
differences as small as 5 kJ/mol or less, is thkesyl to be rather difficult even when using

fully theoretical programs and so further invediigyas are necessary.

This investigation has shown also that the relastability of sulfathiazole polymorphs
cannot be estimated only on the basis of the hyrdgpnd interactions; this may also be
more generally the case for polymorphic materidl®rganic compounds. The melting
point determination of the forms of using DSC is rather difficult due to the

transformation of the various forms to form 1.

It can be concluded that at this stage predictiegnmost stable form df with the software
used in this work is not possible to achieve ieleable manner. This is due to the fact that
the forms ofl show very close lattice energies with respect whezsther. To distinguish
clearly between them would thus require very adeulatice energy calculations, which
would not only be computationally time consumingt will require further consolidation
of the methodology used for the calculations. Rtaay the most stable form df and of

other important polymorphic organic compounds, riesia further challenge.
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3. Piracetam

3.1. Introduction

The second of the organic compounds which exhikieresive polymorphism that is
analysed in this work is piracetam (2-oxo-1-pyrr@acetamide) 2j (Scheme 3.1).
Piracetam is a well-studied drug with pharmaceut@pplications which acts as a
nootropic agent and is used in the treatment ofaageciated mental decline, as well as
disorders of the nervous system. It is known testatlise in five polymorphic forms, of
which forms IV and V are generated under high-pnes$0.4-0.7 GPa) (Table 3'1and
are therefore not studied here. There is also algdorm, which will also be examined in

this work.

H32 H21

Hatl— 1. | _—H22

Scheme 3.1The molecular structure and atom labelling of gagtam,2.

The first two crystal structures @freported were those of forms Il and Il in 1982his
was followed by the structure of form |, first refeml in 1995 from powder diffractich
The crystal structure of form IV was first analyseding X-ray diffraction in 2005
(obtained under high-pressure at 0.4 GRa)d was reported together with form I. The
structure of form V was determined for the firshd in 2007 under various high-pressure
conditions (0.7, 0.9, 2.5 and 4 GPa). At a presetie45 GPa, form Il was still observed,
showing there is a phase co-existence regidhe structure of form Ill has been re-
examined three timés" ’, as has form fl The hydrate form was first determined in 2007

re-examined in 20f1

In Table 3.1 a summary of the crystallographic dataall forms is provided (form | —IlI
from data collected in this work, forms IV and \brin CSD data). High resolution X-ray
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diffraction studies of forms Il and Il as well #ise hydrate form have previously been

carried ouf However, the present work has added to this ifouarways, including the

accurate determination of the hydrogen atom parsi@ forms Il and Il from neutron

diffraction. In addition, form | has also been detmed here using the high resolution X-

ray diffraction technique, for the first time. Fardirect comparison of the charge density

analyses in the present work with those presenge@hambrieret al®, the same unit cell

parameters as in that previous study were employéte present refinements of forms II,

[l and hydrate form.

Table 3.1. Summary of the crystallographic data of five potyphs of2 (data from this

work for forms I-1l1l, CSD data for forms IV and V)
Form [ I T IV (0.4 GPa) V (0.7 GPA)
CSD  BISMEVO3(RT) BISMEV(RT) BISMEVO1(RTY  BISMEV04  BISMEVO7(RT)
ref. BISMEVO05(150Kf  BISMEVO6(RT) BISMEVO2(RTY (RT)* BISMEVO8(RT)*
code BISMEV11(100Kf  BISMEV12(RTY BISMEVO9(RT)*
BISMEV13(100KY BISMEV10(RT)*
SP P2./n P1 P2,/n P2,/c P1
al A 6.7406(2) 6.3527(2) 6.4569(2) 8.9537(11) 6.232(
/A 13.2915(4) 6.5294(2) 6.3930(2) 5.4541(6) 6.3330(
cA 8.0195(2) 8.3727(3) 16.1994(5) 13.610(4) 8.737(3
aldeg 90.00 80.286(1) 90.00 90.00 81.43(3)
Bldeg 98.309(1) 78.198(1) 92.000(1) 104.93(2) 112.88(2)
yldeg 90.00 89.037(1) 90.00 90.00 91.3892)
I 710.95(1) 334.02(1) 666.45(1) 642.2(2) 325.53(17)
z 1 1 1 1 1
plg 1.39 1.41 1.42 1.47 1.45
cm?®

*The presented data were collected at 100K

The refined models resulting from the experimehtgh resolution X-ray diffraction data

collected in this work from forms I, IlI, 1ll and ¢hhydrate will be compared with DFT

calculations at the PBEPBE/cc-pTZVP level. The togmal analyses of the theoretical

density and best multipole model will be comparethwa view to examine the effects of

the well-known deficienciésof the multipole model. The intermolecular int¢iacs and

lattice energy are calculated using both experialestiarge density and fully theoretical

approaches in order to attempt to estimate ther afd&ability of the polymorphs ¢
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3.2. Experimental and Theoretical

3.2.1 Sample preparation

The preparation conditions for the various polynmicpforms of2 are described in the
literature as follows: form | can be obtained bytiveg single crystals of form Il to 400K,
cooling to 298K, after coating with oil, and thempidly cooling to 150K form Il is
reported to be obtained by recrystallisation froqpr@anot® and 1,4-dioxarfesolvents;
form Il can be grown from 2-propandlmethandl and dichloromethaneThe hydrate

form is reported to be grown from an equal volumietson of water-methandl.

Compound was purchased as a powder from Sigma Aldrich atedngtts made to obtain
the forms as described above. However, in thisystoiin Il (and not form I) was obtained
by heating single crystals of form Ill to 400K, diog to 298K, and then rapidly cooling to
150K; this was the previously reported route tarfdr Form | was instead obtained by
heating the starting materials at 152°C, producmgyerted material that contained seeds
of form | which were dispersed into isobutanol ameld for 8 hours at 90°C. The
temperature was then reduced and held at 70°Cugiragiblock crystals of form | within a
few days. Despite previous observations regardmegnbeta-stability of form | at room
temperaturé the block crystals grown were stable at room temtpee for a period of over
six months. Form Il was also observed to occur gsoduct of recrystallisation from 2-
propanol and 1,4-dioxane. Crystals of form Il wesbtained from 2-propanol and
methanol solutions as described in the literatdre.

3.2.2 Data collection and Conventional (Sphericaltam) refinement

Single crystals of suitable size were selected ammlinted onto a goniometer. High
resolution X-ray data of forms I, Ill and the hydravere collected over a period of one
week on a Bruker-Nonius Kappa CCD diffractometen(Kj, radiation) at 100 K, cooled
by an Oxford Cryosystems Cryostream. The Colleftivswe was used for monitoring the
data collection. The low-resolution X-ray data wereasured prior to the high-resolution
data. Integration of intensities was carried oingishe software DENZ® High resolution
X-ray data for form Il was collected at 100K on auBer AXS Apex Il diffractometer,
with sample cooling in this case from an Oxford &ystems Helix. Indexing, integration
and scaling were performed using the Bruker APEXadiftware (Bruker Nonius 2009).
The reflection measurements were merged and embpialbsorption corrections were
performed using SORTAY® The structures were solved using SIR92nd refined
initially in the spherical-atom formalism with fefhatrix least squares off. The non-

hydrogen atoms were refined with anisotropic disphaent parameters. Structure solution
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and refinement were performed using the WinGX pgelaof crystallographic programs.
The H atoms for form | were added using the AFD$oaand in SHELXL.

Neutron diffraction data were collected for fornmisahd Ill of 2 at 100K on the SXD
instrument® at the ISIS spallation neutron source, using ithe-bf-flight Laue diffraction
method. Reflection intensities were reduced toctiine factors using standard SXD
procedures, as implemented in the computer progBx®2001'* Refinements were
carried out using SHELXLY7 using anisotropic displacement parameters foat@ins,
including the H atoms.

The details of these data collections and refingsyencluding the neutron experiments,
are given in Table 3.2 and 3.3. The unit cell patars used for the refinement of forms II,
Il and the hydrate were taken from the literafute, allow direct comparison of the
electrostatic interaction energies from the preseotk with those reported previou8ly

(Section 3.5).

3.2.3 Multipole refinement

The XD software packadewas used to perform the multipole refinements. fugtipole
expansion was truncated at the octupole level folNCand O atoms. Five different
multipole refinements were performed for forms idalll, for which neutron data were
also available. Where no neutron data were availaimly three multipole refinements
were performed. In the first refinement (model Xjeesive chemical constraints were
imposed by local mirror symmetry of the C and Ndanaé. For the O and N2 atoms free
multipole refinements were allowed. Only the finsbnopole and last dipole were refined
in this model for H atoms, and these were usedtimate the H-atom adps by the method
of Madsen using the SHADE web interfdéeThe calculated H-atom adps were used in
subsequent refinements (model 2) as fixed parameierthe final cycles (model 3) the
multipole constraints were released. The same steps performed in parallel refinements
(for forms 1l and Ill) in which the adps for H atenwere obtained from scaled X-ray /
neutron diffraction data, denoted as models 4 arich® hydrogen atom positions were set
to the standard neutron distances in all refinemeMultipole populations and
parameters were grouped in all refinements accgrtbnthe chemical similarity of the

atoms. For the disordered atoms in form |, no mpalé refinements were performed.
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3.2.4 Theoretical calculations

Gas-phase structure optimisations were performedgushe DFT method at the
PBEPBE®cc-pVTZ level of theory, within the Gaussian03 progranBasis sets were
obtained from EMSI?! The subsequent topological analyses were perfomséty the
AIMPAC program?? Theoretical structure factors were computed fromrésultant wave
functions and used in a multipole refinement withib,*® where all thermal parameters
were set to zero and all positional parameters vkeqg fixed. Periodic single-point
quantum calculations were also performed using CRM$9?% with the DFT method at
the B3LYP6-31G** level of theory. Lattice energy calculat® were performed using
the CLP® software with the DFT method at the B3L¥#8-31G** level.
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Table 3.2. Experimental crystallographic data for 2form | and I

Compound formula
Form

I\/lr

Space group
Crystal system

al A
/A
c/A
oldeg
B/deg
yldeg
VIA®

z

Dcalc/g Cm3

F(000)

Radiation

NA

H(Mo-K )/mm*
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rnt
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 20(1)]

R/ [1 >20(1)]
Goodness of fis
Extrema in residual map
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 3a(1)]

R.[1 > 30(1)]

Goodness of fi

Extrema in residual map/ €Xall data)

Max shift/esd in last cycle

ngONZOZ
I
142.2
P2,/n
Monoclinic
6.7406(2)
13.2915(4)
8.0195(2)
90.00
98.309(1)
90.00

710.95(1)

4
1.33
304
Mo ku
0.71073
0.101
0.14x0.31x0.49
3.0-50.5
1.07
228921
7549
-14h<14
O0<k<28
0<l<17
0.0297
0.0271

7549
101

0.043

0.132

0.996

0.230- 0.625eA®
0.002

6457
258
0.0300
0.0332
1.397
0.194 - 0.318
0.00003

C6H10N202
I
142.2
P1
Triclinic
6.3530(2)
6.5278(2)
8.3716(2)
80.297(1)
78.226(1)
89.048(1)

334.02(1)

2
141
152
Mo Ka
0.71073
0.107
0.19x0.24x0.43
2.5-58.2
1.19
93280
9439
-1l4<h< 15
-15<k< 15
0<l<19
0.0440
0.0333

9439
131

0.031

0.092

1.062

-0.244.0.797 eA®
0.001

8487

265
0.0177
0.0214
1.1838
0.158- 0.292

0.00001

C6H10N202

Il
142.2

P1
Triclinic
6.3530(2)
6.5278(2)
8.3716(2)
80.297(1)
78.226(1)

89.048(1)

334.02(1)

2
141
TOF neutron
0.42-7.64
0.207
220
8.5-84.3

3134
2064
-12<h<5
-15<k<18
-23<1< 26

0.066

3134
186
0.069
0.169
1.077

-1.607 - 2.372 fmA3

0.000
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Table 3.3 Experimental crystallographic data for 2 form Ill and the monohydrate

Compound formula
Form

I\/lr

Space group
Crystal system

al A

b/A

c/A

oldeg

B/deg

yldeg

VIA®

z

Dcalc/g Cm3

F(000)

Radiation

MA

p(Mo-K )/mmit
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rint
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 2o(1)]

R [1>20(1)]
Goodness of fi§
Extrema in residual map
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 3a(1)]

R.[I > 30()]
Goodness of fi§
Extrema in residual map/ €Xall data)
Max shift/esd in last cycle

E10N0;
Il

142.2
P2./n
Monoclinic
6.4539(5)
6.3857(5)
16.1814(1)
90.00
92.057(5)
90.00
666.45(1)
4

142
304
Mo Kt
0.71073
0.108
0.13x0.35x0.56
2.5-48.3
1.04
145728
5432
-1xh<7
0<k=<13
0<1<33
0.0613
0.0352

5432
132

0.039

0.106

1.049

0.330- 0.592e/®
0.000

5288
265
0.0293
0.0269
1.3629
0.236-0.217
0.0002

CeH10N20,
I

142.2
P2,/n

Monoclinic
6.4539(5)

6.3857(5)

16.1814(1)
90.00
92.057(5)
90.00
666.45(1)
4

1.42

TOF neutron

0.42-7.64

0.207
2.0x2.0x8.0
8.5-88.3

7882
3493
14<hs 7
-19<k<19
47<1< 41

0.0591

7882
186

0.063

0.160

1.072

-2.235-, 1.977fmA®
0.001

C6H12N203
monohydrate
160.2
P1
Triclinic
6.9340(3)
7.4534(2)
9.0909(2)
97.948(1)
103.971(1)
115.797(1)
394.26(3)
2

1.35
172
Mo &
0.71073
0.108
0.19400243
2.4-50.5

169912
8373
-14<h<14
-16< k<15
O<1<19
0.0225

0.0277

8373
149
0.038
0.108
0.992
-0.471-0.823eA’
0.001

7123
295
0.0248
0.0274
1.5168
0.280-0.351
0.0001
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3.3 Results and discussion

3.3.1. Molecular structure and conformation details

The crystal structures of the polymorphs 2have been discussed extensively in the
literature and a summary is given in this sectibirst, the differences between the
molecular geometries of three polymorphs observedeu ambient pressure and the

monohydrate will be compared in detail.

Interpretation of the diffraction data reveal aodder of some of the atoms in form I,
corresponding to a different orientation of the ewole inthe unit cell. The level of
disorder is ~70% and this affects the occupandi¢éseoC3 methylene group, affecting the
C3, H31 and H32 atoms (Figure 3.1). In previouheinations of form |, disorder was
also identified in the positions of the other twethylene groups, affecting atoms H21,
H22, H41 and H42.

|'/._\I
\_/
-
N o \_)
I\/: \/ )
- N/
I/ \I

p— 7K

f + ! ']

(/s = ()

= |y
A e D N
| )
s —~ \ e

( \
& .
7
Y o
\_/
()
N

Figure 3.1.Form | of piracetan?, showing the disorder of the methylene group,

comprising C3, H31 and H32 atoms.

The best-fit overlay plot of the four studied polymhs is shown in Figure 3.2. The
acetamide group in both form | and the monohydtew a slight conformational
difference compared with forms Il and Ill. The didered methylene group (C31, H31,
H32) in form | naturally shows a slight positiom@viation compared with the other forms.
The close conformational similarity between molesubf forms Il and Ill can be observed

by visual inspection of Figure 3.2 (b).
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(@)

(b)
Figure 3.2.Best fit overlay plots of (a) forms I, Il, Il artthte monohydrate, and (b) forms
Il and Ill, of piracetam?2. Form | - red, form Il - blue, form Il — purplenonohydrate -

light blue.

The bond lengths for the non-hydrogen atoms ofdhe studied forms are listed in Table
3.2. The bond distances in the various forms iandas, except for the C2-C3 and C3-C4
bonds which are slightly different in form | (1.5430), 1.5498(10) A for the major C3
site) compared with those in the other forms (2.§5287(3) and 1.5347(3) A in form II).
To examine the molecular conformations, Table 3v8gythree selected torsion angles of
the four studied forms &, including also the CSD data and gas-phase opdrssructure
for forms 1l and Ill. The major difference lies ithe N2-C6-C5-N1 torsion angle
(176.95(3)°) of form | which is significantly diffent to that in forms II, 1l and the
monohydrate{154.968(18);-159.06(4) and-179.13(3)°, respectively). The discrepancies
arise due to the different orientation of the acrtie group relative to the ring (Figure
3.3). The monohydrate form also shows a significdifference of the N2-C6-C5-N1
torsion angle €179.13(3)°) compared with forms 1l and 11-154.968(18) and
-159.06(4)°), but is in better agreement with tlwatthe optimised structure-178.54°).
On the other hand, the C6-C5-N1-C1 and C4-N1-Clt@%ion angles show good
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agreement between all forms and also with the opéidh geometry. Overall the
experimental data in this study are in excellemeéagent with the previously reported data
in the CSD.

Table 3.2.Bond distances (A) involving the of non-hydrogeanas of forms 1, 11, Ill and
monohydrate of2. The two values of the C2-C3 and C3-C4 bond lengh form |
correspond to the two different positions (with aragnd minor occupancy) adopted by the

disordered C3 atom.

Distance Form | Form Il Form Il Monohydrate
C1-01 1.2349(5) 1.2353(2) 1.2395(6) 1.2403(4)
C6-02 1.2367(4) 1.2342(2) 1.2363(5) 1.2409(4)
C1-N1 1.3453(4) 1.34710(2) 1.3498(6) 1.3425(4)
C4-N1 1.4608(5) 1.4621(3) 1.4600(6) 1.4594(4)
C5-N1 1.4378(4) 1.4382(2)  1.4384(6) 1.4414(4)
C6-N2 1.3361(4) 1.3353(2) 1.3363(6) 1.3353(4)
C1-C2 1.5135(5) 1.5127(3) 1.5118(6) 1.5137(5)
C2-C3 1.592(3) [minor], 1.5287(3) 1.5332(7) 1.5344(6)
1.5134(10) [major]
C3-C4 1.489(2) [minor], 1.5347(3) 1.5402(7) 1.5368(6)

1.5498(10) [major]

Figure 3.3.Conformation of the molecules &fin (from left), the monohydrate, forms II,
[l and I, and the optimised structure, showing thigerent orientation of the acetamide

group relative to the ring.
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Table 3.3 Three selected torsion anglé3 (h forms I, II, Il and the monohydrate @f

compared with CSD data and the optimised gas phatscular geometry.

Torsion angle  This work CSD PBEPBE/cc-pVTZ
Forml

N2-C6-C5-N1 176.95(3) 178.39

C6-C5-N1-C1 -95.70(4) -103.32

C4-N1-C1-01 -179.20(4) -176.04

Formll

N2-C6-C5-N1 -154.968(18) -155.04 -178.54
C6-C5-N1-C1 -90.60(2) -90.45 -100.17
C4-N1-C1-01 -174.82(2) -174.81 -176.10
Formlll

N2-C6-C5-N1 -159.06(4) -159.00 -178.49
C6-C5-N1-C1 -91.13(5) -91.23 -100.19
C4-N1-C1-01 -174.52(4) -174.52 -176.10
Monohydrate

N2-C6-C5-N1  -179.13(3) -170.11

C6-C5-N1-C1 -91.45(3) -91.16

C4-N1-C1-01 -176.27(3) -175.98

3.3.2. Description of intermolecular interaction am crystal packing

A common centrosymmetric dimer produced by hydropend interactions between
symmetry-related pairs of acetamide groups was rebdein forms II, Ill and the
monohydrate. This is designated as Rig8) ring in Figure 3.4 (a) and (b). In addition,
hydrogen bond interactions formed between acetaamdepyrrolidone groups give rise to
R (18) rings which enable a 2D expansion of forms Il #h@Figure 3.4(a)). Ther} (18)
rings present in the monohydrate form contain hgdrobond intermolecular interactions
between acetamide groups and additional O-H---ONakd--O hydrogen bonds formed
between the piracetam and water molecules exten@@hpacking of the structure (Figure
3.4(b)). The crystal packing of form | is dictatbg two types of intermolecular bond
interactions forming a two-dimensional network (kg 3.4(c)). The expanded network of

form | reveals two types of ringR,; (18) andR} (22), as illustrated in Figure 3.4(c).
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Figure 3.4.(a) Hydrogen bonded intermolecular interactionsfbin the studied forms of
2: (a) form Il and 1ll, (b) monohydrate form, (c)rfa I.

The main hydrogen bond interactions present in fing& studied forms of2 are
summarised in Table 3.4. The N-H---O hydrogen béordsed between the two acetamide
groups show good similarity between forms I, iidathe monohydrate (D---A distances of
2.913(2), 2.9155(11) and 2.9526(5) A, respectiveh the other hand, the O-H---O
hydrogen bonds involving the water molecules, tratpresent in thRj (18) ring of the
hydrate, are found to be shorter and stronger thase in form Il and Ill, while in the
absence of the dimer in form I, slightly shorter-N2---O2 and N2-H2---O1 hydrogen
bonds are formed (D---A, 2.8788(5) and 2.8597(6) A)
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Table 3.4.Hydrogen bond distances (A) in the four studiedypmirphs of2 (parameters
for form | and monohydrate taken from X-ray data,forms Il and 11l from neutron data).

For each bond, the upper line represents D---Apther H---A.

Form | Form Il Form Il monohydrate
N2-H1---02 2.8788(5) 2.913(2) 2.9155(11) 2.9526(5)
2.02* 1.895(4) 1.904(2) 2.062(12)
N2-H2---01 2.8597(6) 2.929(2) 2.9349(13)
2.00* 1.937(5) 1.945(3)
Ow-Hw1---01 2.7348(4)
1.873(13)
N2-H1---Ow 2.8634(5)
1.996(11)
Ow-Hw2---02 2.7820(5)
1.880(15)

* H in calculated positions

3.3.3. Hirshfeld surface analysis

The derived two dimensional fingerprint plots dedvrom the Hirshfeld surfaces of forms
I, 11, Il and IV have been previously analysed atidcussed in the literatufeHowever,
the intermolecular interactions present in formand 11l will be re-examined in this study
via updated fingerprint plots calculated using ekpental neutron data, available for the
first time in this work. Fingerprint plots for forrhand the monohydrate will also be
included for comparison.

The plots show very good agreement with those destmpreviously, except for form |
where a more diffuse spread of the wings can berabd in the fingerprint. The two sharp
peaks correspond to N-H---C=0 hydrogen bonds: pperuone represents the hydrogen
bond donor and the lower one the hydrogen bondpé@cerhe middle peaks correspond
to the short H---H contacts and an elongation & l#mgth of these contacts can be
observed in the case of form Ill. For forms | ahdhe contacts appear in the region of
detd = 2.2 A. The more laterally spread wings in formepresent the C-H---C weak
intermolecular interactions. The shape of the wing®rm Il are slightly different due to

the additional C-H---N(pyrrolidone ring) hydrogemmt interactions present.
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Figure 3.5. Two-dimensional fingerprint plots for the four died forms of2.

3.4. Analysis of the electron-density distribution
3.4.1. Analysis of topological parameters
A comparison of topological parameters obtainednfrexperimental charge density data
with those from theory will be given in this sectioThe effect of the disorder on the
derived topological parameters in form | of piraret 2, will also be examined; it is
accepted that the presence of disorder represeatd ahallenge in analyses such as these.
The topological parameters from experimental datrewcompared both with those
directly determined from the wave functions of tjgs phase calculations and from the
multipole model based on the theoretical structactors. The distances of the BCP to the
nuclei denoted byidand @, the electron density, the Laplacian at the BCPp, and the
three eigenvaluek; A, A; of the Hessian matrix of all the atoms of the stddiorms are
listed in Table 3.5. The most affected bonds giving poorest agreement between the
experimental and calculated parameters are the(&lhMNne) bonds and this is perhaps due
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to the involvement of these atoms in strong hydnolgends. Thel?p(r,) parameters for
the C(1)-O(1) and C(6)-O(2) bonds show better ages# with those obtained from the
multipole refinements of theoretical structure fasf whereas a large discrepancy can be
observed in comparison with those derived from poee wave function. Th&?p(ry)
parameters of the methylene H31-C3 and H32-C3 bondved in disorder are seriously
affected, as may be expected, with large discreparitom the parameters obtained from
theoretical calculations. The experimental topatabiparameters for the C-C and C-H
bonds which are involved in non-polar shared irdigoas yield a better agreement with
theoretical calculations. Overall the experimentalues are closer to those from the
theoretical calculations for the charge density tadposition of BCPs (dand d), while

those for thél?p(ry) parameters show less good agreement.
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Table 3.5.Topological Analysis of BCPs for the three studieans of2

Bond d;® d* p(r b)b 02 p(r )< AC - Az
ca) -oQ) 0.4379  0.7989 2.86 3558  -27.99 252 17.61
0.4792 0.7551 3.04 -39.49 -29.37 -25.29 15.17
0.4667 0.7722 2.92 -40.86 -27.57 -25.45 12.16
0.425 0.8007 2.745 -10.959 -25.026 -22.647 36.714
0.4678 0.7579 2.9 -34.86 -26.48 -24.00 15.62
C®) -0(2) 0.5219 0.7138 3.01 -37.65 -27.93 -24.49 14.77
0.4723 0.7613 3.02 -41.38 -30.19 -26 14.81
0.4517 0.7842 2.86 -38.07 -28.2 -25.19 15.32
0.4243 0.8 2.758 -10.826 -25.18 -22.748 37.102
0.4679 0.7564 2.89 -33.53 -26.21 -23.44 16.12
ca) -N(1) 05765  0.7686 2.44 2628 2082  -17.06 1161
0.5677 0.7796 2.34 -22.19 -19.94 -16.27 14.03
0.5324 0.818 2.33 -26.56 -19.4 -15.9 8.74
0.5277 0.851 2.107 -20.92 -16.706 -14.131 9.917
0.5832 0.7955 2.1 -15.87 -16.73 -13.74 14.6
C(4) -N(1) 0.5933 0.866 1.74 -11.31 -11.24 -10.45 10.38
0.6235 0.8381 1.79 -10.48 -13.42 -11.92 14.85
0.6111 0.8478 1.78 -12.16 -12.42 -11.51 11.77
0.5838 0.8753 1.765 -16.084 -12.247 -11.675 7.838
0.6388 0.8203 1.71 -7.7 -11.76 -11.12 15.18
CG) -N(1) 05956  0.8428 1.87 152  -1348  -12.96 11.24
0.6201 0.8177 1.84 -9.93 -12.99 -12.19 15.25
0.593 0.8442 1.88 -14.75 -13.24 -12.7 11.19
0.5701 0.8634 1.865 -17.854 -13.104 -12.796 8.046
0.6321 0.8015 1.85 -10.16 -12.97 -12.77 15.58
c®6) -N©2) 05452  0.7921 2.3 2637 2018  -1651 10.32
0.5636 0.7722 2.36 -23.42 -21.07 -16.19 13.85
0.5521 0.7864 241 -27.57 -20.87 -17.37 10.67
0.5177 0.8516 2.138 -22.009 -17.161 -14.954 10.106
0.5837 0.7858 2.15 -17.73 -17.38 -15.00 14.65
H(1) -N(2) 0.2575 0.7427 2.3 -33.35 -32.29 -31.44 30.38
0.2604 0.7398 2.36 -37.86 -33.52 -32.18 27.84
0.262 0.744 2.26 -31.16 -30.51 -29.35 28.71
0.2636 0.7504 2.299 -42.931 -32.195 -30.813 20.077
0.2831 0.7309 2.21 -24.86 -28.37 -26.72 30.23
H2) -N©2) 02726 07374 221 2004 2067 2883 28.56
0.262 0.7483 2.34 -36.7 -33.14 -31.51 27.95
0.2587 0.7493 2.27 -31.69 -31.14 -29.74  29.19
0.2662 0.7467 2.305 -42.201 -31.922 -30.54 20.261
0.2846 0.7283 2.2 -24.21 -28.17 -26.2 30.16
C(2) -C() 0.6987 0.814 1.67 -9.76 -10.7 -9.53 10.47
0.7215 0.7911 1.73 -10.57 -12.33 -10.7 12.46
0.7188 0.7947 1.77 -11.77 -12.1 -10.9 11.23
0.7463 0.7795 1.682 -14.39 -12.183 -11.466  9.259
0.7415 0.7846 1.63 -8.7 -10.99 -10.01 12.3
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Table 3.5 continued

H(21) -C(2) 0.3742  0.7229 1.73 -15.67  -15.76 151 15.18
0.3744  0.7232 1.9 -18.75 -18.4  -17.68 17.33
0.3881  0.6947 1.77 1711 -16.26  -1549 14.64
0.3991 0.7023  1.852  -24.135 -17.685 -17.45 11.00
0.3896  0.7119 1.78 -15.26  -16.19 -15.8  16.72
H(22) -C(2) 0.3863  0.6952 1.67 -14.96  -14.82  -1423 141
0.392 0.6884 1.82 -18.08  -17.13  -16.44 15.49
0.3893  0.7097 1.75 -16.22  -16.11  -15.03 14.92
0.3958 0.7003  1.884  -25004 -18.215 -17.978 11.189
0.3848  0.7113 1.82 1657  -16.95 -16.46 16.83
H(41) -C(4) 0.3679  0.7271 1.78 -16.42  -16.63 -15.33 1555
0.3873  0.7059 1.86 -19.19  -17.86  -17.22  15.89
0.3838  0.7103 1.8 17.73  -16.75  -16.04 15.06
0.3903 0.7112  1.908  -25.601 -18.996 -18.504 11.899
0.3831  0.7185 1.83 -16.95  -17.12  -16.84 17.02
H42) -C(4) 0.3636  0.7266 1.79 -16.71  -16.81 -1579 15.89
0.3805  0.7095 1.9 -20.16  -18.52  -17.92  16.29
0.381 0.7106 1.81 1834  -17.03  -1652 1522
0.3983  0.7031 1.89  -25.193 -18.476 -18.036 11.319
0.3885  0.7129 1.8 -16.54  -16.67  -16.44 16.57
C(5) -C(6) 0.7545  0.7786 1.71 1147  -1254  -1009 11.17
0.7347  0.7941 1.76 -11.02  -13.03 -10.96 12.96
0.7472  0.7821 1.68 -11.24  -11.87 -10.35 10.98
0.7578  0.783  1.645  -13.689 -12.167 -11.129 9.607
0.7581  0.7828 1.61 -8.88  -11.22 998 1231
H(51) -C(5) 0.3816  0.7069 1.81 -19.79  -17.14  -16.63 13.98
0.3695  0.7186 1.95 20.81  -19.07 -18.66 16.93
0.3798  0.7125 1.84 17.94  -17.14  -16.65 15.85
0.3848 0.7179  1.884  -25004 -18.747 -18.384 12.038
0.3842  0.7186 1.79 -15.76  -16.38  -16.29 16.91
H(52) -C(5) 0.386  0.7095 1.8 -19.87  -17.36  -16.16 13.64
0.3806  0.7144 1.89 -20.09 186  -17.58 16.08
0.3792  0.7122 1.85 -18.36  -17.38  -16.82 15.83
0.3969 0.7065  1.866  -24.502 -18.192 -17.641 11.33
0.3864  0.717 1.79 -16.22  -16.75  -16.06  16.59
H31-C3 0.3771  0.7133 1.61 093 -12.35 -9.65 21.06
0.3754  0.7107 1.87 -18.89  -18.25  -17.46 16.82
0.3833  0.7168 1.77 -16.95  -16.43 16 15.48
0.3984 0.6981  1.889  -25073 -18.11 -18.056 11.092
0.3859  0.7105 1.81 -16.36  -16.67 -16.47 16.78
H32-C3 0.3810  0.7181 1.58 059  -11.97 943 2081
0.3781  0.7171 1.85 -18.26 17.8  -17.26  16.8
0.378  0.706 1.82 -18.14 171 -1651  15.47
0.4007 0.6983  1.881  -24.765 -17.987 -17.823 11.046
0.3897  0.7093 1.78 -15.73  -16.18  -16.13  16.58

First three lines correspond to Form I, Form Il akRdrm IIl. Last two lines (italic) correspond tofezence
density from the wave function and reference dgrigim the theoretical structure factor respectivélin
units of A® In units of e &. ®In units of e R
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3.4.2 Analysis and comparison of the multipole refiements.
In this section the agreement between the expetahdata and theoretical calculations of
the topological parameters are compared as thastmaltion of the model is increased. Of

particular interest is the effect of the disordettiee derived parameters of form I.

Five different multipole model refinements of theerimental data of forms Il and Il (1,
2, 3, 4, 5), as described in Section 3.2.3, werapased with the topological analysis of
the wave functions of the gas phase calculationsag@well as with the multipole model
based on the refinements of the theoretical stractactors (b). For form | and the
monohydrate only three multipole refinements weesfgymed due to the absence of
neutron data. The charge densities and the Laplatithe BCPs of each experimental and
theoretical model are compared. Since the volundatd prohibited the deduction of clear
trends (Table 3.5), a residual facy,, (equation 2.9) was calculated in order to describe
the global measurement of the agreement betweererimgntal and theoretical
parameters. The B, R, and Rp(, values for the studied forms @fare summarized in
Table 3.7. An improvement of the Resterm can be noticed with increasing sophistication
of the multipole model in forms |, Il and Ill. Irofm 1, the Rauesare identical for the
hydrogen adps obtained from SHABEand using those from scaled X-ray data with
neutron data (model 2 and 4 or 3 and 5). For fdipslightly lower R auesWere observed
when the hydrogen adps obtained from the scaledyXdata with neutron data were

implemented. No particular trends can be obsereethe R and Ry, parameters.

The two different density references used are mgan agreement for each form analysed.
For instance, in form | case (a), the best fit withory of R is given by model 1 followed
by 3 and 2, whereas in case (b) model 1 is follobsedhodel 2 and 3. The best agreement
between experimental data and theoretical calauiatof the Rp(,) parameters in case (a)
is given by model 3 followed by 2 and 1. In casg ffiie trends are in the opposite
direction, the best fit was found for model 1 feled by 2 and 3. The same trends were
observed for the B, values in the case of form Ill. In form II, the lewR~, was found

for model 1 in both cases. However in case (a)a$ ¥ollowed by models 5, 3, 4 and 2 in
that order, whereas in case (b) a shift in theditsgtween models 2 and 3 can be observed.
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Table 3.7.The residual factor of the experimental data vetisasretical data for forms I,
Il and III of piracetam2

(a) Reference density from Model Rvalues R, R ()

wave function

I 1 0.0332 0.006 0.1895
2 0.0321 0.0053 0.1301
3 0.0300 0.0026 0.0582

Il 1 0.0201 0.0065 0.1917
2 0.0184 0.0288 0.0649
3 0.0177 0.0325 0.0464
4 0.0184 0.0288 0.0634
5 0.0177 0.0335 0.0463

1] 1 0.0304 0.0111 0.1749
2 0.0299 0.0035 0.0789
4 0.0294 0.0028 0.0757
5 0.0298 0.0092 0.0648
6 0.0293 0.0084 0.0624

(b) Reference density from

theoretical structure factors

I 1 0.0332 0.0115 0.0321
2 0.0321 0.0121 0.1078
3 0.0300 0.0202 0.1993

Il 1 0.0201 0.0286 0.0690
2 0.0184 0.0514 0.2368
3 0.0177 0.0552 0.2612
4 0.0184 0.0513 0.2388
5 0.0177 0.0561 0.2613

1] 1 0.0304 0.0106 0.0913
2 0.0299 0.0255 0.2182
3 0.0294 0.0248 0.2224
4 0.0298 0.0314 0.2369
5 0.0293 0.0305 0.2401

The lower values of B, in case (a) compared with case (b) suggest arlzgteement
between experimental data and the theoretical lzdicns when the reference density from
the wave function is used. Thef) values are more markedly lower for form | compared
with forms Il and 1ll, which may be a consequentghe fact that the multipoles for atoms
identified as exhibiting disorder were not refin@tiis implies a difference in the nature of
the topological parameters between the disordened fand the other two forms.
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3.4.3. The residual density maps representations

The residual electron density maps for all studaeths of2 are represented in Figures 3.5
and 3.6. The maps represent the Fourier calculatimsed on the difference between the
observed and calculated structure factors, and pdotted in both acetamide and
pyrrolidone planes. The remained densities intatlied forms of do not exceed 0.3 éA
indicating the good quality of the multipole refiments. Form I, which was identified to
possess disordered atoms, shows no particulartyregjdual peaks on the residual density
maps, though does exhibit more noise. However lainevels of noise were also found

for form Il. The cleanest residual map can be olekfor the monohydrate form.

Form Il Monohyd?;t\e form
Figure 3.5. Residual electron density maps for the studieth$oof 2, in thepyrrolidone

ring plane. Contours level are +0.1&8/A
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Form |

C61

H521

O

Form IlI Monohydrate form

Figure 3.6. Residual electron density maps for the studied $oaf2, in the acetamide
plane. Contours level are +0.1&/A

3.4.4. Deformation density maps representation

The deformation density maps in the pyrrolidonengldor the studied forms df are
plotted in Figures 3.7 and 3.8. The map resultirgnf the multipole refinement of
theoretical structure factors of form Il obtainedri CRYSTALO$? calculations is also
included for comparison. The maps are plotted ith boyrrolidone (Figure 3.7) and
acetamide (Figure 3.8) planes. The deformation ilemsaps of the piracetam have
already been analysed in the literature for forimBlland the monohydrat®However, the
results obtained in this study will be shown hevkich include in addition the previously
unstudied deformation density map for form I. Thedretical results do not show any
particular asymmetry in the lone pair densitiesuatbthe atoms in the pyrrolidone ring or
acetamide planes.
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Form Il

Theoretical calculation for Form II, Crystal09

Figure 3.7. Deformation density maps representation for expental studied forms &
and from the multipole refinement of theoreticalisture factor of form Il obtained from
CRYSTALOY? calculations. Plotted in the pyrrolidone ringmeanegative contours - red

dashed, positive contours — blue line). Contoueleat 0.08 e&
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Form | Form |

Form IlI Monohydrate

Theoretical calculation for Form Il, Crystal09

Figure 3.8. Deformation density maps representation for expental studied forms &
and from the multipole refinement of theoreticaisture factor of form Il obtained from
CRYSTALOY? calculations. Plotted in the acetamide plane (tnegacontours - red
dashed, positive contours — blue line). Contoueller 0.08 e&

The fact that the multipole parameters were noheeffor the disordered atoms in form |

is reflected in the deformation density map, wilkac spherical density observed around
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the relevant H atoms that is not observed in tiherotorms. The O1 atom in form | also
shows significantly asymmetrical lone pairs in fokncompared with the other forms and
the theoretical results. On the other hand O2 shewgmmetrical lone pair in form I, in
agreement with the situation in form Ill, monohyrand theoretical calculations. For
form Il, asymmetrical lone pairs for this atom weteserved. The theoretical results do not
show any particular asymmetry on the lone pairtedes around the atoms in either the

pyrrolidone ring or acetamide planes.

3.4.5. Laplacian representation

In order to investigate the behaviour of the loa& plectrons around the O atoms in the
various forms oR, the Laplacian maps were also plotted in bothpyreolidone ring and
acetamide planes (Figures 3.9. and 3.10). The empetal results were also compared
with the Laplacian from the multipole refinementtbéoretical structure factors for form
I, obtained from CRYSTALO¥ calculations. The theoretical calculations show
symmetrical lone pairs around both Ol and O2 ato@ws.the other hand, in the
experimental results these lone pair electrons eshaqary in the different forms. For
example, in form I, O1 shows a less pronounced paaeon one side of the atom. In form
I, the lone pairs around the O1 atom show uniiicagat one side of the atom indicating a
more homogeneous electron distribution. The longspaf the O1 atom are more
symmetrical in form lll, but are asymmetrical irettmonohydrate. For the O2 atom the
lone pair electrons are symmetrical in form | ahd tmonohydrate, but asymmetrical in
forms Il and Il (Figure 3.10). In form I, the atenmdentified with disorder for which no
multipole refinement was carried out, shows splatriensity on the Laplacian map, as

expected.
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Formlll Monohydrate

Figure 3.9.Plots of the negative Laplacidn(r) in the pyrrolidone plane of the forms af
Positive contours — solid purple line; negative toons — dotted line. The contour levels
areat-1.0x 18, +2.0x 16, +4 x 16, + 8 x 16 (n=-3, -2, -1, 0, +1, +B A®
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Forml Formll

HERE A T L
Theoretical calculation for form Il CRYSTALQO9

Figure 3.10.Plots of the negative Laplacidn(r) in the acetamide plane of the forms2of

Positive contours — solid purple line; negative toons — dotted line. The contour levels
areat-1.0 x 18, +2.0x 10, +4 x 10, + 8 x 10 (n=-3, -2, -1, 0, +1, +B A®
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3.4.6. Atomic net charge calculations

The atomic net charge was calculated for the oxygems in forms o using the Bader’'s
QTAIM?® method implemented in the Xbprogram, and compared with the values from
the multipole refinement of theoretical structuractbrs obtained from gas phase
optimisation, as well as with the Mulliken chardéere is an obvious difference between
the theoretical calculations, where no hydrogendsoare present, and the experimental
data. In the case of the experimental data, higharge can be observed for atoms O1 and
O2. There is also a significant difference in thgr&a calculation for the theoretical
results and the fiiken chargemethod. The O1 and O2 atoms are found to be nasged

in forms 1, Il and the monohydrate, due to the s&rohydrogen bonds formed in these

structures compared with those in form Il (Tablé 8nd 3.8)

Table 3.8.Experimental atomic chargesgfaim and Quuiiken charge fOr the studied forms of
2.

Qotam
01 02
Form | -1.125 -0.883
Form Il -1.064 -1.002
Form Il -0.964 -0.958
Monohydrate -1.082 -1.118

Theoretical calc. -0.895 -0.869
(isolated molecule)  iiken charge
01 02
-0.319 -0.295

3.5. Lattice and intermolecular interaction energycalculations.

The lattice energy of the studied forms2ofere calculated using different approaches and
different software including XB? CRYSTALOY® and CLP® The intermolecular
interactions between the molecules exhibiting hgdro bond interactions were also

calculated. The results will be discussed in thition.

The results of the lattice energy calculations gsthe experimental charge density
approach are listed in Table 3.9. The two valuegrgfor form | correspond to the

different positions that can be adopted by therdes@d C3, H31 and H32 atoms. There is
a high sensitivity of the lattice energies to tiyeet of multipole model used for all studied
forms. Variation in the ranking stability of theffédrent forms can also be seen for model 1

when compared with the other models. The latticergy is significantly lower in
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magnitude for model 1 as compared with models 2} @nd 5, with form Ill being the
most stable, followed by forms Il and I. The eneiggecreased by refining the multipole
parameters for hydrogen atoms to the quadrupold [@vodel 2 and 4). The unrestricted
multipole model seems to give the lowest latticergies for all studied forms. The trends
in ranking stabilities of the forms were identi¢daf models 2, 3, 4 and 5, with form I

being the most stable followed by forms | and IIl.

Overall, forms Il and | showed close agreemenheirtlattice energy values, whereas form
Il had significantly higher values. In order tovastigate the large discrepancy between
the lattice energy obtained for form Il and that the other two forms, new refinements
were carried out in which the x,y,z ang Parameters were refined only once and in a
different block to the multipole parameters. Thesuis were compared with the
CRYSTALOY? and CLP® lattice energy calculations and are summarised@able 3.9.
The CRYSTALO$® and CLP® lattice energy calculations give the lowest laténergy for
form Ill, while the experimental charge density wisoform Il with the lowest lattice
energy. In contrast with the CRYSTALH%nd CLP® lattice energy calculations in this
work, previous atom-atom potential method calcalai give form Il the lowest energy
(-99.44 kJ/mol) followed by form 111497.30 kJ/mol) and form H87.29 kJ/mol}’

Table 3.9. Lattice energies from the experimental charge dgwsithe studied forms ot

(kJ/mol).

Model Form | Form Il Form Il

1 -95.08 [minor] -95.49 -99.81
-93.78 [major]

2 -184.20 [minor] -185.97 -151.67
-184.21 [major]

3 -187.52 [minor] -197.73 -148.15
-187.55 [major]

4 -185.47 -145.50

5 -187.32 -142.12
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Table 3.10.Lattice energy calculations from the experimentarge density approach in
comparison with fully theoretical results using tBRYSTALOF® and CLB® programs
(kJ/mol).

Form XD™lattice energy CLP® CRYSTAL09%

1 -149.10 -122.5 -152.80
2 -155.94 -123.3  -152.39

I -174.03 -126.3  -165.47
1] -150.58 -128.1 -167.26

The intermolecular interaction energies of forms Il and the monohydrate were
calculated using the INTEREN option in the xdpraget®on incorporated in the XD
program™? This method calculates the intermolecular intéoacenergies as described in
equation 2.10, using the same methodology as LATHEM results are listed in Table
3.11. The electrostatic term is also included hime a comparison with previous
calculations of these fornisThe nearest neighbour molecules were generatenidicg to
the hydrogen bond contacts and the short H---Hactamvere also taken into consideration.
The results were compared with the DFT calculatiansthe B-LYP/TZVPP® level
performed with the TURBOMOLE 6°2software.

Closer agreement of the intermolecular interacmergy (k) of the ECD with the
theoretical calculations were obtained for modeln2the case where dimers are present,
the total electrostatic interaction between the malecules was used, unlike the strategy
used elsewher®The E, of form Il shows the best agreement between tisalte of
experiment and theory, with values of —297.71 kJ/amal —281 kJ/mol, respectively. On
the other hand form Ill and the monohydrate shaoslightly larger discrepancy between

experimental and theoretical results.
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Table 3.11intermolecular interaction energies (kJ/mol) of shedied forms of

Form Il
Model 2 Eint Ees Eexrep  Edisp Eint(DFT) Dispersion
correction
02...H1-N2 -75.59 -123.73 79.34 -31.20 -69.25 -14.27
01...H2-N2 -64.25 -77.70 43.33 -29.89 -45.92 -22.25
01...H51-C5 -19.19 -19.89 19.22 -18.52 -36.08 -13.71
02...H21-C2 -57.54 -47.69 19.41 -29.26 -34.72 -27.18
02..H31-C3 -25.35 -17.14 11.66 -19.87 -14.24 -18.86
H51...H32 -39.14 -22.69 33.93 -50.38 -46.14 -48.42
H31...H1 -11.71 +0.26 1096 -22.95 -19.47 -22.94
H31...H31 -0.61 +1.64 1.32 -3.58 -2.97 -3.66
H31...H1 +17.49 +20.74 6.26 -9.52  -3.07 -9.97
H51...H2 -21.78 -16.55 1.63 -6.86 -9.14 -7.12
Sum -297.71  -320.76 -281.00
Formlll
Model 2 Eint Ees Eexrep  Edisp Eint(DFT) Dispersion
corrections
02...H1-N2 -39.30 -86.93 78.48 -30.86 -69.04 -13.94
N2-H2...01 -39.50 -54.30 4483 -30.02 -45.78 -22.30
02...H32-C3 -44.13 -34.20 19.50 -29.43 -34.72 -27.21
C3-H31...01 -23.67 -15.74 13.44 -21.38 -15.76 -20.20
C6-H61...02 -0.39 +1.82 4.70 -6.92  -5.53 -5.92
C6...H41 -11.19 +0.32 12.13 -23.65 -19.98 -23.54
H2...H31 7.81 +10.83 6.42 -945  -3.12 -9.91
H32...H32 -0.10 +2.38 1.49 -3.98 -3.21 -4.07
N1...H51 -36.7 -26.52 21.36 -31.63 -38.01 -30.36
Sum -187.29 -202.35 -235.15
Monohydrate
Model 2 Eint Ees Eexrep  Edisp Eint(DFT) Dispersion
corrections
N2-H2...02 -44.18 -82.16 65.68 -27.69 -65.10 -13.21
C3-H31...01 -85.33 -68.20 29.97 -47.10 -42.08 -45.32
C4-H41...02 -47.21 -37.92 11.22 -20.51 -21.38 -19.24
C5-H51...01 -18.50 -15.63 13.13 -16.00 -43.36 -13.13
C2-H22...01 -39.41 -34.21 14.48 -19.68 -21.26 -16.48
H42...N2 -2.42 -0.87 0.09 -1.65 -4.10 -1.66
H21...H32 -0.92 4.82 6.86 -12.61 -8.75 -12.70
N2...H52 -8.68 -1.40 5.51 -12.80 -7.58 -13.38
Sum -246.65  -235.57 -213.61
Model 2 Eint Ees Eexrep  Edisp Eint(DFT) Dispersion
corrections
02...HW2-OW 261 2.72 -0.11 -0.11 -36.84 -13.24
OW-HW1...01 -28.98 -71.78 62.73 -19.93 -28.68 -6.34
N2-H1...0W 0.63 1.33 0.11 -0.81  -25.81 -9.69
HW2...H2 -3.18 -2.35 1.46 -2.29  -2.56 -2.40
Sum -28.92 -70.08 -93.89
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There is a large discrepancy between the electroseam obtained for form Il and the
monohydrate from the present experimental resutscampared with those in the
literature® From the experimental results of form I, the &lestatic term was found to be
—-320.76 kJ/mol whereas the value presented in teealure is —187.8 kJ/mol. In the
monohydrate case, the electrostatic energy forpirecetam:---piracetam intramolecular
interactions is—235.57 kJ/mol and for piracetam---watéf0.08 kJ/mol, while in the
previous work the piracetam---piracetam electiiostaergy is evaluated as —199 kJ/mol,
with —=175.2 kJ/mol for piracetam---water interawio These results emphasise the

variation of the electrostatic energy with the maed methodology used.

3.6. Conclusions

Three forms of that arestable at ambient conditions were analysed usigly fesolution
X-ray diffraction. Additionally, the monohydraterfa was also included in this study. The
samples of Form | produced in this study were ifiedt to be stable under ambient
conditions over a period of six months, in conttasprevious reports. Only one carbon
atom was identified with disorder compared withvvas studies where two of the C
atoms of the lactam ring were identified with dder. A difference in the conformation of
form | compared with the other forms was observedhe orientation of the acetamide
group relative to the ring. A common centrosymnaediimer is present in forms I, 11l and
the monohydrate, formed by hydrogen bond interastlzetween acetamide groups.

The agreement between experimental data and tieadrealculations of the topological
parameters was slightly better for form | than ftbe other forms. This may be a
consequence of the fact that the multipoles fomatalentified as exhibiting disorder were
not refined. This reveals a difference in the togalal parameters between the disordered

form | and the other two forms.

The experimental charge density results emphasssimund for sulfathiazole in Chapter 2,
that the lattice energy calculations are highlysgere to the multipole model strategy
applied in the refinements. The fully theoreticgdults were, however, in agreement in this
case, with form Il giving the lowest lattice engrdollowed by forms Il and I. However
the magnitudes of the lattice energies of the foames significantly different. As in the
previous chapter, it can be concluded that caligathe lattice energy from the
experimental charge density is hardly possible wveitirent methodologies even when

theoretical results are present. Future investigatand developments are thus necessary.
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The intermolecular interaction experimental reswtye found to be in good agreement
with theoretical results only for form Il. Large sdrepancies are evident between
experimental data and theoretical calculationsttier other forms. A possible explanation
may be that the multipole refinement for form Ives lower Raues cOmpared with the
other forms, suggesting that more accurate dathetber multipole model refinements are
available for this form. The intermolecular intefan results were also compared with
previous results from the literatut&@he electrostatic term for form Il and the monofayd
showed a large discrepancy between the preseritsresul those present in the literature,
further suggesting that substantial developmergsraquired in this area to make such

energy calculations reliabfe.
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4. Carbamazepine
4.1. Introduction

Carbamazepine 3( 5H-dibenzp,flazepine-5-carboxiamide (Scheme 4.1.) is another
extensively studied polymorphic material, which Iwile examined in this chapter.
Carbamazepine is an anti-convulsant drug usedestrirent of trigeminal neuralgia and
epilepsy. It is known to crystallise in five anhgds polymorphs;®> and is one of the most
examined polymorphic organic compounds. Form Il viamsnd to be a low density
polymorph with large voids between the carbamazepmolecules within the crystal
packing in the initial structure determinatidsubsequent studies showed that this is, in
fact, a solvated crystal structfr€. It has been shown that the solvent persists eften a
keeping the crystals in oven at 343 K over a penb80 days. Carbamazepine also exists

in a dihydrate form, which is also studied in thigrk.

o Tz _C13
C Hla
/ ]\ ~
01/ Tl
H1b

Scheme 4.1Molecular structure and atom labellingfSome of the hydrogen atoms are
omitted for clarity. However, they are labelled wgy of their corresponding C atom. For

instance, the H atom bonded to C3 atom is labélled

The first crystal structure of carbamazepine wammed for form 11l in 198F This was
followed by the crystal structure of form II, in @B? and by form IV in 2002. The
structure of form | was first determined in 2008orm Il has been re-examined four
times> #*°while form | was re-determined by powder diffractidata in 2007* The most
recent polymorph reported, form ¥ is formed selectively by templating the growth of
carbamazepine from the vapour phase onto the sudha crystal of the hydrogenated

analogue dihydrocarbamazepine form II.
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Form | is known to crystallise in a triclinie1 space group; form Il in trigonal R-3, forms
[l and IV in monoclinicP2;/n andC2/c, respectively. Form V was observed to crystallise
in an orthorhombid®bcaspace group. There are four unique moleculesaraflymmetric
unit in form I, while in form II, 1ll, IV and V thee is only one molecule per asymmetric

unit.

In Table 4.1 the crystallographic data for all ferm summarised (form 11l — from data in
the current work, forms 1, 1l, and IV from CSD dgatdhe corresponding reference codes
from the CSD are also included, together with tleasurement temperature: 123K, 160K,
191K or room temperature (RT, 283-303K).

Table 4.1.Summary of the crystallographic data of the fiadymorphs of carbamazepine,
3 (form IIl from the present work, CSD data for foriél, and V).

Form | I 1 IV v
CSD CBMZPN11(191Kf CBMZPNO3  CBMZPN(RT)  CBMZPN12 CBMZPN16
ref CBMZPN13(160K}* (RTY CBMZPNOL1(RTY (158K)° (123K)*°
code CBMZPNO2(RTY

CBMZPN10(RTY

CBMZPN15(RT)°
SP P1 R-3 P2,/n C2lc Pbca
al A 5.171(<1) 35.454(3) 7.4893(4) 26.609(4) 9.1%35(
b/A 20.574(2) 35.454(3) 11.0323(5) 6.927(1) 10.45).8(
c/A 22.245(2) 5.253(1) 13.7640(6) 13.957(2) 24.822(
aldeg 84.12(<1) 90.00 90.00 90.00 90.00
fldeg 88.01(1<) 90.00 92.953(2) 109.70(<1) 90.00
yldeg 85.19(<1) 120.00 90.00 90 90.00
v/ A 293.103 5718.321 1135.73(9) 2421.926 2367.2(2)
z 4 1 1 1 1
plg 1.339 1.235 1.382 1.296 1.326
cm?®

*The presented data were collected at 100K

The dihydrate form was first reported in 188én an orthorhombic Abam (standard
setting, Cmca) space group containing disordereth&t and has been re-examined four
times™® %", The space group was re-interpreted by Hatisal'® (2005) as monoclinic
P2;/c and solved as a twinned crystal, these resulte wepported by later findings (T.
Gelbrichet. al 2006))*° Subsequent interpretation of the dihydrate crystraicture form
(A. Koganet. al (2008)}’ showed that there was a missing mirror plane andrskglide

plane in the monoclini®®2;/c space group, leading to the Cmca space group avith
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orthorhombic unit cell being proposed, as reportsd Florenceet al 2004 The
crystallographic data are summarised in Table 4tR thie corresponding reference codes

from the CSD and the measurement temperature.

Table 4.2. Summary of the crystallographic data of the dilayelform of3 (CSD data).
There are two distinct space groups reported inliteeature, a larger volume centred

orthorhombic cell and a primitive monoclinic cell.

Form Dihydrate Dihydrate
CSD FENOT® FENOTOZ®
refcode FENOTOZ* FENOTO3®
FENOTO05° FENOTO04’
FENOTO06° FENOTO7°
SP Abam/Cmca Pi/c
alA 28.659(9) 10.066(2)
b/A 4.924(2) 28.718(5)
c/A 19.748(5) 4.831(1)
o/deg 90.00 90.00
B/deg 90.00 103.45(1)
yldeg 90.00 90.00
v/ A3 1393.388 1358.268
zZ 0.5 1
plg cm?® 1.298 1.332

4.2. Experimental and Theoretical

4.2.1. Sample preparation

The conditions for growth of crystals of the polymlesof 3 are described in the literature
as follows: form | can be prepared by melting comuiadly supplied carbamazepine at
192°C# bulk crystals of form | were also obtained by fregform Il at 165°C* Form |l

is reported as being obtained by evaporation usieagolvents tetrahydrofuran, chloroform
and carbon tetrachloridet can be also obtained by dissolving commerc@bamazepine
in ethanol at 80°C, cooling to room temperature kolding at 5°C for 5 hoursForm |II
can be grown in from solution in etharfof, secbutylalcohol,i-propyl alcohol anch-
propyl alcohof Form IV is grown from methanol solution, in theepence of
hydroxypropylcellulosé. Form V was found to form by templating the growa
carbamazepine from the vapour phase onto the surfat a crystal of

dihydrocarbamazepine formi.
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Compound3 was purchased as a powder from Sigma Aldrich #edngts made to obtain
the forms using the methods described in the literatbi@vever, in the present study,
form 11l was obtained from ethanol solution, whilee dihydrate form was obtained instead
of form I, in some cases, by following the pubbshroute for the latter. When
tetrahydrofuran was used in a further attempt #tinlmg form Il, the same unit cell was
obtained as for form Il described in the literattir€he form Il crystal structure was
obtained with residual electron density found ire thore regions indicating solvent
inclusion in this crystal structure. However, mdidel the solvent from the X-ray data
collected in this study was not possible. The geldarHF form of3 with a complete
determination of the crystal structure including tHisordered solvent was previously

reported in literatur@.

4.2.2. Data collection and Conventional (Sphericatom) refinement

Single crystals of a suitable size were selecteiraounted onto a goniometer and cooled
to 100K using a Oxford Cryosystems Helix. High teon X-ray data for form Il were
collected on Bruker AXS Apex Il diffractometer (M&, radiation) over a period of one
week. The low resolution X-ray data were measuradr go the high-resolution data.
Indexing, integration and scaling were performethgighe Bruker APEX Il software
(Bruker Nonius 2009). A multi-scan absorption cotien was applied using SADABS.
The reflection measurements were merged using SORTAhe structures were solved
using SIR9% and refined initially in the spherical-atom foriisah, with full-matrix least
squares onfF?. The non-hydrogen atoms were refined with anisotragisplacement
parameters. Structure solution and refinement werformed using the WinGX pack&ge
of crystallographic programs. Only low angle X-mdgta were collected on the dihydrate
due to the disorder identified for some atoms iis trystal. As it was not possible to
model precisely the solvent in form II, no higholegion X-ray data were collected in this
case. Residual electron density was identifiedhénahannels but this was disordered about
a 3-fold rotation axis and could not be resolve@QUEEZE? was therefore used to
estimate the residual electron density and themmelof the solvent accessible voids. The
total potential solvent accessible volume per ©rit was calculated to be 384.34his
volume corresponds to approximately one THF solwasiecule within each channel.
Neutron diffraction data were collected for forniisand the dihydrate 03 at 100K on the
SXD instrument at the ISIS spallation neutron seurgsing the time-of-flight Laue
diffraction method®® Reflection intensities were reduced to structacdrs using standard

SXD procedures, as implemented in the computerrpanoXD2007* Refinements were
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carried out using SHELXLS? (using the X-ray determined atomic coordinatesaas
starting model) with anisotropic displacement pagtars (adps) determined for all atoms,

including the H atoms.

4.2.3 Multipole refinement

The XD software packagewas used to perform the multipole refinements. futipole
expansion was truncated at the octupole level folNCand O atoms. Five different
multipole refinements were performed for form Ifl 2 In the first refinement (model 1),
extensive constraints with imposed local mirror syetry were applied to all the atoms
apart from O1 and N1. For the O1 and N1 atoms frailtipole refinements were
allowed. Only the first monopole and last dipoleraveefined in this model for H atoms.
These were used to estimate the H atoms adps bydtied of Madsen using the SHADE
web interfacé’ The calculated H-atom adps from SHADBvere used in subsequent
refinements (model 2) as fixed parameters. Infil& cycles (model 3) the multipole
constraints were released. The same steps wene takenodels that used the adps for H
atoms obtained from scaled X-ray with neutron diffron data, denoted models 4 and 5.
The hydrogen atom positions were set to the standgautron distances in all refinements.
Multipole populations and parameters were grouped in all refinements acaegrth the

chemical similarity of the atoms.
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Table 4.3. Experimental crystallographic data forcarbamazepine. 3, form Il

Compound formula
Form

I\/lr

Space group
Crystal system

al A

/A

c/A

[/deg

VIA®

Z

Dcalc/g Cm3

F(000)

Radiation

MA

p(Mo-K )/mnit
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rint
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 20(1)]

R, [I > 20(1)]
Goodness of fi§
Extrema in residual map
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 3o(1)]

R.[l > 3o(1)]
Goodness of fi§

Extrema in residual map/ €Xall data)

(data truncated to 0.8
Max shift/esd in last cycle

£H1N,0
1]
236.3
P2,/n

Monoclinic
7.4893(4)
11.0323(5)
13.7640(6)
92.953(2)
1135.73(9)
4
1.38
496

Mo Kk
0.71073
0.089

0.13x0.35x0.56

2.4-58.0
1.19

72811

16012
-17<sh< 17
0<k<26
0<1<32
0.0662
0.0343

16012
211

0.042

0.123

1.064

0.339- 0.760 e
0.001

13158

510
0.0256
0.0299
1.4680
-0.175- 0.199

0.0003

CisH12N20
11
236.3
P2:/n
Monoclinic
7.4893(4)
11.0323(5)
13.7640(6)
92.953(2)
1135.73(9)
4
1.38
TOF neutron
0.42-7.64
0.146
2.0x2.0x8.0
2.37-69.50

8277
3674
-19<h< 20
O0<k=<25
0<I<53
0.1424
0.1144

3674
276
0.061
0.122
1.153
-1.871-1.651 fmA*
0.001
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Table 4.4. Experimental crystallographic data for3, dihydrate form

Compound formula H1-N,O CisH12N,O CisH12N,O

Form dihydrate dihydrate Solvated (THF)

M, 236.3 236.3 236.3

Space group Acam Cmca R-3

Crystal system Orthorhombic Orthorhombic Trigonal

al A 4.8422(19) 28.6590(9) 35.3115(13)

/A 19.6826(77) 4.9240(2) 35.3115(13)

c/A 28.8648 19.7480(5) 5.1538(2)

VIA® 2751.36(19) 2786.78(16) 5565.33(4)

z 8 8 6

Deadg cm® 1.20 1.13 1.27

F(000) 1056 - 2232

Radiation Mo K TOF neutron Mo &

NA 0.71073 0.42-7.64 0.71073

H(Mo-K )/mm* 0.088 0.119 0.081

Crystal size/mm 0.18x0.29x0.40 2.0x2.0x5.0 0.170%0231

0 range/deg 1.4-22.0 1.4-68.8 1.1-30

Max sin@)/ A 0.52 0.70

No. of data used for merging 9521 5257 34512

No. of unique data 849 1686 3372

hkl range &kh<5 O0<h< 70 -48<h< 0
0<k=<20 O<k=<12 O0<k<48
0<1<30 0<l< 45 0<l<s7

Rint 0.0491 - 0.0487

Rs 0.0430 0.3481 0.1140

Spherical atom refinement

No. of data in refinement 849 1686 3372

No. of refined parameters 133 186 212

FinalR[l > 20(1)] 0.029 0.078 0.099

R/ [1 > 20(1)] 0.054 0.135 0.257

Goodness of fis 1.047 1.097 1.069

Extrema in residual map 04350106 eA® -1.707-1.746fmA® -0.285_0.423 eA?

Max shift/esd in last cycle 0.001 0.00 0.003

4.2.4 Theoretical calculations
Gas-phase structure optimisations were performethgudDFT methods at the
PBEPBE®/cc-pVTZ* level of theory/basis set, within the Gaussian@@ymm3° Basis
sets were obtained from EMSt.The subsequent topological analyses were performed
using the AIMPAC prograr¥ Theoretical structure factors were computed from th
resultant wave-functions and used in a multipolnement within XD?® in which all
thermal parameters were set to zero and all pasitiparameters were kept fixed. Periodic
single-point quantum calculations were also perfstrasing CRYSTALO® with the DFT
method at the B3LY#¥/6-31G** level of theory. Lattice energy calculat® were also
carried out using the CE*Pprogram.
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4.3. Results and discussion

4.3.1. Molecular structure and conformation details

The crystal structures of the polymorphs have been discussed extensively in the
literature>™® A synopsis of this information is given here, coneld with the present
experimental results. As it was not found possiblprepare good quality crystals for high
resolution X-ray diffraction of forms I, I, IV an¥, the discussion will focus more on
form IlI, for which good data were obtained andwdrich the high resolution refinements
provide additional important structural informatioRorm Il solvated (THF) with a
complete resolved crystal structure was obtaine&ahbianiet al® This will be included
in the discussion along with the solvated THF faitained in this study. The dihydrate
form will also be discussed. First, a detailed cangon will be given of the five
polymorphs in terms of the molecular geometry.

4.3.1.1 Summary of the conformational differencesdiween polymorphs

The best fit overlay plot of forms I, 1I, Ill, IMorm Il solvated (THF) and the dihydrate of
3is illustrated in Figure 4.1 (a). The acetamideugrin both forms®and the dihydraté
shows a slight conformational difference comparéth dorms IF and 111 (this study). In
the case of form V? there are slight differences in the positionshef amide group and O
atom in comparison with form Il (Figure 4.1 (b)).

The effects of the amide pyramidalization on thiatiree energies have been addressed
previously in a crystal prediction studfy.

The azepine ring shows good conformational agreebmtween forms Il and V. Overall,

a high degree of conformational similarity betweeolecules can be observed.
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(@)

(b)

(©)

Figure 4.1.Best fit overlay plots of forms of carbamazepiig(a) forms | (4 molecules in
the asymmetric unit), Il, 11, IV, dihydrate: (bjorm Il and form V; (c), form Il and
optimised structure. Colour code: form | - red,nm@, light green, pink, form Il - blue,
form Ill - green, form IV - purple, form V - gregihydrate - light blue, optimised structure
— yellow, form Il solvated (THF) — dark red

4.3.1.2 Comparison with the gas phase calculations

Selected torsion angles of form Il obtained frohe tpresent experimental data are
compared with those from the CSD and the optimgasl phase calculation results from
this work in Table 4.5, and show very good agredmienparticular, close similarity was

observed for the O1-C1-N2-C15 torsion angle frone #xperimental structure and

optimised gas phase molecutel77.62(3)° and-177.64°, respectively. A slightly smaller
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01-C1-N2-C2 torsion angle was obtained for therojsed gas phase structure compared
with the experimental angle: 6.63° and 9.40(48peetively. The N1-C1-N2-C15 torsion
angle (2.12(4)°, this work) shows an almost plgusition of the amide group relative to
the azepine ring. The preference of the almostgplannformation of the isolated amide
group has been also observed in previous study.

Overall, there are good agreements between therimgrgal and gas phase molecular
geometry, as can be seen from Table 4.5. The besvdrlay plot also confirmed the
excellent conformational agreement between thererpatal structure of form Il and the

optimised gas phase molecule (Figure 4.1 (c)).

Table 4.5. Selected torsion angle$) (of form Ill in comparison with CSD data and the

optimised gas phase molecule.

Torsion angle  This work CSD PBEPBE/cc-pVTZ
Formlll

N1-C1-N2-C2 -170.86(3) -170.64 -172.22
N1-C1-N2-C15 2.12(4) 2.25 3.51
01-C1-N2-C2 9.40(4) 9.03 6.63
0O1-C1-N2-C15 -177.62(3) -178.09 -177.64

4.3.2 Disorder in Carbamazepine Dihydrate

As mentioned in the introduction, the structuretieé dihydrate form was interpreted in
two different ways in previous studies. The firgerpretation of the structure was reported
in the literature as being disordered orthorhombiaile a different interpretation of form

lIl as a monoclinic twin was made by Hareisal™

This was justified on the basis that the
previous interpretation was based on the similartthe diffracting powers of the O and N
atoms, making it hard to make a clear distinctietween these two atoms using X-ray
diffraction. In the present X-ray diffraction expaents, a lower R1obs value was obtained
for the structure solution in the orthorhombic spgcoup. In addition, neutron diffraction
data were collected, for which the diffraction powéthe O and N atoms are significantly
different (ln = 5.803 fm, R = 9.36 fm; Figure 2.15, Chapter 2). The resultthefneutron

data refinement confirmed the disordered positioin® two atoms. The structure solution
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and refinement in thB2;/c space group of the neutron data resulted in pebawour of
the anisotropic displacement parameters includioig-positive definite atoms indicating
an incorrect assignment of the space grotyoreover, the neutron data offered a better
interpretation of the hydrogen atoms of the wateftecule. One hydrogen atom is ordered
(H2A) and the other one was found to be disordéigmhing between two positions (H2B
and H2C) (Figure 4.2). When the O atom of carbamiaeeis adjacent to the water
molecule, (pointing right in the molecule in Figwte), one of the water hydrogen atoms
will point in it's direction (H2C). On the other hd when the amide group is present
instead of the O atom, the water molecules havie bpdrogen atoms pointing in opposite

direction to the carbamazepine molecule (H2A an8)12

Figure 4.2.The dihydrate form o8 showing the disordered O, N and H atoms, in blo¢h t
carbamazepine and water molecules. The H2C atotineoivater molecule is 50% of the
time in the direction of the O1 atom (when thi&@¥6 of the time occupying the right part
of the molecule) and 50% of time occupies the HBBion (when amide group is 50% of

the time occupying the right position of the molegu

As it was concluded that the Cmca space groupprettion is more reliable (with a
lower R1obs) than thB2,/c for the dihydrate form and due to the disordertedna within

the crystal packing, no high resolution X-ray datae collected in this case.

4.3.3. Description of intermolecular interaction am crystal packing

The intermolecular interactions and crystal packaighe polymorphs of3 have been
discussed extensively in the literature. A synopsisthis information is given here,
combined with the present experimental results Wwinclude hydrogen bonds distances

obtained from the neutron data of form Il and dliteydrate.
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The common dimer produced by hydrogen bond intenastbetween the amide groups
(N1-H1B---O1 atoms) is found in all solid forms ®f(including the dihydratéy >’

(Figure 4.3), apart from the recently discovereanfd/, which is catemeric (see belot).
The dimers formR? (8)rings which are in turn held together in the caygtacking via

weak C-H---O, C-Hm-or n---m stacking interaction® The difference in the packing of
forms I, II, lll, IV and the dihydrate, lies in trd#gmer unit arrangement. Two possible ways
in which the aromatic rings could be arranged wetend in the forms oB: stacked or
herringbone. In the stacking arrangement the aiionniaigs are aligned parallel to each
other, while in the herringbone arrangement, thggiare tilted with respect to each other
with tilt angles in the range 40-9%°Forms I, Il and the dihydrate were identified tvh
offset = stacking, while form Ill and IV show sandwich-hiagbone packing (Figure
4.4)3

\\,\ A

T RO

I‘
N

\/\
AN

Figure 4.3The commonR? (8dimer found in forms I, Il, llI, IV and dihydratef 3.

A patrticular difference in the packing of form lbropared with the others, is that large
voids are observed to form along thexis. The work of Fabbiargt al® showed that this
form contained solvent, such as tetrahydrofurarhiwithe pores. The solvent persists
even after keeping the crystals in oven at 343 & @vperiod of 30 days. The geometry of
the THF molecules lying within the pores is dissedkand was identified to have three
positions about a pivotal oxygen at8rfihe presence of solvent, such as toluene and n-
tridecane, in form I, has also been repoftéthe residual electron density found in the
pore regions indicated the presence of the solewever, the modeling of the solvent
from the X-ray data was not possible in these casesttempts to obtain crystals of form
Il in this work, a variety of solvents were usedy$tals of form Il were obtained in THF,
however as mentioned earlier analysing the X-réfyadition data, residual electron density
was found to be present within the voids which donbt be modelled. The channels
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formed along thec axis obtained in this study are illustrated in Fegd.5. (a) and (b);

these are the same as those found in the previodies® ’

Form|, P-1

Qw‘?;ﬁm

g).gm

355 a@fb

Form Ii, R-3

R Ve S S < B 5 'E})

A g
Offset = Stacking (378 T g2

Form Ill -P2./c

Offset = Stacking
Edge to Face

Figure 4.4. Common aromatic stacking patterns found in thenfoof 3: (top) offsetx
stacking packing in the trigonal, triclinic and dilnate polymorphs; (bottom) sandwich-

herringbone packing in both monoclinic crystals.
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(@)

(b)

Figure 4.5.(a) Spacefill representation of form 1l 8f viewed along axis taken from the
data collected in this work. (b) The voids illusipa formed by crystal packing of this

form

The dihydrate form also shows channels alongcthgis, this time occupied by the water
molecules (Figure 4.6). The orientation of the @azepings in the crystal packing can also
be observed from Figure 4.6. The double stackets ymesented here are related to each
other by a 2axis, and the offset stacking described in Figure 4.4 for form | andgslalso

observed in the case of the dihydrate f6Pm.
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iyl

Figure 4.6. Spacefill representation of the dihydrate form fshowing the water

molecules occupying the voids along thaxis taken from the neutron data.

In the recently discovered form V of carbamazepthe, primary hydrogen bond motif is
no longer theR? (8)dimer, and the molecules are instead hydrogendibida catemeric
motif (Figure 4.7)* In addition, N-H-% weak hydrogen bonding interactions are present
here and together with the weak C-klinteractions give rise to the 3D expansion of the

packing®?

Figure 4.7.Form V of3, showing the catemeric hydrogen bonded motif.

The intermolecular hydrogen bond distances of tinees in form 1l and the dihydrate

obtained from the neutron diffraction experiments summarized in Table 4.6. In both
cases the dimers are held together through strgdggen bonding interactions, with the
amide group acting as a donor and the carboxyledepgacting as an acceptor. Both
dimers are centrosymmetric, showing similar hydrogend lengths: form 1l 1.897(4) A

and dihydrate form 1.871(15) A.
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Table 4.6. Hydrogen bond distances and angles in the dimetif mo form Il and

dihydrate, obtained from the neutron diffractiopestment.

N2-H1B---O2 HB Form Il Dihydrate
N2-H1B 1.017(6) 1.018(12)
N2---O1 distance (A) 2.918(3) 2.876(7)
H1B---O1 distance (A) 1.898(5) 1.871(15)
N1-H1B---O1 angle’] 177.4(4) 168.6(17)

4.3.4. Hirshfeld surface analysis

The derived two-dimensional fingerprint plots frahe Hirshfeld surfaces of forms I, I
unsolvated and Il solvated have been previouslyyaed in the literaturé® A summary of
these results will be given and, in addition, thieimolecular interactions of forms |, IV
and V based on literature structures will be exaabi(Figure 4.8). The two sharp peaks
found in all forms correspond to the N-H---O hyémdnteraction§.These were found to
be within the 1.0 — 1.2.cand ¢ region in forms [, 1l, Il and IV where a dimer fiesrmed.

In form V, where the dimer is absent and the NéHbends are slightly longer compared
with the other forms, it can be seen from Figur@ that d = 1.2A and d=1.2A. In
addition, two small, sharp peaks are formed hemesponding to the weak N-He--
intermolecular interactions in the/d = 1.5 A region. The H---H contacts are noticeably
shorter in form V, represented in the fingerprifdate by the external peaks in the 1.4 —
1.6 A d/d; region. The H---H interactions are representéderother forms by the external
wings in the 1.6 — 2.2 A ti region. The 2D fingerprint plot in the case ofrfol shows
much denser peaks, which is not surprising as thezefour molecules present in the
asymmetric unit and hence a larger number of distinteratomic contacts at similar
distances. The middle peaks correspond to the s$heii! contacts, and for form IV this
peak is sharper. This is due to the unique presefndbe H14---H11 short hydrogen
contact. The peaks are larger and split in form&dnd Ill, due to the presence of more
than one H---H short contact, for example in folprH11---H13 and H14 ---H13. There is
only one type of short H---H contact in form V (HHE9), which gives a unique peak
around the 1.2 — 1.4 AJdi area.

The 2D fingerprint plot of unsolvated form Il aspoeted previously in the literatufe,

shows a considerable number of points in the tgpt rquarter, which correspond to the
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direction of the voids in the structure (Figure)4Bhis is evidence of a large difference in
the packing between form Il and the others althahggwould be expected as this is not a
true polymorph and would be better described ashate; in the void regions there is a
lack of any close contacts between the neighboumudecules where the disordered
solvent molecules are not modelled. This is refldctin the Hirshfeld surface
representation; the surfaces are elongated indieregion (Figure 4.9 The diameters of
the voids are over 5A, which is enough to accomredaall solvent moleculésThe
inclusion of the solvent in the form Il crystalwstture is reflected in the fingerprint plots.
Most noticeably, the diffuse points at the top tighe absent in the solvated form (Figure
4.9, form Il solvated). The Hirshfeld surface ams#éy especially the fingerprint, was
highlighted as a powerful tool for rapid detectmihunusual packing behaviour in a series
of crystal structures by Fabbiaeti al®

The difference in the crystal packing between thiemeric form V and the others can be
quickly detected from the two-dimensional fingenprplots. The two small sharp peaks
present in from V correspond to the formation af t+-H--zx intermolecular interactions

present only in this form.
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Figure 4.8.Two-dimensional fingerprint plots of the five forra§3. The fingerprint plots
for forms I, IV and V were generated in this workdall and Il were previously
determined.
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Figure 4.9.Cluster of molecules in the form Il & — Hirshfeld surface representatidn.
The Hirshfeld surfaces are extended towards thérecerf the voids in the absence of
modelling of the disordered solvent contained waitihiem.

4.4. Analysis of the electron-density distribution

4.4.1. Analysis of topological parameters

The topological parameters from the experimenttd ekaere compared with those directly
determined from the wave functions of the gas pliaseulations and with the multipole
model based on the theoretical structure factong distance of the BCP to the nuclei
denoted by dand @, p, the Laplacian at the BCE?p and the three eigenvalués (\» As)

of the Hessian matrix of all the atoms of the stddorms are listed in Table 4.7. The most
affected bonds, showing the largest discrepanaydeat the topological parameters of the
experimental and theoretical data are the H-N i(@)il bonds, perhaps due to the
involvement of those atoms in moderate hydrogerdboithel?p(r,) parameters of the
experimental data gave better agreement with thiépuole refinement of the theoretical
structure factor. Overall, when the density calddrom the wave function is chosen as a
reference, large discrepancies can be observedthetiexperimentall®p(r,) parameters.
For instance, in the case of the C(1)-O(1) bondifry) for the experimental data at the
BCP is-37.32 eX&, while the value of1p(r,) for the density derived from the wave
function and the densities from the theoreticaudtire factors is—-13.53eA” and
-33.32e/’, respectively. The density and the position of BG& and d) between the
bonded atoms show good agreement between expeaimeata and theoretical

calculations.
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Table 4.7Topological Analysis of Bond Critical Points farri Il of 3

Bond d;? d®  p(re)’ Pp(rp)’  AS AL A
C(1)-0O(1) 0.5063  0.7325 3.07 -37.32 -29.19  -26.07 17.94
0.4281 0.7985 2.77 -13.53 -25.34 -22.35 34.16
0.4913 0.7353 2.90 -33.32 -26.07 -23.39 16.14
C(1)-N(2) 0.6010 0.7559 2.46 -21.80 -22.38 -17.83 18.41
0.5309 0.8420 2.14 -22.80 -17.71 -14.73 9.65
0.5914 0.7814 2.13 -16.96 -17.79 -14.50 15.33
H(1A)-N(1) 0.2566 0.7419 2.35 -36.77 -33.73 -32.39 29.35
0.2616 0.7481 2.32 -43.89 -32.72 -31.16 19.98
0.2859 0.7247 2.17 -24.83 -28.00 -25.98 29.14
H(1B)-N(1) 0.2597 0.7583 2.28 -33.61 -31.94 -30.42 28.75
0.2613 0.7493 2.31 -43.58 -32.46 -31.00 19.87
0.2808 0.7290 2.22 -24.43 -28.68 -26.73 30.98
C(1)-N(2) 0.6143  0.7679 2.28 -17.98 -20.35  -16.33 18.70
0.5671 0.8418 1.98 -19.65 -15.96 -13.18 9.49
0.6193 0.7894 1.95 -12.05 -15.80 -12.73 16.48
C(2)-N(2) 0.6366  0.7934 1.98 -10.64 -15.42  -14.33 19.12
0.5664 0.8637 1.88 -18.55 -13.60 -12.96 8.00
0.6295 0.8008 1.84 -10.02 -13.43 -12.64 16.04
C(15)-N(2) 0.6399  0.7910 1.95 -10.59 -15.13  -14.23 18.77
0.5713 0.8568 1.89 -18.56 -13.67 -13.08 8.19
0.6491 0.7791 1.87 -9.00 -13.50 -12.61 17.11
C(3)-C(2) 0.6886  0.7080 2.22 -17.42 -18.00  -14.03 14.60
0.6816 0.7155 2.12 -23.87 -16.77 -13.79 6.70
0.6761 0.7213 2.09 -16.89 -15.95 -13.03 12.08
C(7)-C(2) 0.6973 0.7087 2.19 -17.58 -17.78 -14.28 14.48
0.6989 0.7139 2.06 -22.32 -16.13 -13.32 7.13
0.7035 0.7093 2.02 -15.38 -15.24 -12.49 12.36
C(3)-C(4) 0.6853 0.7077 2.20 -18.43 -17.76 -14.82 14.15
0.6939 0.6994 2.12 -23.89 -16.47 -13.88 6.46
0.6891 0.7044 2.08 -16.56 -15.67 -13.07 12.17
H(3)-C(3) 0.3783 0.7104 1.95 -19.34 -19.52 -18.32 18.51
0.3872 0.7018 1.93 -26.50 -19.14 -18.94 11.58
0.3804 0.7086 1.86 -18.20 -17.84 -17.31 16.95
H(4)-C(4) 0.3802 0.7010 1.89 -19.50 -19.06 -17.90 17.46
0.3912 0.6993 1.91 -26.15 -18.88 -18.62 11.35
0.3798 0.7108 1.85 -17.32 -17.69 -16.97 17.34
C(5)-C(4) 0.6981  0.6997 2.20 -18.01 -17.71  -14.58 14.28
0.6989 0.6995 2.10 -23.54 -16.31 -13.84 6.61
0.6944 0.7041 2.06 -16.10 -15.44 -12.90 12.24
H(5)-C(5) 0.3702  0.7148 1.91 -18.01 -19.28  -18.08 19.35
0.3919 0.6987 1.91 -26.09 -18.83 -18.56 11.30
0.3836 0.7070 1.85 -17.38 -17.63 -16.75 17.01
C(6)-C(5) 0.6803  0.7083 2.19 -18.04 -17.70  -14.40 14.06
0.6909 0.6987 2.14 -24.23 -16.67 -13.94 6.38
0.6834 0.7066 2.10 -16.86 -15.86 -13.16 12.16
C(7)-C(6) 0.7033  0.7049 2.20 -17.59 -17.63  -14.54 14.58
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Table 4.7Continued

H(6)-C(6)

C(8)-C(7)

C(9)-C(8)

H(9)-C(9)

H(8)-C(8)

C(9)-C(10)

C(11)-C(10)

C(10)-C(15)

H(11)-C(11)

H(14)-C(14)

C(12)-C(11)

H(12)-C(12)

C(13)-C(12)

C(13)-C(14)

H(13)-C(13)

C(14)-C(15)

0.7001
0.6983

0.3747
0.3924
0.3864

0.7299
0.7279
0.7168

0.6739
0.6777
0.6600

0.3699
0.3933
0.3888

0.3726
0.3925
0.3818

0.7304
0.7209
0.7112

0.7025
0.7010
0.6823

0.7021
0.6997
0.6979

0.3797
0.3915
0.3899

0.3008
0.3889
0.3789

0.6874
0.6928
0.6802

0.3688
0.3912
0.3937

0.6771
0.6981
0.6876

0.6917
0.6934
0.6748

0.3648
0.3909
0.3921

0.6908

0.7106
0.7126

0.7148
0.6993
0.7054

0.7333
0.7280
0.7393

0.6783
0.6784
0.6967

0.7169
0.7001
0.7047

0.7273
0.7012
0.7120

0.7320
0.7344
0.7447

0.7042
0.7092
0.7279

0.7038
0.7153
0.7173

0.7086
0.7003
0.7020

0.6780
0.7017
0.7118

0.7008
0.6981
0.7108

0.7204
0.6993
0.6968

0.7202
0.7004
0.7110

0.7015
0.7013
0.7199

0.7176
0.6996
0.6985

0.7077

2.05
2.01

1.90
191
1.81

1.89
1.88
1.84

2.43
2.26
2.23

1.89
1.90
1.80

1.88
1.90
1.82

1.95
1.88
1.83

2.15
2.06
2.01

2.16
2.05
2.02

1.92
191
1.81

1.91
191
1.85

2.22
2.13
2.10

1.95
191
1.79

2.16
2.10
2.06

2.19
2.11
2.07

1.90
1.91
1.82

2.21
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-22.28
-15.03

-21.79
-25.91
-16.45

-12.76
-19.05
-12.19

-22.13
-26.65
-19.14

-20.13
-25.66
-16.22

-19.29
-25.76
-16.43

-13.61
-19.09
-12.22

-16.71
-22.35
-15.14

-16.39
-22.16
-15.26

-18.55
-25.97
-16.58

-14.36
-26.11
-17.79

-18.65
-24.12
-16.78

-18.61
-26.13
-16.95

-16.71
-23.51
-16.07

-17.64
-23.70
-16.28

-19.52
-26.12
-17.07

-18.21

-15.78
-14.87

-19.74
-18.74
-17.14

-14.43
-14.02
-13.06

-20.52
-18.01
-17.39

-19.16
-18.65
-16.91

-18.96
-18.71
-17.21

-14.94
-14.04
-13.10

-17.12
-15.81
-14.88

-17.64
-16.05
-15.19

-18.96
-18.80
-17.03

-20.11
-18.94
-17.76

-18.32
-16.62
-15.79

-19.54
-18.87
-16.99

-17.07
-16.30
-15.37

-17.45
-16.40
-15.54

-19.40
-18.88
-17.16

-18.54

-13.43
-12.56

-18.74
-18.46
-16.31

-12.60
-12.79
-11.72

-15.77
-14.06
-13.54

-18.57
-18.31
-16.19

-18.13
-18.44
-16.59

-13.21
-12.79
-11.61

-14.03
-13.47
-12.52

-13.40
-13.31
-12.47

-18.27
-18.53
-16.24

-19.23
-18.64
-17.16

-14.58
-13.91
-13.14

-18.43
-18.61
-16.06

-14.05
-13.82
-12.91

-14.53
-13.79
-12.84

-18.58
-18.60
-16.36

-14.17

6.93
12.40

16.69
11.29
16.99

14.26
7.76
12.60

14.16
5.43
11.79

17.60
11.30
16.87

17.79
11.38
17.37

14.54
7.74
12.50

14.45
6.92
12.26

14.65
7.20
12.40

18.69
11.36
16.69

24.98
11.48
17.13

14.25
6.41
12.14

19.36
11.35
16.10

14.41
6.61
12.20

14.34
6.49
12.10

18.46
11.37
16.45

14.49



Table 4.7Continued

0.6886 0.7132  2.10 -23.20 -16.54 -13.47  6.81

0.6937 0.7084  2.07 -16.05 -15.76  -12.65 12.35
First line corresponds to Form Ill experimental datThe second and the third lines
(italic) correspond to reference density from thaves function and reference density from
the theoretical structure factor, respectivélyn units of A” In units of e &. ¢ In units of

e A°

4.4.2 Analysis and comparison of the multipole refiements

This section will examine the improvements of tlggeament between the experimental
data and theoretical data with the increase in in&mghistication. Five different multipole
models were performed for the experimental date2(13, 4, 5), as described in Section
4.2.3. These were compared with (a) the topologicalysis of the wave functions of the
gas phase calculations, as well as (b) with theipoké model based on the refinements of
the theoretical structure factors. The charge diessand the Laplacian at the BCPs of
each experimental and theoretical model are alsgpaced. Since the volume of data is
too large to see the trends clearly (Table 4.7)bafre a residual factoRp, was
calculated, using equation 2.9, Chapter 2, in otdexchieve a global measurement of the
agreement between experimental and theoreticahpedess. The Rues R, and Rp,)
values for form Il of3 are summarized in Table 4.8. An improvement of Rag.esterm
can be noticed with the increase of the sophisticadf the multipole model. A slightly
better refinement was obtained when the hydroggs adhtained from the scaled X-ray
data with neutron data were implemented, comparéiad tve use of adps for hydrogen
atoms obtained from SHADE in the restricted multipole model (2 and 4). Whee
restriction was released, the same results weranaat for both models 3 and 5. If the
density from the wave function is taken as a refegethe best agreement was obtained for
model 1, with the lowest RThe same was observed when the density from tloedtieal
structure factor was used. The lowest values f@f,Rvere obtained for models 2 and 4 in
case (a) followed by models 3 and 5, while for {{®® lowest values of B, were
obtained for model 1 followed by models 3 and Bn2 4. Therefore, the trends for the

R were not the same in the two studied cases (ajgnd
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Table 4.8 The residual factors of the experimental data \&etheoretical data for the

various model multipole refinements of form 111 ®f

(a) Reference density from wave Model Rvaives R, R ()

functions

Form Il 1 0.0275 0.0154 0.2448
2 0.0261 0.0320 0.2019
3 0.0256 0.0369  0.2096
4 0.0260 0.0307  0.2055
5 0.0256 0.0355 0.2132

(b) Reference density from theoretical
structure factors
Form Il

0.0275 0.0435 0.1040
0.0261 0.0607  0.1669
0.0256 0.0656  0.1555
0.0260 0.0592  0.1616
0.0256 0.0642  0.1503

g b wN R

4.4.3. The residual map density representation

The residual electron density maps of the sphesdndl multipole refinements of form llI
of 3 are represented in Figure 3.10 for the azepirgeaid the acetamide group. The maps
contain very little noise in case of the multipoddinements compared with the spherical
atom refinements (Figure 3.10 left) and the redideasities do not exceed 0.2 2AThese

facts indicate high quality of the multipole refinent.
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;

Figure 4.10. Residual electron density maps for form Il 8f— azepine rings and
acetamide group (left — multipole refimentents,htig-spherical atom refinements).

Contours level are +0.1e/R
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4.4.4. Deformation density maps representation

The deformation density maps for form 11l and thtimised gas phase calculation3odire
plotted in Figure 4.11. The maps are plotted in dbetamide group plane, in order to
investigate the behaviour of these atoms involwedchydrogen bond interactions and
compare the results with the theoretical calcutetiolrhe conformation of the molecule is
clearly reflected on these maps. For the experiat@lata, the deformation density is less
pronounced and for the O1 atom, asymmetric lonespan be observed. The multipole
refinement of the theoretical structure factors aot#d from optimised gas phase
calculations shows negative deformation densitythet O1 atom in the O1-C1 bond

direction. The lone pair electrons for O1 are syrmita in this case.

Figure 4.11.Deformation density maps representation for theegrgentally studied form
[l of 3 (left) and from the multipole refinement of thedcat structure obtained from
optimised gas phase calculations (right) in theaan&le group plane (negative contours -

red dashed, positive contours — blue line) Conlexel at 0.08eR

The atomic net charge for O1 calculated using Bad®TAIM implemented in XB°
software is -1.03 e for the experimental data ofmfdll. The multipole refinement of
theoretical structure factors obtained from optedigas phase calculations gave slightly
less negativeralue of thecharge (-0.86 €). This is perhaps due to the akseikcydrogen
bonds in the theoretical calculations. The Mullilerarge extracted from the Gaussiafio3
calculations is also less negative (-0.32 e) coetgpavith both the experimental data, and

the multipole refinement of the theoretical struettactors.

164



4.4.5. Laplacian representation
The Laplacian maps for form Il and the optimisess gphase calculation & are also
plotted in Figure 4.12. The experimental data sheimsilar trends with the theoretical

results. The lone pairs of electrons at the O1 amrsymmetrical in both cases here.

3

Figure 4.12.Plots of the negative Laplacidn(r) in the acetamide group plane of the form
[l (left) and from the multipole refinement of thketical structure obtained from
optimised gas phase calculations (rightBoPositive contours — solid purple line; negative
contours — dotted line. The contour levels areldi x 10°, +2.0 x 10, +4 x 10, + 8 x 10
(n=-3,-2,-1,0, +1, +B A®

4.5. Lattice and intermolecular interaction energycalculations

The lattice energy of form Il was calculated usididferent approaches and different
software including XIF® CRYSTALOS® and CLP® The lattice energy calculations using
the experimental charge density approach are listd@ble 4.9. As noted in the previous
chapters, the lattice energy shows high sensititdtyhe type of multipole model used.
Lower values for the lattice energies were obtaiween a more sophisticated multipole
model was used, especially for the unrestricted elsodThe fully theoretical lattice
calculation shows significant differences with tieperimental results. For instance, in
case of model 5 the lattice energy obtained froenekperimental charge density approach
is —209.12 kJ/mol, while the CRYSTALBYand the CLP® programs gave values of
-159.84 and-130.4 kJ/mol, respectively. A new multipole refiremh was carried out in
which the x,y,z and YJparameters were refined only once, and in a diffeblock from
the multipole parameters. In this case the latdoergies were estimated a165.99
kJ/mol, giving a 6.15 kJ/mol difference with the €RTAL09*® calculations.
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Table 4.9 Lattice energies (kJ/mol) of experimental chargastg of form Il of 3 for

various multipole refinement models.

Form Il
Model XD?® CRYSTAL0S® CLP*®
1 -185.60
2 -192.50
3 -205.54
4 -194.17
5 -209.12 -159.84 -130.4

4.6. Conclusions

Form 1ll of carbamazepin®&, has been analysed for the first time using hegolution X-
ray diffraction. In addition, neutron diffractionath collection and refinement was
performed for both form Ill and its dihydrate. Téteucture solution of the dihydrate form
was interpreted in two ways in previous literatsiedies, and the present work has shown
that the orthorhombic interpretation is the motelbde one. This assumption was made by
considering the lower R1obs obtained for the ohiborbic form. The neutron data also
support these results and in addition the hydradems for the water molecule were also
found to be disordered. Moreover, neutron databedter distinguish between the O and N
atoms due to their different scattering power. Bhgo atoms were therefore interpreted
as being disordered from the neutron data as wile analysis of the various
carbamazepine forms also support the previoushkrpnetatiof of form 1I, which is a
solvated form; residual density was found in theepamf form Il in this study, indicating
the presence of the solvent. The best fit ovendgts show a high degree of

conformational similarity between molecules offalims.

The topological parameters from the experimenttd gdeere compared with those directly
determined from the wave functions of the gas phaseulations, and also with the
multipole model based on the theoretical strucfaotors. An improvement of the,Res
term was noted with the increase of the sophistioatf the multipole model refinement.
A slightly better refinement was observed when liydrogen adps obtained from the
scaled X-ray-data with neutron data, were impleee@nd compared with the use of adps
for hydrogen atoms obtained from SHADE the restricted multipole model (2 and 4).

As concluded in the previous chapters, the caledl&ttice energies show high sensitivity
to the type of multipole model used. The fully theaal lattice calculation shows
significant difference with the experimental resultThere is also a considerable
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discrepancy between the fully theoretical calcolatapproaches. Therefore, an accurate

estimation of the lattice energies from the expental charge density is not currently

possible for carbamazepir®, Challenges also arose in estimating the lattiergy using

fully theoretical programs.
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5. Octakis(arylthio)naphthalenes

5.1. Introduction

This chapter addresses octakis(phenylsulfanyl)iabpéne 4) (Scheme 5.1), an
organic compound known to crystallise in two diffier conformational polymorphs. It was
synthesized for the first time in 1983’he compound was obtained from the reaction of
octafluoro-naphthalene with PhSNa in presence 3timethyl-imidazolidin-2-one within
2 days at room temperature. The recrystallisatfatompound4 in different solvents leads
to the formation of the two polymorphs, one yellG@) and one red4p). An interesting
solid-solid transformation was observed to occumpplying pressure to the yellow form
on a glass slide. Red crystals were produced apthat of pressure application. The
crystal structure of forrdb was re-examined by X-ray diffraction at room tenapere in

20032 The yellow form is known to crystallise in a motioic crystal system wittC2/c

space group, while the red form was identified vaitticlinic, P1, space group.

S S

[
Scheme 5.1Molecular structure of octakis(phenylsulfanyl)ntdiene 4

The characterisation of the two forms using chatgesity analysis and their ranking
stability obtained by energy calculations withirripdic calculations has been carried out
in this work and will be described here. For thisgose, high resolution X-ray diffraction
data were collected for both forms at 100 K. Thestallographic information for the two
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forms are summarized in Table 5.1. The CSD referetuxdes from the previous data
collections are also included in this table, togethith the measurement temperature (RT

— room temperature).

Table 5.1Summary of the crystallographic data of the twoypwrphs of4

Form 4a 4b

CSD ref. code BOWWOZ(RT) BOWWOZO01(RT}
BOWWOZ02(200K}

SP C2lc P1

al A 24.1754(8) 9.0541(2)

b/A 10.4260(4) 11.393(2)

c/A 20.1012(6) 12.3355(2)

oldegrees 90.00 100.999(1)

fldegrees 111.017(1) 96.083(1)

yldegrees 90.00 109.640(1)

VI A3 4729.5(3) 1156.32(4)

Z 0.5 0.5

plg cm? 1.395 1.427

*The presented data were collected at 100K

5.2. Experimental and Theoretical
5.2.1 Sample preparation

The crystals of the two polymorphs #fare described in the literature as being grown
as follows. Formd4a was prepared using the solvents dimethylformamided
diethylether® while form 4b can be grown from anisole at 56°&nd from chloroform-
pentane solutiof.In attempts in this project to produce the crgstf the two forms as
described above, in the majority of the cases fdbrwas produced in all the solvents
used. The yellow form appeared in only one cryigtion vial, in which chloroform-

pentane was used as solvent.

5.2.2 Data collection and Conventional (Sphericaltam) refinement

Single crystals of suitable size were selected,ntexion a diffractometer and cooled
to 100 K using an Oxford Cryosystems Cryostreanlicgalevice. High resolution X-ray
data from formda were collected on a Bruker-Nonius Kappa CCD difioaeter (Mo K
radiation) over a period of one week. The Colleftvgare was used for monitoring the data
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collection. The low resolution X-ray data were mead prior to the high-resolution data.
The integration of intensities was carried out gsime DENZG software. Data for formrb
(denoted 4b_apex in this work) were collectedalfiitiat 100 K on a Bruker AXS ApexIl
diffractometer, in this case using an Oxford Crgiegns Helix cooling device. Indexing,
integration and scaling were performed using thek&r Apexll software (Bruker Nonius
2009). A multi-scan absorption correction was amplising SADABS. The data collected
on the Bruker AXS ApexlIl diffractometer for fordb were found to be not satisfactory for
charge density analysis, showing somewhat largeatigvs of the scale factor. In
conseqguence, the date #lv were recollected, again at 100 K, on a Bruker-Nsr{appa
CCD diffractometer (denoted 4b_kappa in this woild)e reflections were merged and
empirical absorption corrections were performethgSORTAV program. The structures
were solved using SIR§2nd refined initially in the spherical-atom foriisah with full-
matrix least squares dff. Structure solution and refinement were performsihg the
WinGX’ package of crystallographic programs. Anisotrapéplacement parameters were
refined for the non-hydrogen atoms. The detailtheke data collections and refinements

are given in Table 5.2.
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Table 5.1. Experimental crystallographic for the two polymorphic forms 4a and 4b.

Compound formula
Form

M

Space group
Crystal system

al A

/A

c/A

a/deg

[/deg

y/deg

VIA®

Z

Dcalc/g Cm3

F(000)

Radiation

NA

p(Mo-K )/mnit
Crystal size/mm

0 range/deg

Max sin@)/ A

No. of data used for merging
No. of unique data
hkl range

Rt
Ro
Spherical atom refinement
No. of data in refinement
No. of refined parameters
FinalR [l > 20(1)]

Rl > 20(1)]
Goodness of fis
Extrema in residual map / €A
Max shift/esd in last cycle
Multipole refinement
No. of data in refinement
No. of refined parameters
FinalR[l > 3a(1)]

Ru[I > 30(1)]
Goodness of fi§

Extrema in residual map/ €Xall data)

Max shift/esd in last cycle

£eHa0Ss
4a

993.38
C2lc
Monoclinic
24.1754(8)
10.4260(4)
20.1012(6)
90.00
111.0170(10)
90.00
4729.5(3)
4
1.40
2064
Mo ki
0.71073
0.418
0.13x0.35x0.56
1.8-50.2
1.08
404982
24409
-5Xxh<48
O0<k<22
0<1<42
0.0400
0.0410

24409
379
0.042
0.116
1.054
-0.472-0.655
0.002

18618

867
0.0343
0.0311
1.4063
0.310- 0.418

0.0005

CsgHaoSs
4b_apex
993.38
P1

Triclinic
9.0497(4)
11.3991(5)
12.3177(5)
100.954(2)

96.085(2)
109.599(2)
1155.28(9)

1
1.43
516

Mo Ka
0.71073
0.428

0.16x0.31x0.48

1.7-50.0

1.07
207164

24272
-19<h<19
-24<k< 24
0<l< 26
0.0504
0.0341

24272
378

0.034

0.097

1.053

-0.269 - 0.763
0.001

23564
866
0.0285
0.0263
1.1525
-0.355, 0.713
0.0006

CsagHaoSs
4b_kappa
993.38

P1
Triclinic
9.0541(2)
11.3930(2)
12.3355(2)
100.9990(10)

96.0830(10)

109.6400(10)
1156.32(4)

1

1.43
516

Mo Ka
0.71073
0.428

0134x0.43
1.7-50.6
1.08
382684
24605

-19<h<19

-24<k< 24

0<l< 26
0.0418
0.0356

24605
378
0.035
0.102
1.080
-0.497 - 0.668
0.002

19210
866
0.0271
0.0255
1.2781
-0.307% 0471
0.0006
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5.2.3 Mutipole refinement

The multipole refinements were performed using ¥i2® package. The multipole
expansion was truncated at the octupole level éor-id atoms, apart from the S atom for
which the refinement of hexadecapoles was allowedaddition for the S atom, the
(2,4,6,8) combination of the n(1,...4) radial funatigparameters of the valence
deformation function were used. Three differenttipale refinements were carried out for
both phases. The first refinement (model 1), 4ar was performed applying extensive
chemical constraints with an imposed local two-fadthtion axis symmetry to the C5 and
C6 atoms located in a special position. This camstris applied due to the fact that a 2
fold proper rotation axis is passing along the @bb0nd, which is at the centre of the core
naphthalene ring in the compound. For the othermairogen atoms where no such axis
Is present, local mirror plane symmetry was applieat thed4b phase, local mirror plane
symmetry was applied for all non-hydrogen atomse fésulting refined parameters were
used to estimate the H-atom adps by the method adskh using the SHADEveb
interface. The calculated adps for H-atom were useslibsequent refinements (model 2)
as fixed parameters. In the final cycles (modelt33, multipole constraints were released.
The hydrogen positions were constrained to thedst@hneutron-determined distance from
their parent atom. Multipole populations angarameters were grouped in all refinements

according to the chemical similarity of the atoms.

5.2.4. Theoretical calculations

Gas phase single point calculations were perforosdg the DFT method at the b-
pt%Y def2-TZVP! level of theory, performed with the TURBOMOLE & Zoftware, in
order to reveal the difference in the energy of th@ecular conformations in the two
polymorphs (the conformation energy). Periodic Engoint quantum calculations were
also performed using CRYSTALBOwith the DFT method at the B3LY#6-31G**

level of theory.

5.3 Results and discussion
5.3.1. Molecular structure and conformation details

The conformational differences between the form4 ahd their crystal packing have
already been discussed in the literaftfid brief summary of this information will be

given here and in addition the discussion will bderded to the hydrogen bond
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intermolecular interactions. The Mercury diagramhef forms o# is shown in Figure 5.1.
The alternation of the external side phenyls almvaelow the central naphthalene ring are
denoted as conformatiomsandb. The 4a form contains two entiomers within the crystal
packing with the external phenyl alternatedaimbbaabb or bbaabbaa fashion (Figure
5.1). A slight twist of the naphthalene ring canrmgiced for theda form, whereas the
naphthalene ring is almost flat in the form (Figure 5.2). The@ababbab conformation

was identified for théb form as can clearly be seen from Figure 5.2.

aabbaabb bbaabbaa

Figure 5.1. Mercury view of theda form of octakis(phenylsulfanyl)naphthalene,
showing the thermal ellipsoids and the differemifoomation adopted by the antiomers of
form 4a (aabbaabbandbbaabbag).
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Figure 5.2. Mercury view of thedb form of octakis(phenylsulfanyl)naphthalene,

showing the thermal ellipsoids and the conformatidapted §ababbab).

Selected bond lengths and bond angles for fofmsind 4b from the experimental
results and also those from the CSD are summarinedable 5.3. The present
experimental results are in excellent agreemenk whe data previously deposited. A
general slight elongation of the bonds can be eksefor form4b compared withda,
while on the other hand the C-S-C angles are iriggismaller for forndlb compared with
form 4a. This is a consequence of different crystal pagkéffects and taking the
individual molecules, as noted in the paragraplowglthe yellow formd4a seems to be
more stable than the red fodh. In both cases there are two smaller angles aadarger
ones: for each of thea andbb conformations adopted there is a small angle aladger

one. The same can be observed for the S-C bonthkeng

The gas phase optimised energy using DFT methtitdi-p/ def2-TZVP level gives a
difference in the conformation energy of —16.7 lal/mvith the yellow form (form4a)

being the most stable.
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Table 5.3 Selected bond lengths and bond angles for 4heand 4b forms of

octakis(phenylsulfanyl)naphthalene.

Form4a Present data CSD data
S1-C1 1.7737(5) 1.775
S2-C2 1.7592(5) 1.762
S3-C3 1.7624(5) 1.763
S4-C4 1.7753(5) 1.779
S1-C111 1.7806(5) 1.778
S2-C211 1.7661(7) 1.760
S3-C311 1.7711(6) 1.763
S4-C411 1.7826(8) 1.779
C1-S1-C111 101.50(2) 101.75
C2-S2-C211 106.50(3) 106.62
C3-S3-C311 107.90(2) 107.63
C4-5S4-C411 100.43(3) 101.30
Form4b Present data CSD data
S1-C1 1.7898(4) 1.789
S2-C2 1.7651(5) 1.761
S3-C3 1.7768(5) 1.775
S8-C8 1.7806(4) 1.779
S1-C111 1.7831(5) 1.779
S2-C211 1.7706(5) 1.768
S3-C311 1.7790(5) 1.777
S8-C811 1.7843(5) 1.780
C1-S1-C111 97.12(2) 97.38
C2-S2-C211 105.54(2) 105.82
C3-S3-C311 101.30(2) 101.59
C8-S8-C811 98.67(2) 98.74
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5.3.2. Hirshfeld surface analysis

The hydrogen bonds present in #teeand4b forms are generally of the weaker type.
There are weak hydrogen interactions of the C-Htyp®, plus other close C-H:---C
contacts. Examination of the fingerprint plots gaied by the Crystal Explorémprogram
shows a slight difference between the two formsiadathe ¢= 1.0 - 1.4 A region (Figure
5.3). This position represents the short H---Hamat The denser region in thie form is
due to the presence of six short H---H contacts, do them with distance 2.32(2) A and
two with 2.31(2) A. In theda case, there are only four H contacts with distaote
2.28(2) A. The wings show that the C-H---S and GeHintermolecular contacts are almost

identical for the two forms.

b4 de e 1 1“ b4 de
D2 > ol b2
20 20
1.8 1.8
16 1.6
14 1.4
15 1.2
o 1.0
b 0.8
0.6
0.6 d d]
ST T T T T —s 2_4' 06 0.8 1.0 1.2 1.4 1.6 1.5 20 2.2 24
4a 4b

Figure 5.3. Two-dimensional fingerprint plots for the two fosrof4.

5.4. Analysis of the electron-density distribution

5.4.1. Analysis of topological parameters

A detailed comparison is now made between the tapodl parameters obtained from
experimental data and those obtained from multipefi@ement of the theoretical structure
factors derived from single point periodic calcidas. The distance (A) of the BCP to the
nuclei denoted byidand @, the electron density, the Laplacian at the BCEp, and the
three eigenvaluea\{ A A3) of the Hessian matrix of all the atoms of the stddiorms are
listed in Table 5.3 and 5.4. The topological parrsepresented in these tables correspond
to the atoms from the asymmetric unit. Good agregnimetween the topological
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parameters obtained from the experimental dataleatetical calculations is observed for
both forms. This is not surprising as only weakrogdn bonds are present in the studied
system and the experimental data are comparedsiithe point periodic calculations in

this case.

Table 5.3.Topological Analysis of Bond Critical Points fdret4a form

Bond d]_a dza p(r b)b |:|2 p(l’ b)c }\1C }\2C A3C
Cil-s1 0.8351 0.9376 1.31 -4.40 -7.44 765. 8.80
0.8538 0.9182 1.27 -5.57 -6.81 -5.73%.98
Cl11-s1 0.8333 0.9458 1.34 -5.43 -7.39 6.60 8.56
0.8520 0.9265 1.26 -5.47 -6.74 -5.927.19
C2-S2 0.8289 0.9311 1.36 -5.61 -8.01 -6.03 8.42
0.8614 0.8978 1.31 -5.99 -6.92 -5.93%.87
C211-S2 0.8236 0.9402 1.37 -6.94 -8.58 6.30 7.94
0.8223 0.9409 1.29 -5.77 -7.29 -6.047.56
C3-S3