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Abstract

The objective of this thesis is to present an aislpf antennas, which are
applicable to wireless sensor networks and, iniqadar, to the requirements of
the Speckled Computing Network Consortium. This d@se through a review of
the scientific literature on the subject, and tlesign, computer simulation, and
experimental verification, of various suitable dgs of antenna

The first part of this thesis outlines what an anteis and how it radiates. An
insight is also given to the fundamental limitasoof antennas. As antennas
investigated in this thesis are planar-printed giesi an insight into the types of
feed lines applicable, such as microstrip, CPW slotline, is given. To help

characterise the antennas investigated, the funuaimeantenna analysis
parameters, such as impedance bandwidth, S-pamsmetliation pattern,

directivity, antenna efficiency, gain and polanseat are discussed. Also
discussed is the 3D electromagnetic simulatiormso#, HFSS, which was used
to simulate the antennas in this thesis. To hiistiate the use of HFSS, a

proximity-coupled patch antenna, operating at 3-& Gvas used as an example.

A range of antennas were designed, manufacturedtestdd. These used
conventional printed circuit boards (PCBs) and iBall Arsenide (GaAs)

substrates, operating at a range of frequencies &d GHz to 12 GHz.

A review was conducted into relevant, suitable gadrchitectures such as,
conventional narrowband systems, Ultra-Wide Band/B), and simplified radio
architectures such as those based on the dioddierechethod, and Super

Regenerative Receivers (SRR).

There were several UWB antennas designed, whichatgpever a 3.1 — 10.16
GHz operational band with a VSWR2. All the UWB antennas were required to
transmit a UWB pulse with minimal distortion, whigaced a requirement of
linear phase and low values of group delay to msendistortion on the pulse.

UWB antennas investigated included a Vivaldi antenwhich was large,



directional and gave excellent pulse transmissioaracteristics. A CPW-fed
monopole was also investigated, which was smalhiativrectional and had poor

pulse transmission characteristics.

A UWB dipole was designed for use in a UWB charmetlelling experiment in
collaboration with Strathclyde University. Thetiali UWB dipole investigated
was a microstrip-fed structure that had unpredletéiehaviour due to the feed,
which excited leakage current down the feed cabtk as a result, distorted both
the radiation pattern and the pulse. To minimiezleakage current, three other
UWB dipoles were investigated. These were a CPMP4/B dipole with slots,
a hybrid-feed UWB dipole, and a tapered-feed UWjgbtl. Presented for these
UWB dipoles are S-parameter results, obtained uaingctor network analyser,

and radiation pattern results obtained using actesie chamber.

There were several antennas investigated in thasighdirectly related to the
Speckled Computing Consortiums objective of desigré 5mm ‘Speck’. These

antennas were conventional narrowband antennardesjgerating at either 2.45
GHz or 5.8 GHz. A Rectaxial antenna was desigried.4b GHz, which had

excellent matching @ = -20dB) at the frequency of operation, and an iemn
directional radiation pattern with a maximum gafn2d&9 dBi as measured in a
far-field anechoic chamber. Attempts were madentoease the frequency of

operation but this proved unsuccessful.

Also investigated were antennas that were desigmdak integrated with a 5.8

GHz MMIC transceiver. The first antenna investightvas a compact-folded

dipole, which provided an insight into miniaturisat of antennas and the effect
on antenna efficiency. The second antenna invastigwas a ‘patch’ antenna.
The ‘patch’ antenna utilised the entire geometryhef transceiver as a radiation
mechanism and, as a result, had a much improvedcganpared to the compact-
folded dipole antenna. As the entire transceivas an antenna, an investigation
was carried into the amount of power flow throulgé transceiver with respect to

the input power.



“Gin a body meet a body
Flyin' through the air,
Gin a body hit a body,
Will it fly? and where?

llka impact has its measure,
Ne'er a ane hae |,
Yet a' the lads they measure me,

Or, at least, they try.

Gin a body hit a body
Altogether free;
How they travel afterwards

We do not always see.

llka problem has its method
By analytics high;
For me, | ken nae ane o’ them,

But what the waur am 1?”

— James Clerk Maxwell
Rigid Body Sing§l. 1-4)
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1. Introduction

Autonomous distributed wireless sensor networks hswias those being
investigated by the Speckled Computing Consortittinafe widely predicted to
have major growth opportunities in the coming yesrsnumerous imaging,
safety, biomedical and environmental applicatiois. most of these areas, the
design challenges are somewhat different from copteary wireless
communications systems in that data rates willdve, land power consumption

and size of the sensor node are the key issues.

Truly “plug and forget” functionality, and the oppanity to embed sensor nodes
into everyday objects or the surrounding environtheaquires small volume

solutions, the majority of which will be occupieg b large enough battery to
prolong lifetime. These constraints place stringegquirements on the system for

the following reasons:

i.  The communication frequency should be high enongirder to minimise the
size of antenna and thus sensor node, althoughatopgerat higher frequencies
incurs higher path loss, and higher DC power comgiam due to higher losses
for the inter-node radio transceiver.

ii.  Given the low RF power levels (due to DC power t@msts), the transceiver
antenna should have as high a gain as possiblgjugat the fact that the network
nodes are randomly deployed and can be moving negpect to one another, an
omni-directional radiation pattern is required.

lii.  In addition to the constraint mentioned in (i) abpthe total volume of the
antenna should be minimised to maximise the sizbeobattery.

iv. As large numbers of sensor nodes will be requiredamy network, all

component costs, including the antenna should peamsed.

There has been research into this topic by orgtoisa other than Speckled
Computing Consortium, most notably Berkeley Uniitgrand its Smart Dust
project [2]. The goal of the Smart Dust projecttasbuild a self-contained,
millimetre-scale, sensing and communication platfdor a distributed sensor
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network. The device itself, called a ‘mote’, wolle around the size of a grain of
sand and contain sensors, computational abilityzdideictional wireless
communications and a power supply, while being pessive enough to be
deployed by the hundreds. The science and engngegoal of the Speckled
Computing Consortium project is to build a complemmplex system into a tiny
volume using the newest technologies (as opposeittmistic technologies),
which requires advances in integration, miniatdicsaand energy management.

When the project started many applications wereseen for this technology

such as:

. Weather/seismological monitoring on Mars
. Internet spacecraft monitoring

. Land / space communication networks
. Chemical / biological sensors

. Weapons stockpile monitoring

. Defence related sensor networks

. Inventory control

. Product quality monitoring

. Smart office spaces

. Sports

The main difference from Smart Dust is that thecRfgsl Computing Consortium
looks well beyond typical sensor networks applmagi Smart Dust motes are
used in static networks, whereas specks are interfde use as dense,
decentralized networks in which the specks can bgeoh around, if required.
The other main difference is that Smart Dust usesnéralised controller. A good
analogy to describe Smart Dust would be a queehantdirects the other ants.
Whereas, Specknet intends to be completely dedisettai.e. the ants thinking
for themselves; this gives a truly ubiquitous netwvoHowever, before the goal
of a truly ubiquitous network is realised there arany hurdles to overcome.

These are as follows:
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» Synchronisation of the device is very importarftthe Speck is meant to
be autonomous, when will it know to send or recé&nNermation?

* Power consumption. If the device is very smatlah only have a limited
power supply and cannot remain ‘on’ at all timekeowise its lifetime
will be extremely short. It is therefore importdat the project to come

up with the most energy efficient designs.

It was decided early in the project that there #hdne certain criteria which
each sub-section of the Speck should meet. Thée impsrtant criteria, from

the RF front-end point of view, were;

* The Specks should be able to communicate 10cm apart

e Transmit-receive (Tx/Rx) while only consuming 400 0\power.

The initial work reported in this thesis focused Witra Wide-Band (UWB) due
to the perceived power savings, and the fact thvaa$ a ‘new’ technology. UWB
is discussed from a radio architecture perspediittewith the main focus being

on antenna design and performance.

Discussed in the following chapters is the develepimof a low power radio

architecture, which allowed for design of antenafsnuch higher frequencies
than originally anticipated. Antennas were invgased and designed for the
frequencies of 2.4 GHz and 5.8 GHz. Ultra-Wide 840WB) antennas were

investigated and designed. They operated oveffrdgpiency range of 3.1 to
10.16 GHz. Chapter 2 presents the history andryhebantennas. Chapter 3
evaluates common transmission lines used to feexhaas. Chapter 4 gives the
fundamental parameters used for evaluating ant@emtbormance. Chapter 5
discusses the experimental procedure followed wdesigning and testing

antennas, such as the simulation software, falwitgbrocedure and the test
apparatus. The remaining chapters are concernidtin@ design, analysis and
testing of antennas fabricated.
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2. An introduction to antennas

The history of antennas originates back to 1873nwbames Clerk Maxwell
presentedA Treatise on Electricity and Magnetisiff]. This work drew from
empirical and theoretical work that had alreadynbegaried out by scientists such
as Gauss, Ampere, Faraday, and others. Maxwell ttom theories of electricity
and magnetism and unified them. The equationsehieat] are presented below

in differential form.

nxE="9%8 _yj (2.1)
ot
Oxb =243 (2.2)
ot
OmM=p (2.3)
OB=0 (2.4)
Where, E is the electric field intensity (V/m).

H is the magnetic field intensity (A/m).

D is the electric flux density (C/n

Bis the magnetic flux density (Wbfin

M is the (fictitious) magnetic current density (Vjm

J is the electric current density (Afjin
p is the electric charge density (Gjm

Maxwell's equations allow the calculation of thelieted fields from a known
charge or current distribution. They also giveesatiption of the behaviour of
the fields around a known current distribution dcrmwn geometry. Maxwell’s

equations can then be used to understand the fierdahprinciples of antennas.

2.1 What is an antenna?

The IEEE definition [2] of an antenna or aerial is:

‘a means for radiating or receiving radio waves’
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Radio waves are also referred to as electromagwettes, or light waves, as they
travel at the speed of light and can be represdnjesine waves. The distance a
wave travels to complete one cycle is known asvieelength), of a signal.

A =%(metre$ (2.5)

Where c is the speed of light and f is the frequdoygcles per second).

In a vacuum or air the speed of light is approxegha8x1F m/s. When a radio
wave passes through a non-conducting medium dtherdir this slows the wave
down and results in a shorter wavelength. Thigp@rty is of great importance

when designing antennas and is analysed throughisuhesis.

An antenna can be viewed as a device which sertisegeives electromagnetic
waves. Essentially, an antenna acts as an eneryexter for a transmission line
into free space radiation. Antennas are bidireetiso this relationship works
exactly the same from free space to a transmidgien Figure 2.1 shows an
antenna as a transition device [3]. The arrowglay®d in Figure 2.1 correspond
to the electric field lines as the wave is transiéd into free space.
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Figure 2.1 Antenna as a transition device

The transmitting antenna can be modelled as a Hewsdurce, as shown in
Figure 2.2. It consists of a voltage generator aedies impedance, the
transmission line being represented by a charatteimpedance £ and the

antenna is represented by logdcdnnected to the transmission line.
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Figure 2.2 Transmission-line thevenin equivaleramtenna in transmitting mode
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Antenna losses due to conductor, dielectric or laeatrepresented by the loss
resistance, R The radiation resistance,,Represents the real part of the
radiation impedance of the antenna. The reactafcerepresents the imaginary

part of the impedance associated with the radidtmmn the antenna.

2.2 Types of antennas

There are numerous types of antennas developeddoy different applications;

they can be classified into four distinct groups.

2.2.1 Wire antennas

Wire antennas are probably the most recognisalléhey are ubiquitous and
typified by TV aerials, car aerials etc. Wire amtas can include dipoles, loops,
helical, sleeve dipoles, Yagi-Uda arrays. Wireeants generally have low gain
and operate at lower frequencies (HF to UHF). Tiaye the advantages of low

cost, ease of fabrication and simple design.

2.2.2 Aperture antennas

Aperture antennas have a physical opening throudhichw propagating
electromagnetic waves flow. For example, a horreram opening acts as a
“funnel” directing the waves into the waveguide.eTéperture is usually several
wavelengths long in one or more dimensions. Théepathas a narrow main
beam which leads to high gain. For a fixed apersize, the main beam pattern
narrows down as frequency increases. These typastefhnas are very useful in
aerospace and spacecraft applications, becausednelge easily flush-mounted
on the skin of an aircraft or spacecraft. Exampméghese antennas include
parabolic reflector, horn antennas, lenses antesmégircular apertures.

2.2.3 Array Antennas

Array antennas are made up of a matrix of discreperces which radiate
individually. The pattern of the array is deterndniey the relative amplitude and
phase of the excitation fields of each source hedjeometric spacing of the sources.
Typical elements in an array are dipoles, monopaless in waveguides, open-ended

antennas and microstrip radiators.

26



2.2.4 Printed Antennas

Printed antennas can encompass all of the anteneasoned in sections 2.2.1 to
2.2.3, except they take a planar form. Printederams are made via
photolithographic methods, with both the feedingudure and the antenna
fabricated on a dielectric substrate. Printed rarde form the bulk of the

structures discussed in this thesis.

2.3 Radiation Mechanism

All antennas, regardless of type, operate understrae basic principle that
radiation is produced by an acceleration (or deagten) of electrical charge. To
illustrate the principle, a piece of conductingeyias shown in Figure 2.3 [4], will

be used.

Figure 2.3. Charge uniformly distributed in a clerwcross section cylinder wire

If the electric charge density, is uniform over the piece of wire, then by
combining Maxwell’'s Equations, (2.2) and (2.3)d@n be shown that:

J:=p.\; (2.5)
Wherel, is the component of current densily, in the z-direction and, is the

velocity in which the charge, Q, is moving withimetvolume in the z-direction.

If the wire is a perfect conductor then the curresgides on the surface of the
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conductor and current density becomis(amperes/m). This is shown by

Equation 2.6.

Js = ps.Vy (2.6)

ps represents the surface charge density (coulonfhsifithe wire is very thin, or

zero radius, then Equation 2.6 reduces to:

IZ=p|'VZ (2.7)

Where p, (coulombs/m) is the charge per unit length.

If the current varies with time then the derivatifeEquation 2.7 can be written

as:

dl dv
—Z = _Z 28
i P a (2.8)

If the wire is of a length, L, then the EquatioB 2an be written as:

di dv
L—%= z 2.9
dt Q dt (2.9)

This equation is known as the basic equation ofateh and shows that time-
changing current radiates and accelerated chard@tea. The radiation is
perpendicular to the acceleration of charge, andddiated power is proportional
to the square of either the right or left hand sitl&quation 2.9. For steady state
harmonics the focus is on current and for transiemt pulses the focus is on
charge [5]. To create charge acceleration (or |destgon) the wire must be
curved, bent, discontinuous or terminated. Pecioccharge acceleration (or
deceleration) or time varying current is also adawhen charge is oscillating in

a time-harmonic motion. Therefore:

1. If a charge is not moving, current is not created there is no radiation
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2. If charge is moving in a uniform velocity:
a. There is no radiation if the wire is straightl anfinite in extent
b. There is radiation if the wire is curved, befiscontinuous, terminated,
or truncated

3. If charge is oscillating in a time-motion, it ratka even if the wire is

straight

2.4 The Dipole

To illustrate the principle of radiation from ant@anna it is useful to look at one of
the simplest and one of the most widely used asignihe dipole. The dipole is

realised by a short straight wire of finite lengtthich terminates at two points

allowing charge to be collected. If an alternatogrent generator is connected to
the centre of the wire dipole it can drive changerf one end to the other. This is
illustrated in Figure 2.4 [6].
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U = max
I Electric field line or wave front

Il
—_nll - .
| b =0 {8 \ith charges at ends of dipole
\ Field line
A
e _ir (b) Wave front moves out as
I} = charges go in

ﬁ = "
= L 1 As charges pass the midpoint
f}:?aﬂ B<) =27 (@ ihe field lines cut loose
8]

I s
:Z:} =37 (d)
Iy ¥ \
/ Wave fronts moving out

t=17 (e)

Figure 2.4. Oscillating electric dipole consistimigwo electric charges in simple harmonic
motion, showing propagation of an electric fieldiats detachment (radiation) from the dipole.

Arrows next to the dipole indicate curreht direction

Shown in Figure 2.4(a) are two charges of equalnitade and opposite polarity
oscillating in a harmonic motion with a separatigmaximum separatioly). For
clarity there is only one electric field line shawwt t=0 the charges are at their
maximum separation,p,| and have maximum acceleration,as they reverse
direction. At this instant, before they turn, theceleration is zero, hence the

current is zero.
Figure 2.4(b) shows the two charges moving towasth other 1/8of a period

later with the wave front moving out. Figure 2)¢bows the charges at a ¥4 of a

period later where they pass through the midpo#ut.this point, there is no net
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charge (the current, |, is at a maximum) on themm and as a result the field

line is forced to create its own loop. As timegmesses to a ¥z period, the fields

If the process is

continue to move out, as shown in Figures 2.4(d) 24(e).

repeated and continued indefinitely then electretdf patterns are created as

shown in Figure 2.5 [7].

e
e S
=

Theldd) t = 3T/8

0, (b) t=T/8, (c) t

Figure 2.5. Electric field lines for2 antenna at (a) t
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2.5 Antenna Field Region
As an antenna radiates there are changes to ttieoatagnetic field structure as
the radiation moves away from the antenna at anmtis{ R. These changes can

be split into three distinct groups and are shawhigure 2.5.

Far-field (Fraunhofer)
region

Radiating near-field (Fresnel) region

Reactive
near-field region

R,=0.62VDx

R, R,= 2D

i
"=

Figure 2.6. Field regions of an antenna

2.5.1 Reactive near-field region
The reactive near-field region, sometimes calledahtenna region, is considered

to be the volume of the field in the immediate wityi of the antenna. For the

majority of antennas this region exists Bt< 062VD*/A from the antenna,
where R is radius and D is the maximum antenna msioa. Confined within

this region is a high amount of non-propagatinggyeor reactive power.

2.5.2 Radiating near-field or Fresnel region

The radiating near-field, or Fresnel region doesdigplay spherical power flow
and varies as a function of distance, R, from terana. Also, the longitudinal
component of the electric field may be significdat,example, if using the dipole

from Figure 2.5. The boundaries for this regione ambetween
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whereR> 062VD®/A andR<2D?/A, and wherd is the largest dimension. If

the antenna is very small compared to wavelengshréigion may not exist.

2.5.3 Radiating far-field or Fraunhofer region

In the radiating far-field or Fraunhofer region firedd components are transverse
to the radial direction from the antenna and a# thower flow is directed
outwards in a radial fashion. In this region theme of the field pattern is
independent of the distance, R, from the antenirfee inner boundary is taken to

be the distanc® = 2D?/ A, where D is the largest dimension of the antenna.

2.5.4 Characteristic impedance of EM waves

To help differentiate between near-field and fatefi regions it is useful to
analyse the characteristic impedance of plane wakkesan be shown [8], that the

characteristic impedance of a plane wave for ddessmedium is given by:

Zy = \/Z(Q)
£

M= ol (2.10)
E = E,E,

Where:
€o= Permittivity of free space = 8.854 x 1{{F/m)
& = Relative permittivity of the dielectric material
o= Permeability of free space 4 107 (H/m)

1= Relative permeability of the magnetic material

For plane waves, this impedance is also known @sntiinsic impedance of the
medium. In free space, wheZge = 37R2, the E-field and H-field are orthogonal
to each other and orthogonal to the direction opppgation. If the wave is in the
near-field, in a free space environmeds, # 371 since the fields are not
orthogonal to each other, or in the direction afgargation.
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2.5.5 Velocity of Propagation

Another useful differentiation between the fardieind near-field regions, which
gives an insight into the property of electromagnetaves, is the velocity of
propagation (m/s). The velocity of propagation efplane wave, sometimes
known as phase velocity, is the speed at which\wewaoves through a medium
and is given [9], for a lossless medium, by:

1

U =—=

P Jeu

(ms™) (2.11)

~|e

Where:

o = frequency (radians/s)

B =w| e = wavenumber ()

For a plane wave travelling in free space, the aiglds equal to the speed of
light, c = 2.998 x 1®m/s. As with the wave impedance, for the wavkeglanar
(i.e. in the far-field) in free space then the ghaslocity must equal the speed of
light.
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2.6 The fields of a short electric dipole

To help understand more complex geometries of aatent is useful to consider
the relatively simple case of a short dipole, shawRigure 2.7[10]. This can be
used as a starting point, which to analyse largacsires.

end-plate  [~—,
Ta

Figure 2.7. A short dipole antenna

The length ) of the dipole is much shorter than the wavelerflgtk 7). The two
plates at the end provide capacitive loading. Assallt of the short length, and
the capacitive plates, there is a uniform curréntlong the entire length of the
dipole. Radiation from the end plates is conside¢oebe negligible. The dipole
in Figure 2.7 can then be considered as a condott@ngth,l, with a uniform
current,l, and negative and positive point charggsat either end. The current

and charge is related by:

To find the fields surrounding the short dipole teegth,l, lies along the z-axis
with the centre at the origin as shown by Figug[21].
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Figure 2.8. Electric field configuration

Using spherical coordinates, the electric field poments k., E, E,) are
orientated as shown in Figure 2.8. It is assurhatthe dipole is in a vacuum. If
the current is flowing in the short dipole showrFigure 2.9 at some timg, the

effect of the current is observed at pdtsome time later than

o]

- |=d
Figure 2.9. Geometry for a short dipole

As a result, instead of the current being expreasdd?]:

| =1, (2.13)
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It should be expressed as:
[1]=1,ele 0] (2.14)

Where,c is the velocity of light (3x19ms?). Adding ther/c factor allows for the
delay in pointP sensing the effect of the current due to the wladf light. This
is known as the retardation effect and the valjeas[ known as the retarded
current. This is important as it allows for invgation of the electric and

magnetic fields at the dipole but also many wavgtlen away.

To calculate the fields we have to use the retawgetbr potentialA. This is the

magnetic vector potential and is useful for solvthg EM field generated by a

given harmonic electric curre, For the dipole in Figure 2.8, the retarded

vector potential only has one componést Its value is given as[13]:

L/2

A=t s (2.15)

4m_;,, S
Where [] is the retarded current given by
[1]=1,edero) (2.16)

Where,z = distance to a point on the conductor
lo = peak value in time of current (uniform alongalg

1o = permeability of free space =& 10" Hm™

To simplify the analysis further consider that gdtis very far away from the
dipole (>>L). Therefore,s = r and the phase differences of the field
contributions at different parts of the wire canreglected. The integrand in

Equation 2.15 is then regarded as constant andoecames:

L1 el

i (2.17)

A,
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The retarded scalar potentisl, of a charge distribution is:

__ 1 el
V= 47EOL _dr (2.18)

Where, p] is the retarded charge density given by:
[ ,0] — poejw[t—<s/c)] (2.19)
and,
dr = infinitesimal volume element

&0 = permittivity of free space = 8.85 x 1OF/m

The region of charge being considered is confilmethé¢ points at the ends of the

dipole, as in Figure 2.8, so (2.18) reduces to:

Combining (2.12) and (2.16):

e 1]
= ([t =1, [er-rolgr = L] 2.21
[a] = [[1]dt=1,] o (2.21)
Substituting (2.21) into (2.20) gives:
jalt-(si10)]  qiedt=(s;/0)]
V= 41 {e - } (2.22)
TE Sy S,

Referring to Figure 2.8, wher»>L , the line connecting the ends of the dipole

and the poinP can be considered as parallel so that
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S, =r-—cosf (2.23)
and

S =T +%cos€ (2.24)

Substituting (2.23) and (2.24) into (2.22) gives:

B jaj_cosé? L _J.a)LcosH L
e % (r+zcosé’j—e 2c (r—zcosﬁj

Ioejw(t—r/c)
= > (2.25)

\Y,

471E,, jW r

TheL%4co£6 term, which was present in the denominator has begtted since

r>>L . Using de Moivre’s theoreng{= cosx + jsin} Equation 2.25 becomes:

alcosd . . alcosd L
) COS———+ jsin r +—cosé
_ el 2c 2c 2
v=-U (2.26)
ATE, joar alLcosd . . alcosf L
—| cOS—————jsin r ——cosd
2C 2c 2

Since the wavelength is much greater than the teogthe dipole A>>L) the

following approximations can be made:

al cosd 7l cos@
CcOoS = CO0S O

1 2.27

2c A ( )

SinaLcos@ _ 71 cos@ (2.28)
2c 2C

Combining (2.27) and (2.28) into (2.26), the equatfor the scalar potential
reduces to:

jeft-r/c)
v = Jolcose (L,iizj (2.29)
4rE,C rjor
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The vector () and scalar\{) potentials everywhere on a short dipole are
represented by Equations 2.17 and 2.29 respectivélg a result, it is now
possible to determine the electromagnetic fieldghwhe help of Maxwell’s

equations.

Since the magnetic flug, is solenoidal (di8 = 0) it can be represented as the

curl of another vector due to the vector identity:
OmMxA=0 (2.30)
Where A, is the vector potential. From the relationshgvieen the magnetic

flux density and the magnetic field intensitg8 £uH ) Equation 2.31 can be

formed.

I,
I

Ox A (2.31)

NI

Using Maxwell’s curl equation:

OxE =—jouH (2.32)

and substituting (2.31) into it gives:

OxE=-jaudxA (2.33)

This can also be written as:

Ox[E+ jeA] =0  (2.34)

The scalar potentiaMj is the negative derivative of the vector potdntia).

Using the vector identity:
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Ox(-0v)=0 (2.35)
We can now get an expression for the electric field
E=-jaA-0V (2.36)

The next step is to obtain both and H fields in polar coordinates. The vector

potential expressed by polar coordinates is:
A=4 A +8,A +4,A,  (2.37)

The vector potential in this case only has@mponent. Therefored, =0 andA,

andA, are given by:

A = A, cosf (2.38)
A, =—A, sing (2.39)

WhereA; already been given by 2.17. In polar coordinatesdradient oV is
given by:

,

Va s 10V . 1 oV

+a,-— -
"or  rafd ’rsinddg

(2.40)

As with (2.37) the E-field can be expressed as ra ofi its polar coordinate

components:
E=4E +4,E,+4,E, (2.41)

From (2.36), (2.37) and (2.40) the three sphetoardinate components of the E-

field are:
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=-jen -2 (2.42)

10V

“jany =S (2.43)

: 1 oV
=- - — (244
JaR, rsind dg ( )

Equation (2.44) reduces to zero, sinég

= 0 andV is independent ofg
(oV/d¢g=0).

For E; we substitute (2.38) into (2.42) and fiés we substitute
(2.39) into (2.43). This is shown below:

=—JaA, cos@—%—\r/ (2.45)
: . Y
E, = sinfd-=— 2.46
o = JOA, Y (2.46)

If we re-introduce the previous results #y(2.17) andV (2.29) into (2.45) and
(2.46) then the following results can be obtained:

jelt-(r/c)]
E = | ,Lcos& ( 12 L1 3} (2.47)
27, cro  jar
| Lsingeit-/ol
, =1 sin jza)+ 12+_13 (2.48)
4re, cr cr jax

Equations (2.47) and (2.48) are known as the geeg&pmessions for the E-field
of a short electric dipole.

The magnetic field may be calculated using EquatihB1). The curl ofA in
polar coordinates is:

A

O A= 2a_f a(l’Slne)Aw_a(rAe) N a,
r<sing 06 op

_,,[a(rA o) OA }
r

0A, 0(rsinf)A,
@ or

rsin@

A

} (2.49)
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Since A, = 0 the first and fourth terms of (2.49) are zeFoom (2.17), (2.38) and

(2.39) it can be seen that andA, are independent gf. As a result the second
and third terms of (2.49) reduce to zero. Only st two terms in (2.49)
contribute so thatA only has ag component and consequentially by (2.31) so

does the H-field. If we introduce (2.38) and (3.3%0 (2.49), and reduce the
terms to zero, then substitute the result into 1(R.the following results are

obtained:

_ | L R jo(t-rlc) .
H = H¢ =_0 singe [M+i2j (250)
ar cr r
H =H,=0 (2.51)

The results obtained show that a short electrioldipnly has three components
E:, Es andH ,. All the other components are equal to zero. aiqus (2.47),

(2.48) and (2.50) can be simplified further for gecial case of existing in the
far-field, whenr>> 1. The terms 1f and 1f° for (2.47),(2.48) and (2.50) can be
omitted. As a result, in the far-fielel = 0, there are only two field components,

Ey andH ,, which are given by:

1 Lsingeit9lje  je0m el ol sing L

E@
47E,C°r r

(2.52)

o Lsin@ ™ jw I @9 sing L
4rcr r A

H

4

(2.53)

Using the ratioky and H , as given by 2.52 and 2.53, the following relathips

can be obtained:

B _ 1 _ | _ 37670 ~1200 (2.54)
H, &c V&
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This correlates with Equation (2.10) in Section.£2.8nd is known as the intrinsic

impedance of free space.

Equation (2.54) can be used to verify the statenmersection 2.5 that an EM
wave existing in the far-field has both the E anddthponents in phase. Shown

in Figure 2.10 is a field pattern for E and H.

N\

(a) (b)
Figure 2.10. Near- and far-field patternsspfandH,.

For the near-field equations given by (2.47), (2.48d (2.58) and at a small
distancer<< 4, from the dipole there are two electric field canpntsE, andE,.
Both of these field components are in time phasadrpture with the magnetic

field. This verifies the statement in section 2.5.TheEy and H¢, near-field

patterns are the same as their far-field pattendsase proportional teind. The
near-field pattern foE; is proportional tacog) and is indicated in Figure 2.11 by

the ninety degree shift in the pattern comparedeigare 2.10.
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Figure 2.11. Near-field pattern f& component

2.7 The fields of a finite length dipole

The previous section explained the theory behirtdinimg field plots for a short
dipole. The theory obtained can now be used taiobdata on finite length
dipoles, which will allow for a better understangliof some of the properties of

the antennas investigated in this thesis.

The dipole under analysis in this section is premiito have a diameter much
smaller than the operating wavelengtkx€1). This allows the assumption that
the current distribution along the dipole is sindab given that it is fed at its

centre by a balanced 2 wire transmission line.s Bpproximation is considered
suitable as there is no major discrepancy in thdi¢dd patterns for the antennas

investigated later in this thesis.

Examples of current distribution on a range of tBpoof a length up toX2are
shown in Figure 2.12 [14].
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Figure 2.12 Approximate natural-current distribntfor thin, linear, centre-fed antennas of

various lengths.

A finite length dipole can be viewed as seriesnfihitesimal dipoles collinearly
joined together. Hence, we can use the expres$wibe far-field obtained in

the previous section to establish new relationsfupa dipole of finite length.

To
distant
point

Figure 2.13. Finite dipole geometrical arrangenient far-field approximation
For the dipole shown in Figure 2.13, which is cetigd, thin, linear, and of a

length,l, the retarded value of the current at any panbn the antenna referred

to a point at a distancs, can be given by [15]:

[1]=1, sin{%(%i zﬂei“’“‘”” (2.55)
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In Equation 2.55 the factor inside the square letscls known as the form factor
for the current on the antenna. Wherf2(+ 2) is usedz< 0, and /2 - 2 is used
whenz> 0. As the antenna can be regarded as a sérigf#nitesimal dipoles of
lengthdz the overall field of the antenna can be obtaimgihtegrating the fields
of all the dipoles that make up the larger dipofrom Equations 2.52 and 2.53,

the far-fieldsdE, anddH ,, at a distance from the infinitesimal dipole of length,

dz,can be given by:

_ j60n] ]sianZ

dE, > (2.56)
ar, = Allsing (2.57)
T gA '

As By = ZH, = 12(0tH , it is only necessary to calculdtg. To findH , over

the entire antenna, Equation 2.57 must integrated the lengthl_.
H, = dH (2.58)

Substituting 2.55 into 2.57 and then substitutimg tesult into 2.58 gives :

o 1 . |2m(L -2
L j =sin—| =+2z|le °dz
_jlysinge’ | tizs | A\ 2

Y si L2l . ZIT[L j -
+j =sin—| —=-z|le °dz
(U A2

For Equation (2.59),/% only affects the amplitude, and at large distarises>A)

can be considered as a constant. As with theitesimal dipole at larger

H (2.59)

distancess = r, which means that there is a negligible effectttoe amplitude.
Unlike the infinitesimal dipole the difference ilgse must be considered. From

Figure 2.12:

S=r —zcosd (2.60)
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Substituting (2.60) into (2.59) gives:

0 . 27T L _].wcosez
_ jsm —|=4+2z|le ¢ dz
jl ySin@e! /o |z A (2

H(ﬂ
2Ar Lz [2m(L - s,
+j sin—| —=-z|le ¢ dz
0 A2

(2.61)

Asp=wlc=2r/4 andp | 4z =Y., Equation 2.61 can be rewritten as:

joej”'z°°56’sin L z)laz
_jﬁlosinébjw(t—rm) -L/2 2

H, 2 (2.62)
r .
+ J'Uze"”’zc"sg sin 2—”(£ - zj dz
0 A2
As the integrals take the form:
je"‘x sin(c +bx)dx = zesz[asin(c +bx) —bcosg + bx)] (2.63)
a

For the first integral:

a= jf#cosd
b=p
c=p0L1/2

For the second integrad andc are the same as the first integral, but .

Integrating and simplifying 2.62 yields:

sind

H, = jz[lro][cos((,&_cosH/Z)—cos(,&_lz))} (2.64)

To obtainE,, H , is multiplied byZ = 120, which gives:
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sin@

E, - jedI,] [cos((,[ﬂ_ cosf /2)-cod AL /2))} (2.65)

Where,[l,]=1,e/“",

Equations 2.64 and 2.65 give the far-field expmssiof H , andE, respectively

for a symmetrical, centre-fed, thin dipole of ldngt. The expression in the
brackets known as the pattern factor gives thdiétd-pattern. Shown in Figure

2.14 are polar plots for various lengths of antenna

Y

N
s

(e) ®
Figure 2.14. Polar plots for the radiation patsesha dipole of length (a) G.b) 0.75. (c) 1A

(d) 1.25. (e) 1.5. (f) 1.75.
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As the radiation mechanism and the radiated figflol® thin linear dipoles have
been investigated the next stage is to investij@efundamental limitations of

small antennas.
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3. Fundamental limitations of small antennas

As outlined in chapter 1 the objectives of thisjpcb were to produce as a small
an antenna as possible but with optimum performanétowever, there are
fundamental limits as to how small an antenna camide i.e. its area. These
limitations have been well researched and this telmapeviews the classical
literature with respect to antenna size relativavivelength, and its impact on

overall performance.

3.1 Wheeler limit

The paper Fundamental limitations of small anteniigmiblished by Wheeler in
1947 [1] and was the first to address the probl&#heeler defined an electrically
small antenna as one whose maximum dimension ssthes the radian-length,

which is 1/Zt wavelengths. This relationship can be expressed a

ka<1 (3.1)

Wherek = % (radians/metre)

A = free space wavelength (metres)

a = radius of sphere enclosing the maximum dimensfdahe antenna (metres)

The situation described by Wheeler is illustrateéigure 3.1.
Antenna structure
including feed

Figure 3.1 Sphere enclosing an electrically snzallating element
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The electrically small antenna is considered tanbieee space and enclosed by a
sphere of radiua. The papers published by Wheeler [1], [2] deritkeel limits of

a small dipole and a small loop (used as a magdgtate) from the limitations of

a capacitor and an inductor, respectively. Thec#épr and inductor were chosen
to occupy, respectively, volumes equal to thoséhefdipole and the loop. For
both these cases, Wheeler calculated a radiatiovempdactor and hence the
maximum power factor achievable by the antenna. e Power factor is
proportional to the antenna volum¥, and a shape factor. The nominal
bandwidth is given as the power facpomultiplied by the resonant frequendy) (

and is described by the following relationship.

Va pa'Af—f (3.2)

0
_ antennaresistance
antennareactance

Where

Further investigations of antenna size versus baitbvecapability were further
investigated by L.J. Chu[3], and then by Roger kagton. The following section

investigates their work.

3.2 Chu-Harrington Limit

A different approach to that of Wheeler was takgrChu [3]. Chu considered the
field outside the sphere, as shown in Figure 3. B fiesult of an arbitrary current
or source distribution inside the sphere. Howetlex field outside the sphere can
be expressed as a complete set of orthogonal sphgactor waves propagating
radially outward. Outside the spherical shell @ssumed that the fields could be
represented by a superposition of orthogonal sgllemodes, each with their own
wave impedance. Chu was able to construct a tirasidepicted by Figure 3.2
(a) [4], with the same impedance and analyse tkenant behaviour of the

antenna.
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Iy

Coupling
network
Input representing
antenna
structure

Ly La Ly Ry

-----------

(b)
Figure 3.2. (a) Equivalent network of a verticgliglarised omni-directional antenna (b)

Equivalent circuit folN spherical modes

As the spherical modes outside the sphere are gotiad, the total energy
(electric or magnetic) outside the sphere, and dbmplex power transmitted
across the closed spherical surface are equalectsply, to the sum of the
energies and complex powers associated with eacbsponding spherical mode.
Therefore, there is no coupling, in energy or powstween any two modes
outside the sphere. As a result, the antennarwithia specific volume can be
reduced to an equivalent circuit problem.

The power radiated from the antenna can then loelleééd from the propagating
modes while all other modes contribute to the reagiower. When the sphere in
Figure 3.1 becomes very small there exist no prajyagg modes. However, each
mode still has a real part but it is very smallor & 100% efficient antenna the
equivalent circuit is L — C ladder network, as shaw Figure 3.2 (b), which each

individual L — C section representing a mode. Fhant resistance is used to
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represent the normalised antenna radiation resistabsing the circuit in Figure

3.2 (b) the input impedance can be found.

When the sphere in Figure 3.1 is very small thdityugactor, Q, becomes very
large, since th&Q of each individual mode is a ratio of its storatkergy to
radiated energy. It has been reported by Hansgmri8 Mclean [6] that the
higher order modes become evanescent When . Ak a result, the quality
factor for only the lowest order T)mode i.e. corresponds to the fields of a point

dipole is required. Chu’s expression is therefore:

1+ 2(ka)’
= 3.3
% kals (kay] (3:3)
If ka<<lthenQ= (kl)s
a

If two modes are excited i.e. TE and TM, the value® @re halved. The lowest
achievableQ is related to the largest dimension linear dimemsif an electrically

small antenna, highlighted by equation 3.3. Tleis independent of the
geometrical layout of the antenna structure wittiie sphere, shown in Figure
3.1. The geometrical layout only impacts on theetgpmode being excited, such
as TE, TM or TE and TM. Therefore equation 3.3 represtetfundamental

limit on the electrical size of an antenna. Pradly, this limit is only approached

but is never exceeded or even equalled.

The Q is also related to the fractional bandwidth of system by the following

equation 3.4:

Fractional bandwidth = FBW (3.4)

where fp = centre frequency
A f = bandwidth
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Equation 3.4 is valid forQ >> Ilas the equivalent resonant circuit with fixed

values is a good approximation for use with anrame

3.3 Mclean Limit

In 1992, McLean [6] re-examined the fundamentaltBnof Q and proposed an
alternate limit to antenna performance. McLearssdefinition ofQ in terms of

stored energy and radiated power, as shown by ieqguab.

20\,

W, >W,
Q=1 = 35)
2c;sz W W,

rad

In equation 3.5\, is the time-average reactive, non-propagatinged{celectric
energy. W, is the time-average reactive, non-propagatingredtomagnetic
energy. w is the angular frequency amly the radiated power. Equation 3.5
assumes that the antenna is resonated with an@ieolossless circuit element,
which results in a purely real input impedancehat tlesign frequency. As a
result, the definition of) for an antenna is similar to the definition @ffor a

practical circuit element, which stores energydtibits losses.

The time-average reactive electric energy for antetally small dipole is given

by the following equation 3.6 derived by Schanfz [7

2,3
_p. k(1 1]
W = +
© 247750(k3a ka (3.6

The time average radiated power is given in theWalg equation 3.7 derived by

Schantz [7]:

I:)rad T A (3.7)
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Substituting equations 3.6 and 3.7 into equatidnyglds McLean’s expression

for theQ of an electrically small dipole:

21,3
Q:2&)\Ne:2a)pok [ 1, 1} 127%,

P. 24, \k*a  ka) p,°ak® (3.8)
1 1

= 4+ =
k’a ka

3.4 Fundamental Limits of a 5.8 GHz antenna

To give some substance to the theory describedchenprevious sections, an
example will be given for an antenna operating.8GHz. Using the following
procedure it is possible to calculate the radiustiie Wheeler sphere shown in

Figure 3.1.

1= 2299840 o) somm 3.9)
f 58x10

k=2 =_ 2 _121475 (3.10)
A 0.0516¢

a<i=—1 _go3amm (3.11)
kK 12147¢

The result of equation 3.11 shows that for an araeie be electrically small at
5.8 GHz it must be occupy a spherical volume withadius no greater than
8.232mm.

Using a small electrical dipole, of length equaltd, it is possible to calculate
values for the theoretical maximum gain [8], minmm@ (Eqgn 3.8) and maximum
bandwidth (Eqn 3.4) as follows:

G, = (ka)? + 2(ka) = 0.726dBi (3.12)
1 1

=~ 4+~ =355 3.13

Qun =135 " 1a (3.13)
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f
BW,. =-2 =16338MHz (3.14)

max Q

Analysis of (3.12), (3.13) and (3.14) indicate tlaasmall electrical dipole, of
length 0.Z, would give adequate performance at the operdtifneguency.
However, these values would not be obtained, asatiienna in this case is
assumed to be 100% efficient and factors suchlastrstte losses, matching errors
etc would reduce the values in equation 3.12, ari83.14. Figure 3.3 shows a

plot derived from equation 3.8 over a range of galfrom zero to 8.232mm.

60
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200~ 7

I |
0 0.2 0.4 0.6 0.8

k@&
Figure 3.3 Fundamental limit of Q versus antenna si

Analysing the graph in Figure 3.3 shows that thed@adth reduces exponentially
as the size is reduced. To achieve higher bantwilé geometry of the antenna
needs to be altered so that it efficiently utilishe space within the sphere of
radiusa. The antennas discussed in chapter 8 are edliptipoles and have a

higher bandwidth at their resonant frequenciesciviailow operation over a wide
bandwidth.

The next chapter will investigate various transimisdines which are suitable for

feeding antennas
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4. Transmission lines

When designing antennas for specific applicatighs, method of exciting the
antenna is as important as the antenna chosens cHaipter will analyse the
different types of transmission lines used throughthis project. For each

transmission line discussed, performance metrid@ipresented.

4.1 Basic transmission line theory

Transmission line theory is extremely useful asd@ to bridge the gap between
circuit theory and field analysis. Essentially, apstract field analysis can be
simplified to a circuit diagram where the transnussline is a distributed
parameter network, and where voltages and cureamsvary in magnitude and
phase over its length. An example was shown iurei@.2 for the Thevenin
equivalent of an antenna in transmitting modes ftormal for a transmission line
to be viewed schematically as a two-wire line, @mgmission lines normally
have at least two conductors to support transveisetromagnetic (TEM)
propagation, or quasi-TEM propagation modes. gl shows a lumped-

element equivalent of a two wire transmission line.

R = distributed resistance /metre
G = distributed conductance /metre
L = distributed inductance /metre
C = distributed capacitance /metre

_______.___________________.______

Figure 4.1. Model of a section of transmissioe lin
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Figure 4.1 illustrates that the series resistanodats conductive losses while the
conductance or shunt resistance models substisgedo Using the model shown

in Figure 4.1 [1] the characteristic impedangg,of the line is given by:

ZO = M (41)
G+ jaC

For an ideal lossless line, Equation 4.1 reduces to

L
Zy=,|= 4.2
o=e (42

4.2 Transmission Lines

When designing microwave circuits, there are maogsiple transmission lines
that can be used to feed antennas, or to connéiwidnal components together.
This section briefly describes the orientation bé tfields, derivation of the

characteristic impedance and the effective waveteng

4.2.1 Two-wire transmission line

Equation 4.2 is valid for a lossless two-wire tramssion line as it can propagate
TEM waves. Figure 4.4(a) shows the orientatiothefEM fields in such a two-

wire system. Quite often, the values of L and € rmst known, but the physical
dimensions (conductor diameter, spacing, dielepttoperties, etc.) of the line are
known. The following formula can be used to detemnithe characteristic

impedance of a two-wire transmission line [2].

120, 2
Z,=——In— 4.3)
VE a
Where,
g, is the relative dielectric constant of the matdsetween the two conductors
D is the centre-to-centre separation of the twaloectors

ais the diameter of the wires
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4.2.2 Parallel plate waveguide

A parallel plate waveguide can be treated in theesavay as a two wire

transmission line, as it supports TEM propagatioBhown in Figure 4.2 is the

geometrical layout of parallel plate waveguide.e Tharacteristic impedance can
be calculated simply by[3]:

N
1
=3

(4.4)

Where

n=JE (@45
E

€, L d

-

Figure 4.2 Parallel plate waveguide

4.2.3 Co-Axial line

Co-axial line consists of a round conducting witersunded by a dielectric

spacer surrounded by a cylindrical conductor. FEgu3 shows the geometrical
layout of co-axial line. The advantage of co-axaler the two previous

transmission lines is that the electromagnetidfiekists between the inner and
outer conductors. This means (ideally), that e interfere with, or suffer

interference from external electromagnetic fields.
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Figure 4.3 Co-axial transmission line

The characteristic impedance of co-axial line el as[4]:

M Inb/a
Z, =, ——= 4.6
° Ve om (4.6)

Where,a = distance from centre to edge of inner conductor

b = distance from centre to outer conductor

4.2.4 Microstrip

When designing microwave integrated circuits (Mif)e of the most common
transmission lines used is microstrip. This isause it can be easily fabricated
using photolithographic processes, and can beyaasglgrated with other passive
and active microwave devices. Microstrip propagaian almost TEM wave,
sometimes called quasi-TEM. This allows for egggraximate analysis and can
lead to wideband designs. Another advantage ofastigp is its connectivity to

other transmission lines such as co-axial lines.

Microstrip is a two-conductor transmission line azah be considered to be an
evolution from a two-wire line. This is shown ilgkre 4.4 [5].
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Figure 4.4 Conceptual evolution of a Microstripelifiom a two-wire transmission line. (a) To a
two wire transmission line. (b) To a parallel-plataveguide. (c) To a microstrip line with no

dielectric (d) To a microstrip line.

The characteristic impedancgy) for microstrip is dependant on substrate height

(h), line width @) and substrate permittivity and is given by [6]:

Z, :ﬂ|n(8—h+ﬂj for Wih< 1 4.7)
£ W 4h

re

B 120
Zy =
JE. W /h+1.393+0.667In(W/h +1.444)]

for W/h> 1 (4.8)

Whereg. is the effective dielectric constant and is apprately given by:

g+l ¢ -1 1
= +

£ = 4.9
e 2 2 J1+12h/W (4.9)

The effective dielectric constant, in this case; b& considered as an average
value, which represents the fact that a portionthef field exists outside the
dielectric. To calculate the effective wavelen(tf) of microstrip, the free space

wavelength is divided by the square root of Equeti®, as shown below:

(4.10)
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4.2.5 Co-Planar Waveguide (CPW)

After microstrip, CPW transmission line is probalilye most used line for
designing microwave circuits. Particularly for nwave applications as it allows
for easy fabrication of active devices due to thespnce of the centre conductor
and close proximity of the ground planes. A geoital representation of CPW
along with the orientation of the fields is showrFigure 4.5.

g ———

el
|

ELECTRIC FIELD LINES
————— MAGNETIC FIELD LINES

"""".."q_“_@ '"..'l_ﬂLh'"...."..ﬂ.
TR X

gl

(b)

Figure 4.5 (a) Coplanar Waveguide (CPW) geometry

(b) Electric and magnetic field distributions on\@P

CPW is patrticularly useful for fabricating activectitry, due to the presence of
the centre conductor and the close proximity of gmeund planes. Unlike
microstrip, CPW has substantially less losseseafuencies approximately above
20 GHz. This is due to a large proportion (apprately half) of the field
existing outside the dielectric. As a result, thelectric loss is lower and the

dispersion of the signal is considerably less.

Closed-form expressions for the characteristic mapee and effective dielectric
constant of CPW are given below [7].

Z, :ﬂK_(k) (4.11)

Ve, K9
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Where,k =

S+2W

The ratioK/K’ can be defined as:

KK _1, | 1+vk

—K'(k) —”In{zl_&} for 0.707<k<1 (4.12)

Ky ___ 7 for 0< k< 0.707 4.13

K (K) |n21+\/F or0<k<Q0. (4.13)
1- k'

The effective permittivity can be obtained using following formula:

tanH{1.785log(h/W) + 175

E
©T ) +kTW{o.04— 0.7k + 001(L- 0.1¢, )(025+ K)}

_gl’ +1

(4.14)

This formula gives accuracy of 1.5 percent for I/#¥\W. A good rule of thumb for
effective permittivity is that value should be amymately the average of
dielectric permittivity and air {+1)/2), as the field approximately exists, half in

the dielectric, and half in the air.

4.2.6 Slotline
Slotline was first introduced in 1968 by Cohn [8] & transmission structure for

microwave integrated circuits (MIC’s). The basioténe structure is shown in

/ ,ffé // ,{/,%
l Y ] ¥y
€

Figure 4.6 Slotline transmission line

Figure 4.6.
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Slotline consists of two parallel strips of metaparated by a narrow slot on top
of a dielectric substrate. Normally, there is netah on the underside. For MIC
design, slotline is regarded as the third choicarafismission line and is only
used when microstrip and CPW cannot meet the desmmrements. Generally,
it is only used in hybrid combinations with micnggtand CPW, an example of
this is shown in chapter 9 when a CPW-to-slotlirengition is used to give a

balance feed to a dipole antenna.

In slotline, the wave propagates along the slothwiie major electric field
component situated across the slot. The mode agagation is non-TEM and
can be considered to be transverse electric (TEgure 4.7 shows the field

distributions for slotline [9].

Figure 4.7. Field distribution of slotline. Solide is E-field and dashed line is H-field.

As shown in Figure 4.7 a portion of the field exisutside the dielectric. For an

infinitely thick dielectric the effective wavelerilgtan be given by:

g =&t (4.14)
2
A
A, =20 (4.15)
E
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It has been shown [10] that these conditions hotdaffinite thickness substrate

(h) when using the following equation:

(Aﬂj = 025/./¢, -1 (4.16)

0

This relationship is used to derive the cut-offgirency for Tk, surface wave
mode and indicates the minimum height requiredBguation 4.14 to hold. For
the majority of cases, the value of effective pétimiy will be much lower than
the average of air and the dielectric constant. aAsxample, for an operating
frequency of 5.8 GHz and a substrate with a retapermittivity of 12.9 the
minimum height would have to be 3.75mm, which idlwabove the majority of
general substrate heights at this frequency rangee effective wavelength can
be calculated theoretically but they are complex] anlike microstrip, as it is a
function of free space wavelength due to the trars®s electric mode that is

present.

Calculating the slotline impedance is complex,tf@ same reasons as calculating
the effective wavelength. The characteristic ingyed cannot be defined
uniquely due to the non-TEM propagation. A usefidfinition for the
characteristic impedanced)4s given by:

V2
Z,=— 4.17
o= (4.17)

WhereV is the peak voltage across the slot Brid the average power.

Now that both a simple antenna and its possiblesiméssion lines have been
discussed the next step is to investigate the fuedsal parameters used to
characterise an antennas performance. These paramaee now discussed in the

following section.
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5. Antenna Analysis

To understand the challenges faced when desigmtenmaas it is necessary to
provide some background information on some of kiey parameters and
performance metrics. There are many antenna typasdiffering geometry but

there are certain fundamental parameters can le toseescribe all of them.
Also discussed in this chapter is Ansoft’'s Highduency Simulation Software
(HFSS), which was used to design and simulate aagernvestigated in this

project.

5.1 Fundamental Antenna Parameters

The most fundamental antenna parameters are;

Impedance Bandwidth
S-parameters
Radiation pattern
Directivity

Efficiency

Gain

N o gk~ wDbdRE

Polarisation

All of the parameters mentioned above are necedsafylly characterise an

antenna, and to establish whether the antenndimiepd for its purpose.

5.1.1 Impedance Bandwidth

The term ‘impedance bandwidth’ is used to desctiteebandwidth over which
the antenna has acceptable losses due to mismdieh.impedance bandwidth
can be measured by the characterisation of botWeltage Standing Wave Ratio
(VSWR) and Return Loss (RL) at the frequency bahthterest. Both VSWR

and RL are dependant on measuring the reflectiefficent ). I' is defined as

the ratio of the amplitude of the reflected voltagave () normalised to the
amplitude of the incident voltage waveg(Yat a load [1].T can also be defined
by using other field or circuit quantities and efided by the following equation.
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(5.1)

The VSWR is defined as the ratio between the veltagaximum and voltage
minimum of the standing wave created by the mismadt the load on a

transmission line. The VSWR equation is shownauodion 5.2.

VSWR=1ZH == 1) (5.2)
1| |

2] 1+

1-|r
The return lossKL) is the magnitude of the ratio of the reflectedrevéo that of
the incident wave, and is defined in dB as:

RL=-20Log|T| (5.3)

The scattering parameter; $ equivalent ta". It is common for § to be defined
in dB as:

S, = 20Log[r| (5.4)

The maximum acceptable mismatch for an antennaommally 10% of the
incident signal. For the reflection coefficientjst equates té' = 0.3162. For
VSWR the impedance bandwidth lies between 1< VSVERand for Return Loss
its value must be greater than 10dB qf § -10 dB. A description of S-

parameters follows is given in the following sentio

5.1.2 S-Parameters

When designing antennas as part of a network, @#h@n own, it is advantageous
to create a model which allows the designer insigtd the performance of the
system/antenna. It is common to extract usefuh dahd a Vector Network
Analyser (VNA). The data is normally presentedha form of S-parameters. At

low frequencies, simple circuit models normallyfegf but at high frequencies a
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distributed model is needed to account for a wariétpossible physical effects,

such as:

. Skin depth(0 = \/2/ auo)

. Energy propagation

. Radiation

. Reflections / Transmission
. Fringing fields (coupling)

. Energy splitting / combining

Also S-parameters enable broadband characterisatidike impedance and
admittance parameters, which need open or shauitirterminations to
characterise and are not conducive to broadbanaaiesisation.

The S-parameters allow for a complete descriptioa M-port network as seen at

its N-ports in Figure 5.1.

PORT :

&— N-Port

PORT2
e——— Network

PORTN

Figure 5.1 An N-Port network

The S-Parameters are defined by measuring thegeottavelling waves between
the N-ports. To explain this concept it is bestdok at a two port network, as

shown by Figure 5.2.
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V1= Voltage at port 1
V>, = Voltage at port 2
I,= Current at port 1

I,= Current at port 2

a; = signal incident at port 1
b, = signal reflected at port 1
a, = signal incident at port 2

b, = signal reflected at port 2

Zy = Characteristic impedance
Z; = port 1 impedance

Z, = port 2 impedance

Figure 5.2 Two port network definition

It is also important to define the incident andeeted signals, which take the

form:
M Jwatt 5.5
a, = \/Z—o( watts) (5.5)
b, =m(\/watts) (5.6)

7z

Combing equations 5.5 and 5.6 we get four posséselts.

The input reflection coefficient, when port 2 isteleed, S, = —

a,=0

b,

The reverse transmission gain, when port 1 is nealcB, = —
2

a=0

: . : b
The output reflection coefficient, when port 1 iatehed,S,, = %
2

a=0

The forward transmission gain, when port 2 is medcls,, _b,

a,=0
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Typically, when using S-parameters to characteaséennas the reflection
coefficients and forward transmission gain are nfostjuently used. Ideally
reflection coefficients should tend towards zere:£S,,=0) as this means that
there is no power being reflected back due to algoatch to the characteristic
impedance of the feeding structures, usuall2.50 he forward transmission gain
should ideally tend towards one, but this is gdhereot the case for low gain

antennas where the path loss can be 20dB or greater

It is normal to express the S-parameters in terinadecbels as follows:

S, (dB) = 20log S, (5.7)

5.1.3 Radiation Pattern
An antenna radiation pattern is defined in the |IElEE&ndard Definitions of Terms

for Antennas [2] as:

“A mathematical function or a graphical represerdati of the radiation
properties of the antenna as a function of spaagdinates. In most cases, the
radiation pattern is determined in the far-fieldgien and is represented as a
function of the directional coordinates. Radiatiproperties include power flux
density, radiation intensity, field strength, ditiety, phase or polarisation.”

Primarily, when measuring the radiation pattere phoperty of most interest is

the energy radiated relative to the antennas pasitiThis is usually measured
using spherical coordinates as shown in Figurd3.3
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Figure 5.3 Coordinate system for antenna analysis.

The antenna under test is placed at the originanatated througlg = 0° - 360°
and 6 = 0° - 180° while the power is measured in thefigld. As shown in
Figure 5.3 the x-z plane is considered the elemaptane. This is normally
aligned with the electric field vector and is cdlldhe E-plane. The x-y plane is

normally aligned with the magnetic field vector aadermed the H-plane.

5.1.4 Directivity (D)
Antenna directivity in the IEEE Standard Definitoonf Terms for Antennas [4]
as:

“The ratio of the radiation intensity in a givenrdction from the antenna to the
radiation intensity averaged over all direction$he average radiation intensity
is equal to the total power radiated by the antednaded by 4. If the direction

is not specified, the direction of the maximum aéidn intensity is implied.”
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Essentially, this means that the directivity of antenna is the ratio of the
radiation intensity in a given direction over tlodta isotropic source. This can be

written as:

amJ
P

rad

(5.8)

D:i:
UO

Where, U = radiation intensity (W/unit solid angle
U, = radiation intensity of an isotropic source (Wiwsolid angle)

Prag = total radiated power (W)

If the antenna was to radiate in all directionsotfigpic radiator) then its
directivity would be unity. As an isotropic radvatcannot be realised practically,
the most comparable antenna is a short dipole,lwhas a directivity of 1.5.
Any other antenna will have a higher directivityath1.5, which means their

patterns are more focused in a particular direction

5.1.5 Antenna Efficiency (n)
Like other microwave components, antennas can rstrifen losses. The total
antenna efficiency takes into account the lossélseainput terminals, and within

the structure of the antenna itself.

The mismatch or reflection efficiency) is directly related to the return lods) (

and can be defined as:

n, =@-r[) (5.9)

The radiation efficiencyy) is a measure of how much power is lost in theraméa
due to conductor and dielectric losses. Theseetossduce the radiation in any

given direction and can be expressed as:

rad (5 10)

73



Another way of describing antenna efficiency ivi@w it as an effective aperture

[5]. Shown in Figure 5.4 is a diagram of an angeoallecting a plane wave.

®
Antenna
\YJ
Zt Zt
4—
Incident
Plane Wave Zy
|rms
@

(a) (b)

Figure 5.4. Schematic diagram of antenna terméhztémpedance Zwith plane wave incident

on antenna (a) and equivalent circuit (b)

Figure 5.4(a) shows an incident plane wave beicgived by an antenna. The
antenna collects the power, P (W)nfrom the wave and delivers it to the load,
Zr. Using the equivalent circuit in Figure 5.2 (b)here the antenna has been
replaced by a Thevenin generator having a volt¥gegnd antenna impedance,

Zp, the rms current produced by the plane wave eanrfiten as:

V,
_ Yms (5.11)

lrms =
(Zr +2,)

Where Zr = Ry + JXT
andZa= Ra+ jXA

The antenna resistance, B divided into two parts, the radiation resis&ri®

and the loss resistance R

Ra=R +R, (5.12)
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The real power delivered to the load is then defiag
W = [meRy (Watts)  (5.13)

The ratio between the power (W) at the load, ardpbwer density (P) of the

incident wave, is known as the effective apertAreand can be described as:
Ae = W/P (nf) (5.14)

As shown, the effective aperture takes into accamt mismatch losses and
radiation losses, and can be thought of as thetucamrea’ of the antenna. If
there are no losses due to mismatch or the antédmrajt can be seen, for a given
frequency, that if the antenna size is reducedfitsiency is reduced. The limit
on the size reduction of antennas, and the conségueact on efficiency will be

discussed in chapter 9.

5.1.6 Antenna Gain
Antenna gain, G, is the product of efficiency ameativity, and is defined in the
IEEE Standard Definitions of Terms for Antennas46]

“The ratio of the intensity, in a given directiotg the radiation intensity that
would be obtained if the power accepted by the rar#ewere radiated
isotropically. The radiation intensity correspondito the isotropically radiated

power is equal to the power accepted by the anteinnded by 4”

This can be expressed as:

_4J(6,9)
P

in

G (5.15)

Unless specified, it is assumed that the antenneedeiving a signal in the
direction of maximum gain. It is also common foetgain to be expressed in

decibels and referenced to an isotropic source {§ as shown in Equation 5.16.

G (dBi) =10 Log (G/1)  (5.16)
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5.1.7 Polarisation
The polarisation of an antenna refers to the aai#nt of the electric field vector
of the radiated wave and is defined in the IEEEh@ad Definitions of Terms for

Antennas [7] as:

“The property of an electromagnetic wave describihg time-varying direction
and relative magnitude of the electric-field vectspecifically, the figure traced
as a function of time by the extremity of the vweatoa fixed location in space,
and the sense in which it is traced, as observeshglthe direction of

propagation”

Polarisation is the curve traced by the tip oféhextric field vector viewed in the

direction of propagation. Figure 5.5 shows a tgpicace as a function of time

[8].

Major axis Minor axis

Figure 5.5. Rotation of a plane electromagneticenand its polarisation ellipse at

z = 0 as a function of time.
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The polarisation of the wave may be linear, cirgular elliptical. The
instantaneous electric field of a plane wave, titangein the negative direction,
may be written as:

E(zt) = E,(z)X+ E,(2,1)¥ (5.17)

The instantaneous components are related to theiplex counterparts by:

Ex (z, t) = B cos @t + fz + 6y) (5.18)
and
Ey (z, t) = B cos (t + fz + 6) (5.19)

WhereE, andE, are the maximum magnitudes afxdandd, are the phase angles
of thex andy components respectively, is the angular frequency, agds the

propagation constant.

For the wave to be linearly polarised, the phadteréince between the two

components must be:

40 = 6y -0y = nx,
Wheren=0,1, 2 (5.20)

For the wave to be circularly polarised, the magies of the two components
must be equal i.&, = Ey, and the phase differend® is an odd multiple of/2.
This is illustrated by Equation 5.21.

40 = 6y, — 6y (5.22)
If Ex # Ey or 46 does not satisfy (5.20) and (5.21), then the tiegupolarisation
is elliptical, as shown in Figure 5.3. The perfanmoe of a circularly-polarised

antenna is characterised by its axial ratio (ARhe AR is defined as the ratio of

the major axis to the minor axis and is describeldw.
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__majoraxis _ OA
minoraxic OB

AR (5.22)

For circular polarisation OA = OB (i.e. AR = 1), aieas for linear polarisation
AR — 0. Typically, it is only possible to generate AReowa limited frequency
range. The 3dB bandwidth is used to define AR = 0dB at the operating

frequency.

Now that the fundamental parameters used to claiset an antennas
performance have been discussed the next stageinwdstigate the simulation
software used, the fabrication process and the dpptaratus used. This is

discussed in the next chapter.

78



6. Antenna design, fabrication and experimental analysis

The object of this chapter is to give an insightoithe process involved in
designing, fabricating and experimentally verifyiag antenna. The software
used to design antennas is discussed, along wathattrication process and the

tools used to characterise the performance of aaten

6.1 High Frequency Simulation Software (HFSS)

HFSS was used as an evaluation and design todh&majority of the work
carried out in this thesis. Many papers have lmeiished in the past, [1] and
more recently [2], verifying its accuracy. HFSSlizes a 3D full-wave Finite
Element Method to compute the electrical behavadurigh-frequency and high-
speed components [3]. Models can be created wiffereht materials,
boundaries and geometries. The basic mesh elamedtis a tetrahedron, which
allows the user to mesh any arbitrary 3D geometuigh as complex curves and
shapes. The mesh can be defined automaticallidgdlver, but quite often this
does not give satisfactory results and the usetddsfine mesh operations, such
as, seeding the mesh, maximum aspect ratio anct @uxface approximations.
The next section discusses the process once a rhadebeen subdivided into

elements.

6.1.1 Theoretical basis of HFSS

Once a mesh is created, basis functions are defanezhch tetrahedra. The basis
functions, W, define the conditions between the nodal locationthe overall
mesh of tetrahedral based on the problem inputise @asis functions are then

multiplied by the field Equation, 6.1, derived fraviaxwell’s equations.

DXLLX E]—kjgrE:O 6.1)
4,

The result is then integrated over the volume @f tibtrahedron as shown by

Equation 6.2.
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L{wn mx(ﬂix E]—késr E}dv -0 (6.2

This is then rewritten using the Green’s and dieamp theorems and is then set

equal to the excitation/boundary terms, as showEgmation 6.3.

L{(D xW, ) (/j x Ej -kZe, E}dv = L boundary term (6.3)

The electric-field vector is then written as a sumtion of unknowns;Xp,
multiplied by the same basis functions used in geirgy the initial series of
equations, and is shown by Equation 6.4.

(6.4)

The resulting equations allow the solution of th&knowns, X, to find the

electric-fields. The general form of the expressoshown by Equation 6.5.

i X, EEIV {(D xW, ) (,ui xwmj - kjgrwnwm}dvj = [ (boundarytermg ds (6.5)

m=1 r

Once the values have been calculated using theersavsecond adaptive pass
occurs and HFSS compares the S-parameters todh®ps mesh-based solution.
This process is repeated and the difference betweetwo solutions calculated.
This process is continued until the solution hasveoged to an acceptable
difference, usually 2% or less, this being defitgdthe user. Shown in Figure

6.1 is a structure subdivided into elements aktgeral passes.
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Figure 6.1. 3D structure sub divided into elements

HFSS was mainly used in this thesis for evaluatBwgparameters, radiation
characteristics and field distributions for botltearmas and passive components.
Importing and exporting models for analysis andgiesvas also carried out. The
operation of HFSS is best illustrated by using acpical example of a 6.8 GHz
proximity coupled patch antenna, which was devedope the course of this

project.

6.1.2 Simulating structures in HFSS
Models in HFSS are created relatively easily, by @lser or imported in a DXF,
GDSII etc. file format. An example of a 5.8 GHapimMity-coupled patch user-

defined model is shown in Figure 6.2.

¥

Figure 6.2. 5.8 GHz proximity coupled patch antenna

HFSS has an extensive library of materials bus ialso possible to create new
materials not contained within the library. Cragtiyour own material can be
useful for investigating the effects of changingta® material parameters, such

as permittivity, conductivity, etc.
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With the model created, the boundary conditionsirieebe specified. Generally,
these can be split into excitations or surface @gprations. There are many
types of excitations possible in HFSS, but the nwes used for the models
throughout the thesis are either wave ports or kanports. Ports are a unique

type of boundary condition that allows energy twflinto and out of a structure.

« Wave ports — These ports can be placed internallgxternally, and
support multiple modes of transmission. They aspport reference
plane de-embedding and arbitrary mode re-normaiisatThey are well
suited for exciting most transmission lines, thosglting them up can be
complex.

* Lumped ports — These ports are recommended onkuidaces internal to
the geometric model. There is only a single moxlgted at the port
(TEM) and there is no de-embedding. They are mial set up and are

ideal for exciting transmission lines such as nstip.

Figure 6.3 shows an example of a wave-port beieg ts excite a co-axial mode.
The orientation of the field at the port can clgdsk seen to be in a co-axial
mode.

Figure 6.3. Wave port excitation on a SMA connector

With the model created and a excitation specified, next stage is to select the

surface approximation for the radiation boundaFpere are two main options:
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* Radiation Boundary — The radiation boundary (alsmwn as the
Absorbing Boundary Condition, ABC) allows wavesr&aliate infinitely
far into space. The boundary is normally assigioean airbox, which is
placed at least one quarter of a wavelength, aldwest frequency of
interest, away from any radiating object. A draako#o this boundary is
that if there is any energy incident at an anglkatgr than 30 degrees it
will be reflected. This means for curved surfades, boundary should
follow the shape. For example, a wire dipole sichve a cylindrical
boundary around it.

» Perfectly Matched Layer (PML) — Like the radiatibaundary, the PML
allows waves to radiate infinitely far into spacehe PML is not strictly a
boundary condition but a fictitious, complex, amiepic material that
fully absorbs the electromagnetic fields impingingon the PML
boundary. The main advantages of the PML is thetetis no angle of
incidence problem and the boundary can be placednanum of one
tenth of a wavelength, at the lowest frequencyntérest, away from any

radiating object.

Figure 6.4 shows the 5.8 GHz proximity coupled paiatenna enclosed in an

airbox with and without the boundary.

(a) (b)
Figure 6.4 HFSS model (a) with and (b) without atidin boundary

The second last stage of the simulation procegsdslect a frequency at which to
solve the model, called the adaptive frequencye ddaptive frequency should be
set ‘in band’ at the expected solution frequenspeeially for highly resonant

structures. The reason behind this is that thehmgss a function of the adaptive
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frequency i.e. higher frequency, larger mesh.s i icommon misconception that
setting the adaptive frequency higher will giveajeg accuracy. If the adaptive
frequency is set higher than the operating frequéime resonance may be missed.
If a wideband structure is being analysed, thenfitbguency should be set at the
highest frequency of expected operation. Afteect@lg the adaptive frequency,
the final stage is to choose the frequency swalpen specifying the frequency

sweep there are three options.

« Discrete — This sweep offers the highest accuracyt performs a full
solution at every frequency specified in the swedphis sweep is best
when only a few frequency points are necessargc¢arately represent the
results in a frequency range.

* Interpolative - Estimates a solution for an enfirequency range. This
sweep is best when the frequency range is wide thrdfrequency
response is smooth e.g. a filter.

e Fast - Generates a unique full-field solution facte division within a
frequency range. This sweep is best for modelswiibabruptly resonate
or change operation in the frequency band. A fastep will obtain an

accurate representation of the behaviour nearetb@nance.
Generally, either the discrete or fast sweep isl tisughout this thesis.
As the model is simulated, it is important to olsethe convergence of the
solution. For higher accuracy it is normal to sfyeat least three concurrent

convergent passes within the specified accuracgmally 2% or less. This is

shown in Figure 6.5.
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Ml Solutions: patches with,perm =3 - wave with sma with perm = 3.63

Design Y ariation: |$perm='3.63' feed="1.6388mm’ length="13.18mm" subwidth="13. 9mm" width="1&. 9rn’ J ‘Qy
Sirnulation: | Setupl j

Prafile  Convergence l b atrix D ata

Mumber of Paszes Pass Murnber | # Tetrahedra | Max Mag. Dela S
Completed 7 1 R9E7 M2
Masimum 20 2 7078 0031403
Minimum 1 3 8319 00054618
Max Mag. Delta S 4 3718 0042179
Target 0.02 5 11437 0011979
Current 00036732 g 13357 00058599
7 15666 0.0036732

Wiew: ™ Table " Plct

COMYERGED

Congecutive Passes
Target 3
Current 3

Cloze

Figure 6.5 Solution data for seven passes

From inspection of Figure 6.5 it shows there werees adaptive passes and the
final three passes converged within a minimum of @&éuracy, with the final
pass having a 0.36782 % error compared to the qus\pass. It is important to
note that if consecutive converged passes had $eten one, then the simulation
would have stopped at adaptive pass three, whichdymrobably have resulted in
a less accurate solution. Setting the minimum remdf converged passes
greater than one ensures that convergence ocauectty and the solution is not

an aberration.

The entire process, including the sweep, took 3utes 15 seconds, using 15666
tetrahedra for the 5.8 GHz proximity-coupled paacitenna [4]. The simulation
was allowed to run until the desired three conseeuyiasses occurred. Once the
designer is satisfied with the simulated resulis fime to fabricate the device.
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6.3 Fabrication Processes

The fabrication of the antennas, investigated is thesis, was carried out using
two technologies. The first is the standard PCBcessing method, which

involves:

* Print mask

« Board with mask in place is exposed to light andettgped

« Board is placed in a proprietary etch, which rensotbe copper that is not
protected by the exposed and developed resist

The resolution of the PCB process is limited, as $imallest gap that can be

obtained is between 250 um and 300 pm.

The second process for fabrication of antennashis thesis utilises the
technology available at the James Watt Nano-Faiwita&entre (JWNC). The
material used for the substrate is gallium arse(@As), a semiconductor used
to make devices such as Monolithic Microwave Ind¢gg Circuits (MMIC's),
infrared light-emitting diodes, laser diodes anthsoells. The antennas designed

in chapter nine were constructed using the follgnpnocess:

e Submit design to beam writer

* Spin resist on wafer

» Pattern transferred to resist using electron bédwography

* Metal deposited via metal evaporation, which leaaels2um Gold (Au)
on top of a 50nm Nickel Chromium (NiCr) layer

« Wafer is then treated by a solvent, which remoessst plus any metal not

attached to the substrate

The second process has a minimum feature sizenoh 10
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6.4 Testing facilities

Throughout this thesis several testing apparatus weed. These include various
Vector Network Analysers (VNA), some with on-waferobing capability, as
well as Spectrum Analysers and Communications Asgal, As there were many

different models of VNAs used, the models are dpetin the relevant sections.

Antenna radiation patterns have been obtained &iows antennas by using
either near- field or far-field systems. Towarte £nd of this project, Glasgow
University purchased a spherical near-field anteneasurement system. This is

now described.

6.4.1 Near-field anechoic chamber

The Near-field anechoic chamber at Glasgow Uniteers a NSI-700S-90
spherical near-field measurement system (manufkdtand installed by Near-
field Systems Inc (NSI)). This means that it cawegnear-complete 3D
characterisation of the antenna. The chamber wank&e principle of measuring
the electromagnetic field distribution near the eama and using Huygens

principle to compute the far-field response [5].

The chamber has a selection of Open Ended Wavedrnolees (OEWG) with

high frequency limit of 20 GHz, which are used #mcurate measurement of
highly directional antennas. There is also a watheb(500MHz to 18 GHz) Dual

Polarised Log-Periodic antenna (DPLA), which carubed for any antenna but is
better suited to low-gain omni-directional antennathe dual-polarisation also
allows for measurement of circular polarisation ardss-polarisation levels.
Figure 6.6 shows a simple diagram layout of therdbexr with the measurement

coordinates.
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] |‘/ Log Periodic Antenna

Antenna
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©

Figure 6.6. Layout of chamber. R= probe to ceofr@UT =111.5 cm

The probe is a Theta over Plf¢) measurement system. This means that the
azimuth is scanned by rotation of theta, and elenas scanned by rotation of
phi. The probe arm rotatést/- 160° while the AUT rotates +/- 90°.

As highlighted design tools such as HFSS can greasist a design engineer to
create antennas with the expected response. Cuoglims with accurate test
equipment, it is possible to fully characterise aleyelop antennas for specific
applications. The next chapter investigates a@#& patch antenna, which is
designed, modelled and tested using the processized in this chapter.
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7. A proximity-coupled 5.8 GHz patch antenna

To help illustrate the process of designing antdrtgsan antenna, a 5.8 GHz patch
antenna was chosen as an example, as it is aveyasimple structure to design.
The final design of antenna that is achieved is thiapter is used as the basis of

another antenna described and characterised inechape.

7.1 Background theory

In this thesis so far, the antennas discussed baee based on conventional
dipoles, which are based on a current element.t iBhto say, the excitation of

radiation has been based on current travellinggalbve elements. The patch
antenna is based on a voltage element of whictpalbeh represents an aperture
which collects or transmits the electromagneticrgyne The patch antenna may

take many shapes as illustrated by Figure 7.1.

1 0O @

(a) Square (b) Rectangular (¢) Dipole (d) Circular (¢) Elliptical
(f) Triangular (g) Disc sector {h) Circular ring (i) Ring sector

Figure 7.1. Representative shapes of microstrighpantennas

The research conducted in this thesis focused ctamrgular elements, as there
was a large amount of information available ondbsign techniques. There was
also the added advantage of quicker simulationgjras there were no rounded

edges, which in turn, reduced mesh size.

The patch is made of metal, usually etched usiplgaolithographic process, and
mounted on a dielectric substrate of thickndgsnjuch smaller than the free
space wave length (h%s usually 0.003y, < h < 0.05%0) with a ground plane

underneath. An example of this shown in Figure[¥]2
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Radiating Radiating
slot #1 slot #2

€, Substrate
(@)
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_t
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£y 4\ h
Ground plane {

(b)

Figure 7.2. (a) Microstrip antenna (b) side view

The patch acts asig/2 parallel-plate microstrip transmission line, Wk, is the
wavelength in the dielectric medium. Radiationwscfrom the fringing fields
between the patch and the ground plane, shown digtiag slot #1 and #2 in
Figure 7.2. Maximising radiation is a trade-offtlseen desirable element size
and good antenna performance. Size reduction eachieved by increasing the
dielectric constantef) and reducing the substrate height (h) but thiscéd the
general performance of the antenna by bindingithds tightly into the substrate,
which increases losses and decreases bandwidtiernately, the patch antenna
can have excellent performance with increased mtbstheights and low
dielectric constant. This has the effect of havihg fields bound much more
loosely to the substrate, resulting in much greaatenna efficiency and
bandwidth, but unfortunately the radiating elem@stomes much larger in size.

Another of the patch antennas advantages is thétaad of ways available to

feed the antenna. Excitation can be achieved loyastrip, CPW, coaxial probe,
aperture coupling and proximity coupling.
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7.2 Design of Patch antenna - The transmission line model

There are many methods of analysis used with pattbnnas. One of the most
popular is the transmission line model, which isdzhon equivalent magnetic
current distribution around the patch edges. Tdtelpis viewed as a transmission
line resonator with no transverse field variatioesthe field only varies along the
length, and the radiation occurs from the fringfrejds, which are viewed as
open circuits at the ends of the transmission lifike patch is then represented as
two slots spaced by the length of the patch. Taesmission line model cannot
be used for all shapes of patch and is not the exmsirate, but it is very quick
and easy to use, especially when used in conjungtith a finite element solver
such as HFSS.

The fundamental mode of a patch antenna is the;Tivbde. The subscript
depicts the orientation i.e. along the y-axis & ttvo radiating slots, or voltage
maximums, as shown in Figure 7.2. To excite they;TMode, the length, L,
should be slightly less thag/2, wherelg is defined by:

(7.1)

Where ¢ is the effective dielectric constant in the mediufirhis value accounts
for the fact that not all the fringing fields areumd inside the substrate. The

effective dielectric constant is less than theatiFic constant and is given by [2]:

re

-1/2
:gr2+1+er2 1{“12\%} (7.2)

Where, W is the width of the patch.
Equation 7.2 omits the fact that the effective ebitic constant is frequency

dependant. As frequency increases, the fieldspycowre of the substrate and

the value of effective dielectric constant movewdanmls the value of dielectric

91



constant of the substrate. For the purposes @stiyating patch antenna design

in this thesis Equation 7.2 is considered adequate.

The electrical length of the patch is greater ttten physical dimensions due to
the fringing fields. This illustrated by Figure373].

- AL~ L = AL~

(a) Top view

Patch

|4:‘.'-b-|

}\rl‘x--.-_ i ._.-1'1'1’{

(b) Side view

Figure 7.3. Physical and effective lengths of negtdar microstrip patch

The fringing fields are accounted for by the distsflL, which is a function of

the effective dielectric constant. The electriealgth of the patch is given by:

L, =L+2AL (7.3)

The extension in length maybe calculated by:

AL=—— (7.4)

re

It is already known that the effective length oé fhatch is equal tby/2, so for a

given frequencyfy, the effective length can be calculated by:
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(7.5)

Where, ¢ = velocity of light in free space = 3 X® t¥s. To obtain the resonant

frequency for any TM, mode the following expression can be used [4]:

fo=7 Cg H%j +(%j } (70)

To calculate the effective dielectric constant gskquation 7.6, W must be

known. W is taken as being equal to a half-wavelength spoeding to the
average of the two dielectric mediums i.e. substaaid air.

W=— (7.7)

The value obtained faN by using Equation 7.7 can be increased or dealed$e

it is increased then both bandwidth and directiaitg increased due to the larger
aperture area. NV is further increased then higher order modes beéllexcited.
DecreasingW has the opposite effect on bandwidth and dirdgtivaut is

sometimes advantageous, particularly when tryingxtte circular polarisation.

The design procedure for obtaining physical dimemsiof the patch antenna is as
follows:

« Specify operating frequencig) and substrate:{

» Calculate width'\{V)

» Calculate effective permittivity4, )

» Calculate physical lengtf)

The radiation patterns for the fundamental oTivhode are given by Kumar [5]

and are based on the combination of two radiatiats ®f widthW, and length
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4L. The normalised radiation patterns in the E-plaig in ¢ = 0° plane) and

the H-plane €, in ¢ = 90° plane) are given by:

sin( kOALsinHJ

2 k,(L+AL)sing
k,ALsing CO{ 2 j (7.8)
2

: (kowesinﬁj
i =
E =

?~ " kW.sing
2

E, =

cosd (7.9)

Where# is the angle measured from the broadside of tteh@ndk, = 2t/L. For

thin substrateshk< ) equation 7.8 reduces to:

E, :co{k(’(ugl‘)smgj (7.10)

7.3 Simulated Results

Using the design equations given in section 7.5,8aGHz patch antenna was
created in HFSS. Usually, the first design is fatl{y optimised and it is normal
to adjust the model to further refine the dimensionThe final dimensions are
shown in Figure 7.4. The patch is constructedRogers 4350 high frequency
laminate board of thickness 0.762mm, relative p#ivity of 3.48, and a

metallization layer of 35um of copper.

94



L W I—sub Wsub

13.225 mm 16.9 mm 40 mm 19 mm

Figure 7.4. HFSS model of 5.8 GHz patch antenrh fivial dimensions

The simulated results for Sand the 3D E-field are shown in Figure 7.5.
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Figure 7.5 Simulated results for (a) 8nd (b) 3D E-field

7.4 Testing antenna and redesign

Once the antenna has been fabricated two maintigaiens are carried out, S-
parameters and radiation pattern measurement. Jgaeneters were measured
using an Agilent Vector Network Analyser (VNA). ddre 7.6 shows simulated
and experimental results for the 5.8 GHz patchrarite
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Figure 7.6. Simulated (blue) and experimental)(redults for $

Inspection of Figure 7.6 shows that both the sitedlaand experimental results
are in agreement about the frequency of operatitmwever, there is quite a large
discrepancy between the values of magnitude far ®/hen designing antennas,
the performance of the experimental results caerdifom the simulated results.

This can usually be attributed to factors, sucldesign equation error, improper
use of simulation tools, fabrication and test emept error and interference from
feed cables. If the frequency of design is grethian a few GHz then these errors
become pronounced. As the simulation in the previsection did not take

account of the test-cables, a model was creatddavitOcm SMA cable attached

to it. This is shown in Figure 7.7.

Figure 7.7. 5.8 GHz patch antenna with 10 cm SNBble
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Using HFSS it is possible to view the fields tooallfor a full understanding of
the operation of the antenna and cable. Figuresiidvs the surface current

present on the cable and antenna.
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Figure 7.8. Surface current on 5.8 GHz patch amatevith 10 cm SMA cable

Inspection of the surface current revealed an acteon with the test cable.
Analysis of the 3D E-field, shown in Figure 7.8 ,(b@veals the impact that the
test cable has on the radiation pattern. Howehersimulated and experimental
results for $; are in much better agreement and are shown inrd-igl®. This

verifies the impact of the test-cable.
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Figure 7.9. Simulated (blue) and experimental)(redults for $

To try to improve the performance of the antennahart-circuit-matching stub
was inserted into the design to improve the matehifihe stub acts as a form of
conjugate matching [6], which results in a maximpawer transfer to and from

the antenna. The HFSS model is shown in Figur@. 7.1

Short
Circuit
Stub

L W I—sub Wsub Lstub

13.18 mm 16.9 mm 40 mm 50 mm 8.5 mm9.5mm

Figure 7.10 Geometrical layout of 5.8 GHz patcleana with short circuit stub
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To investigate the impact of the stub a HFSS, patamanalysis was carried out.
This involved varying the length to obtain the besttch. Figure 7.11 shows the
effect of varying the stub length.

oo

\\‘\«”
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Freq [GHZ]

Figure 7.11. Effect of varying short circuit stieimgth on $,.

The length is varied from 8.5mm to 9.5mm.

The manufacturing process for the short circuitbsinvolved drilling a via
through the substrate. As this was done by handas difficult to get the via
positioned exactly 9.5mm along the short circuibst The experimental result for

S11, shown in Figure 7.12, suggests it was closerGmén.
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Figure 7.12. Simulated (blue), L=8.5mm, and experital (red) results for;&
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The agreement between simulated and experimergialtsefor 3; is good. The
impact of the stub on reducing the leakage cumpessent on the cable is shown
in Figure 7.13.
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Figure 7.13. Simulated results for 5.8 GHz antenith short circuit stub (L=8.5mm)

(a) Surface current (b) 3D E-field pattern

Inspection of the results for Figure 7.13, when parad to Figure 7.8, shows a
marked improvement in terms of radiation patternsistency and reduction of
leakage current. However, an analysis of the tadigoattern appears to show
some surface current present. The experimentaltsesbtained in the anechoic

chamber for the radiation pattern are shown in fegul4.
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Figure 7.14. Experimental radiation plots (a) honial cuts; red = principle cut; blue = simulated

(b) vertical cuts; red = principle cut; blue = siated

The plots obtained are from the near-field datdne @ata obtained for the far-
field, which is obtained via a Fourier transformasvextremely noisy. As the

apparatus had been commissioned just before thefehe research discussed in
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this thesis, and a full familiarity was not obtainéhe exact cause of the distortion

is unknown.

Inspection of the plots displayed in Figure 7.1% ghow excellent agreement
between the simulated and experimental valueshiptincipal cut. The plots in
Figure 7.14 (b) are not in such close agreemetit@®e shown in Figure 7.14 (a)
but still show a drop in signal level & = 0°. Although the near-field data is
used to analyse the fields generated by the antdheaplots in Figure 7.14
demonstrate that the near-field data, from the famiecchamber, can be used to

extract useful data.

HFSS, combined with an awareness of the limitatiohshe manufacturing
process, the test equipment and interaction witlmosanding bodies such as
cables, can accurately model 3D electromagneticctstres. Armed with this
knowledge of the difficulties associated with thendation, antennas can be
modelled. The following chapters will now presémt work carried out into the

research of various antenna structures for wiredeasor networks.
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8. Ultra-Wide Band (UWB) Antennas

The overall aim of this chapter is to discuss Wtideband architectures, the key
requirements for the Speckled Computing Consortivith respect to UWB, and

the UWB antennas designed, manufactured and tdataty this project.

UWB antennas can be split into two classes, largedarectional, and small and
omni-directional. An example of each is discussedypical performance
indicators such as return loss, radiation pattantsimpulse response will also be
discussed.

8.1 UWB Architecture

UWB is defined as any radio technology that occsigeeater than 500 MHz of
bandwidth, or greater than 25% of the operatingreefiequency. In contrast,
most narrowband systems occupy a bandwidth ofthess 10% of their operating
frequency. UWB radio is the term used to descab&chnology that is also
known as "carrier-free", or "impulse radio". Thask concept of UWB radio is
to transmit and receive an extremely short durabiorst of radio frequency (RF)
energy — typically a few tenths of picoseconds feva nanoseconds in duration.
The advantage of this approach, compared to comvehtnarrowband systems,
is that the signal is transmitted over a very largguency range (i.e. very short
pulse) and a signal with a very low spectral dgnsé&n be received. The
difference of this technology over conventionalroatband systems is illustrated

in Figure 8.1.
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Figure 8.1 Comparison of (a) Narrowband and (b) Usivéhitectures.

UWB removes the complex up-converting and down-eotivg stages of
narrowband radio, as shown by Figure 8.1. In &fiesimplifies the architecture,
which should result in lower power consumption.hé@tadvantages of the UWB
approach are its potential to offer secure comnaiimos, resistance to multi-path
and high data rates [1]. A modulation scheme ¢hatbe used for UWB is pulse
position modulation (PPM) [2]. PPM is achieved bgrying the position of a
pulse in time and/or its polarity. The followingction looks at some important

requirements and some key performance indicatot8/@B antennas.

8.2 Key requirements for UWB antennas

The key requirements that should be consideredsafellows:

1. All of the parameters described in Chapter 4 iatgon, gain efficiency etc.
must be considered when designing any type of aatémat is part of a RF-front
end. However, UWB antennas have additional desigilenges. For example,
as the name suggests, the antenna must operateadaege bandwidth when
compared to narrowband antennas. The bandwidtspésified by both the
Federal Communications Commission (FCC) and thec®©ftf Communications
(OFCOM) as 3.1 to 10.6 GHz; hence the antenna mcisieve an impedance
bandwidth of 7.5 GHz.
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2. Another important requirement is group delay. @rdelay is defined as the
rate of change of the total phase sitiftwith respect to the angular frequeney,

as shown in Equation 8.1.

d©)

Groupdelay=
p y d(@)

(8.1)

If the phase is linear throughout the bandwidtmttiee group delay is constant
throughout the bandwidth. Group delay can thendssl as an indicator to show
how well a pulse will be transmitted with considema of distortion and

dispersion. Normally, group delay is not considere narrowband antenna
design because linear phase is normally quite aaghieve over a narrow band.
Generally, if the group delay is in the tens of s@econds range, or less the

performance is acceptable [3] [4].

3. The radiation pattern is an extremely importanturegnent for UWB
antennas. For wireless sensor network applicatitns desirable to have an
omni-directional pattern so orientation of the gamitter/receiver is not as
important. As the antenna operates over a largdviadth, its pattern at the low
frequency cut-off (3.1 GHz) is different to that tfe pattern at the higher
frequency end (10.6 GHz), although good designnaignimise this effect.

4. There are several other key requirements thateseatble for UWB antennas

and are summarised below:

» Compactness — Size is critical in terms of costwa as achieving the
ultimate aim of 5Smrhfor this project.

* Planar — Ease of integration into monolithic citsui

* Good VSWR (<2) — This is required across the wialed of operation so as
to maintain good matching and efficient operation.

e Constant Gain — This is desirable across the whaitel of operation because
the signal is transmitted instantaneously acrossathole (or a large part) of the
frequency band (3.1 — 10.6 GHz).
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8.3 Initial designs of UWB Antennas

The theory and design of UWB antennas is not akaesé&blished as narrowband
antennas. However, many designs that have beatated by experimentation

and the results published [5]. Their performanas heen evaluated for pulse
transmission and reception, as well as return Igssup delay and radiation

pattern. Two types of antenna, the Vivaldi [6] andoplanar waveguide (CPW)-
fed monopole [7] were evaluated using a test-systemeloped at Glasgow in the
first year of the project and were published [8his evaluation was carried out as

follows.

8.3.1 UWB test system

The test system was used for investigating modwatiormats, channel
characteristics, as well as the performance of @htennas in sending and
receiving pulses. The test system developed usadhbequipment and readily
available materials. It consisted of a TektronAB000 sampling oscilloscope,
a Pulse Labs 4015C pulse generator with a 401%mdad, an impulse-forming
network (IFN 5208) and two broadband antennas @ndsg and receiving

pulses. The basic block diagram of the test sysegiven in Figure 8.2.

Trigger Signal
pSecondPulseLabs Tektronix CSAS000
4015C Pulse Sampling
Generator Oscilloscope
# 4

Impulse
Forming Network

Broadband Antenna /\//\\ﬂ Broadband Antenna

(@)

Figure 8.2 Basic block diagram of the test system.

Shown in Figure 8.3 is the signal before it is @ggated through the antennas

under test, which are in a back-to-back configorati
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Figure 8.3 (a) Output waveform from 4015C pulsehwiiOx attenuation (b) Output waveform

after the impulse forming network stage.

Return Loss measurements of the various UWB ansewesie measured using a
HP8510 Vector Network Analyser (VNA).

8.3.2 The Vivaldi Antenna

The Vivaldi antenna was first described and charaed in 1979 by Gibson [6].
It is a wideband antenna that has been used exéiynsn radar applications as
part of arrays and ground penetrating applicat[@hs More recently, the Vivaldi

antenna has been identified as being suitable fBUcommunications [10].

With increasing interest in UWB as a viable radmh#tecture, the Vivaldi

antenna has attracted interest due to its thealgtimfinite bandwidth. It is a

directional antenna with an end-fire characteristic

The Vivaldi antenna designed in this project wasstmcted on a copper-clad
duroid substrate with a permittivity,{ of 3.48 and a substrate thickness of 1.524
mm. The antenna was designed and verified by sitionl using HFSS. A

schematic diagram of the antenna is shown in Figute
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% \\
9
(b)
L W Wback Ltaper Wslot
292.1mm 203.2 mm 150 mm 96.32 mm 93.75 mm

Figure 8.4. (a) Schematic of Vivaldi antenna deséin this project schematic. Length =
292.1mm, Width = 203.2 mm. (b) Magnified view drisition

As the radiating element of the Vivaldi antennaifalanced structure, it was
important to create a balun to provide a match betwthe 5Q co-axial input and
the antenna. The balun consists of & Bicrostrip to parallel plate transmission
line, which tapers into a slotline configurationhieh then feeds the radiating
element. Figure 3.4 from chapter 3 shows the madaijon of the fields in the
balun.
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To help illustrate the Vivaldi antenna as a traositdevice between a guided
wave and free space, HFSS was used to plot th&iel&eld over the antenna.

This is shown in Figure 8.5.
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Figure 8.5. Plan view of Vivaldi Antenna showing ttmagnitude of the E-field (V/m)

A comparison of the simulated and experimentalectibn coefficients, S, is

shown in Figure 8.6.
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Figure 8.6. Simulated (blue) and experimental)(&dfor Vivaldi antenna
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Figure 8.6 shows there is relatively poor correlatbetween the simulated and
experimental results. The reasons for this arsidered to be as followd=rom a
simulation point of view, the antenna was electiycaery large. This caused
problems in trying to get an accurate mesh to mtdekntenna properly. From
an experimental perspective there were problemsanufacturing the antenna.
To achieve the correct substrate height, 1.542nwo, deparate substrates of
0.762 mm were used. As a result, there was mivakmt between the top and
bottom elements due to gluing the substrates tegetifhe height of 1.524mm
was necessary to smooth the transition from midpmpgb parallel plate. For
substrate height of 1.524mm and line width of 1.9ntine characteristic

impedance was %EDfor both the microstrip and parallel plate.
To determine the radiation properties of the Vivadghtennas two identical
antennas were separated by 20cm and the transmisssponse measured, as

shown in Figure 8.7.
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Figure 8.7. Transmission responsg)$r Vivaldi.

Distance between antennas =20 cm.

The results for the transmission response are piisapng as there is quite a high
loss for such a short distance, especially sineegtdin of the antenna should be
around 10 dBi. However, the transmission is naedr and shows a high
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transmission loss; this may be due to the Vivalagrating in the reactive near-

field boundary, which occurs at 31.4 cm.

As stated in section 8.2, it is desirable to hawermstant group delay, as this can
indicate the performance of the antenna for sendimg) receiving pulses. As
shown in Figure 8.6, there are a high number of esogresent over the
operational bandwidth of the antenna. As a resulphase shift is expected;
therefore linear phase cannot be attained ovefrémiency bandwidth. Figure
8.8 shows the experimental results for group delztgined from the transmission

response.
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Figure 8.8. (a) Experimental group delay for Vdiadntenna (b) magnified view for group delay
Distance between antennas = 20 cm.
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Apart from the two sharp spikes at 4.8 and 10 GHe,group delay response is
linear with a maximum variation of 10 ns. The ggilare a result of some non-
linearity in the system as yet undetected. Acdsptgroup delay performance is

if the variation is in the tens of nano-secondkess, range.

As mentioned at the start of this section, the \vis an end-fire antenna, which
as the name suggests, radiates the main beamoouttifre end of the antenna.
Analysing the radiation pattern over the frequebapdwidth shows the Vivaldi
maintains a highly directive pattern. For poirdptmint communication, this can
be desirable, but for a wireless sensor networkiegipn where the orientation
of the transmitter is not known, it is desirable tave an omni-directional
radiation pattern. The simulated radiation pagdor 3, 6 and 9 GHz are shown

in Figure 8.9. The x,y,z coordinates corresponth Wiose in Figure 8.4 (a).
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Figure 8.9. Simulated Vivaldi antenna 3D radiat{Gain (dB)) patterns for (a) 3 GHz (b) 6 GHz
and (c) 9 GHz

114



The waveform in the previous Figure 8.3 (b) wasdus®the input to the transmit

antenna and the pulse received is shown in Figl& 8

Figure 8.10. Received pulse for Vivaldi antenna

The overall results obtained for the Vivaldi wemnsidered to be favourable
towards the use of UWB. While it did not have anno-directional radiation

pattern, nor small size (30cm x 18cm), the restdtspulse transmission were
good as it transmitted a pulse with low dispersidtossible reasons behind the

low pulse dispersion were:

e good group delay
» constant radiation pattern over the operationaldb@nthe direction of
transmission i.e. highly directive

* Acceptable impedance bandwidth over operationativatth

The Vivaldi meets many of the performance metriegesl in section 8.2 except
compactness and an omni-directional radiation pattdo compare the Vivaldi
performance another UWB antenna was investigatatl Wlas small and omni-

directional. This is discussed in the followingsen.

8.2.2 The CPW-fed Monopole Antenna
There have been many papers published on the ydarar monopoles for UWVB
applications [11]. The CPW-fed wideband monopofgeana presented by
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Chung [7] is novel because of its compact sizexX®D mm) and apparent good
performance. As a result, this antenna was chfmseanalysis and results for S
group delay and radiation pattern were obtainedscAematic of the CPW-fed
monopole antenna that was studied is shown in Eiful.

L W Welement Letement Lenp
50 mm 50 mm 10 mm 13 mm 30 mm
gap Loar Wopar Lsiot Wiot
2mm 10 mm 1 mm 1 mm 6 mm

Figure 8.11. The CPW-fed monopole.

The antenna was fabricated on a duroid substrateaypermittivity of 3.48. The
radiating element is a rectangle with three slatsrto it and two strips placed on
either side of the rectangle. The strips act aagwéc coupling elements, which
provide improved matching over the operational badth as a whole. This is
achieved by the strips acting as complex RLC Idzete/een the antenna feed and
ground. The slots improve bandwidth by creatintarger current path at the
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higher frequency end of the band, allowing higheteo modes to resonate ‘in

band’, hence improving the bandwidth.

The monopole is fed by CPW, which allows for potEntase of integration into
any active circuitry. The antenna designed by @hpf} was simulated using
HFSS but did not yield similar results to those Imhied. A possible reason
behind this discrepancy was the characteristic dapee of the feed line, which
was found to be 2. This was corrected by altering the gap in #edflines
from 40Qum to 26@um. The simulation and experimental results fer &e

shown in Figure 8.12.
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Figure 8.12. (a) Simulated (red) and (b) experimefblue) S, results for CPW-fed monopole

The results for simulated and experimentg Bere in better agreement than
those of the Vivaldi antenna in Section 8.3.2. Témson behind this increase in
accuracy is that the CPW-fed monopole is much sanalectrically, and, as a
result, it is easier to apply a finer mesh whemgdHFSS, hence there is an
increase in accuracy. The CPW monopole was musieret® fabricate as it only
required one layer of metallization to be definedl,aas result, led to good

correlation between simulated and experimentalltesu

Even though there is good agreement between sietLdatd experimental results,
the matching between 4.5 GHz and 6.25 GHz is nodgenough to meet the
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impedance bandwidth requirements. This is confitrbg the results for the

transmission response, shown in Figure 8.13.
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Figure 8.13. Transmission responsg)($r CPW-monopole.

Distance between antennas =20 cm.

The CPW-monopole is basically a narrowband antemualified for UWB
operation. Analysis of the transmission respoi®svs that the region between 5
and 6 GHz has a very large insertion loss. Fordgoalse transmission, it is
desirable to have a linear transmission responiserwise pulse distortion will

occur i.e. partial loss of the signal portion bedwé® and 6 GHz.

Analysis of the group delay, shown in Figure 8/&4eals that the group delay of
the CPW monopoles group delay is comparable to dhahe Vivaldi antenna.
There are two large spikes in the operational band,as expected between 5 and
6 GHz and the another occurring at 8.5 GHz, whichinexpected. Apart from
these spikes, the maximum variation is 2 ns, whiha slightly improved

performance over the Vivaldi.
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Figure 8.14. Experimental (blue) results for Gralgtay Vs frequency

The HFSS simulated radiation patterns for the CRW-+honopole, shown in
Figure 8.5, are the more omni-directional of the @ntennas investigated in this
section; Unlike the Vivaldi, the CPW-fed monopojeelds a true omni-
directional ‘doughnut’ pattern at the low end oé tbperational bandwidth. The
change in the radiation pattern as the frequenayigased is due to the antenna
becoming electrically larger (*/2). At 10 GHz the radiation pattern has

equivalence with a 125monopole.
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Figure 8.15. Simulated radiation patterns for3@&@Hz (b) 6 GHz and (c) 9 GHz

The CPW-fed monopole had worse performance in tesmpulse distortion.
Inspection of the received pulse, shown in Figurg68shows the effects of
‘ringing’. The reasons behind this are considecede as follows:

» Large insertion loss in the middle of the band
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* Non-uniform radiation pattern over the operatidmahdwidth resulting in
variation of gain, which results in only certainrfpons of the signal being

received

In an ideal situation, a UWB antenna would havéataresponse with no sharp
peaks over the impedance bandwidth, and an omedcttbnal pattern over the

bandwidth. This would mean that the power beindjated from the antenna
would be equal over the bandwidth, hence no distorvould occur. While the

Vivaldi antenna described in Section 8.3.2 doeshaot an ideal flat response it
still has a better pulse response due to its ghibitsend and receive the signal
over the required bandwidth (i.e. a wider impedabaedwidth) and a constant

radiation pattern in the direction of propagation.
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Figure 8.16. Pulse received by CPW-fed monopole

8.4 Initial UWB Evaluation

While there are many potential positives with UW8&jch as reduced RF
architecture complexity, there are a few drawbagbarticularly from the

wireless-sensor networks perspective. These dr@kgbaclude:
« Antenna size due to the large bandwidth required (>500 MHZ®) ¢ize of the

antenna will not achieve the target size of Sineven if moved to a much higher

frequency.
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e Modulation: there are problems trying to implement a PPMtatya with

ubiquitous wireless sensor networks due to syngbation issues. Implementing
an OFDM modulation strategy, more typical in a eomporary UWB system,
also introduces challenges, due to the requirerterd heterodyne system with
local oscillators and mixers, which may consumenificgant amounts of power,

thereby offsetting the perceived advantages of UWB.

* Reduction of complexity. initially it was thought that UWB would remove
some of the extra stages from the radio architectagquired for conventional
systems. This was found not to be the case. Gaver the pulse, there was a
requirement for multiple amplifier stages and, asesult, UWB would have

consumed more power than some conventional radiotactures.

The two antennas discussed in this chapter didily imeet the performance
criteria outlined in section 8.2. Table 8.1 sh@axsmparison.

Antenna Impedance Groupdelay | Radiation | Compact Planar Pulse
Bandwidth Pattern Transmission
CG | Omni
Vivaldi No Ok Yes| No No Yes Excellent
CPW- No Good No | Yes Yes Yes Poor
monopole

Table 8.1 Antenna performance table. CG = Con$ai

As a result, the drawbacks highlighted in this isegtand the fact that UWB is
still an emerging technology, it was felt that iomld be more productive to
investigate a more conventional narrowband antemm@ use a narrowband
system. However, there may still be an opportumtyhe future for integrating

some form of UWB into the Speckled Computing Cotisor Specks.
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9. A UWB channel modelling experiment

An important aspect of the Speckled Computing Cdnso research is the
opportunity to undertake interdisciplinary researc®ne such example was a
UWB channel modelling experiment led by the Strigtthe University signal
processing group. As the expertise of Strathclgglewith signal processing and
not antenna design, the onus fell on Glasgow togdes suitable antenna. The
design criteria for the antenna was that it opérdtem 3.16 to 10.6 GHz, be
omni-directional, have relatively standard gain andood phase response over
the band. As none of the antennas investigatetiapter 8 fully met the criteria,
there was a need for a different type of antene antenna chosen was the
UWB dipole. The test system and design of theraras will now be considered.

9.1 UWB test system

A channel can be modelled physically by calculatimg various processes which
modify the transmitted signal. For example, in W@ss communications, the
channel can be modelled by calculating reflectioomf every object in the
environment. The channel modelling experiment iedrrout at Strathclyde
University was to determine the impact on sendimg) i@eceiving a UWB pulse of

the antennas discussed in this chapter.

Figure 9.1 shows the block diagram of the testesystalthough this will be

covered in greater detail in Section 9.6. Forttaasmission results discussed in
this chapter, the antennas were placed 20 cm #&gant each other, and both
antennas elements were aligned so they were irsigbtei.e. the direction of

transmission was perpendicular to the antenna eltsneAll the antennas are
operating outside the far-field boundary specifig®D?*/ A except the antenna
section 9.2.4 due to a large transmission line.fe8éction 9.2.4 compares the
field of a half-wavelength dipole to that of theteima under investigation. The
field plot is then used to evaluate whether or thet feed should be included in

the maximum linear dimension, D, for the far-fibldundary calculation.
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Figure 9.1 Block diagram for Strathclyde UWB teges

Also used in the experiments was an Agilent teabgies N5230A 10 MHz — 20
GHz PNA series network analyser. This was usedbt@ain transmission and

reflection coefficients for the antennas.

9.2 UWB dipole

In 2002, Schanz published a paper on a UWB plaltigtieal dipole [1]. Since
then, there have been many published papers owrl#ss of antenna. The main
consideration, apart from the shape, when desighitB dipoles is the feed
configuration into the antenna element. Theretlree potential feeding points

for this antenna illustrated in Figure 9.2.

-

h§

Figure 9.2. Elliptical dipole element with suggesteeding points (a) centre
(b) bottom and (c) edge.
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If the antenna is fed from position (a), typicallging some form of slotline
configuration, this results in the antenna havingremy directional end-fire
radiation pattern similar to the Vivaldi antennd&eeding this way creates a
travelling wave structure, as opposed to a standiage resulting in end-fire

operation.

In the paper that Schanz presented [1], the antenfeal from the underside (b).
If this feeding method is used, then the feed célole the test system is in the
main electric-field beam. To avoid this, an edgé-fonfiguration (c) was chosen

for this work and is discussed further in the fallog section.

9.2.1 Microstrip Edge-fed UWB dipole

The first approach to designing the UWB dipole wasse a microstrip feed into

the centre of the antenna from the edge. The comerostrip mode could then

be propagated using one of the elements as a gand. The arrangement was
convenient as it orientated the antenna in suctamner that the feeding cables
were outside of the main pattern. This also melaat the antenna was in the
correct position for the test system. Includedtile design was a stepped
impedance transformer, which was placed just bdfereantenna terminals. This

is shown in Figure 9.3.
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Figure 9.3. Microstrip edge-fed UWB dipole with &xp The brown element is the ‘GND’ for the

microstrip feed.

The impedance at the terminal of the antenna isectavith frequency, typically
from 732 to 802 over the operational band, so the addition oftthasformer
improved matching in the higher frequency rangéke optimum length and the
width of the taper were found using HFSS parametnalysis and found to be
5.3mm and 1.2mm, respectively. The final valueseathen implemented into
the manufactured design. The simulated and expeatah results for § are

shown in Figure 9.4.
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Figure 9.4. Simulated (blue) and experimental)(redults for $, Vs. Frequency

The discrepancy in the results was traced to theaanof the cables used to
connect the network analyser to the antenna. Afhahe cable was positioned
out of the far-field radiation pattern it was alrmasrtainly being excited by the
reactive near-field. This is shown later in setti®.2.2.1. At the position
indicated by Figure 9.1 (c) there was an area gif lelectric field, particularly at
the lower end of the band. The electric field &esithe leakage current along the
length of cable, which means that the feed cabteines part of the antenna and,
as a result, increases the amount of modes preBeatdistortion on the plot in
the frequency range from 2 to 6 GHz seen on thesraxgntal $; results is
evidence of this effect. The effect is also seeexperimental results for phase,
shown in Figure 9.5.
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Figure 9.5. Microstrip-fed UWB dipole; Sphase resultd)(simulated (blue)i{) experimental
(red)

The leakage current also appears to have a detaeffect on the transmission
response, as shown by Figure 9.6. Due to thetatien of the antennas, bore-
sighted at 20 cm, the value of;Svould be expected to be approximately -25 dB
at the lower end of the frequency band. A possf@anation to the discrepancy

in the behaviour was attributed to the test cables.
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Figure 9.6. Transmission response)®r Microstrip-fed UWB dipole.

Distance between antennas =20 cm.

Analysis of the group delay, shown in Figure 9.@trelates with the results in

Figure 9.6. Between 4 and 10.16 GHz, the groupydeas a maximum variation
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of 1.5 ns, compared to the spike of 15 ns at 2 GHas result for group delay is
better than both the UWB antennas previously dssdisn chapter 6.

u_ L]Uﬂﬂﬂﬂvﬂvﬂﬂwwwwwmﬂ ,

2.0 4.0 (] 8.0 10. 12.
Free [5H2]

Figure 9.7. Experimental group delay for micrgstrdge-fed UWB dipole.

Distance between antennas = 20 cm.

Analysis of both Figures 9.6 and 9.7 indicate thaulse transmitted via an edge-
fed UWB dipole is possible. Some distortion wik lpresent, due to the non-
linearity of the phase over frequency, at the loarmt of the band. The results for
pulse transmission are presented and discussedtiors 9.3.

9.2.1.1 Radiation pattern results
Results were obtained using the near-field anectiméenber outlined in Chapter

5. The orientation of the antenna with respedh&coordinate system is shown
in Figure 9.8.

Figure 9.8. Orientation of antenna with respeatdordinate system used for measurements
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The results for the simulated 3D radiation pattéan®lectric field in decibels are

shown in Figure 9.9. Analyses of the patternscati that the antenna is acting
as a half-wave dipole at 3 GHz through to a 1.5edength dipole at 9 GHz, as

predicted by the theory in Chapter 2, section 2.7.
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Figure 9.9. Microstrip edge-fed UWB dipole simuth®D E-field radiation patterns for (a) 3 GHz
(b) 6 GHz and (c) 9 GHz

The radiation plot at 3 GHz, shown in Figure 9.9 (eghlights the discrepancy in

the transmission results from Figure 9.6, as welevexpect a higher gain as
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there is maximum gain in z-axis direction.

The simulated and experimental results for theatamh patterns at 3, 6 and 9

GHz are shown in Figure 9.10 in the form of horiaband vertical cuts.
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Figure 9.10 Microstrip-fed UWB dipole simulatedu@) and experimental (red) horizontal and
vertical cuts for (a) 3GHz (b) 6 GHz and (c) 9 GHz

Inspection of the results in Figure 9.10 (a) shqvae®r agreement between
simulated and experimental results. This expl#iespoor transmission response
in Figure 9.6 at the start of the operational baadhe field at boresight (theta =
90°, phi = 90°) is -20dB less than the simulateldl@a The multiple nulls present
on the theta cut is a direct result of leakage enurpresent on the feed cable.
Figure 9.10 (b) and (c) are in closer agreemertt tié simulated results though
the response is uneven, with the possibility teakhge current is distorting the

experimentally obtained results.
If the simulated results had been validated byekgerimental results, then the

microstrip-fed dipole would be an excellent cantbddor a UWB system.

Section 9.6 will assess the performance of thisrard in a system, with respect
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to the other antennas investigated in this chaparg pulse transmission. The

next section investigates the reasons behind leagagent excitation.

9.2.2 UWB dipole with slots

To try and eliminate the effects of the measuremeable, the feeding
arrangement was converted to a CPW feed, and wkts inserted either side of
the feed. This antenna design was based on thepsty published antenna by
Kwon [2], though the shape of the antenna elensedtifferent. A schematic of

the layout is shown in Figure 9.11.

L w rl r2 gap Lsjot

38.802 mm 32.3 mm 9.5 mm 16.15 mm 2 mm 17 mm

Figure 9.11. CPW-fed dipole with slots

9.2.2.1 Effect of slots on antenna

As described in Section 9.2.1, there is a leakage=iot excited down the co-axial
feed cable. This can be separated into two typesroent that are excited along
the outer surface of the co-axial cable. Theseeats are depicted in Figure 9.12.
The first type is directly at the co-axial-to-CPWarface. The current that flows
back down the cable between the centre conductbimener surface (signified by
the dash-dot-dot line) is considered a componerthefreflection co-efficient.
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The current that flows in the —y direction on thetside (dash-dash line) is a

component of the leakage current.

First typ/

|

|
[
: Second type
v

P,

Centre conductor Outer conductor

Figure 9.12. Current flow around the antenna atfwe to co-axial interface.

The majority of the current is fed along the CPWté& to the centre of the antenna
and results in the second type of leakage curmash-dot line). The current
travels around the edges of the dipole and, asudtydack down the feed cable.
The purpose of the slots on either side of the edmeant to stop the second
type of leakage current flowing down the outsidetted co-axial feed cable. A
model was created in HFSS to establish the effét¢he slots in reducing the
leakage current, and is shown in Figure 9.13. Esealts of this analysis show
that the slots reduce the leakage current but potptetely. The remaining
leakage current can be attributed to the first tgpdeakage current shown in
Figure 9.12.
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Figure 9.13. Comparison of CPW-fed dipole antegfaavith and (b) without slots

To obtain a better understanding of the radiatia@tmanism due to the leakage
current a sheet was placed away from the anterma.allowed the electric field

lines to be viewed, and the result is shown in fégu14.

Figure 9.14 Analysis of leakage current using Edfieector plot
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The excitation of the leakage current can be erpthias follows. A positive
charge accumulates on the end of the feed cablteamienna attached to it, while
the other end of the feed cable has a negativegehrezcumulation. As a result
current is driven back along the cable. This isealisation of the theory

explained in sections 2.3 and 2.4.

Using HFSS parametric analysis, a study was caaugdn the effect of the slot
dimensions. Initially, the experiment was to fith@ optimum length for the best
match whilst reducing the leakage current. A pataic sweep was carried out
where the length of the slot was varied from 6 nonl? mm. The results are

shown in Figure 9.15.

o0

2000 \ ey T

] \3 A.J
S,Mag(dB)

2.32 GHz 4165 GHz
-

-A40.00

-E0.00
2.00 4.00 E. a.00 10.00 12.00

Freq [GHz]

Figure 9.15. Simulated; Sresults for the increasing slot length; blue = Gmad = 8mm, green =
10mm, magenta = 12mm, black = 17mm

It is important to note the shift of the reflectionefficient (31) peak from 4.65

GHz to 2.32 GHz as the slot length is increasede Ppresence of this peak
indicates an impedance mismatch for a sectioneobind, sometimes known as a
‘stop band’ effect. This effect is caused by the slots resonating as quarter-
wavelength notch filters as reported by I. Yoond8H H. Yoon [4]. The slots act
as narrowband resonant structures, which act ag waps, capturing particular
frequency components and reflecting them awaythéffrequency of resonance a
destructive interference occurs, rendering the rer@enon-responsive at that

frequency. This is validated by inspecting the eagnce at the resonant
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frequency, which is very high. Simulated valuesimpedance for different

lengths of slots are shown in Figure 9.16.

E00.00
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Figure 9.16. (a) Real and (b) Imaginary input iohgoece versus frequency for increasing slot

length; blue = 6mm, red = 8mm, green = 10mm, magerit2mm, black = 17mm

Using HFSS it was possible to view the surfaceemirin terms of a vector plot
and magnitude. This identified a non-propagatingdenpresent at the specific
frequency of the stop band. Figure 9.17 showdifierence between 2.32 GHz
and 3 GHz.
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Figure 9.17. (a) Vector surface current plotsX8p GHz and (b) 3 GHz
The slot = 17 mm for both plots.

Comparing the two plots, the effects of slot atoresice can be clearly seen.
Analysing Figure 9.17 (a), the magnitude of the@oiris much larger around the
slots and the flow of the current is exactly 18@rees out of phase along the
length of both sides of the slots. This is therabgeristic that causes the antennas
impedance to be much larger thant)0This happens because the net flow of
current across the dipole has been reduced, asnshgwigure 9.16. For the
antenna to radiate in its fundamental mode, theeatineeds to flow in a uniform

direction across the dipole, as shown by Figur& @)
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9.2.2.2 S-parameter results for UWB dipole with slots

A CPW-fed UWB dipole with slots with a slot lengtbf 17mm was

manufactured, and then tested using a vector nktawoalyser. The simulated
and experimental results of the return loss for thWB dipole with slots are

shown in Figure 9.18.
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Figure 9.18. Simulated (blue) and experimental)(redults for $,.

Inspection of the results shows that there is stilidence of leakage current
affecting the results, as shown by the multipldshup to 7 GHz. The stop band
also appears to be present in both the theoretimélexperimental results at 2.3
GHz, however correlation between experimental aimoulsted data is poor.
Whether this can wholly be attributed to the leakagrrent is unclear. Apart
from these drawbacks, the antenna still has anpéaigle bandwidth for pulse

transmission.
Analysis of the simulated and experimental redoitphase, highlights the effect

of leakage current present on the test cables. r@&gts are shown in Figure
9.19.
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Figure 9.19. UWB dipole with slots Jhase resultd)(simulated (blue)i{) experimental (red)

The correlation between experimental and simulateakse response is poor and

can be attributed directly to leakage current. Ewesv, the transmission response

and group delay both exhibit good characteristarsplulse transmission. They

are shown in Figures 9.20 and 9.21 respectively.
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Figure 9.20. Transmission responsg)fr CPW-fed UWB dipole with slots.

Distance between antennas =20 cm.
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Figure 9.21. Experimental group delay for UWB d@with slots.

Distance between antennas = 20 cm.

The UWB dipole with slots exhibits the best transsion response and group
delay results of all the UWB dipoles reviewed irstthesis. The group delay has
a good response since there are no sudden vasatidhe transmission response
and has a maximum variation of 2ns over the opmrati bandwidth. Good
transmission response is a result of the radigtaiterns of the antenna, which are
discussed in the next section.

9.2.2.3 Radiation pattern results for UWB dipole with slots

Results were obtained using the anechoic chambinedi in Chapter 5. The
orientation of the antenna with respect to the dimaite system is shown in
Figure 9.22.

Figure 9.22. Orientation of antenna with respecatdordinate system used for measurements
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The results for the simulated 3D radiation pattéon®lectric field in decibels are

shown in Figure 9.9. Analyses of the simulatedgpas indicate that the antenna
Is acting as a half-wave dipole at 3 GHz througla th.5 wavelength dipole at 9
GHz, which confirms the theory in chapter 2.
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Figure 9.23. Simulated 3D E-field radiation pattefor (a) 3 GHz (b) 6 GHz and (c) 9 GHz
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The simulated and experimental results for theatazh patterns at 3, 6 and 9

GHz are shown in Figure 9.24 in the form of horiaband vertical cuts.
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Figure 9.24 CPW-fed UWB dipole with slots simuthfblue) and experimental (red) horizontal
and vertical cuts for (a) 3GHz (b) 6 GHz and (€192

Inspection of the results in Figure 9.24 shows gagectement between simulated
and experimental results, especially when compaecednicrostrip-fed UWB
dipole in the previous section. There is still godistortion present particularly
on the theta cuts. The results also correlate thighgood transmission response
shown in Figure 9.20. It appears that the slotsedfective in reducing leakage
current, and as a result improving the radiatiotiepa characteristics. The

antenna in the next section attempts to furtheravg on these results.

9.2.3 A hybrid feed for a edge-fed UWB dipole antenna

The evaluation of the UWB dipole described in thevpus section showed that
the impact of leakage current due to the naturtheffeed was still having too

much impact on the performance of the antennatryrand reduce the effect of

the leakage current, the feed into the antennathde balanced. To date, the
only edge-fed dipole with a proper balanced fegaeaps to be the catfish dipole
of Hans Schantz [5]. A drawback to this desigrhiat there appears to be an
extremely complex matching stub with no descriptionhow it was constructed;

however, one point made clear was that to achieedest feed into the antenna
there had to be a microstrip-to-parallel plate gréon i.e. unbalanced to balanced.

The hybrid-feed dipole that was investigated caorgamuch of the same geometry
as the previous two dipoles (CPW with slots andraositip-fed). The elliptical

elements are both on the same side of the substnatere initially fed by two
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vias, which act as a two wire transmission line arel connected to the parallel
plate, which in turn, is tapered into a microstlipe. Figure 9.25 shows the

geometrical layout for the antenna.

s

Figure 9.25. Hybrid-feed UWB dipole with enlargadw of the two feeding vias 250 um apart

As shown in Figure 9.25 the portion of the substraiith elliptical elements on it,
is thicker than the feed into it. This was to mige the effect of the radiating
elements on the characteristic impedance of thallphplate and also reduce any
interaction between the feed and the radiating etgsa A model was created in
HFSS to deduce how close the radiating elementisl cmiplaced to the parallel-
plate transmission line. The model was variedwo tmain ways. One had the
variation of the substrate height, the parameteohzhe same side as the ground
for the microstrip. The other had the exact ofippsvith the increase on the
substrate height, parameter h2, on the same sitthe a&sgnal line. For both cases,
the topside of the varying substrate had a findedectivity boundary place on

them. This is shown in Figure 9.26.

145
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with height h2
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Figure 9.26. HFSS model for parallel plate intdoacwith metal (a) GND clear (b) signal clear

Both models were parametrically analysed with thiestrate height increased in

increments of 0.762mm, which was the standard satlesheight for the Rogers

4350 board. If there was a separation of one hdhah there was substantial

coupling into the metal creating a stripline modérough parametric analysis, it

was found for both models that an acceptable amofunbupling was achieved

by using a three substrate thickness of h2 = 2886 Results for return and

insertion loss for both models are shown in Figu&¥ and 9.28 respectively.
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Figure 9.28 Insertion Loss for sub thickness = @.@8n — GND clear (blue), Signal clear (red).

Throughout the analysis of the two models, it wapasent that having the
microstrip ground on the side that was oppositside of the antenna elements
would give a significantly better performance. Aspible explanation to this
behaviour was that as the ground was clear, it galkietter balance in terms of
field manipulation to the signal, and less dispersaccurred when it entered into

the thicker substrate.

With the substrate height and feeding arrangemptiinesed, the full model was

created. The most critical part of the design was gap between the two
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radiating elements, which determined the input idgpee for the antenna. This
gap was optimised by placing a lumped port betwtbentwo wire transmission

lines. This determined the optimum gap betweenleelements and indicated
what the impedance of the parallel plate feeding the two wire feed should be.
After this was determined, the full model was arsatywith feed coming from the
SMA connector. The antenna was optimised furthgrrimning parametric

analysis on the tapering between the microstripthagarallel plate. Figure 9.29
shows different views of the antenna with the uasicoptimum dimensions

outlined.
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Figure 9.29. Balanced feed UWB dipole (a) top vieyvunderside view (c) 3D see-through view

To try and establish the effect of the balanced feereducing leakage current a
model was created in HFSS with the balanced feedBWipole attached to a
feeding co-axial cable. This was then comparedRdV fed dipole with slots and

is shown in Figure 9.30.
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Figure 9.30 Comparison of leakage current at 3 GHEWB dipole antennas
(a) CPW feed with slots (b) balanced feed

At first glance, the results appear disappointamyjt was hoped that the balanced
feed would completely eradicate the leakage currénfact it is better to suggest
that both antennas are successful in suppressetg#tkage current, though not
fully. Analysing both HFSS models there is a psakface current in excess of
700 A/m for both models, with most of the surfacerent residing internally in
the co-axial cable, and in-and-around both antennésr both the models in
Figure 9.30, the maximum surface current residinghe outside of the co-axial

cable is approximately 3.5 A/m.

As some current will exist on the surface of theag@l cable, it is important to
choose the right cable and/or some form of cholohghe current to stop it
flowing down the cable. If leakage current doepgdem then there can be
distortion to the radiation pattern, which is uspiaeen as multiple lobes on the

far-field radiation pattern. An example of thistsown in Figure 9.31.
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Figure 9.31 Far-field pattern for hybrid feed UWBale connected to co-axial cable

There are many ways to ensure that any leakagentusn the exterior of the co-

axial cable is reduced or eliminated, including:

» Use of RF chokes, such as ferrites or steel woapped around the co-
axial cable before it connects to the antenna lp pr@duce lossy loading,
which resistively dissipates leakage current

» Selection of cable is important as well. Certaipets of SMA cable are
better than others at dealing with leakage curenthey have an extra
braid layer to provide better shielding. This axshielding on the cable

has an added bonus as it reduces leakage cureeloisgy loading.

The easiest way of detecting whether or not theeteakage current present on the
cable is to simply touch it. If there is a sigo#nt change in the return loss then

that means that the cable is ‘hot’.
9.2.3.1 S-Parameter results for hybrid feed UWB dipole

S-parameter results, obtained using an Agilent RB2@NA are shown in Figure
9.32.
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Figure 9.32. § for simulated (blue) and practical (red)

At first inspection, the correlation between simiethand practical results is good,

considering that the analysis is over a large feegy range. The nulls match at

various frequencies, which give confidence that HIESS model gives an

accurate description of the antenna.

The disceeanthat do exist can be

attributed to manufacturing errors since the ardemas engineered by hand. The

vias were particularly hard to drill, and there was guarantee that the boards

were perfectly aligned.
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Analysis of phase shows poor correlation betweenukited and experimental
results, but there is a marked improvement on tlhe previous antennas
investigated in terms of linearity.

The results for transmission response and grougydele shown in Figures 9.34

and 9.35 respectively.
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Figure 9.34. Transmission responsg)(®r hybrid fed UWB dipole.

Distance between antennas =20 cm.
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Figure 9.35. Experimental group delay for hybed UWB dipole.

Distance between antennas = 20 cm.

Analyses of the group delay correlates with thegnmaission response in respect
that it degrades after 7 GHz though still has a imar variation of 2ns

comparable to the CPW-fed UWB dipole with slotsheTtransmission response
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for the hybrid fed UWB dipole is excellent, thougbt quite as linear a response
as the CPW fed dipole with slots. The next sectiorestigating the radiation

patterns will attempt to address this.

9.2.3.2 Radiation pattern results for hybrid feed UWB dipole

Results were obtained using the anechoic chambinedi in Chapter 5. The
orientation of the antenna with respect to the dimaite system is shown in
Figure 9.36.

Figure 9.36. Orientation of antenna with respecatdordinate system used for measurements

The results for the simulated 3D radiation pattéon®lectric field in decibels are

shown in Figure 9.37. Analyses of the radiatiotigyas indicate that the antenna
is acting as a half-wave dipole at 3 GHz, whichfcors the theory in chapter 2..

There appears to be some distortion of the patsrasn by Figure 9.37 (b) and

(c), which can be possibly attributed to interactisith the feed due to surface
waves. Surface waves will be discussed furth&@hapter 9.
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Figure 9.37. Simulated 3D E-field radiation pattefor hybrid fed UWB dipole at
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(a) 3 GHz (b) 6 GHz and (c) 9 GHz

The simulated and experimental results for theatamh patterns at 3, 6 and 9

GHz are shown in Figure 9.38 in the form of horiaband vertical cuts.
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Figure 9.38 Hybrid feed UWB dipole simulated (hlaed experimental (red) horizontal and
vertical cuts for (a) 3GHz (b) 6 GHz and (c) 9 GHz

Inspection of the results shown in Figure 9.38 isteq disappointing as the

correlation between simulated and experimentallt®es$sl poor. Figure 9.38 (a)
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appears to show evidence of leakage current as #rer multiple nulls present
and the signal level at boresight is 10dB less thamnsimulated value. This poor
result is reciprocated by the value transmissiepaase, shown in Figure 9.34, at
3 GHz. The phi cut for Figure 9.38 (c) possiblypkxins the sudden drop in the
transmission response at around 7GHz with a laujevery close to boresight.

The final antenna analysed in this chapter attertgptsompletely eradicate the

leakage current present on the cable and is disdusgshe next section

9.2.4 A tapered feed UWB dipole
As a result of both the CPW-fed UWB dipole withtsland the hybrid-fed UWB

dipole producing leakage current, it was imperativat an antenna should be
designed that did not allow leakage current. Tlieae this goal, a transition was
designed that was based on the microstrip-to-mdupliate tapered line balun
transformer first introduced by Duncan and Minej®ga This balun offers good

broadband performance over an octave of bandwidiigure 9.39 shows the

geometrical layout of the balun.

L
< >
\AJ LN
WmicrostriL r Wer
Lmicrostrir Ltaoe I—PF
L W Lmicrostrip Wmicrostrip Ltaper LPP pr

71.6 mm| 952mm 64mm 1.7mm 588mm 6.4mm 2.8bm

Figure 9.39. Layout of microstrip to parallel-gaapered line balun. Overall dimensions - length
=71.6mm, width = 9.52mm.

The balun in figure 9.39 operates as follows. Sigaal is inputted into the balun
from a unbalanced source such as a co-axial cabteaxial is unbalanced as it
has a current, at any given instant, at any lonaglong the line, which flows on

the centre conductor, and return currents flowtenibside of the surface of the
ground sheath. This configuration is known as @mbalanced line”. The same
principle applies for microstrip line, which is wabnced. The balun transforms
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the signal to the parallel plate waveguide, whiohsists of a pair of symmetrical
conductors. At any given instant, at any locati@mong the parallel plate
waveguide transmission line, equal and oppositereats flow. This

configuration is known as “balanced”.

The balun was simulated and designed using Ro@&s8 Board (permittivity =
3.48). Using HFSS it was possible to manipulatetdpering using three point
arcs on both the top and bottom sections. Thosvaltl for the optimum transition
between the microstrip and the parallel-plate waidg) The length of the taper
should be approximately at least half a wavelengththe low end of the
operational band. This allows for proper manigafatof the fields from a
microstrip mode (unbalanced) to parallel-plate §bhakéd) mode. To verify this,

Figure 9.39 shows the surface current plot on Hwthtop and bottom sections.

— P

Figure 9.40. Surface current plot for balun atk3zG

A quick inspection of Figure 9.40 verifies that d¢im of the transition is greater
than a half wavelength at lower end of the openatidband (3 GHz). Simulated

results for S-parameters after optimisation arevshio Figure 9.40.
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Figure 9.41 Simulated S-parameter results for bgkhinS; = Green; § = Blue; S, = Red

(b) S1phase

As shown by the results in Figure 9.41 the baluersefan excellent transition
over the frequency band of interest. The inseittiss at 10 GHz is just 0.55 dB.

The next stage was to integrate the balun withelliptical antenna elements.

Due to the nature of the transition, the only wayirttegrate this was from the
underside, into the centre of the antenna. Thsfidsvn in Figure 9.42.
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Balun dimensions
outlined in Figure 8.39

L

W rl

r2

gap

38.35 mm

30.875mm 95mm 17.1mm 0.45 rlnm

Figure 9.42 Geometrical layout of tapered feed Usiienna.

To verify that there would be no leakage curreespnt on the feed cable a model
was created in HFSS with a 20 cm coaxial cableclagd to the antenna and is

shown in Figure 9.43.
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Figure 9.43 Analysis of surface current on tapdeed antenna connected to co-axial cable.
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The first thing to note about Figure 9.42 is tiwathie scale is exactly the same as
was used for the two previous UWB dipoles analyiseBigures 9.13 and 9.30.
With respect to the other UWB dipoles analysed, thyered feed completely
eradicates the problem of leakage current. Anotieeification of this is the
simulated 3D E-field plot at 3 GHz, when comparedhe similar plot in Figure
9.31. A comparison is shown in Figure 9.44.
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Figure 9.44. Comparison of 3D e-field patterns emted to a co-axial cable for
(a) Hybrid feed UWB dipole and (b) Tapered feed UdipBole

As a result of the removal of leakage current anféed cable the other modes
present on the cable are removed. This in turolteesn the radiation pattern
expected at 3 GHz, that of a half-wavelength dipole
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9.2.4.1 S-parameter results for tapered feed UWB dipole

All practical results obtained in this section wesbtained using a Agilent
N5230A VNA. The results for the simulated and ekpental S, are shown in
Figure 9.45.
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el N = NN
T ==

~40.00
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Figure 9.45. Tapered-feed UWB dipolg &sults for simulated (blue) and experimental Xred

The correlation between simulated and experimergallts for $ is good.
There is relatively good agreement over the frequeange and the nulls almost
match up, apart from the higher frequency end. arttenna also has the required
impedance bandwidth to operate over the UWB spectru

An explanation into the slight discrepancy betwettie experimental and

simulated results can be attributed to the manufag} process. Insertion of the
balun into the underside of the dipole elements exaiemely tricky and the yield

of antennas was very low. This was mainly duéhtofaibrication process, which
involved a metal file being used to remove substesbund the parallel-plate end
so that the feed could be inserted into the etightelements. A hammer and
screwdriver were also used to create a hole farimg the feed. Once the feed
was inserted, the parallel-plate was soldered ¢catitenna elements. Additional

mechanical support was provided by using a cyantaeradhesive.

As mentioned at the start of the chapter the tapfred UWB dipole is operating
in the near-field specified by the boundary limi2®? /A, which is due to its
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maximum linear dimension of 72.362 mm and meantsttiegatheoretical far-field

boundary exists at 35.5 cm. To investigate whetltemot the balun should be
included in determining the maximum linear dimens®oHFSS simulation was
setup to compare the electric field of the tapdesti UWB dipole to that of a
half-wavelength dipole at the top end of the openatl band, 10.16 GHz. The
results are shown in Figure 9.46.
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Figure 9.46. E-field at 10.16 GHz for (a) Tapefesd UWB dipole
(b) half-wavelength dipole

Analysis of figure shows that the field being tnawised in the bore sight
direction Lyx quickly falls into an approximation of a plane waat about 10 cm.

This value is also the theoretical value of thertwtary limit, specified b@D?/ A,
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for a maximum linear dimension of 38.35mm, whicluag L for the tapered feed
UWB dipole.
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Figure 9.47. Simulated (blue) and experimental)(results for phase

Analysis of the phase in Figure 9.46 shows goodretation between
experimental and simulated results, especially whempared to the results
obtained from the previous three antennas analys#ds section. At the lower
end of the operational band, the experimental tesuere out of phase when
compared to the simulated result. However the mx@atal phase has greater
linearity over the entire band when compared to sheulated results. The

reasons for this are as yet unclear.

Analysis of the transmission response, shown irurgig9.47, shows excellent
performance up to 9 GHz, where the response drapy guite suddenly to a
very low level. If transmission response did natdto -60 dB between 9 and 10
GHz then the tapered feed UWB dipole would be atibpeing all the antennas

previously discussed in this section.
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Analysis of the group delay, shown in Figure 9.4 eals a large spike located
between 9 and 10 GHz. At this late stage in tlogept it is hard to ascertain what
Is causing this large degradation in performangebfith the transmission and
group delay responses.

dipole has good performance with a maximum vanmetib10 ns.
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Figure 9.48. Transmission responsg)®r tapered feed UWB dipole.

However, apart from thkeesphe tapered feed UWB
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Figure 9.49. Experimental group delay for tapdesdi UWB dipole.
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9.2.4.2 Radiation pattern results for tapered feed UWB dipole

Results were obtained using the anechoic chambttinea in Chapter 5. The
orientation of the antenna with respect to the dimate system is shown in
Figure 9.49.

hanll ]

Figure 9.50. Orientation of antenna with respeatdordinate system used for measurements

The results for the simulated 3D radiation pattéon®lectric field in decibels are
shown in Figure 9.50. Analyses of the simulatettepas indicate that the
antenna is acting above a half-wave dipole at 3,Gidace the slightly misshapen
pattern. This is due to the fundamental frequersing slightly lower, around 2
GHz. The other radiation patterns at 6 and 9 Géffarm to the expected shape,
which confirms the theory in chapter 2.
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Figure 9.51. Simulated 3D E-field radiation pattefor tapered feed UWB dipole at
(a) 3 GHz (b) 6 GHz and (c) 9 GHz

The simulated and experimental results for theataah patterns at 3, 6 and 9

GHz are shown in Figure 9.51 in the form of horiaband vertical cuts.

167



V (dB)

V (dB)p

-20

0 | | | -10 I I I
—200 100 0 100 200 —100 50 0 50 100

Theta @) Phi (¢)

V (dB)

-20

I I I -15 l l l

0
=200 =100 0 100 200 —100 =50 0
Theta 9) Phi (¢)

V (dB)

-20

40

60
=200 -—100 0 100
Theta 0) Phi (¢)

(€)
Figure 9.52 Tapered feed UWB dipole simulateddphnd experimental (red) horizontal and
vertical cuts for (a) 3GHz (b) 6 GHz and (c) 9 GHz

Inspection of the results shown in Figure 9.51 shelatively good agreement
between simulated and experimental for the theta. cfhe results for Figure
9.51 (b) and (c) are quite surprising as they atandicative of leakage current as
the main beam is normal to the feed cable, an@ésdtris normally observed via
the horizontal cut. A possible explanation is tbae to the fabrication of the
antenna there is an excitation of another mode tdumismatch at the higher
frequency end of the operational band. Inspeatibthe S; response in Figure

9.45 shows three sharp resonances that are nbteva the simulated response.
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This unexpected radiation pattern response may algolain the dip in

transmission response, shown in Figure 9.47, wbathurs after 7 GHz. The next
section evaluates the UWB pulse transmission padoce of the various
antennas described in this chapter.

9.3 Comparison of UWB dipoles for pulse transmissio n
Once the characterisation of the UWB dipoles waspdeted the next step was to
evaluate their performance within a UWB test systéFhe test system used was

the previously shown Figure 9.1.

In UWB engineering the Gaussian family of time damsignals are commonly

used. A Gaussian signal has the mathematical form:

(t-B)?

v(t) = Ae 2 (9.1)

Where,
A = amplitude of signal
B = centre position of peak

T = half-width of pulse

Using Mathcad [7] an example of a zero order Gamspilse is shown in Figure
9.52.
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Figure 9.53. Comparison of theoretical (blue) arperimental (red) results for a 100 ps pulse
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The other waveform displayed in Figure 9.52 was digmal received from the
pulser obtained via the communications analysére gulser was set to transmit a
100 ps pulse with a voltage of 1V. As shown inufe9.51 the signal received

has a voltage of 0.9V. The difference can be atted to loss in the cable.

A 100 ps pulse has bandwidth of 10 GHz and thenmate were designed to
operate above 3 GHz. This meant any signal porbelow 3 GHz would
theoretically not be received and would potentiafigult in major dispersion. To
avoid this, a high pass filter was inserted inte fystem. The high pass filter
allowed all frequencies above 3 GHz to be transaiitnd shaped the pulse into a
‘monocycle’, which is the first derivative of a Gasian signal. This is shown in
Figure 9.53.

0.4

Voltagefilter

sor10 128 v(t)
&t 0.1

-- -

-0.6
-3.10 1° -1.10 1° 1.10 1° 3.10 ©

Timefilter, t

Figure 9.54. 1 derivative of Gaussian function experimental (r@d)l theoretical (blue) results

The theoretical result has to be multiplied by Rigaf 50x10" otherwise it does
not fit within the scale. The reason behind thibeécause the slope of the original
function is so steep. In reality only an approximatto the derivative could be
obtained. It is noted that there is some distartamd signal loss, due to the

system, on the pulse already.
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Before investigating pulse transmission it was inguat to anticipate what would
happen to the waveform during transmission. Thmeeted result was that of a
2" derivative of the Gaussian function as the anterava acting as high pass
filters, which differentiate the signal. The thetical waveform is shown in

Figure 9.54.
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Figure 9.55. # derivative of Gaussian function

The pulse was transmitted line of sight over aagisé of 20 cm. The elliptical
elements were facing each other and perpendicukdetdirection of propagation.
The voltage on the Pulser was set to 10V, which tvasmaximum. The results

for pulse transmission are shown in the followiegtens.
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9.3.1 Pulse transmission via microstrip fed UWB dipoles
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Figure 9.56. Pulse received using microstrip-fétiRJdipole

with filter (red) and without filter (blue)

The results for pulse received, with and withodilter, for the microstrip-fed
UWB dipole is shown in Figure 9.55. The microstigd UWB dipole yields
poor results for pulse transmission. TH&dder Gaussian is distinguishable but
the amplitude of the signal received is poor. Stmprising aspect is that the filter
appears to add distortion to the pulse as it isggded as a high pass filter for 3
GHz and beyond. One possible explanation is thsgrting the filter into the
network has an adverse impact on the matching Her antenna used in the
system. A slight drop in the received signal vpitas expected as extra insertion

loss is added as a result of the filter in theesyst

The peak to peak voltage received is approxim&dl$5 V. Using the following
formula it is possible to calculate the loss (in)diie to the channel plus

antennas.

LosgdB) = 20|og% (9.2)

2

If V1 =155 mV and Y = 10 V it represents an overall loss of — 35.4 dB,
comparable with the transmission losses measurgjure 9.6.
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To the authors knowledge there is currently no wettissed to quantify received
pulse quality with respect to distortion. The doling method is proposed to give
a quick insight into the quality. Ideally the pailshould arrive with no distortion,

which means a completely flat response after theepuin the case of Figure 9.54
the response should be flat after 500ps i.e. a zeltage level. A relationship

between the peak-to-peak voltage of the pulse lamdlistortion after it is defined

as:

Max distortion after pulse
Distortion Factor (DF) = \) P

(9.3)
Pulsevoltage(V,,)

Equation 9.3 implies that distortion factor will zero if there is no distortion
after the pulse. It is also useful to quantify #rmaount of noise relative to the
amplitude of the received pulse. Values for disborfactor were calculated for

the pulses in Figure 9.53.

With filter:

DF - 003 021
0.14

Without filter:

0033 _
0.15¢

DF 016

Analysing the results for distortion factor it ie@r that the microstrip-fed UWB
dipole performs better without the filter.
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9.3.2 Pulse transmission via CPW-fed UWB dipole with slots
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Figure 9.57. Pulse received using CPW-fed UWB ldipath slots
with filter (red) and without filter (blue)

The results for pulse received, with and withodiltar, for the CPW-fed UWB
dipole with slots are shown in Figure 9.56. Corapaio the microstrip-fed UWB
dipole of the previous section the signal receibgdusing the CPW-fed UWB
dipole, has a larger peak-to-peak voltage both it without the filter. The
overall channel loss is -31 dB (using a peak-tckpadtage of 0.28 V), in general
agreement with the transmission response showigiré-9.20. For this antenna

it appears that incorporating the filter is advaetaus as it reduces dispersion.

Using Equation 9.3 distortion factor values werkewated with the filter:

DF = 004 =015
0.26&
Without the filter:
DF :&55: 018
0.2¢
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Analysing these value they correspond to Figur® ¢hat the pulse with the filter
has less distortion. Also the pulse received ushefilter plus the CPW-fed

UWB dipole performs better than the pulse receibgdmicrostrip-fed UWB
dipole.
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9.3.3 Pulse transmission via hybrid feed UWB dipole
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Figure 9.58. Pulse received using hybrid feed Utliidle

with filter (red) and without filter (blue)

The results for pulse received, with and withodittar, for the hybrid feed UWB

dipole are shown in Figure 9.57. Analysis of tlsp received using the hybrid-
fed UWB dipoles shows a slightly narrower pulseeireed than the previous two
antennas in 9.3.1 and 9.3.2. A narrower pulsecatds that less dispersion is
occurring due to the antennas. The overall chalosslis -30.7 dB using a peak-
to-peak voltage of 0.29 V. This value correspondh the transmission response
in Figure 9.34. For this antenna the dispersioslightly less without the filter,

reasons for this are discussed in section 9.3.4.

Using Equation 9.3 distortion factor values werkewated with the filter:

004

DF =——=016
0.25
Without the filter:
DF = % =014
0.28
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These values suggest that the pulse without ther filas slightly less distortion.
While there is not much difference between the odigin factor values,
inspection of Figure 9.57 shows the distortion lus ppulse without the filter tends
to zero after 1.5 ns, while the pulse with theefilstill has distortion present.
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9.3.4 Pulse transmission via tapered feed UWB dipole
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Figure 9.59. Pulse received using tapered-feed WligBle
with filter (red) and without filter (blue)

The results for pulse received, with and withofitter, for the tapered feed UWB

dipole are shown in Figure 9.58. As expected pihise received for the tapered-
fed UWB dipole has the best response both withvatitbut the filter. The pulse

is short and without the filter there is hardly ahigtortion. Another possible

explanation for the distortion can now be giverheTilter that is used in the test
system is effectively a short circuit stub fabrezhtin microstrip and is not

shielded. The distortion could represent a portibthe signal being radiated via
the stub at frequencies at the higher end of tleeatimnal bandwidth.

Using the a peak-to-peak voltage of 0.39 V the khss to the channel is -28.1
dB, which is in agreement with Figure 9.46. Uskguation 9.3 distortion factor

values were calculated with the filter:

pF =2%°-0166
0.33

Without the filter:
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0.032
0.39¢

DF = =0.081

The difference between the distortion factor valbeglights the impact of the

filter in adding distortion.
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9.4 Evaluation of UWB dipoles

This section compares appropriate performance csetdf the various antennas

discussed in this chapter. As all antennas hamelasi simulated radiation

patterns and group delay results these parametewmratted from table 9.1.

Antenna Micrsostrip-fed| CPW-fed UWB | Hybrid-fed UWB | Tapered feed
UWB dipole dipole with slots dipole UWB dipole
with slots
Operates over
bandwidth (3.16- No Yes Yes Yes
10.16 GHz)
Leakage Current Yes Yes Yes No
Size Small Small Medium Large
DF with filter 0.21 0.15 0.16 0.166
DF without filter 0.16 0.18 0.14 0.081
Signal Loss (dB) -35.4 -31 -30.7 -28.1

Table 9.1. Performance comparison of UWB dipoles

It is clear from table 9.1 and all the previous kvor this chapter that the tapered
feed UWB dipole has the best characteristics farajon in a UWB channel
modelling experiment. The only drawback is thee sind ease of integration into
a integrated circuit due to the complex feedincarrgement. If the feeding
arrangement for Hybrid-fed UWB dipole was extentezh it would likely give a
similar performance to that of the tapered feed Uiible. It would also have
the advantage of having the null of the far-fiesdliation pattern positioned so
that the feed cable sits in the null for the mayoof operational bandwidth.
Though from pulse transmission experiment, whiabnily line of sight, it appears

this does not matter.

This chapter concludes the research carried ousuitable UWB antennas for
wireless sensor network applications. The follagyichapter investigates

narrowband transceiver architectures and suitatitaas.
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10. Narrowband Antenna Design

This chapter discusses the design work carried imutlirect relation to the
Speckled Computing Consortiums objective of designa 5mm ‘Speck’.
Antennas discussed in this chapter are designdte&.4 GHz and 5.8 GHz ISM
bands. To give an understanding of frequenciesarthe next section discusses

the radio architectures investigated during thagemt.

10.1 Narrowband Radio Architectures

As discussed in chapter 1, for the autonomous @ssekensors of the Speckled
Computing Consortium strict requirements are placedthe RF-front end.
Perhaps the most challenging is low power conswngliess than 400uW). As
the power requirements for conventional narrowbaystems far exceeded the
power budget for the RF front-end a lower powetesyswas investigated. The
design chosen removed the power consuming mixedssianplified the topology.
The architecture chosen was based on incoherea¢ dietection, and is discussed

in the next section.

In combination with a super regenerative deteatoeiver, a further reduction in
the power consumption was obtained. This architects outlined in section
10.1.1.

10.1.1 Diode rectifier

One way to reduce power consumption is to use plsimodulation scheme such
as On-Off Keying (OOK), as this facilitates the idasof very simple circuits

with small numbers of active devices. Figure 1€hbws the layout of a diode
rectifier circuit which comprises of a directly mddted oscillator and antenna on
the transmit (TX) side. The receive (RX) side coisgs of an antenna, a low
noise amplifier and an envelope detector. It wasdl that it was necessary to

insert an amplifier at the Rx side to get a usalgeal level.
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LPF

Figure 10.1. Diode rectifier circuit.

This architecture proved very sensitive, with signas low as -45 dBm being
detected. However, after further research, a radibitecture with even greater

sensitivity was uncovered, the Super RegenerateceiRer (SRR).

10.1.2 Super Regenerative Receiver (SRR)

Savings in power can be made if a super heterodgmaver is replaced with a
passive envelope detector, or a super-regenerdatector. Super-regenerative
detectors were invented in 1922 by Armstrong [bl ases the high gain that an
oscillator generates when it is repeatedly pulledamd out of oscillation by a
quenching signal used to ‘regenerate’ the incom@@K signal. This regenerated
signal is then applied to an envelope detectorrtmyce the base-band data.

Figure 10.2 shows a block diagram of the SRR.

Antennz

SRR
TRANSMIT PATH

@ data in
RECEIVE PATH (TX)

guench signal

. Envelope
5 dB Gain detector

| ™~ baseband data

| \/‘\j L] LPF 1 (RX)

Figure 10.2. Block diagram of complete narrowbtadsceiver
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The receiver consists of a low noise, low gain (bdBnplifier, a super-
regenerative oscillator, and passive envelope ttetewhich includes a second-
order low-pass filter. The amplifier isolates theper-regenerative oscillator
signal from the antenna and hence prevents trasemisiuring reception. The
amplified OOK signal is applied to the gate of thscillator along with the
qguenching signal but this time through the biasimguit. The regenerated signal

is then detected and processed at baseband.

The super-regenerative architecture ensures largmibvoltages for small input
powers but also introduces noise to the signalesémoise levels are acceptable
however, as the SRR enables work to be carriedvithtn the stringent power
budget of 400 pw. Shown in Figure 10.3 is a comsparof the output voltage
for both diode rectifier circuit and the SRR asuadtion of input signal power,

published by I. Mcgregor [2].

20
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Figure 10.3. Output voltage vs. Input power forddigectifier and SRR

10.1.3 Comparison of SRR link budgets at varying frequencies

This section illustrates the impact of the frequeor the power-link budget. The

two architectures that are covered in this seciionthe diode rectifier and the
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SRR. Three antennas (rectaxial, folded dipole @s®lido patch) are used in this

comparison at representative frequencies of oerati

The power-link budget is calculated by using cd#dcdata from simulated and
experimental results. The Friis equation is gif@mpower and power in dBm by
Equations 10.1 and 10.2. A block diagram showing parameters used to
calculate the free space loss is shown in Figuré4.10

P :(—j G,G,P (10.1)

P P,

J MGZ

R

Figure 10.4 Basic block diagram illustrating Feiguation.

The Friis transmission equation is defined by BaldB]. It relates the power

delivered to the receivePy) to the input power of the transmitting antenRg (

between two antennas separated by a distancee&egtha2D?/A whereD is
the maximum linear dimension of the antenna. Ehe {/47R)?is known as the
free-space loss factor and accounts for the splesreading of energy by the
antenna. For example, at 2.45 GHz0.1224 m and if both antennas are
considered to be isotropic radiators (i.e. gaid)pfwith a separation of R = 0.1m,
and input power of 0 dBm (1mW), then the output powill be -40 dBm (0.1
HW). This means that there is a -20 dB loss incthennel. It is important to
remember that this only occurs if the antennaganeting directly at each other

and there is no polarisation mismatch.
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To calculate the power link budget known valueg@h, and output powers are
combined with the Friis equation to create a tabtduding all the losses and
gains. The target power consumption for the syssetm be less than 400 pW (-4
dBm). Shown in tables 10.1, 10.2 and 10.3 arecqpmiate link budgets for a 10
cm distance between transceivers at 2.45 GHz aB®dGhlz. The values for

antenna gain in table 10.1 are measured, whileetimosables 10.2 and 10.3 are
simulated values. It is assumed that the chatatitermpedance of the system is
50Q. The antennas given in tables 10.2 and 10.3 a®usked in Sections 10.2

and 10.3 respectively.

Frequency = 2.45 GHz; R = 0.1 m; Antenna Type: Reaxial

Oscillator

Antenna(Tx)

Channel Loss

Antenna(Rx)

Amplifier

-10.85dBm

2.2dBi

-20 dB

2.2dBi

5dB

Received Power

Output Voltage (rms)

-21.45 dBm

20 mV

Table 10.1 Power link budget for 2.45 GHz

Frequency = 5.8 GHz; R = 0.1 m; Antenna Type: Fded dipole over ground
Oscillator Antenna(Tx) Channel Antenna(Rx) Amplifier
Loss
-10.85dBm -8.6 dBi -34 dB -8.6 dBi 5dB
Received Power Output Voltage
-57.05 dBm 0.315 mV

Table 10.2 Power link budget for 5.8 GHz

Frequency = 5.8 GHz; R = 0.1 m; Antenna Type: Psdo patch antenna
Oscillator Antenna(Tx) Channel Antenna(Rx) Amplifier
Loss
-10.85dBm -3.2 dBi -34 dB -3.2 dBi 5dB
Received Power Output Voltage
-39.45 dBm 1.121 mV

Table 10.3 Power link budget for 5.8 GHz

185




All three tables are representative of both theleicectifier method and the SRR.
While they are speculative they still illustratee thower levels involved. The
important point illustrated by Figure 10.3 is tiia¢ SRR is much more sensitive
and can detect signals down to -60 dBm.

10.2 The Rectaxial antenna

With the development of the SRR outlined in thevmes section the narrowband
transceiver could now be operated at a relativaly frequency (2.45 GHz or 5.8
GHz). The rectaxial antenna was the first antetesigned in this project that
offered an electrically small size with good penfiance. At the time the SRR
was being developed, the focus was on the 2.4 @Nkband. When the SRR
became fully operational there was an attempt teemup to the next ISM licence
exempt band at 5.8 GHz. Unfortunately, the reetiaantenna did not scale with

frequency. The reasons behind this are discussadaiter section of this chapter.

10.2.1 Background theory

The rectaxial antenna is a derivation of the hklarigenna first developed by
Krauss in 1947 [4]. The helical antenna consi$ta piece of conducting wire
wound into a helix and in most cases is placedeeitherpendicular or
asymmetrically relative to a ground plane. Thdda¢lantenna operates in two
fundamental modes the ‘axial’ mode and the ‘normadde.

The ‘axial’ mode occurs when the dimensions areragreater than, the operating
wavelength. For 2.45 GHz operation , this corresisoto 12.24 cm. The space
between the coils and the diameter of the coilserdehe the antennas

wavelength. The antenna can be classed as ‘ehalfidencreasing the number of
coils increases the directivity. Another benefitlds mode is that it can generate
circular polarisation (CP) by simply using the diten of the winding to generate
left hand CP (anti-clockwise) or right hand CP ¢&lwise). As this class of

antenna size is comparable to its wavelength, (fBr operation the diameter
should approximately be one wavelength), thereoidunther discussion of the

‘axial’ mode as it is not relevant to the requirgdometries of the target

application.
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In the ‘normal’ mode the helix dimensions are vesgnall compared to
wavelength. Figure 10.5 shows a helix and thevegleparameters as described

by Krauss [5].

Surface of imaginary ‘ 5
(helix cylinder

Where, D = diameter of helix (centre to centre)
C = circumference of helix #D
S = spacing between turns (centre to centre)
o = pitch angle = arctan SD
L = Length of 1 turn
n = number of turns
A = axial length S

d = diameter of helix conductor

Figure 10.5. (a) Helix and associated dimensioh&€ation between circumference, spacing,

turn length, and pitch angle of a helix.

The normal radiation mode occurs when the helsery short i.enL<<A. In this

case, the current can be considered to be of mmifoagnitude and phase along
the entire helix. Using the helix described malss [6] as shown in Figure 10.6
(a) the maximum radiation in this case is nhormahwhelix axis and there is zero

field in the direction of the z-axis.
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(e)
Figure 10.6. Dimensions and coordinates for (akb) loop and (c) dipole.

(d) Helix as a succession of loops and dipole$i@dix for normal mode calculations

When the pitch angle is zero, the helix can be idensd to be a loop, as shown
by Figure 10.6 (b). When the pitch angle is nindgrees, the helix straightens
out and becomes straight wire, as shown by FigQré (c). These two cases are
the limits of the helix and can be used to caleuldie radiation patterns.
Essentially a helical antenna operating in the mbnmode can be analysed as a
series of small loops and short dipoles conneateskeries. For the helix to be
analysed using this approximation it has to satiséycriteria of D=~ 0.1 and S=
0.05..

As the current magnitude and phase are uniform twerhelix, the far-field
patterns are independent of the number of turrsa fesult, the far-field patterns
can be calculated by using the field patterns afhall loop antenna and an

infinitesimal dipole. The far-field of a small Ipeonly has aE, component. Its

value is given by [7].

_120°[1]sin@ A
7]

E (10.3)

188



Where the area of the lodp=rD%4.

In contrast the far-field of a short dipole onlysh@E, component. Its value is
given as:

. 607[1]sin@ S

E, = J—[ : Y

r A

(10.4)

Where, S has been substituted for L, as the |eigtne dipole.

Analysing both Equations 10.3 and 10.4 it is evidbat both fields are in phase
quadrature due to the presence ofjtbperator.

The main advantages of operating in this modeleesmall dimensions relative
to wavelength, near omni-directionality and easededign. The next section,
which is taken from published work arising fromsthihesis, [8] illustrates these
principles.

10.2.2 A 2.45 GHz rectaxial antenna

The antenna design is based on the helical cormfligur [9] [10] [11]. As it is not
a true helix, and consists of rectangular loopsetpd on the top and bottom of a
duroid board and interconnected by a thru-board sfemwn schematically in

Figure 10.7, the antenna is described as ‘rectaxial

Figure 10.7. Schematic of rectaxial antenna
The antenna can support many modes of propagatiothé one considered is the

‘normal mode’ which is propagated when the perimet@ery much less than the

operating wavelength. In this mode the antennabésldipole-like radiation. A
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good starting point for the optimisation was engally found by setting the
perimeter of the helical turn to be to be one teotha wavelength. Using

Equation 10.3 and Figure 10.4, the spacing betwa®s was found as follows:

Spacing between turns,j$ Perimeter (B%/2 (10.5)
Where P=2X+2h
X = diameter of Rectaxial element (mm)

h = substrate height (mm)

The values calculated fall within the limits debed by Krauss [9] for the normal
mode of operation.

Prior to optimisation in HFSS, consideration wasdmaof the fabrication
tolerances in the practical realisation of the anée A duroid board of
permittivity 3.48, thickness 0.762 mm and loss &mg0.002 was used in the
antenna realisation. This board is coated on bl with 35um thick copper.
Using the available pattern transfer techniquegktisizes with tolerance +/- 100
UM were achievable. This was incorporated into HRS & parametric limitation.

An additional constraint was the minimum via-hoigndeter of 60Qum.

<>
_] In
25 =13mm
t=10.5mm
Feed = 30.2 mm
I_l W =30 mm
GMND = 30rmm
L=50mm
¥= 59 mm
L GMND h= 0.762 mm

Feed

Figure 10.8. Diagram of rectaxial antenna with disiens

Using the starting conditions and constraints nosetil above, parametric
analysis and optimisation in HFSS was used to fthd dimensions to
simultaneously maximise factors such as antenng geiurn loss and minimum

volume. The final antenna dimensions are showkigare 10.8.
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The optimisation resulted in the spacing betweenstgiving a slightly larger
value than calculated using Equation (10.5), bexatle spacing strongly
influences the return loss (RL). If the spacingwsen turns is too small then
higher reflections occur. A target value for retloss of —20 dB in simulation
was set to ensure a good match and minimise passrfbr the smallest possible

antenna area.

The optimised antenna was fabricated and an SMAlantther connector
added. A 9 GHz Anritsu Scorpion Vector Network Asar was used to
determine the centre frequency and return loskeahtenna. As shown in Figure
10.9, excellent agreement in the 2.45 GHz operafirgguency between
measurement and simulation is obtained. The stigbgtadation in return loss can
be accounted for by the vias between the top antbrbotraces on the duroid,

which were soldered and trimmed by hand.

-5
RL (dB) (@)

10— / (b)
15 /

\

\V
-20— Vo

Vo

Y
_25IIII|IIII|IIII|IIII|IIII|IIII

1.0 15 2.0 25 3.0 35 40
freq, GHz

Figure 10.9 Return Loss (RL) results for both siatioh (a) and measured (b) results.

The radiation patterns were measured using an aimechamber with a far field
setup. The rectaxial antenna was placed upon asfedand connected to the
receiver via a SMA Cable. The antenna was theatedtin both the vertical and
horizontal to obtain cuts for the azimuth and elievarespectively. The results
were then compared with the simulation plots vianmadisation of the values
obtained. The normalised radiation plots are showirigure 10.10. The results

show good agreement between simulation and measuatensing the received
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power level from a dipole as a reference, an awegain of 2.2 dBi was obtained

with a peak gain of 2.69 dBi along the boresight.

\— Measured Elevation

Measured Azimuth

v = = Simulated Azimuth

\- = = Simulated Elevation

180°
Figure 10.10. Normalised radiation patterns obthimg both simulation and measurement.

10.2.3 Design of 5.8 GHz rectaxial antenna

After the previous antenna had been designed dmicéed and appeared to
operate well, it was decided to investigate itSqgrarance at a higher frequency.
5.8 GHz was chosen as it is a licence exempt baadfl [ Using the design
equations outlined in the previous section a medd created using HFSS that
resonated at 5.8 GHz. A schematic of the modshasvn below in Figure 10.11.

Figure 10.11. Schematic of 5.8 GHz rectaxial argenn
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All the dimensions were the same as shown in Figir8 except that 2S = 4.4

mm and x = 2.65mm. The simulated results for retass are shown in Figure

10.12.

0.00

-5.00

5.8 Ghz

10,00

dB(5{WavePort1 WavePort1)) [db]

-15.00

\/

-20.00
EX

5.0
Freq [GHz]

£.0i 7

Figure 10.12. Return loss for 5.8 GHz rectaxiakant.

On first inspection, the return loss appears tgdied but under closer inspection

there is a tapering off at the higher frequencyochldoes not return to 0 dB. This

indicates excitation of other modes other thanribemal’ mode. The 3D E-field
radiation patterns for 2.45 GHz and 5.8 GHz arevshio Figure 10.13.
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Figure 10.13. (a) E-field for 2.45 GHz rectaxiateama.

(b) E-field for 5.8 GHz rectaxial antenna.
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As can be seen from Figure 10.13 (b) the rectat&nna is not operating in the

normal mode. To explain this behaviour it is nseeg to analyse the fields over
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the antenna. Figure 10.14 shows a comparisoneoRth5 GHz and 5.8 GHz

rectaxial antennas.

Jsurfl[a/m]
1. BEEHe+AE1
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2, 7384e+00a
2. 3714e+0oa
2.B535e+008
1., 7783e+008
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1. 1545e-+088
1. BEEHe +0EE

@) (b)
Figure 10.14. Comparison of surface currents orgtbend planes.
(a) 2.45 GHz rectaxial antenna (b) 5.8 GHz rectaditenna

Analysing the surface current over the two antenReggire 10.14, it is noted that
there is more surface current present over thengrquiane of the 5.8 GHz

antenna. The main reason is that at the highguémcy there is more energy
contained in the substrate as a result of surfaameest Section 10.2.4 gives a
brief insight into surface wave propagation.

10.2.4 Surface waves in a grounded dielectric

Surface waves are excited when a plane wave ilyto&dlected at a dielectric

interface. At microwave frequencies they are galheiconsidered to be in the
dielectric and not on the surface. Surface wavescammonly excited when

using planar transmission lines especially at higheguencies and when using
higher permittivity dielectrics. Figure 10.15 show simplified situation of a

grounded dielectric slab [13].

XA
Dielectric

Ground plane

Figure 10.15. Geometry of a grounded dielectab sl
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The dielectric slab has a thicknedsand a dielectric constant @f. For any
dielectric slab of nonzero thickness and a pemnitijtigreater than unity, there is
one mode that can always propagate within the satbst The mode is transverse
magnetic and is known as the §khode. This mode has a zero cut-off frequency
and propagation is assumed to be in ztdirection and has &'’ propagation
factor. We are not concerned with the higher ofidrmodes or any of the TE
modes as they all occur at much higher frequencidse cut-off frequencies for
both TM and TE modes are given by Pozar[14]. Theriodes are given by:

nc
f,=———, n=0,1,2,... 10.6
2d &, -1 (106)
For the TE modes:
f=enode 03 (10.7)
4d,/e, -1

As the frequency increases with a constant sulesr@ight the substrate becomes
electrically larger allowing more energy to be mgated as surface wave mode
within the substrate. The next section applies #riowledge to the problems

associated with the 5.8 GHz rectaxial antenna.

10.2.5 Field analysis of 5.8 GHz Rectaxial antenna

Surface waves are launched via any type of diseoityi from planar
transmission lines. In the case of the rectaxmkrna, the surface wave is
launched at the interface between the feed andrtenna. To verify this, HFSS
was used plot the electric field vector at theriiatge. This is shown in Figure
10.16.

:i.!c

Figure 10.16 E-field vector plot of substrate
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Figure 10.16 shows the TdVpropagating in both the positive and negatwe
directions. Establishing that surface waves anegogropagated now allows for a
speculative explanation into the distortion of thdiation pattern.

The radiation pattern can be broken down into twainntomponents, radiation
due to surface waves, and radiation due to theaxedtelement. To help
understand the flow of the fields across the groplade, vector plots for surface

current are shown in Figure 10.17.

{!
|

%

Figure 10.17 Vector surface current plot on theugtbplane

As there was a considerable amount of current figwon the ground plane, it
was hard to distinguish between the microstrip meale the surface wave mode.
To try and ascertain the difference in current leefwthe two modes a HFSS
model was created with the rectaxial element removdhe surface current

magnitude plots for the two cases are shown inrgi@0.18.
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Figure 10.18. Surface current plot (a) with andwlithout rectaxial element

The plots in Figure 10.18 both have the same doaleurface current magnitude.
Figure 10.18 (a) has a peak current maximum ofamrately 100 A/m, while
the model with no antenna, Figure 10.18 (b), hagpttak current value of about 4
A/m. While this is much lower, there is still paggation of waves into free space.
The electric field and gain far-field radiation fgahs from the HFSS model with
no antenna, are shown in Figure 10.19.
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noantennaradiut80
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(c)
Figure 10.19. Simulated plots for (a) 3D E-field 8D Gain (dBi) (c)x-y cut of E-field

The main radiation mechanism for the board witrantenna is when the current,
which is being driven from the stub, meets the enrnThis is highlighted by
Figure 10.19 (a), which shows two prominent peakshe y direction. To
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highlight the impact the surface waves had on trefiéld radiation pattern, a
HFSS model was constructed of the rectaxial anteobavith an extremely small

ground plane. This is shown in Figure 10.20.

L W | Lono | 2S X

13mm| 11 mm| 5mm 4.4 mm 2.65mm

@

nogndradiug 80

270

nogndldeg

(b)
Figure 10.20. (a) Rectaxial antenna with small gcbplane (bx-y cut of Electric far-field

radiation pattern

To help illustrate the impact of surface waves, IMatl was used to multiply the
patterns of Figure 10.19 (c) and Figure 10.20 {®)is is shown in Figure 10.21.
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Figure 10.21 x-y cuts for (a) 5.8 GHz rectaxialeamma and
(b) pattern multiplication of Figure 8.15 (c) anigiéire 8.16 (b)

Using Figure 10.21 (a) it could be suggested thatarea highlighted by the blue
oval is the main pattern produced by the rectadi@ment and the areas

highlighted in green are a result of the currengoyund plane.
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Unfortunately, as a result of surface wave propagatiegrading the radiation
pattern at 5.8 GHz, coupled with need for an evemaller antenna to
accommodate active circuitry, within the specificatset out by the Speckled
Computing Consortium, the rectaxial antenna wasngeeunsuitable. Other

antennas were therefore investigated as descrigsed n

10.3 Integrated antennas at 5.8 GHz

After identifying the limitations of the rectaxiahtenna in the previous section,
other antennas were investigated for their poterta fulfil the Specknet
requirements. These antennas where designed atmtention of taking up as
little space as possible and were designed arcuMMIC transceiver circuitry,

designed by lan McGregor and shown in Figure 10.22.

G -

v

6.2 mm| 2.25 mm

Figure 10.22. A 5.8 GHz MMIC Transceiver.

Two antennas, a compact folded dipole and a ‘patbiat were designed to be
integrated into and around the transceiver, areudsed in this section. Also
considered in this chapter is the approach to fegtlie antennas, by the use of a
CPW-to-slotline transition to achieve optimal pemi@nce. The antennas
designed were electrically small and found to lkerinefficient. To understand
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this lack of efficiency, this section follows withdiscussion on the fundamental

limits of antennas.

10.3.1 Quality factor, bandwidth and efficiency

When designing radio frequency systems it is somedi necessary to try and
reduce the area that the device occupies. Asaquslyj mentioned, for the class
of applications being considered by the Speckleth@ding Consortium, there is
a desire for the transceiver and the antenna tmtfit 5Smnf. There are many
ways to reduce the area that the antenna occuqieh, as, folding, meandering
and bending. The use of shorting walls, pins &mgh dielectric constant
materials can also be used. However, using tred®igues come at a cost, as

the bandwidth and efficiency are reduced.

Chapter 3 investigated the fundamental limitatiohelectrically small antenna as
those whose maximum dimension is less than tkewllierek = wave number.

This section will investigate the impact on the lgydactor, Q, of losses such as
radiation, conduction (ohmic), dielectric and saodfawave losses. The total

quality factor, Q which is influenced by these losses, can beevriéts [15]:

1_1 +i+i+i (10.8)

at B Qrad Qc Qd st

Where:
Q: = total quality factor
Qrad = quality factor due to radiation losses
Q¢ = quality factor due to conductive (ohmic) losses
Qq = quality factor due to dielectric losses

Qsw = quality factor due to surface waves

For very thin substrates the losses due to susanes are very small, and can
generally be neglected, until the substrate appema height large enough for
propagation of the higher order modes as discussedction 10.2.5. For very

thin substratesd</) of arbitrary shapes (including rectangular andudar),
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approximate formulas can be used to representuhbty) factors of the various

losses in 10.8. They are as follows [16]:

Q. =dymf uo (10.9)

= 10.10

: tar o ( )
20E

= LK 10.11

Qrad th /l ( )

Where:
tand = loss tangent of dielectric substrate
o = is the conductivity associated with any metaltiian used

G, /l = the total conductance per unit length of theatt aperture

”|E|2dA
K =% (10.12)

perimeter

To help simplify he understanding an example oé@angular patch antenna, as
described in chapter 5, can be used. For a pattén@a operating in the
dominant TM; mode the following are given [16]:

L
K== 10.13
A (10.13)

Gra
G, /I :Wd (10.14)

The Qaq described by equation 10.11 is inversely propodido the height of the
substrate, and for very thin substrates is the danmifactor. The fractional
bandwidth of antenna is inversely proportionalte @ of an antenna. Taking

account of all losses it can be defined as:
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e R (10.15)

Equation 10.15 can also be modified to take inttbant the impedance matching

at the terminals of the antenna and is describddllasvs:

Af  VSWR-1

f,  QVSWR

(10.16)

The fractional bandwidth is proportional to the wmlke, which for a rectangular

microstrip antenna at a constant resonant frequeaicyoe expressed as:

BW a volume = area x height = length x width x height
1 1 1
a—-—¢ =—— (10.17)
Fde T
For increasing height of substrate the bandwidtbreases, increasing the

dielectric constant the bandwidth decreases.

Increasing the dielectric constant also has an anpathe antenna efficiency. To
help understand the impact the conduction-dieleetficiency,s, can be used. It
is defined as a ratio of the power delivered tordmiation resistancer(), to the

power delivered té& and the loss resistand® }, and is written as follows:

/7:{ R } (10.18)

Equation 10.18 can be expressed in terms of théitydactors described in

equation 10.8 as follows:

= 1/Qrad = &

1/Q,  Quq (10.19)
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Equation 10.19 illustrates that for antenna withnstant dimensions but
increasing dielectric constant the efficiency iversely proportional to the
permittivity. The following two sections discusatennas that are electrically

small and have associated radiation, conductivedaaidctric losses.

10.3.2 A compact folded dipole antenna at 5.8 GHz

Initially, the compact folded dipole was not comsield as a candidate to be
integrated with the transceiver at 5.8 GHz. Thaswlue to the fact that half a
wavelength in free space would not fit the formtéacf 5Smm. However, after

the design of the SRR, the link budget analysigwald for the antenna to have

reduced efficiency i.e. reduced size.

The compact folded dipole was therefore designed foided around the
transceiver, placed over a ground plane, and piab loaded by the
transceiver body. A geometrical representationthef folded dipole attached to

the transceiver body is shown in Figure 10.24.

Figure 10.24. Folded dipole with transceiver dttat

To help with the meshing, the transceiver was apprated as a section of
metallization. The dipole also had to be fed \@tlige to provide a balanced

transition. The next section outlines the balusigie
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10.3.2.1 Balun design

One of the most important aspects of dipole desggansuring that there is a
balanced feed into the centre of the dipole. Foramolithic design, this can be
provided by slotline. Unfortunately, slotline istrthe transmission line of choice
when designing MMICs. More commonly, CPW or midripslines are used, as

they allow for easier integration between compaosent

The transceiver, shown in Figure 10.22, uses CRMslto connect the discrete
components, and as a result there needs to besititva, which acts as a balun.
A balun was designed [17], which allowed for a siian from CPW-to-slotline,

and is shown in Figure 10.25.

e Slotline

g N\

Figure 10.25. A CPW-to-slotline transition

As well as acting as a balun, theC(b@PW line to 5@ slotline transition also
gives a certain amount of matching capability. HBhab acts as a 180° phase
shifter effectively removing half the CPW mode ®ave the slotline mode.

Figure 10.26 shows simulated results fer, S;1 and $..
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Figure 10.26. Simulated results fon@reen), $; (blue) and & (red). Stub length=5mm

The transition can give medium bandwidth, as tihgtle of stub corresponds to a

quarter of a guided wavelength at the desired #aqu of operation. Shown in

Figure 10.26, the stub length is 5mm, which apprately corresponds to a

quarter of a guided wavelength at 6 GHz.

Further investigation of the transition using Snitharts [18] yields interesting

results. To try and obtain a better understandinthe transition the stub itself

was analysed by modelling a slotline terminatiofigure 10.27 shows;gfor

various lengths of stub plotted on a Smith chart.
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' Increasing Stub
'\ length
TN

Figure 10.27. Smith chart showing, &t 5.8 GHz for increasing length of Slotline temation

Inspection of Figure 10.27 shows that the stubhisrtscircuit with increasing
resistive losses as it gets longer. When it inected to the CPW and slotline,
the behaviour becomes more complex. The simulatgdt for 3 is plotted on a

Smith chart and is shown in Figure 10.28.
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Figure 10.28. Smith chart showing; &t 5.8 GHz for CPW-to-slotline transition for ieesing
length of stub

Inspection of Figure 10.28 reveals that the fudingition is a short-circuit stub
with real and complex losses. Although the behavis hard to predict, the stub

can still be used to match the circuit via optitimausing HFSS.

10.3.2.2 Design of compact-folded dipole antenna

As the dipole was folded around the transceivesy tvere then placed over a
ground plane and used the transceiver body as asipearload to the antenna.
This represented an extremely complex 3D electromidg structure. This

section will consider various parameters of theeané and their impact on its
performance and overall size. The parameters tigaeed are width of dipole,

dielectric loading, placing over a ground planej Bending the arms.

10.3.2.2.1 Width of dipole

It is well known that a thin dipole with sinusoidalrrent distribution has a
resistance of A3 and a inductive reactance componenj4&.52 [19]. As the
dipole used in this investigation is not thin, tedue of input impedance will

change as the current can no longer be approxintgtedsinusoidal distribution.
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Research into cylindrical dipoles is extensive d@hdre are many methods
available for calculating the input impedance okatenna, such as the Method of
Moments (MoM). Fortunately, there is a very simgepirical method for

calculating the approximate self-impedance of dylical centre-fed antennas as
demonstrated by Krauss [20]. Using this infornratibie value extracted is

approximately 65-7Q for the values shown in Figure 10.29.

L

A
v

W * - et
f Metal thickness =

L w t
245 mm| 0.4mm 1.2um

Figure 10.29. Half-wavelength dipole showing cotrdistribution.

As shown in Figure 10.29, the length of the dipisl25.4mm, this value being
approximately 1% less than half the wavelengthfree space, for 5.8 GHz.
Adjusting the width of the dipole can be used tmoge the reactive component
present on the dipole. For the model shown in féidid.27 the width was varied
between 50um and 400um. The resulting input wesist as a function of
frequency are shown in Figure 10.30.

F2.00

Fo.n

Ba.00

ohm QN
i —d______——iﬁ d_____ﬁ——f—’#d________———_______———”

B4.00

B2.00
ar ar ar 38 bR 3B

Freq [GH]

Figure 10.30. Input resistanc®)(with width variation of 50 um (blue), 100um (re@POum
(green), 300pm (magenta), 400pum (black)
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Inspection of Figure 10.30 shows the important ptmmote is that there is only a
variation of approximately@Q. The real advantage of increasing the width és th
removal of the reactive component. This is shawhigure 10.31.

10.00

0.00

oh ]
L s e s

-10.00

-20.00 : : : : : : : : : : : : : : : : " : : :
4T afe 3T 3.8 3.1 5.8

Frog [GHY]
Figure 10.31. Input reactanc®)(with width variation of 50 pm (blue), 100pum (redPOum
(green), 300pum (magenta), 400um (black)

As shown by Figure 10.31, increasing the width @®4m almost completely
removes the reactive component at the frequenopeifation.

10.3.2.2.2 Printed dipole on substrate
With an understanding of the impact of the geomefrthe dipole in free space
the next investigation was to analyse the dipoleaosubstrate. Figure 10.32

shows the layout of a half-wavelength dipole placed GaAs substrate.
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Figure 10.32. Half-wavelength dipole placed on GaAbstrate

One of the advantages of placing the dipole onga bermittivity substrate such
as GaAs, is that the length can be reduced dudéeadielectric reducing the
effective wavelength. As a result of placing thgote on a GaAs substrate there
is approximately a 34% reduction in size compates dipole in free space.
However, the reduction in size comes at a costher® are extra losses added to
the system as a result of the substrate. Figu@31€hows the simulated results
for input resistance with respect to variationswoeéith for a dipole length of

16.7mm.

T0.00
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ohm Q) ]

30.00
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5793 5T 5738 5.800 5.603 5605 5.808 58

Freq [GH2)
Figure 10.33. Input resistanc®)(with width variation of 50 um (blue), 100um (re@POum
(green), 300pum (magenta), 400um (black)

Comparing Figure 10.33 to the previous Figure 10iB€re is much larger

variation in the input resistance. This is to b@ested, as the antenna is more
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sensitive as a result of its reduction in sizeewing the input reactance in Figure
10.34 verifies this.
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Figure 10.34. Input reactanc®)(with width variation of 50 um (blue), 100um (re@POum
(green), 300pum (magenta), 400um (black)

The extra losses due to the introduction of thessate are identified by viewing
the increased values of reactance at various widtimigh they can still be
reduced by tuning the width, as shown by Figur&40.

10.3.2.2.3 Slotline-fed dipole over a ground plane

It was assumed that the dipole was going to besaoded by, or very close to, a
large section of metal e.g. a battery. An exarmophhis is shown in Figure 10.35.
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(b)

Figure 10.35. Possible configuration of Specks{dg view (b) plan view.

Integrating the dipole design with a ground planeant that the ground could
then be used as part of the radiation mechanisime ifitroduction of a ground
plane results in the antenna behaving to an appation like a microstrip

transmission line, and having similar operatiorihat of a patchl antenna. The

HFSS model used for this analysis is shown in FEdw0.36.

L W Lsub Wsub Lfeed t h
839 mm| 0.4mm 14mm 14mm O08mm 1.2pm 625/um

Figure 10.36. Slotline-fed dipole antenna oveugbplane

Unfortunately now that the dipole has been greagtjuced in size, the effective
aperture has been reduced greatly; as a resuliathation resistance has been

reduced dramatically. Figure 10.37 shows the imppedance for the antenna.
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Figure 10.37. Results for real (red) and imagir(atye) input impedance for a printed dipole

antenna over a ground plane

The first resonance occurs at approximately 5.5 @ith a very low value of
input resistance of 24 This value of resistance is indicative of a viewy value
of radiation resistance, which unsurprisingly vaffect the antennas efficiency.
Evidence of this is shown in Figure 10.41 (b). sThiso corresponds with the
theory discussed in Section 10.3.1 that a redudtiosize gives a reduction in

efficiency.

10.3.2.2.4 Folded dipole over a ground plane with transceiver

To try and reduce the area further, the arms oattienna were folded around the
transceiver. It has already been reported by Nakah] that this has a minimal
effect on current and the far-field pattern forGdigree bend on a dipole. The
layout for a slotline-fed folded dipole with theamsceiver body is shown in
Figure 10.38.
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Figure 10.38. Layout for a slotline-fed folded alip with the transceiver body

The input impedance results, shown in Figure 10i@9the folded dipole over
ground are as expected and similar to those oftitaéght dipole over a ground

plane results, shown in Figure 10.37.
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Figure 10.39. Results for real (red) and imagir(atye) input impedance for a printed dipole
antenna over a ground plane

A comparison of the 3D-gain patterns for the anséeimm this section, and the

previous section 10.3.2.2.3, is shown in Figur&Q@0.
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Figure 10.40. Far-field gain (dB) plots for (a) &edl dipole over a ground plane with transceiver
(b) Slotline fed dipole over a ground plane.
* due to a bug in HFSS V9 and V10 it translatesvi@e as natural logarithm as opposed to the
base 10 therefore, -1.9847e+001 dB= -5.39 dB artD1b e+001 dB = -4.0815

Analysis of Figure 10.40 shows that the gain fothbantennas is very poor with
only 1.31 dB improvement for Figure 10.40 (b).

While the overall length of the dipole has not djeh the effective area that the

antenna plus transceiver occupies is much smailléwe antenna in the previous
section had an effective area of 46Mmmompared to 26mm This is
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approximately a 44% reduction in size at no costh® performance of the

antenna.

10.3.2.3 Final design of printed dipole folded around transceiver

With an understanding of the factors that had aomanpact on antenna
performance, appropriate optimisation could takec@lutilising the geometry of
the dipole and the CPW-to-slotline transition. Theal design iteration which
was fabricated at the James Watt Nano-fabricatientt@ (JWNC) using the
process outlined in section 5.2. The final georoatdayout is shown in Figure
10.41.
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Lrx Worx Lteed L a+Tx t h
5 mm 23mm{ 135mm 6.7mm 1.2pym 625um

Figure 10.41. Schematic of folded dipole over gbplane with CPW-slotline transition

10.3.2.4 Simulated and experimental results for final design

After the antenna was fabricated, the antenna wsied by using a Wiltron
3622A 40 MHz to 60 GHz VNA with Cascade-Microtectolpes. The antenna
was placed on a low dielectric material (Styrofoatm)negate any external
coupling from the surrounding metallization. Thesults for &% after

optimisation of the feed and dipole geometry amshin Figure 10.42.
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Figure 10.42. Simulated (blue) and experimentad)results for §

Analysis of the results in Figure 10.42 shows aréisancy between the simulated
and experimental resonant frequencies. One fabtr can be discounted is
errors in the size of the antenna and transceivetallization as it was
manufactured in the JWNC, which has a high fabncaprecision. A possible
cause of error is that the substrate height magnedler than indicated. Also, to
speed up the fabrication process, gold-wire bondsewsed instead of standard
air-bridges. Another possible explanation for thecrepancy of simulated and
practical results is the proximity of the probe ggadhe antenna. An interesting
point to note about the experimental results i$ Bi@andwidth is larger, so lower
Q, when compared to the simulated results. This lbanattributed to extra
external losses occurring, most likely a resulttbé probe being in close

proximity to the antenna.
Analysis of the input impedance, shown in Figuret30shows similar responses

for both experimental and simulated results, ebengh the operating frequency

is different.
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Figure 10.43. Simulated input resistance (red)raadtance (blue). Experimental input resistance

(magenta) and reactance (green)

As a point of interest, it is important to notetttiae input impedance in Figure
10.38 is measured before the CPW-to-slotline ttemmsi As a result of the
transition acting as a matching network there afgpembe a good match. The
antenna, in fact, has an even worse performaneeitftas been connected to the
transceiver body via the transition. Comparingdhéenna in this section to the
antenna in section 10.3.2.2.4, where there wasramsition. The simulated
antenna gain as calculated by HFSS has dropped-®139 dB to — 8.6582 dB is
shown in Figure 10.44.

dB{RealizedGain

-8, G582e+066
-9, 1463e+866
! -9, 6344 +0BE
-1.8122e+881

-1.8611e+881
-1.1A99+881
-1.1587e+8681

-1, 2A75e+8E81
-1, 2563e+881
-1.3851e+881
-1.3539e+881

-1. 4827 e+EE81
-1.4515e+881
-1, 58@3e+@8]1
-1.5491e+881
-1.5938e+881
-1. 6468e+8681

Figure 10.44. Simulated 3D Gain plot for foldedalg
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The compact folded dipole at 5.8 GHz is not a gaotnna, as it is an inefficient
radiator of electromagnetic energy. However, iswaring the investigation of
the compact folded dipole it was observed thatetheais a lower order resonance
occurring. After further investigation it was disered there was a patch antenna

like mode. The next section describes it.

10.3.3 A ‘patch’ antenna at 5.8 GHz

While investigating the dipole configurations ircgen 10.3.2, another mode was
identified while shortening the length of the dipohrms. After further
investigation it was discovered that it was a fundatal patch antenna-like mode.
The geometry of the ‘patch’ antenna is shown inuFedL0.45.
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Figure 10.45. Schematic of ‘patch’ antenna withmamensions outlined

Utilising the design formulas in section 6.2, teadth and width of a patch were

calculated. It was possible to confirm the lengtiis similar to the theoretically
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calculated value. For a 0.625mm thick GaAs sutestaad 1.2um thickness of
gold, the length and width were found to be 7.06 amd 9.8mm respectively.
Comparing the calculated dimensions with thoseig@ife 10.45, there is only a
0.84% error between the theoretical and actualevedulength, which is the main
factor in resonance. As the width is smaller th@uld result in a reduction of
bandwidth.

To validate that the fundamental patch antenna moNk;, was occurring, the
vector plots for the near E-field and surface aurneere obtained using HFSS.

These are shown in Figure 10.46.
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Figure 10.46. Vector plots for 5.8 GHz ‘patch’ema (a) E-field (b) Vector surface curken
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Inspection of Figure 10.46 confirms the type ofiatidn associated with a patch
antenna. Figure 10.46 (a) shows two voltage mamimat the top and bottom of
the patch. Unfortunately, due to difficulty in rhesize, it was impossible to
obtain a sensible vector current plot for the eledteld over the ‘patch’. There
is, however, verification that the two maximums &88€° out of phase, as Figure
10.46 (b) shows the surface current flowing in afarm direction along the

length of the antenna, with a current maximum enrtiiddle.
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Figure 10.47. Simulated (blue) and experimentadd€g) 3, results for ‘patch’ antenna

Experimental results were obtained for the ‘patahtenna using the process
described in section 10.3.2.2.6 and are shown gurEi 10.47 along with the
simulated results. Inspection of the results guFe 10.47 shows relatively good
agreement between the simulated and experimensalltse especially when
compared to the compact-folded dipole results. r@ e a slight mismatch in the
operating frequency with the ‘patch’ antenna, whigsonates at 5.92 GHz
instead of 5.8 GHz. As with the folded dipole dissed in the previous section,
there appears to be a wider operational bandwidthtHe experimental result,
when compared to the simulated response. Thispoasibly be attributed to

extra losses added caused by the close proximityegbrobe over the antenna.
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Inspection of the simulated radiation pattern, smaw Figure 10.48, shows a
marked improvement in gain (-3.13 dBi) comparedhe folded dipole (-8.65
dBi).
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Figure 10.48. Simulated 3D gain plot for ‘patchtenma

The improvement in gain can be attributed to tHective aperture of the antenna
being increased. Instead of the dipole acting @dythe radiating element the
whole transceiver radiates, which results in theermma filling the ‘sphere’, as
outlined by the theory in chapter 3 and section3.10. hence resulting in
improvements for antenna gain. While the improveine gain is welcome there
would be some concern on the impact of the dewedisin the body of the
transceiver. To investigate this HFSS was usedaloulate the power flow
through the body of the transceiver. The powewflis calculated via the

Poynting vector [22], and is calculated by:
P, = ffW, Ada (10.20)
S

Where, W,, = % Re[Ex H*] (W/nf)  (10.21)

The Y% factor appears in Equation 10.12 because HE&Speak phasor values of

E and H. To calculate the power flow through the transeeithe body was

highlighted as shown in Figure 10.49.
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Figure 10.49. Transceiver body highlighted for Rayg vector calculation

Using the field calculator facility in HFSS it isogsible to select an arbitrary

surface and calculate the power flow through fiolews.

As is standard with HFSS the input powr) to the antenna port is 1 Watt. To

convert to dBm the following formula is used:

P w
P.(dBm) =10Lo T 1=10Log,,| —— |=30dBm (10.22
in ( IT» glo(l ij glo(l ij ( )

From HFSS, the value of power flow?() through the transceiver is 0.117 Watts
which equates to:

0.117

P, (dBm = 10'—0910(m

J =20.7dBm (10.23)

This means that amount of power flowing through tila@sceiver is 9.3 dB less
than the input power. Using this data it is pdssib speculate how much power
would flow through the transceiver discussed irtisacl0.1. For the transceiver
in section 10.1 the output power was equal to H@Bm, which means -10.85
dBm inputted at the terminals of the antenna. &tcuwate the power flow

through the transceiver the process of 10.13 anti416 reversed, as follows:

P, (dBm) = —~1085dBm~ 9.7dBm= —20550Bm (10.24)
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FRn (dBm) -1085

P, :Jmelo[ 10 j:Jmel . ]:8222;1\/\/ (10.25)

(—2055

P, =ImWx10" 1 ). 881

This equates to 82.22 pW input power of which 8% flows through the body

of the transceiver.
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Figure 10.50. Simulated surface loss density or3-& transceiver body

To try and understand the impact of the power ftavough the transceiver the
surface loss density was viewed. The surfacedessity in HFSS calculates the
impedance loss at every node in the triangle thake® up the mesh on the
surface of interest. This can be used to viewpbeer distribution over the

surface of the transceiver. Viewing Figure 10.60an be seen that most of the
power resides around the edges of the transceiether or not this would have

an impact on the operation of the transceiver iinisertain at this stage.

10.3.4 A approximate gain measurement for integrated 5.8 G~ Hz antennas

Both the antennas discussed in this chapter haé tested by on-wafer probing.
However, the position of the feed was close toddmetre of the antenna, which
precluded strapping the antenna onto a carrier tribsand feeding via

wirebonds; and as a result it was impossible tosm@athem in the anechoic
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chamber. To obtain some of measured data on thatien characteristics, an

experiment was set up, as shown in Figure 10.51.

Patch
anten nN

Probe connected to VNA
acting as signal generator
Pou = -14 dBm L

Spectrum

AUT
Styrofoam m Analyser
height = 7.5 g

Stainless Steel
| | Metal chuck

Figure 10.51. Experimental setup for gain measarém

The process for obtaining values of gain for tHedd dipole and ‘patch’ antenna

was as follows:

* Measure transmission response of patch

» Extrapolate values for approximate gain at 5.5 @Hd 5.92 GHz

» Calculate link budget so the only unknown is thengd AUT and use the
Friis equation to approximate the gain by measutitggpower received
on the spectrum analyser

The transmission response for the 5.8 GHz patchnaat discussed in chapter

seven for various separations is shown in Figur2.0
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Figure 10.52. Experimental results foy $r 5.8 GHz proximity-coupled patch antenna with
separations of 14.5cm (blue), 20cm (red), 25cmefgre30cm (magenta), and 40cm (black)

Using the transmission response combined with this Free space equation,
from Equation (10.2), it was possible to calculdte approximate gain of the
patch antenna at the operating frequencies of bwthfolded dipole and the
‘patch’ antenna. Table 10.4 shows the approximgted of the patch antenna at
5.5 GHz and 5.92 GHz.

Distance separation Gain per antenna (dB)| Gain per antenna (dB
(cm) 5.5 GHz 5.92 GHz
14.5 0.7 5.6
20 1.1 5.64
25 0.75 55
30 0.88 5.54
40 1.05 5
Gain Average (dB) 0.896 5.456

Table 10.4 Calculated values for average gainsaG¥iz and 5.92 GHz

Using the calculated values of average gain it thas possible to approximate
the gain of the folded dipole and the ‘patch’ angeroy using the approximate
gain of the patch antenna as part of a link budgédte results for the compact
folded dipole at 5.5 GHz and the ‘patch’ antenn&.82 GHz are shown in tables
10.5 and 10.6 respectively.
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Distance Signal Received Calculated Gain

Separation (cm) (dBm) (dB)

10 -54 -14

15 -57 -13.2

20 -59 -12.7

25 -61 -12.7

30 -63 -13.1

35 -61 -9.7

Table 10.5. Folded dipole - Signal received orcspen analyser via patch antenna for various

separations with the calculated value of gain

Distance Signal Received| Calculated Gain
Separation (cm) (dBm) (dB)
10 -49 -12.6
15 -52 -12.1
20 -52 -9.6
25 -52 -7.7
30 -50 4.1
35 -52 -4.7

Table 10.6. ‘Patch’ antenna - Signal received @tspm analyser via patch antenna for various

separations with the calculated value of gain

Inspection of the results in table 10.5 and 10.6wskome confirmation of the

simulated results. Both antennas gains are a |ther the simulated response
but it is clear that the patch antenna has an Hvbseiter response. One
interesting phenomenon, occurring with both setsestilts, is the improvement
on the signal level being received the furtherahtenna is moved from the AUT.
The minimum separation of 10 cm (patch maximum éigm= 50 mm) was used
to ensure that the patch was in the far-field,tge unlikely that the phenomena
occurs by the antenna being in the near-field. elew, there is the possibility
that the probe arm used to test the antenna iremte®e maximum linear

dimension of the antenna and as a result the é&d-boundary was greater than
10 cm. Another possible explanation is that thereome form of multi-path
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constructive/destructive interference as well asogition occurring because of
the presence of the metal chuck in the measuresystgm. The presence of the
probe can explain the lower than expected valuesigrial received as the

maximum attenuation occurring in the cables wasiabdB.

Both the antennas investigated in this chapter lgaxen a useful insight into the
problems of miniaturisation. However, the foldetpale can probably be
discarded as a possible integrated antenna fardheceiver due to its very poor
performance. The ‘patch’ antenna, however, offerot of promise. Gain
improvements can be obtained by optimising the sludghe transceiver. It may
also be possible to excite a circularly-polarisea/& increasing the suitability of

the antenna for wireless sensor networks.
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11. Discussion and conclusions

The work in this thesis presents a wide rangingghitsnto the design, fabrication
and testing of antennas that are suitable for esmelsensor networks, and in

particular, those required by the Speckled Compgufionsortium.

To give an understanding into the research cawigdn this project, the essence
of what an antenna is, and how it radiates, waknedt An in-depth study of the
dipole provided the fundamental basis of the mgjaf work carried out in this
project. As some of the antennas were definedexsrieally small a review of
fundamental limitations of antennas was carried Aatantenna does not radiate
by itself, so an appreciation had to be gainedceffeeding methods; in the case
of this project feeds were provided by planar tnaission lines such as
microstrip, CPW and slotline. Also reviewed wehe fundamental parameters
used to characterise antennas in this thesis,dmguimpedance bandwidth, S-
parameters, radiation pattern, directivity, antenefficiency, gain and

polarisation.

Antennas were designed, manufactured and tested) usinventional printed
circuit boards (PCB’s), and Gallium Arsenide (GaAspstrates, operating at a
range of frequencies from 2.4 GHz to 12 GHz. Aalalg at Glasgow University
was a wide range of test equipment and softwarariocantenna design engineer.
The 3D electromagnetic simulation software, HFS8s wsed for every antenna
designed in this thesis. This software was contbinmgh a powerful PC to
increase the design accuracy through finer meshifagious VNA and spectrum
analysers were used to obtain many of the fundaahgrdrameters used to
characterise antennas. The anechoic chamberl@ustt the end of the project
allowed for radiation pattern characterisation loé¢ {patch and UWB antennas,

discussed in chapters six and eight, respectively.

A large part of this research was conducted inatfea of UWB antenna design,
simulation and testing. Using the fundamental mmaeparameters outlined at the
start of the thesis, chapters seven and eight iglgield the extra complexity

required for UWB antenna design, such as increaspddance band width from

231



3.1 - 10.16 GHz, group delay and phase. The lird¥aB antennas investigated
in chapter 8 were used to give an appreciatiorheftivo of the main types of
antenna that could be designed for UWB. The Vivaldenna, which had a wide
bandwidth, was directional and had an excellentsguiesponse but was
electrically very large. Also due to its size iasvoperating in the reactive near-
field and was deemed unsuitable for short-rangel@ss sensor networks. The
CPW-fed monopole was the opposite, as it was commpami-directional but had
a poor pulse response and impedance bandwidth mespoompared to the
Vivaldi.

As the collaborative channel-modelling project betw Strathclyde and Glasgow
Universities required an omni-directional antertha, UWB dipole was proposed
as a possible candidate. The main drawback wardbd to provide a balanced
feed that did not excite leakage current. Fouerams were investigated, a
microstrip-fed UWB dipole, a CPW-fed UWB dipolehgbrid-feed UWB dipole,

and a tapered-feed UWB dipole and these were ftiigracterised using the
fundamental antenna parameters and radiation patttained at 3, 6, and 9
GHz. All four antennas satisfied the impedancedadth criteria, but there was
differing performance in terms of radiation pattemd pulse transmission. The
antenna with the best radiation pattern was the @&YWUWB dipole with slots,

while the tapered feed UWB dipole gave the bestfopmance for pulse

transmission.

An anechoic chamber was installed at Glasgow Usityein 2007, in the latter
part of this thesis work. The results for the atidn patterns presented in
chapters six and eight were obtained from the fielt-data, whilst not ideal the
data still provided useful insight. The softwar@lied by Near-field Systems Inc
(NSI) takes the near-field data, which was useitthimthesis and applies a Fourier
transform to change it to the far-field. The daltdained from far-field transform
was at best very noisy, and quite often illogic&lhether this can be attributed to
a system error, or human error, is unknown atgtage and further investigation

is required.
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The hybrid- and tapered-feed UWB dipole radiaticsittgrn responses were
disappointing. Further research is required tantifle the discrepancy between
the simulated and experimental results. A possibtéquite likely reason was the
manufacturing methods employed, as both antennes agsembled by hand and
misalignment was likely. As the hybrid-feed UWBbdie was constructed with

multiple substrates, the alignment between the faetithe elements was hard to
engineer; further development should be conductedimproving the procedure.

For the tapered-feed UWB dipole a more elegant efagserting the feed needs
to be devised.

Chapter 10 focused on the antenna design workthjireslated to the Speckled
Computing Consortium objective of designing a Shh@peck’. Discussed in this
Chapter 10 was the radio architectures used, ssicheadiode rectifier method
and the super-regenerative receiver, which hadpower consumptions that will

meet the overall power consumption target of laag 400 pW.

This thesis investigated several antennas that wamowband and electrically
small. The 2.45 GHz Rectaxial antenna had exdeftetching (g, = -20dB) at

the frequency of operation and an omni-directiorediation pattern with a
maximum gain of 2.69 dBi, as measured in a fadfighechoic chamber. An
attempt was made to reduce the size of the anteypnecreasing the frequency of
operation to 5.8 GHz. Unfortunately, due to exmtaof surface waves along the
ground plane this distorted the radiation patterth, @ue to the unpredictability of
results, the Rectaxial antenna was deemed unsitabbperation at 5.8 GHz or

greater.

After identifying the limitations of the rectaxiantenna at 5.8 GHz, other
antennas were investigated. These were the coffgldetd dipole and the
‘patch’ antenna, which were fabricated on GaAs dadigned to be integrated
around a MMIC transceiver to operating at 5.8 GHhe compact-folded dipole
was found to be an extremely poor radiator of ebmsagnetic energy, with an
experimentally obtained value of gain = -14 dB.isTjoor gain, coupled with the
unpredictability in its resonant frequency (simatht= 5.8 GHz; experimental =

5.5 GHz), made it a poor choice for a integrategtrama. However, the ‘patch’
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antenna was very promising, with acceptable gaih @ -7 dB) and reasonable
correlation between simulated (5.8 GHz) and expemia (5.92 GHz) resonant

frequency.

Further research needs to be conducted into inmgahe gain, and potential
impact of crosstalk on the active circuitry duethe entire transceiver radiating.
Also, an accurate method of obtaining a radiatiatigon for the ‘patch’ antenna
needs to be identified. This would also includeaiarnative way of feeding the

‘patch’ antenna so that wafer probes would notrfate with the ‘patch’.
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