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Abstract

Crime hotspots are used by police and government agencies to target interventions and
resources in key high crime areas. It is therefore of interest to look at how hotspots are
identified. Hotspots can be identified by clustering and then finding the clusters with a high
crime level. The modifiable areal unit problem (MAUP) can have an impact on the clusters
identified. MAUP means that if the data are aggregated to different areal units, the results
can differ. This impact was investigated using crime data provided by Strathclyde police
(now Police Scotland) which covered all crimes (bar crimes of a sexual nature) over the
financial year 2011 by clustering this data at two different levels of aggregation (output
areas and data zones where output areas are nested within data zones). Clustering was
carried out using 4 different cluster methods (k-means, finite mixture modelling, Local
Moran’s | and Getis Ord Gi*). Maps were produced to visualise this and the adjusted Rand
index (a measure of similarity between clusterings) was calculated for each cluster method
at the output area and data zone level. The results showed that there was not much
similarity in the clusterings produced at the two different areal levels. At the output area
level, the methods, k-means, finite mixture modelling and Getis Ord Gi*, clustered over
90% of the output areas in the lowest crime cluster and therefore the lowest crime areas.
However, Local Moran’s | had less than 7% in the low crime cluster and this shows there
can be a great dissimilarity between cluster methods. When comparing these results at the
data zone areal level, there was a distinction between using methods which assumed
spatial contiguity and those which made no assumptions. Both k-means and finite mixture
modelling produced clusters which had most data zones lying in the low crime cluster while
Local Moran’s | and Getis Ord Gi* had most data zones in the medium crime cluster (or
non-significant cluster). This shows that at the output area level, most output areas are in
the low crime cluster but at the data zone areal level, most data zones are in the medium
crime cluster highlighting the difference in clusters identified at each areal unit. This
highlighted the MAUP and the importance of choosing the correct areal level for the
analysis.

Maps were again used to visualise the clustering output for both output areas and data
zones at the output areal level and the adjusted Rand index was calculated and the results
showed that there were similarities in the k-means and finite mixture modelling clusterings
and also between the clusterings identified by Local Moran’s | and Getis Ord Gi*.
Therefore, this shows the importance of choosing areal units and methods wisely, based on
the analysis to be undertaken.
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Chapter 1 - Introduction

Crime hotspot analysis is important as it is mainly used by police and government agencies
who wish to identify high crime areas in order for them to target interventions and
resources in this area. The Modifiable Areal Unit Problem (MAUP) can influence the
hotspots (clusters with high crime levels) identified, therefore, it is of interest for this
thesis. The MAUP is an issue whereby if data are aggregated to different areal units, the
results produced at each areal unit can be different. For this thesis, two areal units will be
used, and these are output areas and data zones. These are spatial units created using
census information with output areas nested within data zones. The hotspots can also be
influenced by the clustering methods used. The four different cluster methods utilised in
this thesis are: k-means, finite mixture models (both non-spatially contiguous), Local
Moran’s | and Getis Ord Gi* (both spatially contiguous). | will look at the different crime
clusters / hotspots that are produced by different cluster methods at two different areal
unit levels within Strathclyde. | will identify crime hotspots based on the recorded crimes
in the Strathclyde dataset provided by Police Scotland (formerly Strathclyde Police). | will
examine how the clusters identified are affected by the type of areal units used (output
areas and data zones). If these clusterings are seen to be very different this will highlight
the MAUP. | will also examine the variation due to the different clustering methods used.

Crimes of Place

The following section explains how crime relates to place and the beginnings of crime
mapping where maps were produced to look for areas with high crime. In this thesis, | will
use maps as a way to visually represent the crime clusterings at the different areal levels
and for the different methods.

Crime Mapping

The first links between crime and place were through the Cartographic School which was
influential from around 1830 to 1880. The Cartographic School had an emphasis on
mapping crime and looking at the “relationship between society and the physical
environment” (Courtright & Mutchnick 2002, 176) thus linking crime and place. The
beginnings of statistics being used in criminological thinking began when a national report
was produced in France. In 1827, the ‘Compte’, was published which had each crime
included with whether an offender had been caught, charged or acquitted along with a
range of other information relating to the offender (Courtright & Mutchnick, 2002). Guerry
(1831) and Quetelet (1842) used this document to conduct research into relationships
between crime and social factors (Vold & Bernard, 1986; Wolfgang & Ferracuti, 1967).

Guerry used the term ‘moral statistics’ to refer to the links he was making between crime
rates and social factors and he was able to identify areas which were less ‘moral’ than
other areas based on high crime rates thus linking moral thinking with crimes (Schafer,
1969). Guerry used the French statistics to create maps which looked at crimes in relation
to social factors leading him to publish the first research on “scientific criminology” (Vold &
Bernard 1986, 131). This was the first documented crime mapping. Guerry looked in
particular at the link between economic conditions and property crime establishing that



high crime rates were often found in the more affluent areas which led him to deduce that
property crime occurred here due to there being better goods which could be stolen
(Courtright & Mutchnick, 2002). He also researched violent and personal crimes which he
discovered were more likely to occur in rural areas (Brantingham & Brantingham, 1981).
While Quetelet focused on locational and environmental attributes for causing an
individual to commit a crime (Courtright & Mutchnick, 2002). He agreed with Guerry that
these statistics could show the moral standards of an area as, if an area had high crime
rates, then this would suggest that the moral standards were failing in this area (Courtright
& Mutchnick, 2002) thus linking crimes to place. These discoveries would appear to be the
beginnings of the social theory that Cohen and Felson would later identify as Routine
Activities Theory. Guerry looked into the crime rates in England as well and was able to
compare these to crime rates in France providing the first comparative research using
criminal statistics (Courtright & Mutchnick, 2002).

Environmental Criminology

With crime being thought of as tied to place, theories which link crimes to place make up a
field known as Environmental Criminology which has its roots in the ‘environmental
backcloth’, a theory developed by Brantingham and Brantingham. Brantingham et al.
(2009) explained that the backcloth was formed by the environment in which we live:

“What surrounds us in an urban environment includes centers of activity, roads
and pathways, well known landmarks, and parks as well as neighbourhoods with
different socio-economic and demographic character. We move around the urban
environment from one activity node to another sometimes with fixed location
goals (such as a specific restaurant) and sometimes with general area goals (the
entertainment district).” (Brantingham et al. 2009, 90).

The Environmental Backcloth links crime to being influenced by environment which
suggests that crimes can be thought of as being linked to certain places. Crimes of place
then highlight crime hotspots as these crimes will occur in similar places and this can lead
to hotspots policing. At its core, the environmental backcloth is all of the environmental
elements which combine to influence an individual’s behaviour and may cause them to
commit a crime (Andresen, Brantingham, & Kinney, 2010). A well-kept park which has a
groundskeeper may reduce the number of crimes in the area as this park is seen to have a
suitable guardian and thus the chance of being caught is higher. However, a building which
is disused and derelict may attract crime to an area as no-one is believed or seen to care
about the building and thus no-one is likely to report crime (e.g. vandalism) in the area.
Therefore, hotspots analysis can be used to identify areas which could be targeted for
interventions to reduce crime.

Social Theories

For certain types of crime it could be assumed that it is a crime of place as opposed to a
crime dependent on people (Sherman, Gartin, & Buerger, 1989). There are several social
theories that link crime and place such as Routine Activities Theory (RAT), Defensible Space
Theory and Broken Windows Theory. These can provide some background to why crime
hotspots are important. Routine Activities Theory (RAT) was formulated by Cohen and
Felson (1979) in their belief that crime and place are linked. They believed “crime is tied to
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the characteristics of the environment and to events in time and space” (Courtright &
Mutchnick 2002, 179). RAT centres around the idea that in order for a crime to occur there
has to be a convergence of:

(1) motivated offenders,

(2) suitable targets, and

(3) a lack of suitable guardians

(Cohen & Felson, 1979).

Felson (1987) believed that the focus could be on the routine activities of place. If the
targets were less suitable, or there was an increased guardianship, or the motivated
offender numbers were reduced in an area, this could lead to a reduction in crimes
(Sherman et al., 1989) suggesting that merely changing an area could reduce crime rates.
This would imply that if crime hotspots were identified, further work could research the
reason why these areas became crime hotspots and thus interventions could be targeted.

Defensible Space Theory (DST) was developed in the 1970’s by Oscar Newman who
believed that crime could be reduced by designing the environment in such a way that
crime becomes much more difficult to accomplish (Shjarback, 2014). DST has at its core
that the perceptions of an area are important as this will influence whether people want to
live there and look after an area. Newman believed that residential areas could be set up
to link three key components to a neighbourhood being a safe and ‘defensible space’ are:

(1) territoriality which means having defined barriers either actual or

perceived;

(2) surveillance which means having the ability to ‘watch over’ your area;

(3) image which means the perceptions of the area

(Shjarback, 2014).

A criticism of Defensible Space Theory appears to be Newman’s neglect of defining the unit
of analysis and continually using the same unit of analysis in his work as he appears to use
the term ‘space’ to mean a number of different areal units such as an apartment complex
or a neighbourhood consisting of a number of streets (Reynald & Elffers, 2009). Newman
appears to leave the term ‘space’ as open as possible in order to enable the theory to be
applied at multiple levels, from street to apartment to neighbourhood, but this leads to the
terms involving territoriality being left ambiguous as there is not a definition for what this
means at each different level (Reynald & Elffers, 2009). This shows the importance of areal
units highlighting the consequence of the Modifiable Areal Unit Problem (see Chapter 2 for
further discussion).

Also, in the 1970’s researchers noticed that there was an increase in public perceptions of
crime in areas which appeared to be ‘uncared for’ which could be seen through the
physical and social ‘signs of incivility’ (Hunter, 1978; Taylor & Harrell, 1996). Through
examining ‘Defensible Space Theory’, Wilson and Kelling (1982) established Broken
Windows Theory (BWT). This has at its core that if people perceive an area to be a high
crime area then they can find it acceptable to commit crimes in this area. They argue that
something as ‘small’ as a broken window or one piece of graffiti in an area can begin a
chain reaction which escalates into more violent crime. This can lead to crime hotspots
appearing in areas which are seen to be easy targets or areas which do not appear to have
suitable guardians which link Broken Windows Theory with Routine Activities Theory.

It is through the Cartographic School that the criminological thinking shifted focus from
biological and individual factors to environmental and societal factors which link crime to
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place. Most of the environmental criminology social theories appear to have three key
components linking them. | believe the two main theories are Routine Activities Theory
and Defensible Space Theory as all the other social theories link specifically to these ones.
In particular, Routine Activities Theory links closely with Defensible Space Theory, through
the concepts of increased guardianship and reducing targets in areas to ensure the area
remains as crime-free as possible. Defensible Space Theory also links closely with many of
the other social theories such as ‘Broken Windows Theory’ which connect based on
decreasing targets and increasing guardianship through the uses of surveillance and
planning an area in such a way as to reduce opportunities for crime.

[ROUTINE ACTIVITIES THEORY ]

WINDOWS THEORY

SUITABLE TARGETS )
’ DEFENSIBLE SPACE THEORY; BROKEN

_/>_

UNSUITABLE GUARDIAN
[RATIONAL CHOICE PERSPECTIVE ]

MOTIVATED OFFENDERS

Figure 1.1: Overlap of the social theories related to crime and place

Overview of the other chapters

This chapter has introduced the concept of crime being linked to place. The next chapter
(Chapter 2) will look at the Modifiable Areal Unit Problem (MAUP) in detail and how this
relates to crime hotspots. | will also look in detail at the reasons why crime hotspots
analysis is interesting. Chapter 3 will look at types of data used in crime studies and will
provide an overview of the Strathclyde crime dataset used for this study. Chapter 4 will
introduce the clustering methods utilised in this thesis for detecting both non-spatially
contiguous clusters using k-means and finite mixture models, and spatially contiguous
clusters using Local Moran’s | and Getis Ord Gi*. Spatially contiguous means areas are
clustered with other areas only if they share a border or are within a pre-specified distance
from each other. Spatially non-contiguous means the areas that are clustered together do
not need to be neighbours and there are no constraints placed on the areas being near
each other. In chapter 5, | will look at the results of applying these four different methods
to the 2011 Strathclyde crime dataset at different areal levels. The adjusted Rand index
can be used to identify whether the clusterings produced by the different methods at each
areal unit are similar. It will then be used to compare the clusterings at the output area
level for the clusterings identified at output area and data zone levels and if these are
found to be dissimilar, this will highlight the MAUP. Chapter 6 provides a summary and
looks at the limitations and future work that could be done.
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Chapter 2 - Modifiable Areal Unit Problem and Crime

Hotspots

This chapter will look at how clusters and crime hotspots are defined. It will also provide a

background to the Modifiable Areal Unit Problem. There will also be a brief overview of
why hotspot analysis is important, in particular, looking at how and why police use

hotspots analysis.

Spatial Data

Spatial data are any form of statistical data which have geographical locations attached and
generally come in three forms:

1) point-referenced data — a set of observations which are taken at certain spatial

locations

2) areal data — partitions the overall spatial region into a set of non-overlapping

subregions, known as areal units, and aggregates the other covariates at this level

i.e. a county split into output areas.

3) point pattern data — spatial data where the location itself is of interest i.e. the aim

is to describe the pattern of the locations.
(Anderson, Lee, & Dean, 2014)

Cluster Analysis and Hotspots

A cluster is defined as a grouping of objects which are very similar to other objects within
the cluster but different to objects from other clusters. Burns and Burns (2008) define a

cluster as “A group of relatively homogeneous cases or observations” (Burns & Burns 2008,

553) where the aim is to minimise the within-cluster differences while maximising the
between-cluster differences (Burns, 2008; Gordon, 1996; Kaufman & Rousseeuw, 1990).
Figure 2.1 shows three distinct clusters, one at (-2,-2), one at (2,2) and one at (6,6).

(o}

4 2 0 2 4 6
Figure 2.1: Example of three distinct clusters
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Cluster analysis has been used in a variety of fields such as anthropology (Driver & Kroeber,
1932), psychology (Tyron, 1939; Zubin, 1938) and banking (Burns, 2008) as far back as the
1930’s. Itis used in the banking sector to target marketing initiatives by identifying what
different groups/clusters of clients are looking for (Burns, 2008).

A hotspot is a cluster which has a higher mean level of the variable being studied compared
to other clusters. Hotspot clustering looks for areas on a map where there is an “excess
level” of the event being studied (Lawson 2010, 233). Lawson (2010) defined clusters as
“where an intensity threshold or level threshold is used and any area of a map above the
threshold counts as a cluster” (Lawson 2010, 232). Clusters need to be defined in terms of
location, size, shape, and ‘threshold’ intensity values (Lawson, 2010). This appears to be a
definition of a hotspot as opposed to a cluster as he discusses intensity of the object being
studied.

Hotspot analysis has been used in other disciplines such as disease mapping
(environmental causes of cancer (Mason, McKay, Hoover, Blot, & Farumeni, 1985)),
transportation (vehicle fatalities (Baker, Whitfield, & O’ Neill, 1987)) and ecological science
(Kumar & Chandrasekar, 2010). Indeed, for transportation, accident hotspots are used by
many insurance groups to identify areas where there is an increased likelihood of accidents
happening and many maps are produced which enable the general public to see where
clusters of accidents occur (MCE Insurance, n.d.; Which, 2013). This allows people to plan
routes avoiding these areas which could lead to fewer accidents happening and fewer
insurance claims which explains why accident hotspots are mapped by insurance
companies. Based on the context of this thesis, crime hotspots can be identified as clusters
of areas which have a high mean crime count or rate.

Several studies have looked into the heightened risks associated with nearby locations to
recent crime events (Ratcliffe, 2010). Links between the risk of burglary to not only the
house which has been burgled but to nearby houses was looked at in the UK and in
Australia in studies by Bowers and Johnson (2004); Johnson and Bowers (2004a; 2004b);
Townsley et al. (2003) (Ratcliffe, 2010). Near repeat patterns were found in shootings in
Philadelphia in a study by Ratcliffe and Rengert (2008) (Ratcliffe, 2010). Townsley et al.
(2008) looked at the location of IED’s in Baghdad to discover if locations near other IED’s
were likely to be at a heightened risk of having IED’s (Ratcliffe, 2010).

Hotspot analysis or crime mapping can trace its origins in crime analysis to moral
statisticians Guerry (1831) and Quetelet (1842). Guerry (1833) and Quetelet (1842)
provided a comprehensive analysis into the crime rates within French provinces (Wortley &
Mazerolle, 2008) thus distinguishing between areas which had high crime rates and low
crime rates. Shaw and McKay (1942) used crime mapping to look at juvenile delinquency in
Chicago. Since then, new methods have been developed which overcome some of the
previous issues of crime mapping such as technological and data limitations (Maltz,
Gordon, & Friedman, 1991; Weisburd & McEwan, 1997), organisational issues (Openshaw,
Cross, Charlton, Brunsdon, & Lillie, 1990), the inability to convert digital addresses to maps
(Bichler & Balchak, 2007; Harries, 1999; Ratcliffe, 2001, 2004a) and functional obstacles
including police databases not set up to record the crime location in a usable format
(Ratcliffe & Mccullagh, 1998; Ratcliffe, 2010).
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Ratcliffe (2004b, 2004a) argued there were 3 spatial event categories:

(i) dispersed (no pattern),
(ii) clustered (happens at one part of a hot street), and
(iii) hot street (crime consistently happens over and over).

These ideas provide the foundation for the idea of crime hotspots. However, the term
‘crime hotspots’ is usually first associated with the Sherman et al. (1989) article which
looked into predatory crime hotspots.

Often the easiest method to identify a cluster or hotspot is to look at the data visually,
however, due to datasets becoming larger, this is not always possible (Burns, 2008).
Therefore, statistical techniques are needed to identify clusters if the dataset is too large.
This leads to cluster analysis being used to identify the hotspots as this enables police to
allocate resources and use pro-active policing as opposed to reactive policing (Grubesic,
2006). First the data are clustered and then the clusters with high mean levels are
identified as hotspots.

Clustering can be carried out using both spatially contiguous methods and spatially non-
contiguous methods. Spatially contiguous means areas are clustered with other areas only
if they share a border or are within a pre-specified distance from each other. Spatially non-
contiguous means the areas that are clustered together do not need to be neighbours and
there are no constraints placed on the areas being near each other. Note that after
clustering, you can separate non-contiguous clusters into multiple spatially contiguous
clusters and vice versa.

Modifiable Areal Unit Problem

Whenever a study looks at spatial/areal data, the modifiable areal unit problem or MAUP
must be considered. The MAUP means that depending on how the spatial data are
aggregated, the results produced can be different. In terms of crime hotspots analysis, this
means that if the areal data are aggregated to data zone level for example, a relatively
coarse partition of the region, this can hide hotspots which lie at the output area level, a
finer partition. A data zone might overall have an average low-medium crime level but if
the same data were studied at output areal level, this could be made up of several low
crime areas and only one specific high crime output area which would be a crime hotspot.
Thus, the level of aggregation used for the spatial data can cause hotspots to be hidden.
This means it is very important to define the resolution of the areal units which will be used
for the study and why these areal units are chosen.

The modifiable areal unit problem (MAUP) was first identified in 1934 by Gelke and Biehl
but it was Openshaw in the 1980’s who made the issue much more prominent (Lembo Jr,
Lew, Laba, & Baveye, 2005; Manley, Flowerdew, & Steel, 2005). MAUP can cause issues for
any research which uses physical geographical locations as it arises where an analysis
carried out on the same data could produce different results depending on how the data is
split into ‘neighbourhoods’ or ‘areal units’ (Manley et al., 2005). Openshaw (1984)
identified the term ‘areal units’ to mean a geographic area which is bounded clearly and
which could have data recorded in it (Manley et al., 2005). This, therefore, links directly
with the issue of hotspots and scale as different hotspots can be identified depending on
the scale which is used by the researcher.
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Indeed, Harries (1999) believed that the main issue with the MAUP (Openshaw, 1984) was
that a localized hotspot might not register at a regional level (Grubesic, 2006). Indeed,
Grubesic and Murray (2001) argue that it is the scale of the data used that is key to
identifying hotspots.

Examples of MAUP Studies

Since Quetelet (1842) and Guerry (1833) looked at country level data, there has been an
increasing movement to look at crime at smaller area levels such as Glyde (1856); Burgess
(1916); Shaw and McKay (1931; 1942); Sherman et al. (1989); and Weisburd et al. (2004
and Weisburd et al. (2009) who all looked at crime at street-level. Sherman et al. (1989)
believed that there was evidence that in some bad neighbourhoods there were locations
which were never involved in crime and likewise, in some good neighbourhoods there were
locations which were crime hotspots (Andresen & Malleson, 2013). The ideal is
homogeneity between all the smaller units of space within a larger unit of space i.e. all
underlying smaller units would have the same value as the larger unit. In order to identify
homo- or hetero-geneity in these smaller units, more than one unit of analysis needs to be
looked at in order to identify if the underlying units are the same as the larger spatial unit
(Andresen & Malleson, 2013). However, this can be difficult if the data is only available at
one spatial level such as county level, or not required if the aim of the study is to replicate
previous study or the research question is focused only on one specific scale of interest
(Andresen & Malleson, 2013).

There are three potential outcomes when spatial heterogeneity/MAUP is investigated and
these are no impact (no statistically significant differences); a quantitative impact (overall
results remain the same); and a qualitative impact (this leads to incorrect statements and
potentially false results) (Fotheringham & Wong, 1991). MAUP can lead to qualitative
issues when inference about a population is based on analysis at one spatial scale and then
applied to another spatial scale (Andresen & Malleson, 2013). When analysis is carried out
at a larger scale and then applied to a smaller scale this can lead to the ecological fallacy
(i.e. that which is said to be true of the whole is not necessarily true of the parts) and
similarly when analysis is carried out at a smaller scale then applied to a larger scale this
can lead to the atomistic fallacy (Andresen & Malleson, 2013; Dark & Bram, 2007). This
means that explanatory variables can have different effects on crime depending on the
level of aggregation (Hipp, 2007; Ouimet, 2000). The ecological fallacy led to the decline of
interest in geographic criminology in the 1950’s through to the 1980’s (Bernasco & Elffers,
2010; Robinson, 1950).

Mitigating MAUP

There are many ways in which the MAUP can be reduced. Openshaw (1984) first identified
four distinct solutions of which there are realistically only three as the original solutions ii)
and iii) are very closely linked and have been combined to form solution ii). These issues
are
i) ignore the issue;
ii) correctly identify the scale at which to analyse the data and
investigate each individual variable separately; and
iii)  structure the hypothesis in such a way as to take account of
MAUP
(Dark & Bram, 2007).
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With solution i) the issue would still persist which | believe makes this an unsatisfactory
solution. Solution ii) requires each variable to be looked at individually and could be time-
consuming as it would mean identifying an areal unit for one variable and then, perhaps, a
different areal unit for the next variable. This means that areal units of analysis would
need to be chosen carefully which linked with the questions being investigated. An
investigation would be required to decide which areal unit is “best”. However, if only one
variable is being looked at then this would prove a good option. Solution iii) would be
reasonable provided this is carried out in the correct way, i.e. the hypothesis is stated
before any analysis is carried out (a priori). However, as cluster analysis is an exploratory
method, this would not usually involve a hypothesis being specified before analysis is
carried out as the aim would be to generate a hypothesis based on the clustering.

Other solutions have also been put forward by Fotheringham (1989) and Tobler (1979) but
there remains no single solution with which to minimise the issue of MAUP. The MAUP is
only a true issue in datasets where the data is analysed at multiple scales and it is this that
can produce conflicting results. Provided the spatial units are sensible and meaningful to
the data being studied, then MAUP should not be a major concern. This thesis will look
into how the MAUP affects the clusters identified at two spatial scales.

Why study Crime Hotspots?

Hotspots Policing

Hotspots policing is the focus of police resources on crime being linked to place instead of
the traditional policing route which focused on people (Weisburd & Telep, 2014). It is also
referred to as place-based policing because of its focus on crimes being tied to place
(Weisburd & Telep, 2014). It leads to resources such as interventions or officers being
deployed in high crime areas (crime hotspots). The interventions/resources are targeted
based on the individual area’s needs (Weisburd, 2008). One of the first studies which
looked at hotspots policing was Sherman & Weisburd (1995) in their study of the Hot Spots
Patrol Experiment in Minneapolis.

Several articles show the importance of hotspots policing and the focus on small areal units
to identify crime hotspot areas (Weisburd & Telep, 2014). The aim is to look at small areal
units and identify areas with higher levels of crime and then target police interventions in
these areas. The smaller the areal unit the better for these types of analysis which is due in
part to the MAUP as if the areal units are too large, then there could be unidentified crime
hotspots nested within these larger areas. Therefore, the focus on crime hotspots analysis
is to ensure that the areal unit of analysis is small enough to enable hotspots to be
identified. However, unless analysis is carried out at each individual crime location, there
will always be aggregation carried out and thus the MAUP will be of concern. It can be
seen that police maximise their effectiveness when the focus is on micro-units of
geography (Weisburd & Telep, 2014) which suggests the importance of using the correct
areal unit for any analysis.

An argument against hotspots policing is the displacement aspect as if crime interventions
are targeted in one area this can lead to crime moving to other nearby areas. However,
there are studies which show a lack of supportive evidence for this (Weisburd & Telep,
2014). In order to see evidence of this, it is important then to look at hotspots in order to
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identify key spatial areas which could be targeted for interventions. The use of clustering
methods to identify high crime areas and also lower crime areas would be important to
identify if displacement has occurred i.e. a high crime area has become a medium crime
area but the surrounding areas then becoming a high crime area.

Previous Hotspot Studies

Peter St. Jean (2007) studied random police beats in Chicago where he established that
while an area was considered a high crime area, there were certain blocks (five blocks)
within that area (of 59 blocks) in which most of the crimes occurred (60% of narcotics
crimes, 53% of robberies, and 44% of assaults/batteries) (Bottoms, 2012). St.Jean’s aim
was to establish why hotspots existed within high crime areas in these particular blocks
from the perspective of the offender (Bottoms, 2012). He found that in particular there
were two crime hotspots which occurred at the busiest intersections in the area which
would suggest that the convergence of a large number of people led to an increase in the
crime rate (Bottoms, 2012). This would link with both the theories of Routine Activities
Theory and Rational Choice Perspective. A lot of people would use these intersections in
their daily commute to work/leisure or other pursuit in which case they would routinely be
passing through these areas and offenders would know there were a large number of
people in these areas who they could target. This suggests that the convergence of
suitable targets, motivated offenders and lack of suitable guardians at these intersections
(Routine Activities Theory) and the knowledge the motivated offenders had that these
were busy intersections where there would be ‘easy’ targets led to the crime hotspots
occurring at these intersections.

Eck and Weisburd (1995) and St. Jean (2007) believe it is very important in crime studies to
look at micro units of place (Bernasco & Elffers, 2010). The Minneapolis study carried out
by Sherman et al. (1989) also highlighted the importance of data aggregation. In areas
which were deemed to be high crime neighbourhoods, approximately only twenty per cent
of places within these neighbourhoods were crime hotspots (Sherman et al., 1989). The
hotspots all seemed to be focused on main routes and were quite close to each other
(Sherman et al., 1989). This suggests that even in high crime neighbourhoods, the vast
majority of areas are actually relatively safe.

The Manchester study which was conducted looking at Manchester’s ‘gay village’ highlights
the issue of scale in hotspot analysis (Skeggs, Moran, Tyrer, & Binnie, 2004). This study
looked at crime statistics from the ‘Village’ and the surrounding area and through these
statistics, the ‘Village’ area was identified as a crime hotspot (Skeggs et al., 2004).
However, there were many areas in the ‘Village’ which were not high crime areas and
indeed, the central area was very safe and it was the area of the village closest to the
boundary that was the least safe (Skeggs et al., 2004). This would suggest that in fact the
‘Village’ is actually a safe area and really it is the boundary area which is the hotspot area.
Thus it is extremely important when carrying out hotspot analysis to try to ensure that the
scale used is as small as possible to stop areas being labelled as hotspots when in fact it is a
particular street within this area where all the crimes occur.
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Main Place-Based Policing Initiatives in Glasgow (2011)

It is because of place-based policing that crime hotspot analysis is widely used so police can
identify areas where many crimes are occurring and target resources and interventions
here. | will briefly discuss three of the initiatives which cover this time period (2011).

Anti-Social Behaviour (ASB) Initiative

Although crime had begun to fall from 1991, certain crime types such as petty assaults and
anti-social behaviour had continually risen (Audit Scotland, 2000). Due to this rise and the
stresses this caused on the police force, Community Safety Partnerships were set up to
tackle petty assaults and anti-social behaviour crime levels (Audit Scotland, 2000). These
Community Safety Partnerships (CSP) were set up in 1999 and link police with the local
authority, health boards or trusts, voluntary organisations and the fire service with the aim
to reduce the crime problems by making areas safer (Audit Scotland, 2000). Through this
multi-agency approach to promoting safety within communities, specific local problem-
areas can be targeted to reduce crime (Audit Scotland, 2000). However, most CSPs did not
carry out a full analysis of the area using available data so there is no real base level from
which to show progress and identify the areas at which to target the interventions (Audit
Scotland, 2000). The aim is long-term solutions to crime problems to ensure that the area
remains safe (Audit Scotland, 2000). The targeting of interventions specific to local areas
and spread across multi-agencies is useful (Audit Scotland, 2000) as most local agencies can
identify where a major crime hotspot lies allowing them to target interventions there.
However, they could benefit from a more formal analysis which could be carried out to,
perhaps, identify other potential secondary hotspot areas which could also be targeted.

Violent (Knife Crime)