Unlversuy
of Glasgow

Wright, Paul James (2019) The energetics of small solar flares and
brightenings. PhD thesis.

https://theses.gla.ac.uk/41187/

Copyright and moral rights for this work are retained by the author

A copy can be downloaded for personal non-commercial research or study,
without prior permission or charge

This work cannot be reproduced or quoted extensively from without first
obtaining permission in writing from the author

The content must not be changed in any way or sold commercially in any
format or medium without the formal permission of the author

When referring to this work, full bibliographic details including the author,
title, awarding institution and date of the thesis must be given

Enlighten: Theses
https://theses.gla.ac.uk/
research-enlighten@qglasgow.ac.uk



https://theses.gla.ac.uk/41187/
https://theses.gla.ac.uk/
mailto:research-enlighten@glasgow.ac.uk

The Energetics of Small Solar Flares
and Brightenings

Paul James Wright
MPhys (Soton)

Astronomy and Astrophysics Group
School of Physics and Astronomy
Kelvin Building
University of Glasgow
Glasgow, G12 8QQ

Scotland, U.K.

Unuversity

of Glasgow

Presented for the degree of
Doctor of Philosophy
The University of Glasgow
2019



This thesis is my own composition except where indicated in the text.
No part of this thesis has been submitted elsewhere for any other degree

or qualification.

Copyright (© 2019 by Paul James Wright

14th April 2019




i

She dreams in colour, she dreams in loadct, 39



Acknowledgements

Throughout my PhD studies, I have received a wide range of help and support. First
and foremost I must extend a heartfelt thanks to Dr Iain Hannah. It has been a
pleasure to be your first PhD student, and to have you as my primary supervisor. We
have undoubtedly learned a lot, and without your patience, this work would have not
been possible. Dr Alec Mackinnon, thank you for being my secondary supervisor and
reading through the final chapters of this thesis. I must also thank my internal and
external examiners, Professor Lyndsay Fletcher and Professor Robert Walsh.

On a more personal note, it goes without saying that this journey would not have
been nearly as enjoyable if it wasn’t for the colleagues and friends. Thank you to all of
you in 604 (and 614/616), you are all highly talented individuals who will no doubt go
on to do amazing things. It has been a true pleasure. It is true what they say: People
Make Glasgow.

Thank you, Ben, Stephen, and Tony. You were the best cohort I could have asked
for, and the most easily convinced to come to the pub! Ben & Jenni, Alasdair &
Lindsey, thank you for inviting me to your weddings. I will never forget the feeling
of sitting in the backseat of that car from Tavistock to Bristol and flying through the
Lake District in my Fiat Panda days after passing my driving test.

Dina, you have an incredible heart. It’s a pleasure to be able to call you my academic
sister, and I look forward to seeing you defend your thesis and graduate. Kyle, I will
miss hearing your constant huffing and puffing and your affectionately named “Kyle
problems”. A bit of cardio once in a while won’t kill you. Juntao, shine on you crazy
diamond.

Paulo, thank you for the continual advice and conversation while coming to getting
coffee throughout the day. You are one of the kindest people I have ever met. Natasha,

you were the best office mate I could have asked for. You provided endless advice,



v

support, and a tropical climate in dreary Scotland. You both have admirable work
ethics, and I am delighted to see you both move on to better things!

To those of you outside of Glasgow: my undergraduate friends in Southampton,
my undergraduate tutor Professor Malcolm Coe, and my friends and colleagues at the
Harvard-Smithsonian Center for Astrophysics; NASA Goddard Space Flight Center;
SETTI; Lockheed Martin; and elsewhere, thank you for helping me get where I am today.

Finally, Mum and Dad, thank you for your patience and support.



Abstract

This thesis concentrates on a long-standing problem in heliophysics—the coronal heat-
ing problem. The work in this thesis investigates this problem in two main ways. The
first has been to initiate the novel, yet highly successful, approach of trying to observe
the smallest distinguishable heating events with a highly sensitive hard X-ray telescope,
optimised for targets outside of the solar system (NuSTAR; Chapters 4, 5); the second
approach has been to study the unresolved ensemble of even smaller events by studying
the properties of pixel-level time series (Chapters 6, 7, 8).

Chapter 1 provides a background of the coronal heating problem, with specific
emphasis on the observational signatures of nanoflare heating. This is followed by an
overview of the advancements of coronal imaging and spectroscopy, and the instruments
used throughout this thesis are introduced (Chapter 2). Chapter 3 introduces the basics
of atomic line spectroscopy and the concept of the differential emission measure. A
number of techniques that are utilised throughout this thesis to recover the thermal
properties of the corona are described and demonstrated with both spectroscopic and
narrowband EUV observations.

Chapter 4 provides an introduction to the NuSTAR hard X-ray astrophysics tele-
scope. While NuSTAR is an astrophysics mission, this chapter demonstrates that
NuSTAR is able to provide scientifically useful observations of the Sun, and these ob-
servations have advanced our understanding of various coronal phenomena including
active region microflares. Chapter 5 presents observations and analysis of the first
NuSTAR microflare where the combination of SDO/AIA, Hinode/XRT, and NuSTAR
observations have allowed the differential emission measure to be constrained over an
unprecedented temperature range. While no non-thermal emission was observed in
this microflare, upper-limits consistent with a null detection are derived, and thermal

energetics are discussed.
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From Chapter 6, this thesis concentrates on the unresolved nanoflare ensemble.
Chapter 6 describes the concept of time-lag analysis, a technique to determine the tem-
poral offset of two channels by investigating EUV light curves from SDO/AIA. Time-lag
analysis is presented on a number of active region features and the 94 A (Fexviir) —
335 A time-lag is introduced in order to separate the hot and cool components of the
SDO/AIA 94 A channel. Chapter 7 builds on the work of Chapter 6 by introducing the
concept EM time-lag analysis, where time-lag analysis is performed on the emission
measure distribution in order to understand if the true time-lag signature (in temper-
ature) is masked by the multi-thermal nature of SDO/AIA. For the channel pair used
within this chapter, EM time-lag analysis appears to generally agree with SDO/AIA
time-lag analysis however, there are a number of differences that will be discussed.

Finally, Chapter 8 presents a test case demonstration of wavelet analysis on EUV
time series. Wavelet analysis is first introduced, followed by wavelet coherency, and
local intermittency measure, each of which could be valuable tools in the search for the

signatures of the coronal heating mechanism.
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Chapter 1
Introduction

The coronal heating problem—understanding how the upper atmosphere of the Sun is
heated to, and sustained at temperature over a million degrees Kelvin (> 1MK), while
the photosphere below remains at ~ 6000 K—remains one of the most prominent
challenges in astrophysics. If the assumption is made that the only heating mechanism
of the corona is through thermal conduction, a gradual drop-off in temperature would
be expected; the temperature of the corona rises a few orders of magnitude over this
few hundred kilometre region, and thus the atmosphere must be continuously heated
by another process (e.g. Klimchuk, 2015).

This chapter will briefly introduce the structure of the solar atmosphere in § 1.1
before discussing possible heating mechanisms (§ 1.1.1). This thesis is focused on
small heating events by flares, and § 1.2 will provide a general overview of flares, before

concentrating on nanoflares (§ 1.3).

1.1 The Sun’s Atmosphere

Early spectroscopic observations of the corona revealed unexpected emission lines,
thought to be from a new element: “coronium”. These lines were later determined
to be from highly ionised (9 — 13-times) Iron (Grotrian, 1939; Edlén, 1943), and it
was clear that the corona was composed of fully ionised high-temperature gas (that

interacts with the magnetic field).

The Sun’s atmosphere starts at the photosphere where the temperature is around
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~ 5700 K (and is close to being a blackbody radiator), and the opacity to optical light
drops to zero. Noticeably, the photosphere contains dark regions on the surface that are
known as sunspots and are the locations of strong magnetic fields, and are associated
with active regions (§ 1.1). The chromosphere spans ~ 2000 km and is located directly
above the photosphere. It is optically thick, sitting at a temperature ~ 10* K. Above
the chromosphere is the transition region. This region is a thin ~ 100 km layer between
the chromosphere and corona over which the temperature rises from 10* K to 1 MK
(10° K). The corona is the outermost layer of the Sun, it is a highly non-uniform
environment which reflects its magnetic structure. As the plasma-3 < 0, magnetic
fields dominate, and the corona consists of coronal loops on many scales with both
closed and open magnetic field present.

One interesting feature of the solar corona are active regions. These regions are
located above groups of sunspots where the magnetic fields are the strongest, and
temperatures hottest. Figure 1.1 shows an active region observed at 1 MK (by the
Atmospheric Imaging Assembly on-board the Solar Dynamics Observatory SDO/ATA
Pesnell et al., 2012; Lemen et al., 2012), and at > 2 MK, observed by the X-ray
telescope on-board Hinode (Kosugi et al., 2007; Golub et al., 2007).

There are a myriad of loops that populate active regions and in the solar corona
in general (and are generally thought to consist of fundemental ‘strands’, e.g. Brooks
et al., 2012). Patterns in the EUV images called ‘moss’ (Figure 1.1, left, ~ 1MK;
Berger et al., 1999; Martens et al., 2000), are the footpoints (where magnetic field lines
emerge from the photosphere) of short high-temperature loops that form in the core
of the active region, ‘core loops’, which are most easily observed in X-rays (Figure 1.1,
right). There are also evolving cooler loops surrounding the core most clearly observable
at ~ 1 MK, often referred to as ‘EUV loops’, and at the periphery of active regions

long-lived fan structures are present.

1.1.1 Heating Mechanisms

The exact mechanism behind the multi-million degree corona is most likely the result
of multiple heating mechanisms, each of which may dominate in different situations
and coronal region: wave heating may dominate in quiet solar corona (McIntosh et al.,
2011), and reconnection of braided magnetic field may heat active regions and loops

(e.g. Parker, 1983). Regardless of heating mechanism, any model has to be able to
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Figure 1.1: Left: An example active region in a narrow-band EUV filter centred on
171 A, 1 MK. Right: X-Ray image. Adapted from Schmelz & Winebarger (2015).

sustain the radiative and conductive energy losses that are observed in both active
regions and the quiet Sun (Withbroe & Noyes, 1977). Historically these mechanisms
are split in to AC (alternating current), and DC (direct current), where AC refers to
the dissipation of waves, and DC refers to magnetic stresses (e.g. Klimchuk, 2006).

Following the discovery of impulsive hard X-ray events (10*427 erg, Lin et al., 1984),
Parker (1988) proposed the idea of ‘nanoflares’ to heat the corona. These nanoflares,
with energies nine orders of magnitude smaller than larger flares (10%? erg), were
proposed to heat the corona assuming they were occuring sufficiently often.

By gradually stressing the individual magnetic strands threading the corona (see
Figure 1.2), a build up of the energy stored in the field would occur until the energy
is released by reconnection—a topological change of magnetic field resulting in a lower
energy state. In the largest solar flares this reconnection then leads to direct heating,
bulk motion, and particle acceleration. The non-thermal particles will lose their energy
to the background plasma via Coulomb collisions, heating the material. If this is also
present in the smallest events these nanoflares would then provide intermittent energy
input that would appear to steadily heat the corona and we would also expect to
observe similar, yet smaller, non-thermal signatures as present in the largest flares.

Recently, observations from Hi-C (§ 2.1.3) have observed such braiding in an active
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Figure 1.2: Tangled (a) and twisted (b) magnetic strands. This Figure is reproduced
from Parker (1983).

region (Cirtain et al., 2013).

1.2 Solar Flares

Solar flares are rapid releases of energy in the corona and are typically characterised
by impulsive emission in hard X-rays (HXRs; > 10 keV) followed by brightening in
soft X-rays (SXRs) and extreme ultraviolet (EUV) indicating that electrons have been
accelerated as well as material heated. Solar flares are observed to occur over many
orders of magnitude, with the largest events releasing up to 10%? erg (Fletcher et al.,
2011).

The classification of solar flares is based upon the peak SXR flux obtained by GOES
in the 1—8 A range, and are classified over siz orders of magnitude from X-class (>10714
W m~2) down to A/B-class microflares. What is particularly important for heating of
the solar corona is that smaller flares are observed to occur considerably more often

than large flares with their frequency distribution behaving as a negative power-law
(Hudson, 1991). This is described as

dN
-~ W 1.1
dIIr 9 ( )

where N is the number of events and W is the flare energy.
Figure 1.3 shows the flare frequency distribution of flares and microflares as a func-

tion of thermal energy, as observed by many different authors. This flare frequency dis-
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Figure 1.3: Flare frequency distribution as a function of thermal energy for observations
from SOHO/EIT (Benz & Krucker, 2002); TRACE (Parnell & Jupp, 2000; Aschwanden
et al., 2000); Yohkoh/SXT (Shimizu, 1995); and RHESSI (Hannah et al., 2008). For
each study « is provided, and a dotted line indicates a = 2. This Figure is from
Hannah et al. (2008).

tribution is shown for observations from SOHO/EIT (Benz & Krucker, 2002); TRACE
(Parnell & Jupp, 2000; Aschwanden et al., 2000); Yohkoh/SXT (Shimizu, 1995); and
RHESSI (Hannah et al., 2008). The left of the distribution has been obtained in the
EUV and SXR from quiet Sun observations, while the HXR study by Hannah et al.
(2008) concentrates on active region events.

The reported power-law indices for each distribution is seen to range from 2.7 <
a < 1.5, and these distributions are taken from different instruments, using different
detection routines, where different energies have been determined, and assumptions
made (see Parnell & De Moortel, 2012). It is therefore not completely clear if small
flares heat the corona, and an important point is that Parnell (2004) were able to
determine 1200 different power-law index values (derived for both the quiet Sun and
active regions) where these power-law indices range from —2.5 < v < —1.6. It is not
immediately clear how small flares can be, and if the flare frequency distribution is
steep enough (requiring o > 2, Hudson, 1991) so that there are enough small events to
keep the solar atmosphere consistently heated, but what is clear is that this may not

be the best method to determine if nanoflares do indeed heat the corona.
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The most comprehensive study used five years of observations of flares and mi-
croflares in the hard X-rays from RHESSI (Reuven Ramaty High Energy Solar Spec-
troscopic Imager; Lin et al., 2002). RHESSI observations have shown that microflares
occur exclusively in active regions, like larger flares, as well as heating material > 10
MK and accelerating electrons to > 10 keV (Christe et al., 2008; Hannah et al., 2008,
2011). Although energetically these events are about sixz orders of magnitude smaller
than large flares it shows that the same physical processes are at work to impulsively
release energy.

Prior to the launch of the Nuclear Spectroscopic Telescope Array (NuSTAR, Har-
rison et al., 2013, Chapter 4) satellite there had only been limited SXR spectroscopic
observations from SphinX (Gburek et al., 2011) or indirect evidence of non-thermal
emission from RIS observations (e.g. Testa et al., 2014) from flares beyond RHESSI’s
sensitivity. There is now increasing number of hard X-ray microflare observations of
events smaller than GOES A-class (see Chapter 4.4.2), and it is crucial to probe how
small flares can be while still remaining distinct, and how their properties relate to flares

and microflares in order to further understand their contribution to coronal heating.

1.3 Nanoflares

1.3.1 Modelling

Popular methods for modelling coronal loops involve a number of 0-D and 1-D hydro-
dynamic codes such as the 1-D HYDRAD code (Bradshaw & Cargill, 2013), and there
are other approaches in the literature (e.g. Peres, 2000; Warren et al., 2002; Ugarte-
Urra et al., 2006; Sarkar & Walsh, 2008). One method that has been extensively
used to model the coronal (and transition region) response to nanoflare heating is the
Enthalpy-Based Thermal Evolution of Loops, EBTEL (Klimchuk et al., 2008; Cargill
et al., 2012; Cargill et al., 2012).

EBTEL is a 0-D hydrodynamics code where “0-D” refers to the lack of spatial res-
olution, and the general assumptions are that the density, pressure, and temperature
can be defined as the spatial averages. Such simulations are important as they are
computationally efficient which allows the parameter space to be explored efficiently.
As described in Klimchuk et al. (2008), the basic idea behind EBTEL is to equate an
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enthalpy flux of evaporating or condensing plasma with any excess or deficit in the
heat flux relative to the transition region radiation loss rate. An excess heat flux drives
evaporative upflows, while a deficient heat flux is compensated for by condensation
downflows (see Klimchuk et al., 2008). EBTEL was originally developed by Klimchuk
et al. (2008) as an improvement to the cooling model of Cargill (1994). EBTEL ac-
comodates any time-dependent heating profile, can include background heating, and
accounts for both thermal conduction and radiation throughout the evolution (in con-
trary, the Cargill model assumes that only one operates at any time). Furthermore,
EBTEL has options for non-thermal electron beam heating, and finally, EBTEL is
unique in that it provides both the time-dependent DEM of the transition region foot-
points in addition to the coronal DEM which is important to the work in this thesis
(see Chapter 6).

1.3.2 High vs. Low Frequency

The frequency at which coronal loops are heated is still a matter of debate, and the
frequency of heating is important as it strongly influences both the instantaneous and
time-averaged properties of the plasma.

The difference between the two scenarios is the time between successive reheating
events (Treneat) compared to the plasma cooling time (7..0; the time for the plasma
to cool via radiation and conduction). There are two extreme examples: the high-
frequency (Treneat <K Teool), and low frequency (Trenear > Teoot) SCenarios, where both
are heated by nanoflares at different frequencies.a

Figure 1.4 shows the temporal evolution of the coronal strand in the high-frequency
(left) and low-frequency (right) scenarios. In the high-frequency scenario (see Fig-
ure 1.4(a)) the time between successive reheating events is insignificant compared to
the time it takes the strand to cool, and as such the temperature fluctuates around a
mean value. This would imply that the temperature distribution of the plasma would
be narrow. Conversely, in the low frequency scenario (see Figure 1.4(b)) the time be-
tween successive heating events is significant, and the plasma has time to cool before
being reheated. It is clear that there would be a much wider range of plasma temper-
ature in this scenario (Figure 1.4(b)), with a substantial amount of material at cooler
temperatures (Mulu-Moore et al., 2011; Tripathi et al., 2011; Bradshaw et al., 2012;
Reep et al., 2013; Cargill, 2014).
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1.3.3 Observations

As direct observations of the heating process are not yet possible—these events happen
on scales much smaller than the resolvable limits with the present-day instrumentation—

studies use indirect methods to try understand the heating process.

One of the methods to study the heating of the plasma is to study the so-called
differential emission measure (DEM, Chapter 3). While DEM inversion, and the meth-
ods to perform this inversion are discussed in detail in Chapter 3, the DEM provides
an insight in to the temperature distribution of the corona, and is a measure of the

squared electron density n.(7T") along the line-of-sight, h:

DEM = £(T) = n? 3—; [cm °K™Y (1.2)

and it is also possible to use the emission measure distribution (EMD) interchangeably

EMD = £(T) dT = n? dh [em ] (1.3)

The shape of the EMD is a powerful tool to constrain heating mechanisms. Un-
fortunately however, recovery of the DEM (and therefore the EMD) is an ill-posed
inversion problem, and there are a large number of solutions that will recover the ob-

served data. Regardless, with sufficient spectroscopic observations over a wide range

(a) (D)
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Figure 1.4: Temperature evolution of a coronal strand heated by (a) high-frequency
and (b) low frequency nanoflares computed with EBTEL. This Figure is adapted from
Klimchuk, 2015.
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Figure 1.5: Various EMD forms for the loop apex. The low-, and high-frequency
simulations (cf. Figure 1.4) are shown in blue and black. The observed EMD for the
loop apex is shown in red. This Figure is adapted from Warren et al. (2011).

in temperature (such as those from Hinode/EIS, § 2.1.1), the shape of the temperature
distribution can be reasonably well-constrained, and the distribution studied.

Figure 1.4 implies that in the high-frequency scenario there will be a narrow distri-
bution of temperature (isothermal), and in the low frequency scenario this distribution
will be larger with a substantial amount of material at lower temperatures (multi-
thermal). To provide additional context, Figure 1.5 shows two simulated emission
measure distributions for high-, and low-frequency heating in addition to the observed
distribution for a loop apex, (Warren et al., 2011). Figure 1.5 shows the low-frequency
simulation (blue) in comparison to the high-frequency scenario (black). This behaviour
is consistent with what is seen in Figure 1.4, and it is clear that the frequency of heating
affects both the low-, and high-temperature components of the EMD, with the low-
frequency nanoflares producing less steep low-temperature slopes than high-frequency

nanoflares.
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1.3.3.1 Low-Temperature EM slope

The power-law coefficients of both the low-, and high-temperature slopes of the emission
measure distribution (7%, for log;gT= 6.0—EMeqx; T7, for logioT > EM,eqx, where
EM,ear ~ 1092766 provide an insight in to the frequency of nanoflare heating, however,
spectroscopic observations from current instruments are weaker at temperatures >
5 MK, and are only able to well-constrain the EMD up to log;oT ~ 6.7 — 6.8 (5 —6

For the low-temperature component of the EMD), loop heating models predict that
the low-frequency nanoflares can only account for 1 < a < 3 (e.g. Bradshaw et al.,
2012), however, several authors have analysed active region EMDs resulting in a range
of low-temperature slope values from o = 1.9 — 5.2 (Warren et al., 2011; Warren
et al., 2012; Winebarger et al., 2011; Tripathi et al., 2011; Schmelz & Pathak, 2012)
providing cases for both high- and low frequency heating. There are uncertainties in the
determination of this slope (e.g. Testa et al., 2012), and there is also the argument that
a range of observed slopes can be explained if there are various nanoflare frequencies
along the line of sight (Cargill, 2014; Lopez Fuentes & Klimchuk, 2016).

While the power-law coefficient of the low-temperature slope of the EMD can pro-
vide an insight in to the heating scenario at a given time in the active regions life,
it is also interesting to understand how the heating evolves with time, and how this
changes spatially within the active region itself. Recent analyses of the evolution of
active region emission (e.g. Ugarte-Urra & Warren, 2012) suggested that the heating is
consistent with that of low frequency during the early stage of their evolution, tending
to a scenario more consistent with high-frequency nanoflare heating during the latter
part (the value of «v increases over time). Del Zanna et al. (2015) determine a similar
value at the first and second appearance (a ~ 4.4,4.6), and perform DEM analysis
throughout an active region showing that the slopes varying significantly (1) within

an active region core.

1.3.3.2 High-Temperature (> 5 MK) Emission

The presence of a hot component (> 5 MK) is an indication of low-frequency nanoflare
heating, and is commonly referred to as the “smoking-gun” of low-frequency nanoflares

(Klimchuk 2017). Observation of this component in temperature space is difficult as
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it is expected to be weak, however there have been a number of studies focused on
observing this hot plasma.

Ko et al. (2009) observed Caxvil (~ 6 MK) line with Hinode/EIS, while Teriaca
et al. (2012) observed the Fexviil (~ 7 MK) emission line with SUMER, and Brosius
et al. (2014) obtained persistent observations of ~ 9 MK plasma within an active region
(Fex1X). Using DEM analysis, Testa et al. (2011) utilised Hinode/EIS, and Soft X-ray
observations from Hinode/XRT, and Schmelz et al. (2009b); Reale et al. (2009b) used
Hinode/XRT, claiming detection of plasma > 10 MK in a non-flaring active region.
In those studies, the high-temperature component would have been observable with
RHESSI. By further combining the Hinode/XRT observations with RHESSI upper-
limits it was possible to further constrain the high-temperature component (Schmelz
et al., 2009a; Reale et al., 2009a). An important point to note with such studies is
that Winebarger et al. (2012) demonstrated that a high-temperature blind-spot exists
where Hinode/EIS and Hinode/XRT are insensitive to plasma at temperatures > 6 MK,
and emission measures < 10?” ecm=®. This blind-spot was located by calculating how
much additional emission can be added to a single temperature bin without increasing
the modelled intensities in any Hinode/XRT filter or Hinode/EIS spectral line (see
Figure 2 Winebarger et al., 2012). More recently, Wright et al. (2017) (Chapter 5)
used NuSTAR to demonstrate that Hinode/XRT overestimated the high-temperature
component when used for DEM analysis (suggesting a correction factor be applied to
the temperature response functions).

While non-equilibrium ionisation effects can diminish the intensity of hot spectral
lines (e.g. Bradshaw & Klimchuk, 2011), this is not a problem with X-ray observations
where bremsstrahlung dominates. There have been a number of full-disk observations:
McTiernan (2009) observed temperatures of 6 — 8 MK with RHESSI; Miceli et al.
(2012) observed temperatures around 6.6 MK with CORONAS-photon/SphinX; and
Caspi et al. (2015) observed temperatures of 11 MK with the X-123 spectrometer.
Using NuSTAR (Harrison et al., 2013), Hannah et al. (2016) were able to constrain
the emission down to an order of magnitude lower than EUNIS (Brosius et al., 2014)
and SMM/FCS (Del Zanna & Mason, 2014), and while the results of the initial NuS-
TAR observations will be presented in detail in § 4.4.2, Marsh et al. (2018) (§ 4.4.2.3)
were also able to demonstrate that NuSTAR (and FOXSI, § 2.3.1) observations were

consistent with low-frequency heating.
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While the EMD can probe the heating mechanism, limited studies of the low-
temperature component exist as spectroscopic observations are required to fully con-
strain temperature-space. As has been discussed, the ability for current solar instru-
mentation to constrain the high-temperature component of the EMD is also limited
(e.g. O’'Dwyer et al., 2011; Winebarger et al., 2012). Observations with new instru-
ments are required (e.g. NuSTAR, Chapter 4; MaGIXS, § 2.2.2) in order to constrain
the high-temperature component of the EMD.

1.3.3.3 Doppler Shifts

There are a number of studies that investigate Doppler shifts (Tripathi et al., 2012;
Winebarger et al., 2013; Dadashi et al., 2012). In this case of Doppler shifts in the EUV
spectral lines (observed by Hinode/EIS), models predict that high- and low frequency
scenarios should have different velocity characteristics at the loop footpoints. For
example, if high-frequency heating is taking place (see Figure 1.4) and is distributed
uniformly over the loop (e.g. Testa et al., 2014), no strong flows would be detectable
at the loop footpoints (Winebarger et al., 2013). In the low-frequency case however,
upflows of plasma would be detected in these lines, and when the loop cools and drains
the footprints would exhibit red-shifts. Observations of these Doppler shifts of EUV
lines have so far proven to be inconclusive for either heating scenario (Dadashi et al.,
2012; Tripathi et al., 2012; Winebarger et al., 2013).

1.3.3.4 Time Series Analysis

With the wealth of high-cadence, high-resolution narrowband observations obtained by
the Solar Dynamics Observatory and Hinode, an alternative approach to study heating
of the solar corona has been through intensity variations either within a time series, or
between multiple time series. While individual nanoflares are un-resolvable, numerous
approaches exist in the literature in order to observe the unresolved ensemble.
Katsukawa & Tsuneta (2001) and Sakamoto et al. (2008) discovered intensity fluc-
tuations (with Yohkoh/SXT and TRACE observations) above what is predicted by
photon noise alone, consistent with an unresolved ensemble of nanoflares. With Hin-
ode/XRT, Terzo et al. (2011) determined that these distributions are also skewed (and

Jess et al., 2014, applied similar analysis to chromospheric observations). The same
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behaviour leads a power-law in the Fourier Power Spectra (Ireland et al., 2015; Auchére
et al., 2016; Cadavid et al., 2014; Battams et al., 2019).

Finally, Viall & Klimchuk (2011, 2012) introduced the concept of time-lag analy-
sis (see Chapter 6). By measuring the time-lags between two channels with different
temperature response functions from data obtained by SDO/AIA, Viall & Klimchuk
(2012) notably observe cooling in the majority of active region SDO/AIA pixels, con-
sistent with a low-frequency heating scenario of strong and weak nanoflares. There is
the question of whether these signatures are masked by the underlying multi-thermal
nature of the SDO/AIA temperature response functions, and this will be investigated

in Chapter 7.



Chapter 2

The Current Picture of Multi-thermal

Observations of an Active Region

This chapter will address the current state of coronal active region observations and
is split into three sections corresponding to the EUV, soft-, and hard X-ray regimes.
First, a brief overview of the advancement in observations of coronal active regions
will be presented, and each individual section will then lead into a discussion of the
current instrumentation that is available for such observations. For context, emphasis
is placed on the multi-instrument observations of NOAA AR 11259—an active region

with good coverage from multiple instruments.

2.1 EUYV Observations

Regular state-of-the-art KUV observations of coronal active regions are currently ob-
tained through both imaging spectroscopy by the Extreme-ultraviolet Imaging Spec-
trometer on the Hinode satellite (Hinode/EIS, § 2.1.1; Kosugi et al., 2007; Culhane
et al., 2007), and by direct imaging using the Atmospheric Imaging Assembly onboard
the Solar Dynamics Observatory (SDO/AIA, § 2.1.2; Pesnell et al., 2012; Lemen et al.,
2012), but the earliest EUV monitoring observations were as a result of the launch of
the Orbiting Solar Observatory satellite series (OSO 1 - 8) which began in the early
1960’s (See Tousey, 1963, for a review of the EUV Sun leading up to OSO-1).

The OSO series, which observed through to the 1980’s brought with it a wide range

of observations including the first observations in the EUV regime with a non-imaging
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spectrometers and spectroheliographs. Particular observational highlights include the
1" spatial resolution observations of hundreds of EUV active region flares over the
300 — 1400 A range by the Harvard College Observatory (HCO) and Naval Research
Lab (NRL) experiments on OSO-4 and OSO-5, and the HCO EUV instrument recorded
over 4000 spectroheliograms in ~ 50 lines/continuum wavelengths over a one month
period in 1967.

With the progression of the OSO programme, the HCO instrument was further
improved to a 35" spatial resolution (OSO-6), and by this point the instruments from
NRL and HCO had recorded a large number of spectroheliograms over a range of
wavelengths. By the launch of OSO-7 in 1971 the EUV spectroheliograph was imaging
with a spatial resolution of ~ 20" (and spectral resolution of 0.8 A over 120 — 400 A),
however, these images still could not resolve individual loops.

It wasn’t until the manned solar observatory—>Skylab—that the multi-thermal time-
dependent picture of the Sun was first probed. Operating between May 1973 and
February 1974, Skylab carried six major instruments including two EUV instruments,
the HCO EUV spectrometer /spectroheliometer (Reeves et al., 1977b,a, 280 — 1350 A,
with a spectral resolution 1.6 A), and NRL’s EUV spectroheliograph (170 — 630 A;
2" resolution, and 0.03 A spectral resolution). The HCO spectrometer provided a list
of line intensities to be determined for various solar phenomena (Vernazza & Reeves,
1978), and the NRL instrument provided flare spectra (e.g. Feldman et al., 1988).

After the short duration of Skylab, the launch of the Solar Mazimum Mission (SMM)
during the solar maximum year of 1980 was a true turning point for observations of the
Sun. SMM covered a complete solar cycle with an unprecedented instrument package
for solar physics. SMM was designed to cover a wide range of wavelengths covering the
visible up to gamma rays, and for EUV observations, SMM’s Ultraviolet Spectrome-
ter /Polarimeter (SMM/UVSP) covered the 1150 — 3600 A range with a resolution of
2.

Six years after SMM re-entered the atmosphere, the Solar and Heliospheric Obser-
vatory (SOHO; Domingo et al., 1995) was launched. At the time of writing, SOHO has
been operating for over 20 years and until August 2013 provided EUV observations of
the Sun over three wavebands (171 A, 195 A, 284 A; sensitive to 1 — 2 MK coronal
plasma) with the EUV Imaging Telescope (SOHO/EIT) observing at a resolution of
2.5" every few hours (Delaboudiniére et al., 1995). In addition to SOHO/EIT, the
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Coronal Diagnostic Spectrometer (SOHO/CDS; Harrison et al., 1995) operated in the
150 — 800 A range with a similar resolution to its predecessor (SMM/UVSP).

Further improvement on SOHO/EIT was to come from the launch of the Transition
Region And Coronal Explorer, TRACE, in 1998 (Handy et al., 1999). Until 2010,
TRACE provided an improved (1”) resolution images over a limited (8.5%) field-of-
view with EUV filters similar to that of EIT (171 A, 195 A, 284 A).

Moving to the present day, current observations in the EUV are obtained by both
the Hinode satellite, and the Solar Dynamics Observatory (both of which will be de-
scribed in detail in subsequent sections). The first of these, Hinode (formerly Solar-B,
Kosugi et al., 2007), is a Japanese-led mission that was launched in 2006, and consists
of three instruments designed to study the heating and dynamics of the solar corona.
For EUV studies, Hinode includes the Extreme-ultraviolet Imaging Spectrometer (EIS,
Culhane et al. (2007); § 2.1.1) and an imaging spectrometer designed to observe the
EUV at chromospheric and coronal temperatures (with a spatial resolution of 2”). It
should be noted that Hinode also includes the X-ray Telescope (XRT, § 2.2.1; Golub
et al., 2007; Kano et al., 2008), a broadband SXR telescope (1” resolution) that will be
discussed in § 2.2.1. The second is the Solar Dynamics Observatory (SDO), launched in
2010 as part of the ‘Living with a Star’ program and provides a wealth of information
with regards to the solar atmosphere and dynamics through observations with three
instruments including the Atmospheric Imaging Assembly (AIA)—a full-disk narrow-
band EUV imager that provides images at a spatial resolution of 1.5” (0.6” pixel size),

and cadence of 12 s.

2.1.1 Hinode’s Extreme-Ultraviolet Imaging Spectrometer

The Extreme-ultraviolet Imaging Spectrometer on Hinode, (Hinode/EIS)—the succes-
sor to SOHO/CDS—is a normal-incidence EUV imaging spectrometer able to observe
over two energy ranges corresponding to the short-, (SW, 170 — 210 A) and long wave-
bands (LW, 250 — 290 A). Hinode/EIS is able to perform observations over these two
wavebands (which include spectral lines corresponding to a wide range of temperatures:
0.04 MK, 0.25 MK, 1.0 MK< T < 20 MK; Kosugi et al., 2007) using the same set of
optics with multi-layer coatings on both the primary mirror and grating (see Culhane
et al., 2007).

Observations can be configured with a choice of two slit (1”7, 2”), or two slot sizes
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Figure 2.1: Hinode/EIS raster images of NOAA AR 11259 from log;oT = 5.8 — 6.7 K

(left to right), in the region of the low-temperature slope of the emission measure

distribution (log;oT = 6.0— ~ 6.6), § 1.3.3.1. Each image is the integrated line intensity

from Gaussian fitting.

(40" or 266”), each with a maximum possible length of 512”; the light enters the
instrument and passes through entrance filters before being dispersed by the grating
on to the two CCDs, each with a spatial resolution of 2" (pixel size of 1”) and a
0.047 A pre-launch full-width half-maximum (FWHM) of the optics.

Regardless of slit or slot choice, observations of the solar target can be obtained
by performing either a sit-and-stare observation, or by obtaining a raster. While a sit-
and-stare observation is self-explanatory, rastering is a powerful tool for observations of
active regions. This technique allows a larger field-of-view to be studied by rotating the
primary mirror after each consecutive exposure (usually O(2 — 10 s) for active region
observations). As Hinode/EIS scans across these regions, for each exposure a dispersed
spectrum is recorded in each pixel, and an image is a data-cube containing a spectrum
in each pixel. Image-like data can therefore be recovered by fitting a Gaussian (or
multiple Gaussian) to a specific line in each pixel.

An example of such an image (obtained by rastering over NOAA AR 11259) for a set
of Gaussian fitted lines can be seen in Figure 2.1. Figure 2.1 shows the reconstructed
image (120" x 512") by Guassian fitting lines after rastering right to left (West to East)
along the z-direction. This is shown for nine emission lines ranging from log;T =

5.8 — 6.7 K (where the emission measure distribution is well-constrained, § 1.3.3.1),
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and highlights the multi-thermal temperature distribution of active regions; it should
be noted that due to the nature of rastering there is a hidden temporal component in
the z-direction.

While observations with Hinode/EIS can provide excellent diagnostics and allow
the temperature distribution, density, flow and abundance information to be derived,
Hinode suffered a problem one of its downlink transition systems, and now relies on a
slower downlink speed (Shimizu, 2009). This directly impacts the amount and quality
of data that is downloaded. In addition, obtaining multiple observations in the raster
mode are also slow compared to the timescale of active region dynamics, and therefore
the EUV spectroscopy provided by Hinode/EIS is frequently complemented by the
wealth of high-candence narrowband measurements obtained by SDO/AIA.

2.1.2 Solar Dynamics Observatory’s Atmospheric Imaging As-
sembly

SDO/AIA is a set of four dual-channel 20 cm telescopes which together, share a total
of ten narrowband filters. SDO/AIA is capable of imaging the Sun over a 40’ ? field-
of-view, extending out to +0.5 Ry, on to a 4096 x 4096 pixel CCD at cadence of 12s,
and spatial resolution of 1.5” (0.6” pixel size). For the observation of optically-thin
coronal emission, SDO/AIA comprises six EUV filter channels centred on Fe lines at
131 A (Fe viir, xx1), T ~ 04 MK and T ~ 10 MK; 171 A (Fe 1xX), T ~ 0.6 MK;
193 A (Fe xi1, xx1v), T ~ 1.5 MK; 211 A (Fe x1v), T ~ 2 MK; 335 A (Fe xv1),
T ~ 25 MK; and 94 A (Fe xviil), T ~ 6 MK, in addition to the chromospheric
He 11 (304 A, T ~ 50,000 K) line, UV and visible wavelengths.

The multi-thermal SDO/AIA EUV images for the same region as those in Figure 2.1
are shown in Figure 2.2 for a similar time. Figure 2.2 shows a NOAA AR 11259 for the
siz coronal EUV channels. The 120" x 512" Hinode/EIS field-of-view is overplotted
within this 600" x 600" region for reference. The temperature response functions for
these six SDO/AIA filter channels are shown in Figure 2.3, clearly highlighting the
multi-thermal nature of the filter channels. These temperature response functions were
calculated from the effective areas and using the CHIANTI atomic database v7.1.3
(Dere et al., 1997, Landi et al., 2013).



2.1: EUV Observations 19

FOV: 600" x 600"

>
o
g
@*
L

S
°

o

=
T

Figure 2.2: NOAA AR 11259 as observed by SDO/AIA in it’s six optically-thin EUV
filters. These images are shown over a 600” x 600" region, with the 120" x 512"
Hinode/EIS field-of-view (see Figure 2.1) overplotted.

2.1.3 Sounding Rockets & Future Missions

In order to further develop hardware for future missions—and obtain immediate cutting-
edge observations—sounding rockets provide an easy, low-cost, low-risk, short-schedule
access to space. Naturally, a number of improvements to EUV spectroscopy and di-
rect imaging have been obtained as the result of recent EUV sounding rockets, two
of which are the Extreme Ultraviolet Normal Incidence Spectrograph, EUNIS, and the
High Resolution Coronal Imager, Hi-C.

EUNIS - EUNIS (EUNIS-13') is a two-channel imaging spectrograph that ob-
serves the Sun with high spatial resolution (~ 3 — 4”) in the 300 — 370 A and 525 —
635 A wavebands (Brosius et al., 2014). From observations with EUNIS-13, Brosius

et al. (2014) observed ubiquitous, faint emission of the Fe XIX line (with a peak forma-

Lreferring to the launch date of 2013-April-23
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Figure 2.3: SDO/AIA temperature response functions for the six optically-thin EUV
filter channels, highlighting the multi-thermal nature of the SDO/AIA instrument.

tion temperature of T = 8.9 MK) throughout an active region, likely to be the result
of nanoflare heating (§ 1.3.3.2).

Hi-C — A natural continuation to the SDO/AIA instrument involves increasing
to higher resolution, and higher cadence observations of the solar corona. To ob-
tain such observations the High-Resolution Coronal Imager (Hi-C, Cirtain et al., 2013;
Kobayashi et al., 2014) was first flown on a NASA sounding rocket in 2012. Hi-C'is a
high-resolution (0.2”, high-cadence (1.4 s for the 1024 x 1024, and 5.5 s for 4096 x 4096
pixel images) normal-incidence narrow-band telescope—a continuation of TRACE and
SDO/ATA—and observed a narrow wavelength range centred on the Fe X11 193 A line
(cf. SDO/AIA 193 A) with a 4096 x 4096 pixel CCD (plate scale of 0.1” px~'). These
observations were the highest resolution of any coronal imager to date, and importantly,
showed evidence for braiding (unresolved by SDO/AIA), followed by reconnection and
heating (Cirtain et al., 2013). Recently, Hi-C was flown again in May 2018 ("Hi-C'2.1").

In addition to sounding rockets there are a number of EUV instruments in currently

in development,
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EUI - The Extreme Ultraviolet Imager (EUI, P. Rochus, PI, Belgium?) will be
launched on Solar Orbiter (Miiller et al., 2013) in 2019. The EUI is a suite of three
telescopes with two high-resolution imagers, and a third full Sun imager that will con-
tinuously monitor the Sun in 174 A and 304 A (a “hot”, and “cool” channel) up to 2
solar radii. The high-resolution imager will have a resolution of 1”7, in two channels
174 A, and 1216 A. Based on the original launch date of January 2017, Solar Orbiter
was planned to have a period of 168 days during its nominal mission, approaching a
minimum radius of 0.284 AU, and vary between a solar latitude of + 35 (see Figure 3
of Miiller et al., 2013, for the mission profile with an assumed launch of January 2017).

These observations would therefore complement the current observations from 1 AU
that are obtained by SDO/AIA.

SPICE - Similarly to EUI, the Spectral Imaging of the Coronal Environment
(SPICE, Fludra et al., 2013) will be launched as part of Solar Orbiter. SPICE is a
high-resolution EUV spectrometer which will operate over two wavebands: 704 — 790 A,
and 973 — 1049 A, and will address Solar Orbiter’s science goals in a similar manner to
Hinode/EIS, but observing plasma on the solar disk in the temperature range 10,000 K

< T < 10 MK, and on time-scales of seconds to tens of minutes.

MUSE — The Multi-Slit Solar Explorer (MUSE, Tarbell, 2017; Lemen et al., 2017)
is a proposed SMall EXplorer (SMEX) mission with a high-resolution, high-cadence
Hi-C-like imager and a multi-slit (35 slits over the field-of-view) EUV spectrograph
(0.3"; 1 — 4 s, Tarbell & De Pontieu, 2017) to further understand the dynamics, and

probe the mechanisms responsible for energy release in the solar corona.

2http://eui.sidc.be/index.php
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2.2 Soft X-ray Observations

Solar X-rays were first detected in August 1948 using a V-2 rocket with beryllium
windows, and photographic imaging (Tousey et al., 1951; Hirsh, 1983; Bray et al.,
1991); the first detected X-ray emission from flares was obtained in 1956, and the
direct evidence for active region X-ray emission was obtained in 1958 (Kreplin, 1961).
It was, however, the 1960’s that brought the advent of on-disk imaging. The first
X-ray image of the solar corona was obtained by a pinhole camera with a five minute
exposure, launched on an Areobee sounding rocket (Friedman, 1963).

While many subsequent images of the X-ray Sun were obtained by pinhole cameras,
by 1966 the finest images of the X-ray Sun were obtained using a multi-filter grazing-
incidence telescope by a team at NASA’s Goddard Space Flight Center (GSFC). Over
a period of two years following these observations numerous rocket flights by both
GSFC and American Science and Engineering (AS&E) had clearly demonstrated the
possibilities with grazing-incidence telescopes. While AS&E claimed a resolution down
to ‘several arcseconds’ in their best observations, a summary of eight rocket flights
between 1963 and 1973 demonstrated the clear improvement of resolution preceding
the Skylab mission. By March 1973 a rocket flight recorded active region loop definition
surpassing that obtained on the subsequent Skylab mission (Vaiana et al., 1973a,b). It
was these sounding rocket observations that led to the discovery of X-ray active region
loops, and loops connecting regions of opposite magnetic polarity (Vaiana et al., 1968,
1973b). The morphology of the X-ray corona was seen to be consisting of these arch-like
loops, and this revealed distinctions between coronal structures (e.g. active regions,
coronal holes, bright points, etc.; Vaiana & Rosner, 1978).

In addition to the two EUV instruments, Skylab also carried two grazing-incidence
soft X-ray telescopes with ~ 2" spatial resolution (3.5—60 A, AS&E; 3—53 A, Marshall
Space Flight Center, MSFC). While the resolution may have been trumped by the
rocket programme, these telescopes recorded tens of thousands of exposures on film, and
by the end of the Skylab mission the AS&E X-ray telescope had provided close to 32, 000
X-ray photographs of the Sun (maximum resolution of ~ 2”). These observations
allowed study of active region evolution (from emergence to spreading, a few rotations
later, Golub et al., 1982), confirming that the X-ray corona is filled with coronal loops
(Rosner et al., 1978).
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Figure 2.4: Hinode/XRT observatons of NOAA AR 11259 with with three filters: Al-
Mesh; Ti-Poly; Al-Thick (left to right). These images are 395” x 395" and are plotted
over the same 600" x 600" field-of-view, including the Hinode/EIS field-of-view, as

previously shown in Figure 2.2.

As has been mentioned, the turning point in solar observations came with SMM.
The SMM mission in 1980 enabled the study of the solar corona over many regimes
including soft X-rays using two spectrometers: a Bent Crystal Spectrometer (BCS;
1.7 = 3.2 A) which spatially integrated over a 6’ field-of-view; and a Flat Crystal
Spectrometer (FCS; 1.4 — 22 A) with a maximum field-of-view of 7 and a resolution
of 14”. These instruments covered a number of lines including Fe lines up to Fe XXVI
(T ~ 60 MK, Acton et al., 1980) and obtained spectroscopy of coronal flares (e.g.
MacNeice et al., 1985).

Yohkoh (Sunbeam; previously Solar-A, Ogawara et al., 1991) folllowed SMM in 1991,
and consisted of four instruments including the soft X-ray Telescope (SXT; Tsuneta
et al., 1991) that observed temperatures 2 1.5 MK, with a full-disk resolution of 5",
and a 2.5” resolution for partial frame images; the wide-band spectrometer (WBS;
Yoshimori et al., 1991) which covered the Soft X-ray to gamma ray regime; and a
Bragg Crystal Spectrometer (BCS, Culhane et al., 1991) which covered four spectral
lines, and spatially integrated over the full-disk, with a similar spectral resolution to
SMM but with a 10x increase in senstivity. Using Yohkoh/SXT, Hara et al. (1992)
were the first to report indications of plasma between 5 and 6 MK in active regions.

Since Yohkoh, regular space-based observations of the soft X-ray corona have been
by obtained by the grazing-incidence X-Ray Telescope on board the Hinode (Sunrise;
formerly Solar-B) satellite (Hinode/XRT), however, the MaGIXS sounding rocket will
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Figure 2.5: Temperature response functions for the nine Hinode /XRT filters. The three
temperature response functions for the images shown in Figure 2.4 are shown as solid

lines, with the remaining six temperature repsonse functions shown as dashed lines.

provide the eagerly anticipated observation of the soft X-ray spectra for the analysis

of active region temperature distribution (§ 2.2.2).

2.2.1 Hinode X-Ray Telescope (Hinode/XRT)

Hinode’s X-ray Telescope (XRT; Kosugi et al., 2007, Golub et al., 2007) is a broad-
band grazing-incidence instrument (Wolter-I design) with a high temporal and spatial
resolution.

Hinode/XRT is equipped with nine broadband filters with the nomenclature gen-
erally referencing the constituent element and relative thickness (e.g. for Beryllium
(“Be), there are three filters: Be-Thin; Be-Med; Be-Thick), and can image soft X-rays
over 6 — 60 A (1 — 30 MK; see Figure 2.4). These Hinode/XRT observations can be
obtained with a variety of field-of-views which range from high-cadence (2 s) active
region observations, to 35" x 35, full-disk synoptic images. Regardless of observational
mode, these images are incident on a CCD with a resolution of 2048 x 2048 pixels, with
a pixel size of 1” (spatial resolution of 2”).

An set of example Hinode/XRT observations are shown in Figure 2.4. Figure 2.4
shows NOAA AR 11259 (as also observed by Hinode/EIS and SDO/AIA; see Figure 2.1
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and Figure 2.2) for three filters (Al-Mesh, Ti-Poly, Al-Thick, left to right). For these
observations the Hinode/XRT field-of-view was ~ 395" x 395" and is plotted over the
same 600" x 600" region as SDO/AIA in Figure 2.2. These observations show the bright
X-ray loops in the core of the active region (cf. Figure 1.1). In addition to the images,
the temperature response functions for all nine Hinode/XRT channels are shown in

Figure 2.5, clearly showing temperature sensitivity over a wide range of temperatures.

2.2.2 Sounding Rockets & Future Missions

The Marshall Grazing Incidence X-ray Spectrometer (MaGIXS, Kobayashi et al., 2011,
2018) is a grazing-incidence, soft X-ray spectrometer designed to cover the 0.5 — 2.0
keV (6 — 24 A) range with a spatial resolution of 5”, and wavelength resolution of
0.05 A. MaGIXS will be flown on a NASA sounding rocket in 2019, and will be able
to probe the nature of active region heating through temperature diagnostics provided
by sensitive observations of high-temperature lines (see Table 2.1).

An active region DEM (§ 1.3.3.1, and Chapter 3; e.g. Warren et al., 2012) can
be currently constrained up to approximately log¢T" = 6.8 by EUV lines from Hin-
ode/EIS, but with such soft X-ray observations could be constrained up to log;oT = 7.3
(Figure 2.6), providing constraints on coronal heating mechanism. Figure 2.6 shows
the key Hinode/EIS spectral lines along with the key MaGIXS lines indicating the

difference in temperature sensitivity.
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Figure 2.6: Left: Hinode/EIS lines observed for NOAA AR 11259; Right: Key MaGIXS

lines as described in Table 2.1.
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Table 2.1. List of Key Diagnostic Lines to be Observed by MaGIXS

MaGIXS Wavelength logoT

Emission Lines (A) (K)
Fe xx 12.85 7.0
Fe X1xX 13.53 6.8
Fe xvi1I1 14.21 6.8
Fe xviI 15.01 6.6
Mg X11 8.42 6.9
Mg X1 9.16 6.4
Nex 12.13 6.6
Ne1x 13.45 6.2
O vt 18.97 6.4
Ovil 21.60 6.3
Note. — Key diagnostic lines ob-

served by MaGIXS, ordered in de-
creasing temperature; extracted from

Kobayashi et al. (2018).
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2.3 Hard X-Ray Observations

Hard X-ray observations have been regularly obtained from space since the launch of
the OSO series, but it was SMM that carried the first in-orbit instrument capable of
imaging hard X-rays: the hard X-ray Imaging Spectrometer (SMM/HXIS, van Beek
et al., 1980). SMM/HXIS imaged hard X-ray flares with a resolution of 32" (down to 8"
in the fine field-of-view), but the energy sensitivity (< 30 keV) limited observations to
only thermal emission. This limitation was eliminated with the hard X-ray Telescope
on Yohkoh (Yohkoh/HXT) which was able to image over four bands ranging from
14 — 93 keV, at a resolution of 5 — 8" (Kosugi et al., 1991).

Since Yohkoh, and until October 2018, the Reuven Ramaty High Energy Solar Spec-
troscopic Imager (RHESSI; Lin et al., 2002) had been the sole solar-dedicated hard
X-ray imaging spectrometer. Launched in 2002, RHESSI was built on the rotational
modulation collimator (RMC) technology that was pioneered by Yohkoh/HXT and the
astrophysics mission, Hinotori (Firebird, ASTRO-A) which also observed numerous
solar flares (Tanaka, 1983). RHESSI observed photons from 3 keV to 17 MeV at a
resolution of < 1 keV at 3 — 100 keV which increases with higher energy (~ 5 keV at
3 MeV). Since X-rays are not easily focused (for a full discussion of focusing optics
see Chapter 4), spatial information from RHESSI was obtained through its use of nine
cooled Germanium detectors each located behind a RMC. RHESSI rotated once every
four seconds and this rotation leads to full Sun observations as the grids in each colli-
mator block and unblock X-rays resulting in a modulation pattern. The modulations
in each detector, combined with the known axis-spin timing and grid spacings allowed
an image to be reconstructed from a Fourier transform. The resulting images have a
resolution of ~ 2.3” at 3 — 100 keV, 7”7 at 100 — 400 keV, and 36" at 400 keV—15 MeV.

While RHESST has provided over a decade of observations of the Sun which includes
the observation of thousands of flares ranging in energy from large X-class down to A-
class microflares, RHESSI was unable to observe non-flaring active regions (a single
paper discusses RHESSI observations of the non-flaring Sun, McTiernan, 2009), or
detect emission from the quiet Sun (Hannah et al., 2010). In order to obtain regular
observations of both flares (< A-class), and non-flaring active regions, more sensitive

instrumentation is therefore required.
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2.3.1 Advancements in Hard X-Ray Observations

EUV and X-ray observations of the Sun began with sounding rockets, and to this day
sounding rockets are still vital in driving forward instrumentation development, and
advancing our understanding of solar phenomena. It has been over 15 years since
RHESSIT was launched in to orbit, but the recent decade has brought with it the
technological advancements required to focus photons > 10 keV.

As part of the work presented in this thesis, NASA’s NuSTAR (Nuclear Spectro-
scopic Telescope Array; Harrison et al., 2013) mission—an astrophysics mission that
was not designed for heliophysics—has been occasionally directed towards the Sun to
observe the HXR signatures various phenomena including microflares and non-flaring
active regions. These observations—the most sensitive of their kind—together with the
dual-telescope focusing optics instrument, and results from the heliophysics campaign
will be described further in Chapters 4 and 5. In addition to NuSTAR, the FOXSI
sounding rockets (and the proposed SMEX mission of the same name) utilise similar
technology but with heliophysics as a focus.

The Focusing Optics X-ray Solar Imager (FOXSI, Krucker et al., 2013) sounding
rocket observes a field-of-view of 16’ square, and a resolution approaching 9”. Like
NuSTAR, FOXSI utilises a conical approximation to the Wolter-1 configuration, but
with a reduced (2 m) focal length that is limited by the sounding rocket payload bay.
FOXSI has been flown in 2012 (FOXSE1, ~ 4 — 15 keV; Krucker et al., 2013, 2014)
and 2014 (FOXSI-2, ~ 4 — 20 keV; Christe et al., 2016), and with an updated payload,
FOXSI-3 flew in September 2018%. With the decommissioning of RHESSI, a FOXSIL-
SMEX mission would greatly complement the wide range of solar observations being
regularly obtained and provide dedicated direct imaging observations of hard x-ray
events.

In addition to FOXSI, and the proposed FOXSI-SMEX, the Spectrometer/Telescope
for Imaging X-rays (STIX, Benz et al., 2012), will be launched as part of Solar Orbiter.
STIX will provide thermal and non-thermal imaging spectroscopy from 4 — 150 keV by
utilising a Fourier-transform imaging system that is similar to those used by RHESSI
(and HXT on Yohkoh). As discussed previously, unlike NuSTAR and FOXSI, Solar
Orbiter will orbit the Sun, and STIX will therefore provide an additional perspective

3http://foxsi.umn.edu/launches/foxsi-3
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of HXR events.

2.4 Summary

This chapter has provided an overview of the past, present, and future observations of
the solar corona, with concentration on the present multi-thermal coronal observations
of active regions, united by observations of a common target: NOAA AR 11259. To-
gether the instruments presented in this chapter can be used for various analyses, such
as recovering the plasma temperature distribution (the differential emission measure
(DEM), Chapter 3)—a major focus of this thesis.

Chapter 3 will present and compare the DEMs determined from spectroscopic and
narrowband EUV data from a number of recovery techniques. These results will be
compared, and temperature maps will be later presented; DEMs determined in this way
can then be combined with observations of soft, and hard X-Ray spectra to further
constrain the high-temperature emission (Chapter 5) and place limits on the non-
thermal energetics in the smallest flares; and finally, a variety of analysis techniques
can be used with the recovered light curves in temperature to understand the heating

of the solar corona (Chapters 6, and 8).



Chapter 3
Temperature Diagnostics

This thesis concentrates on the coronal heating problem by investigating both the
smallest distinguishable heating events, and the unresolved ensemble of even smaller
events. In this thesis these two approaches both involve recovery differential emission
measure (DEM). This chapter therefore introduces an overview of spectral line emission
before discussing how this emission can be used to provide temperature diagnostics,
including the recovery of the DEM, an ill-posed inverse problem. There are a large
number of methods available in the literature to recover the DEM and § 3.4 will in-
troduce four of these methods that have been used within this thesis. These include
Tikhonov Regularised Inversion; an iterative least-squares approach; a Markov-Chain
Monte-Carlo approach; and finally a recent technique based on the concept of sparsity.
Each of these methods will be discussed and demonstrated before being applied in later

chapters.

3.1 Spectral Lines

The emission of spectral lines from neutral atoms, or ions, occurs when an electron
transitions from one energy state to another through de-excitation. In the transition
region and corona the emission spectrum is dominated by the emission from ions, and
the observed wavelength, A, is calculated from the difference in energy (E) between

the two energy levels as

p="c (3.1)
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where h is Planck’s constant, and c is the speed of light.

For the case of the corona the atmosphere is both hot and has low density, and as
such, the atmosphere is assumed to be optically thin. In the optically thin scenario,
a photon will travel freely from the source to the observer, but for higher densities
and lower temperatures photons may be scattered or absorbed and re-emitted before
reaching the observed (the plasma is known as optically thick).

The emissivity of an optically-thin spectral line (wavelength of \;;), produced by
the spontaneous transition from an upper-level j, to a lower-level i, can be described

as

he
47'(')\1']'

€(Nij) = N;(ZF7) Aji [erg em ™ 571 sr7] (3.2)

where Z*" is an r-times ionised element Z; Aj; is the Einstein coefficient, which is
the spontaneous transition probability (see Aschwanden, 2004); N;(Z*1") is the number
density of the level j from the emitting ion; and z corresponds observing along the
line-of-sight.

Equivalently, the intensity of an optically-thin spectral line associated with this

spontaneous transition is given by

I(Nij) 47r)\” /N (Z*7) Aj; dz [erg em ™ 571 sr7Y. (3.3)

In order to calculate the intensity described in Equation 3.3, the number density
N;(Z*") needs to first be calculated. For coronal plasma the rate of ionisation and
recombination are on much longer time-scales than processes occurring between the
energy levels of the ion (e.g. collisional excitations, de-excitations, and spontaneous
radioactive decay, Del Zanna & Mason, 2018). The population of the upper-level j is

therefore calculated as

N;(Z+7) N(Z*7) N(Z) Nu
N(Z7) N(Z) Na N.

N;(Z+7)
Nz
")

, is the ionisation ratio (e.g. Mazzotta et al.,

Ny(Z*T) = N, (3.4)
where here, the terms are defined as:

N(Z+
N(Z)

1998); MZ = Ap(Z) is the elemental abundance (relative to hydrogen); and finally (for

the population level of j relative to

the number density of the ion Z17;

the solar corona), ]]\\f/— ~ 0.83, is the hydrogen abundance relative to the electron number

density (Meyer, 1985). With these defined, it is customary to redefine Equation 3.3 as
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I()\U) = /G(N67T, )\Z‘j>NeNHdZ, (35)

where the combined atomic physics is represented by the contribution function, which

can be defined with or without the elemental abundance (C, or G):

G(Ne, T, \ij) = Ab(Z)C(Ne, T, Nij) , (3.6)
where,
Chvy Ny (Z*T) N(Z1)
" 4r N.N(Z+r) N(Z)

An important point about Equation 3.5, is that this can then be rewritten in terms

C(N., T, \j) = A “Lsrl]. (3.7)

lerg cm ™ s

of the amount of plasma along the line-of-sight (the differential emission measure,
DEM, Craig & Brown, 1976) as will be discussed in § 3.2.

The contribution functions in Equation 3.7 are determined by atomic physics cal-
culations, and are obtainable (for a large number of lines) from the CHIANTI atomic
database! (Dere et al., 1997; Landi et al., 2013). CHIANTTI also provides a set of ele-
mental abundances (e.g. Feldman, 1992) in order to calculate G(n.,T') (Equation 3.6).

3.2 Differential Emission Measure (DEM)

The formalism of DEM analysis was first developed by Pottasch (1963), and later by
Jefferies et al. (1972), Withbroe (1975), Jordan (1976) and Craig & Brown (1976); a
detailed treatment for the solar context can be found in Bruner & McWhirter (1988).
The method of recovering the DEM from spectroscopic data (e.g. Hinode/EIS) is based
on a number of assumptions of the emitting source such that optical depths within
the source are negligible; collisions dominate the excitation and ionisation processes,
and the excitation processes are in statistical equilibrium; electrons and ions have
Maxwellian velocity distribution characterised by the same temperature; and finally,
the elemental composition does not vary within the corona. As the plasma is assumed
to be both optically thin, and in thermal equilibrium (via collisions), any single volume
element of plasma is radiatively decoupled from any other volume element, such that

the plasma can be described as a collection of quasi-isothermal plasmas (of varying

http://www.chiantidatabase.org/
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temperature) each occupying a different volume element. The intensity of a given

spectral line (I,,) from one of these quasi-isothermal plasma elements can be represented

I, = /// G(ne(r), T)n?(r) d’r. (3.8)

This is the intensity emitted by the source for an emission line a, where n.(r) is the

as

electron density at a position r within the volume, and G(n.,T), is the contribution
function which includes all necessary atomic physics of the line formation.

A change of variables allows Equation 3.8 to be rewritten as an integral over tem-
perature (cf. Craig & Brown, 1976). To perform this change in variables, the volume
element d’r can be represented as a surface at a position r, d®r = dSdr, and by di-
viding the emitting region into isothermal surfaces, dSr, the volume element can be
represented as

dr

d’r = dS (ﬁ> dT = |VT| ™" dSydT . (3.9)

Here, VT is the temperature gradient, and |VT |_1 is the inverse of the magnitude of
the temperature gradient. The volume of the of the plasma in the temperature range

T,T + dT can then be calculated as the integral over the surface S,

dV; = // VT dS | dT, (3.10)
Sr ;
where ¢ has been used to indicate each of the surfaces with a constant temperature.
The total volume in the range 7" to T' + dT is therefore dV = ¢(1")dT’, where

¢(T):§: //|VT]‘1dS | (3.11)

i
is the sum over a number of disjoint surfaces of constant temperature.

The line intensity (Equation 3.8) can be described as

I, = Z / / G(ne(r), T)n2(r) [VT|™"dS 3 dT, (3.12)
St

=1
T i
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or equivalently,

I, = / G(ne(r),T)i / / r) VT ' dS § ar. (3.13)

i=1
T i

The emission measure differential in temperature, the differential emission measure,

&(T), can be defined as

DEM = &(T / / )|Vt as | (3.14)

so that the line intensity can be written in a simpler form as

I, = /G(ne(r),T)f(T) ar, (3.15)
T

cf. Equation 3.5. Here, the quantity £(T') arises from the change in variables from
volume in Equation 3.8 to an integral in temperature. Equation 3.15 shows the moti-
vation behind the DEM formalisation in that the observable is more straightforwardly

related to a combination of physical properties of the emitting source.
Equation 3.14 can be further simplified under the assumption that the density
depends only on the position within the surface (Sr). If one defines a mean square
electron density over all surfaces (weighted with respect to the temperature gradient

over those surfaces):

s (g2 o )
n3(T) = fb((?) ( i (3.16)
S (Sff |VT|1dS>

with a constant density across all surfaces, n*(T") = n?(T), which is the electron density

at a temperature (T), therefore Equation 3.14 can be written as

dV
Ev(T) = ngd—T [em™ K™, (3.17)
which is the differential emission measure in volume. It is also useful to define the col-

umn emission measure (the amount of plasma along the line-of-sight) which is achieved
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by dividing Equation 3.17 by the observed area of the emitting source (cm?). The col-

umn differential emission measure for a plasma with a constant density is given by

£(T) =n?— [em™® K™ (3.18)

where n.(h(T)) is the electron density along the line-of-sight, h, and from this point we
define &(T') = £.(T). To compare to the EM-loci (§ 3.2.2), we can also interchangeably

use the emission measure distribution (EMD),

&(T)dT = n?dh [cm™®]. (3.19)

In order to reconstruct the DEM, multiple measurements of 1, (for multiple lines)

need to be obtained, and it is necessary to address the problem of solving Equation 3.15

for &(T).

3.2.1 Inverse Problems

Finding the differential emission measure/emission measure distribution is a widely-
used technique throughout solar and stellar astrophysics returning the temperature
distribution of the underlying emitting plasma by combining the line intensity, or
narrow-band filter measurements. However, the direct recovery is an inverse prob-
lem: the observed intensity is the convolution of the emission lines, or filters sensitivity
to temperature, and the physical properties of the underlying plasma. The basic idea
is that if one samples enough of the temperature range, it is in theory possible to
recover information about the underlying plasma by inversion; however, due to the
nature of this problem any attempt to reconstruct the DEM leads to substantial noise
amplification.

In a continuous problem of the form

b
d(:r):/ g(x,e)m(e)de, (3.20)

such as that in Equation 3.15, d(x) is the observable; g(x,€) is the kernel that encodes
all physics relating a model (m(e); the DEM, £(T), in Equation 3.15) to the data. In
these types of equations the interval [a,b| may be finite or infinite.

Equations in this general form—where the model is unknown—are referred to as
Fredholm integral equations of the first kind (e.g. Courant & Hilbert, 1953). The Fred-
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holm Equation (Equation 3.20, and therefore Equation 3.15) is a continuous-continuous
forward problem. However, in physics we generally only measure a finite number of
data points so this is an idealised representation of the problem. In order to solve this
problem we generally need to discretise these equations, and this can be represented
as d = Gm in the case of Equation 3.20 (e.g. Craig & Brown, 1976). Equation 3.15 is
well-posed (in the sense of Hadamard) if for all input data:

1. a solution ezists: for a set of observations, a DEM(T) solution exists.
2. the solution is unique: there is one DEM(T) that represents the observations.

3. the solution is stable: for a set of observations that produces a DEM(T), a small

change in the input observations cannot produce large deviation of the DEM(T).

Unsurprisingly, the Fredholm equation of the first kind (therefore Equation 3.15) is
a classic ill-posed inverse problem, and these three cases indicate pitfalls of differential

emission measure inversion (Craig & Brown, 1976).

In order to obtain the line-of-sight DEM, £(T), from a finite set of spectroscopic or
narrowband measurements, such as those obtained by Hinode/EIS and SDO/AIA, the
original problem (Equation 3.15) must be rewritten as a set of linear equations and

thus, the integral equation
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Figure 3.1: Left: Contribution functions for 22 spectral lines observed by Hinode/EIS
(cf. Warren et al., 2012). Each element is colour coded by ion. Right: Temperature
response functions for the siz optically thin SDO/AIA channels.
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m:L&@Mﬂﬂb (3.21)

can be written in the discretized form

N
g =Y Ki&(T), (3.22)
j=1

where as before, g; is the observable. This is either the integrated intensity (I, Equa-
tion 3.15) for a given spectral line (i = 0, ..., V), or the imaged data number (DN) for
a specific narrowband filter, ¢; {(T;) is the DEM at over a discrete temperature range
(j =0,..., M) corresponding to the temperature range and resolution required. In this
case, for spectroscopic data, K;; = G, ;, which corresponds to the contribution func-
tion of the line transition over the same temperature range (Equation 3.15; Figure 3.1,
left). For the application to narrowband data, such as those observed by SDO/AIA,
the same equations hold but in that case K, ; represents the physics of the emission
lines and the instrumental response: the temperature response function (Figure 3.1,

right). For the generalised case, the set of linear equations in matrix form are therefore

9i = K ;6(T}) . (3.23)

It must be noted that due to the ill-posed nature of this problem, any attempt
to reconstruct the DEM directly (i.e., £(1;) = K;jlgi, where M = N, and K™ is
the inverse of the matrix K) leads to substantial noise amplification (Craig & Brown,
1977).

3.2.2 A Direct Approach

Prior to discussing the process of trying to solve the set of linear equations in Equa-
tion 3.23, a direct approach to determining the temperature distribution along the
line-of-sight using only the observed line intensities and their contribution functions,
is to plot the emission measure loci (EM-loci). The EM-loci for an observed spectral
line, v is defined as I, /G(n,,T), and together represent the theoretical maximum of the
emission measure distribution. Independently, each EM-loci represents an upper-limit
of the EM(T;) when all EM is at T = T;. For an isothermal plasma (T = T,) all of the
EM-loci curves will meet at the point defined as 7., EM. This is however only true if
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Figure 3.2: Left: Contribution functions for 22 spectral lines observed by Hinode/EIS,
and described in Table 3.1 (cf. Warren et al., 2012). Each element is colour coded by
ion. Right: EM-loci curves for the same set of lines shown in Table 3.1, where I, are a

set of observed intensities

the fluxes are accurately calculated with correct atomic physics and the lines are not
blended. This method was first introduced by Strong (1979) (see Del Zanna & Mason,
2018), and this method has been used extensively in the literature (generally when
only a few lines were available, e.g. Veck et al., 1984; Jordan et al., 1987; Landi et al.,
2002; Del Zanna et al., 2002).

In addition to the EM-loci approach, other methods to measure the electron tem-
perature exist and have been used throughout the literature. These include considering
the intensity ratio of two emission lines (of the same ion) of different excitation en-
ergies. In this case, it can be shown (e.g. Del Zanna & Mason, 2018) that the ratio
is temperature dependent if the thermal energy of the electrons is smaller than the
excitation energies, and the electron temperature can also be extracted from ratios of
lines of different ionisation stages of the same element.

To demonstrate the EM-loci approach, Table 3.1 contains 22 observed line inten-
sities (ranging from log;oT = 5.8 — 6.75) and their uncertainties from an Hinode/EIS
observation of NOAA AR 11259 (see Warren et al., 2012). Figure 3.2 shows the contri-
bution functions obtained from the CHIANTI atomic database under the assumption
of coronal abundances (Feldman, 1992) and using the CHIANTT ionisation fractions
(Dere et al., 2009) for the 22 emission lines presented in Table 3.1. The contribution
functions are plotted as a function of temperature, and the equivalent EM-loci curves

are shown (right). From Figure 3.2 it is clear that this plasma is multi-thermal as no
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Table 3.1.  Hinode/EIS Observations of an Active Region Core (Warren et al., 2012)

Hinode/EIS ~ Wavelength log;T Iops oL,
Emission Line [A] K]  Jergem™2 s tsr!| Jergem™2 s7t sr!
Sivil 275.36 5.80 55.53 12.38
Feix 188.49 5.90 53.98 11.98
Feix 197.85 5.95 38.37 8.48
Fex 184.54 6.05 234.89 51.87
Fex1 180.40 6.15 807.94 178.26
Fex1 118.28 6.15 494.16 108.76
SX 263.23 6.20 68.43 15.15
SiXI 258.37 6.15 221.05 48.74
Fe x11 192.39 6.20 342.98 75.48
Fe x11 195.12 6.20 1167.41 256.86
Fe X111 202.04 6.25 1041.83 229.28
Fe x111 203.83 6.25 1444.68 318.00
Fe x1v 264.79 6.30 520.71 114.61
Fexiv 270.52 6.30 264.71 58.28
Fexv 284.16 6.35 4429.94 974.72
S X111 256.69 6.40 680.26 149.76
Fexvi 262.97 6.45 418.98 92.24
Arxiv 194.40 6.59 59.38 13.10
Caxiv 193.87 6.55 90.15 19.87
Caxv 200.97 6.65 64.86 14.40
CaxvI 208.59 6.70 23.10 6.74
CaXxvII 192.85 6.75 17.41 4.83

common crossing point is observed. To demonstrate the case of an isothermal plasma,
Figure 3.3 shows the case for the same set of contribution functions, where the line
intensities have been synthesised from two temperature distributions represented by

Dirac-delta functions (of a given T,, EM).
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Figure 3.3: EM-loci curves for two synthesised isothermal plasmas. Each panel shows
a different synthesised plasma defined as a Dirac-delta function of temperature T,
and EM. In comparison to Figure 3.2, a common crossing point is observed for each

example.

3.3 Difficulties in Reconstructing the DEM

In practice, all terms of Equation 3.21 are subject to errors and uncertainties. Not
only are these errors observed in the directly observed quantities such as the line flux,
but also in the atomic data, ion populations, and abundances. Blends of unresolved
lines not considered in line flux measurements, and errors in instrument calibration
also contribute to the systematic uncertainties.

From the contribution functions shown in Figure 3.2, if the uncertainties were as-
sumed to be negligable, G(n.,T') alone provides a limitation of the determination of
the differential emission measure. It is clear that G/(n.,T") have a non-negligible width
in temperature-space (with only slight dependence on the electron density), and if the
number of lines were to be small (as in the case where siz optically-thin SDO/AIA
channels are used), then the DEM would be under-sampled, and even with a large
number of lines, oversampling the temperature domain could occur. In this case differ-
ent lines (sensitive to the same region of temperature-space) could lead to conflicting
results (for a complete discussion see Phillips et al., 2012).

An approach to find the best approximate solution is to find an equation that
represents £(7') and minimises a loss function determined from observations and the

predictions from the forward problem. Finding the DEM from Equation 3.21 can be
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written as the least-squares problem

HK&(T)—g ’
g

=min, (3.24)
2

where ||z||, is the Euclidian (L2) norm: ||z||, = /Son, 22 = /22 + 23 + ... + 2%
Unfortunately, this does not have a unique solution, and additional constraints need to
be implemented in order to provide a unique (and meaningful) solution. This can be
done by adding linear constraints to the DEM (e.g. Hannah & Kontar, 2012, § 3.4.1),
or indeed a solution can be found through forward fitting.

In order to constrain the DEM solutions further, a number of constraints grounded
in the physics of the problem can be applied. For example, positivity of the DEM could
be required (no negative emission measure will be observed), or an initial guess of the

solution can be provided by the theoretical maxima given by the isothermal solutions
(the EM-loci; Figure 3.2).

3.4 DEM Reconstruction Techniques

This chapter has introduced the concept of the differential emission measure (DEM), an
ill-posed inverse problem. Within the literature there are a wide number of techniques
available to reconstruct the DEM by inversion or forward fitting in order to limit to
growth of uncertainties that comes about through inversion.

One of the long-standing methods to determine the DEM is the Metropolis-Hastings
Markov Chain Monte Carlo (MCMC|[M]) method introduced by Kashyap & Drake
(1998, 2000) (§ 3.4.3) to search the large parameter space for a solution. More re-
cently, Weber et al., 2004 represent the DEM as splines evenly spaced in log;(T, § 3.4.2;
Hannah & Kontar (2012) introduced the method of Tikhonov Regularisation (Regu-
larised Inversion, § 3.4.1) which adds linear constraints to Equation 3.21; and Cheung
et al. (2015) use the concept of sparsity to obtain a DEM solution that is faithfully
represented by the least number of (pre-defined) basis functions (§ 3.4.4).

Alternate methods that are not discussed in detail this chapter, but should be men-
tioned include the forward fitting of multiple Gaussians, Aschwanden & Boerner, 2011,
power-laws (e.g. Jordan, 1976), or a combination (Guennou et al., 2013), however the

inherent issue with forward fitting techniques is that if the assumption on the form of
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the DEM is inherently wrong, the results are then difficult to interpret.

The next sections will outline DEM codes used in this thesis, and present exam-
ple DEM solutions for each method from spectroscopic and narrowband data (where

possible).

3.4.1 Tikhonov Regularised Inversion (RI)

One approach is to perform Tikhonov regularisation (Tikhonov, 1963; Hannah & Kon-
tar, 2012). This method?, adds linear constraints to the problem, and can therefore be
interpreted as a penalised least squares problem. In this approach, starting with Equa-
tion 3.21, an additional term to represent the uncertainty on the observable is included

outside the integral (+ 0g;). Tikhonov regularisation solves the Lagrange multiplier

problem:
K¢(T) —gl|? _
cle) = || <L AL - o= min, @29
2
Ke(T)—g| | 2
which is to say, we want to minimise H%‘ ) subject to ||L(£(T) — &(T))|l; <

constant, where L is the constraint matrix, A is the regularisation parameter, and
&(T) is an initial guess of the DEM which can be zero. In this form, ||L&(T)||5 aims
to reduce oscillations that are the result of noise amplification and L controls the degree
of regularisation. For example, we may wish to obtain a solution which minimises £(7")
(which is to minimise the total EM required to obtain a solution), and in such a case,
Lo = L =TI (the identity matrix). This is known as zeroth-order regularisation. We
may also wish to minimise another measure such as L;{. Penalising ||L1£(7")||, will
therefore favour a solution that is relatively flat (L4 is proportional to the first derivative
of £); similarly, as Lo is proportional to the second derivative of £, penalising ||L2£(T')||,
will favour a smooth solution. We therefore refer to regularisation as zeroth-, first-,
and second-order regularisation, respectively. Most importantly, unlike Equation 3.24,
the solution to Equation 3.25 exists, and is unique.

This can be solved by taking the Generalised Singular Value Decomposition

2The code is available at https://github.com/ianan/demreg
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with ¢; = 7;/8;, (Hansen, 1992). &,(T) can be analytically obtained with the only

variable being the regularisation parameter A, using Morozov’s discrepancy principle

(Morozov, 1967):

2 =a. (3.27)

2

K&(T) —g
g

1

N
Here we define o as a tweak parameter, which controls the x? of the solution. We
typically take a = 1 (x? &~ 1), which allows &,(T") to be determined, and subsequently,

Equation 3.25 can therefore be solved.

3.4.1.1 Error Estimation

Returning to the original equation for matrix formulation of the DEM (Equation 3.23),
if we suppose that we know the true DEM, & ue(T), then ¢ = Kéyue + 0g. The
regularised solution is represented as &,(7) = R,g, and it therefore follows that the

estimated error on the DEM is,

08 = &x — &true
=Ryg — &true
= RA(K&rue +09) — Etrue
= (RAK — 1)&rue + Ridg
which is the result described in Hannah & Kontar (2012). Here, the first component

(3.28)

represents the horizontal errors, and the second component represents the vertical
errors.

From the equations for £,(7") and &iue(7) at the beginning of this section, it is clear
that the temperature resolution is how much R,\K differs from I, the identity matrix.
If this problem was well-posed, RyK = I, and R, would be the inverse of K. As a
result, R)\K is not the identity matrix, and the full-width at half maximum of R)\K

for a given temperature bin provides the temperature resolution.
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3.4.1.2 Tikhonov Regularisation DEM Examples

Returning to the set of observations presented in Table 3.1, the emission measure
distribution can be obtained®. For zeroth-order regularisation where the regularisation
matrix, L, has been normalised by the EM-loci to constrain the solution, the emission
measure distribution (EMD) is shown in Figure 3.4 for the same active region as used in
Figure 3.2. To compute the solution shown in Figure 3.4, we have set a = 1, positivity
is enforced by choosing the smallest solution to Equation 3.27 (where £(7') > 0), and
an initial guess, (7), equal to the minimum of the EM-loci (See Figure 3.2) has been
provided.

The output is the emission measure distribution (black line) with error bars in
both temperature and emission measure overplotted in blue. From this Figure it is
clear that the solution is below the EM-loci, and there are significant uncertainties at
high-temperatures (log;oT g 6.7), and also at low-temperatures (log;oT < 5.9). This
behaviour is also clearly reflected in the Ry\K matrix (§ 3.4.1.1). Figure 3.5 shows the
R, K matrix with the rows providing information on the temperature resolution. The
R, K matrix is almost diagonal over log;oT. As seen in Figure 3.4, there is deviation
from the diagonal at both high and low temperatures, but this is expected as there
is little constraint in this region (e.g. Warren et al., 2012). Additional soft X-ray
observations (such as those from MaGIXS, § 2.2.2), or hard X-ray observations (e.g.
NuSTAR, Chapter 4, and as will be shown in Chapter 5), would be able to constrain
the higher temperature component of the EMD.

It is important to note that without the positivity flag we obtain a solution that
is oscillatory between positive and negative values. This is similar to the situation in
Figure 17 in Hannah & Kontar (2012), and highlights a solution that is over-regularised
(Craig, 1977; Bertero et al., 1985).

In order to demonstrate the different orders of regularisation, Figure 3.6 compares
the zeroth-order regularised solution (see Figure 3.4) to the first-, and second-order
regularised solutions (as plotted in Figure 3.4). The corresponding R,K matrices for
zeroth-, first-, and second-order regularisation are shown in Figure 3.7. Figure 3.6 shows
the EMD solutions (as in Figure 3.4) for the zeroth-, first-, and second-order solutions
(black, dark grey, and grey). While uncertainties are omitted for clarity (cf. Figure 3.4

for uncertainties on the zeroth-order solution), Figure 3.7 displays the respective RyK

3using the IDL code located at https://github.com/ianan/demreg
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Figure 3.4: Emission measure distribution determined by Regularised Inversion for
the 22 Hinode/EIS emission line observations outlined in Table 3.1 (see Warren et al.,
2012). The EM-loci are overplotted and provide a theoretical maximum of emission
measure. The emission measure distribution (black line), where the error bars in both

log1oT and Emission Measure are plotted in blue.
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Figure 3.5: R)\K matrix with each row providing the temperature resolution (for each

temperature, T)).
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Figure 3.6: Emission measure distribution determined by Regularised Inversion for
the 22 Hinode/EIS emission line observations outlined in Table 3.1 (see Warren et al.,
2012). The EM-loci are overplotted and provide a theoretical maximum of emission
measure. The emission measure distribution for zeroth-order regularisation is shown
(as in Figure 3.4, black line); first-, and second-order regularisation are shown in dark

grey and grey, respectively.

Figure 3.7: R,K matrices for the zeroth-, first-, and second-order solutions (left to
right) for the EMDs shown in Figure 3.6. With increasing order, there is significant

deviation from the diagonal with uncertainties generally increasing.

matrices for each solution. These are observed to increase in FWHM with higher-
order, and above log;gT ~ 6.7 K there are significant uncertainties present in the
second-order solution. With a higher order solution, we are forcing a “smooth”/flatter
solution. This can result in more EM at high-, and low temperatures, blurring the

R, K matrix (increasing uncertainties).
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Finally to demonstrate DEM inversion with SDO/AIA data, we extracted the
SDO/AIA intensities from the same region (at the same time) as those presented in
Table 3.1. Using the siz optically-thin SDO/AIA channels and SDO/AIA response
functions, we are able to recover the equivalent SDO/AIA EMDs for zeroth-, first-,
and second-order regularisation (Figure 3.8).

Figure 3.8 shows the three EMDs (zeroth, black; first, dark grey: second, grey),
with the SDO/AIA EM-loci overplot. In addition to the SDO/AIA loci, Figure 3.8
shows the Hinode/EIS EM-loci for reference, as the EMD should also lie below the
Hinode/EIS EM-loci (see § 3.2.2).

The R)K matrix is also shown in Figure 3.9 for zeroth-order regularisation only.
As would be expected (due to the broad nature of the SDO/AIA temperature re-
sponse functions), the EMD is constrained (to a comparable degree to spectroscopic
observations) only over a small region of temperature space. This region, located at
log1pT = 6.1 — 6.5, is well-constrained by many filter channels.

Additionally, for the SDO/AIA EMD there is considerable amount of addition emis-
sion measure at ~ 10 MK which is poorly constrained by SDO/AIA, and in order to
constrain this emission measure further, additional observations are required (e.g. Hin-
ode/XRT, and NuSTAR; see Chapter 5).
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Figure 3.8: Emission measure distribution determined by Regularised Inversion for
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plotted in addition to the Hinode/EIS EM-loci and provide a theoretical maximum of
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3.4.2 Iterative Least-Squares Approach

An iterative least-squares approach has been implemented by Golub et al. (2004);
Weber et al. (2004) and is available as part of SSWIDL (xrt_dem_iterative2.pro?;
XIT). XIT produces a least-squares fit to the observation with the DEM represented
by a spline with knots spaced evenly in logyT.

In order to reconstruct a DEM for a set of observations, a (flat) starting DEM is
assumed (see Figure 3.10), where the number of spline knots equals the number of
input channels (with a maximum of seven spline knots). Synthetic fluxes from this flat
DEM are generated, and then compared to the predicted observations in each filter.
The optimal DEM is found by minimising y? with the mpfit routines®. These use the
non-linear least-squares method based on the FORTRAN MINPACK-1° routines.

Figure 3.10 (top) shows the output of a modified version of xrt_dem_iterative2.pro
(to demonstrate the process of this method), from a flat DEM at iteration zero (light
blue), to the final DEM (blue - black) with the siz spline knots are denoted by filled
circles. Figure 3.10 (bottom) shows x? value as a function of iteration using the same

colour table.

3.4.2.1 Error Estimation

Uncertainties on the DEM can be calculated with Monte Carlo (MC) iterations: input
data is perturbed by an amount randomly drawn from a Gaussian distribution with a
standard deviation equal to the uncertainty in the observation. The routine described
in § 3.4.2 is repeated for each MC iteration. Starting at a flat DEM, least-squares
minimisation is performed and the collection of DEMs that are a result of MC iterations
can then be assumed to represent uncertainty. It should be noted, that there is no
guarantee that the x? of the MC iterations is near the x? of the original DEM solution.

It is therefore advisable that for each MC iteration plotted, the y? value is considered.

3.4.2.2 TIterative Least-Squares DEM Examples

Figure 3.11 shows the SDO/AIA EMD obtained using the xrt_dem_iterative2.pro
code, and was initially designed for Hinode/XRT observations. The SDO/AIA obser-

“https://hesperia.gsfc.nasa.gov/ssw/hinode/xrt/idl/util/xrt_dem_iterative2.pro
Shttp://cow.physics.wisc.edu/ craigm/idl/idl.html
Shttp://www.netlib.org/minpack/


https://hesperia.gsfc.nasa.gov/ssw/hinode/xrt/idl/util/xrt_dem_iterative2.pro
http://cow.physics.wisc.edu/~craigm/idl/idl.html
http://www.netlib.org/minpack/
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Figure 3.10: A single run of xrt_dem_iterative2.pro, using 6 channels of SDO/AIA
observations. Top: iterative least-squares EMD for increasing iterations from a flat
DEM, to the final form (light to dark blue). Six spline knots are highlighted as filled
circles, evenly spaced in log;oT. Bottom: x? as a function of iteration. The colours of
each iteration correspond to the same colours of the EMDs (top), and show a decrease

in 2.

vations were obtained for the same region as the Hinode/ FIS observations in Table 3.1,
and Figure 3.11 shows the EMD (first shown in Figure 3.10) as a dark blue line, with
the addition of 300 MC iterations (overplotted as dashed lines in blue). These iterations
are performed to understand the uncertainty on the DEM. As the DEM is calculated
with spline knots evenly spaced in logoT, the DEMs are inherently smooth.
Furthermore, in order to compare to Figure 3.4, the xrt_dem_iterative2.pro

code was slightly modified to accept the Hinode/EIS lines described in Table 3.1. In
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Figure 3.11: xrt_dem_iterative2.pro emission measure distribution for the siz
optically-thin SDO/AIA observations. The EMD shows the SDO/AIA EM-loci, and
Hinode/EIS EM-loci (grey) for comparison. 300 MC iterations are overplotted in light

blue, and provide an approximate error region.

this case (Figure 3.12), there are seven spline knots evenly spaced in log;oT, and the
DEM captures similar information to that from RI (Figure 3.4): two peaks, one high-
temperature peak at logiyT = 6.15, and another at approximately log;oT = 6.55. A
characteristic of spline interpolation is a large increase of emission measure as one
approaches the extremities. Figure 3.13 shows the final EMD with 300 MC iterations.
Here, a significant amount of emission measure is seen at log;oT = 5.6 in the original

solution, and traces of this can be seen at log;oT = 7.0 in the (light blue) MC iterations.
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Figure 3.12: A single run of xrt_dem_iterative2.pro, using 22 channels of Hin-

ode/EIS observations (Table 3.1). Top: iterative least-squares EMD for increasing

iterations, from a flat DEM, to the final form (light to dark blue). Spline knots are

highlighted as filled circles. Bottom: x? as a function of iteration. The colours of each

iteration correspond to the same colours of the EMD curve (top), and show a decrease

in y2.
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Figure 3.13: xrt_dem_iterative2.pro solution for the Hinode/EIS observations out-
lined in Table 3.1. The form of the EMD is similar to the RI EMD in Figure 3.4,
and shows two peaks at similar temperatures, with the high-temperature peak at
log1pT = 6.55.
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3.4.3 Markov-Chain Monte-Carlo MCMC|M]

The Metropolis-Hastings Markov-Chain Monte-Carlo, MCMC|[M], algorithm of Kashyap
& Drake (1998, 2000) is available as part of the Package for the INTerative Analysis
of Line Emission (PINTofALE"). The MCMC|M]| method is based on the Markov-
Chain Monte Carlo process, with the aim of obtaining the most probable set of model
parameters that describe the data by adopting a Bayesian approach.

Initially, a guess of the DEM solution is generated, and randomised adjustments are
made in the set of parameters that define the initial DEM. One parameter is changed
at a time, (depending only on the parameters at step ¢ — 1) in order to search the
large parameter space for a small “volume” which accurately represents the data. For
each step a new probability is calculated, and either accepted or rejected according to
the Metropolis Algorithm (Metropolis et al., 1953). While the MCMC|M] algorithm
assumes no a priori, local smoothing is implemented based on the set of contribution
functions, and the alogrithm is computationally demanding.

Figure 3.14 shows the MCMC|M| EMD (black line) for the Hinode/EIS observations
presented in Table 3.1, and the blue dotted lines represent 300 MC iterations.

10%

Emission Measure [cm™)

10%° s i i o
i L I R R (5% h
5.6 5.8 6.0 6.2 6.4 6.6 6.8 7.0
logsoT [K]

Figure 3.14: MCMC|M] emission measure distribution for the 22 Hinode/EIS observa-
tions shown in Table 3.1 (see Warren et al., 2012), with EM-loci overplot. The blue
dotted lines represent 300 MC iterations, and the black line indicates the iteration with
the highest probability.

"http://hea-www.harvard.edu/PINTofALE/
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3.4.4 Basis Pursuit

In order to obtain a solution to a system of linear equations that is underdetermined
we have seen that we must impose extra constraints. An alternative to Tikhonov
Regularisation is to minimise the number of non-zero entries in order to obtain a
sparse model—an ideal that is the basis of the field of compressed sensing. As has
been discussed previously, the least-squares solution to this problem is to minimise
the L2-norm. To enforce sparsity when solving this underdetermined system of linear
equations, one can instead minimise the number of non-zero components. This method
has been implemented by Cheung et al. (2015)8.

The matrix formulation of the integral in Equation 3.21 has been shown to be
represented in the form, g = K¢ (Equation 3.23), where g an m—tuple corresponding
the measurements obtained by SDO/AIA; K is an m X n matrix representing the
underlying physics, and £ is the differential emission measure, an n-tuple. In order to
represent the DEM as a set of basis functions, Equation 3.21 can be first represented

as

gi =Y Ki;EM;, (3.29)
j=1
and for this method, we can further represent the DEM as

l
&(logyoT) =Y _ by(log, Ty, . (3.30)

k=1

Here, we have rewritten the DEM in terms of a set of basis functions, b;;, with
j = log1oT, (k =1,2,...,1), with quadrature coefficients x; > 0 (Cheung et al., 2015).
The final discretised version of the integral in Equation 3.21, as sums in logoT, is

represented as

n l
g9i =YY Ki;BjapAlog, T, (3.31)
j=1 k=1
where as with previous examples, 7 = 1,..,n is the index of the temperature bin,

and K;; = K;(logT;) with dimensions m x n. Important to the case here, B;; =

8This code is available at http://www.lmsal.com/~cheung/AIA/tutorial_dem/.
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bi(logT};) has dimensions n x [, and the [-tuple, z, is the desired solution vector—
the set of coefficients determined to represent the differential emission measure—with
components zxAlog,, T, (k= 1,2,...,1). This is equivalent to g = K¢, and is denoted
as ¢ = Dx where the dictionary matriz is defined as D = KB, and £ = Bz.

3.4.4.1 Basis Functions

From Equation 3.30, we have seen that the DEM is now represented in terms of basis
functions. These basis functions can be defined by the user, however the basis functions
described and validated for SDO/AIA inversions in Cheung et al. (2015) consist of

Dirac-delta functions represented as

kairac(logj}) =1, if logT}; = logTy,

(3.32)
= 0, otherwise,
and Gaussians with widths a = {0.1,0.2,0.6},
{bilk =1,2,...,n}, where,
(logijlogT )2
b(logTy) =e a2 if |logT; —logT}| < 1.8a,  (3-33)

= 0, otherwise.

Equation 3.33 describes Gaussians that are truncated for values of log;(T}; outwith
the temperature grid, and for values of |logTj — logT};| < 1.8a. We can then describe

the basis matrix B as

B = (BDiraC|Ba=0.l|Ba=0.2|Ba=0.6) 7 (334)

where for n temperature bins, B has dimensions n x 4n as B is the concatenation of
four different basis functions. As D = KB, D will have dimensions m x 4n, and x will
be a 4n-tuple.

It is also important to note that with the choice of basis functions that are not
normalised, if there are multiple solutions which produce an equal fit to the data, the
method will favour the solution that consists of a single broad Gaussian rather than
multiple narrower Gaussian (Cheung et al., 2015).

While the aforementioned basis functions have been tested and validated for SDO/AIA

data, recently, Su et al. (2018) demonstrated that this set of basis functions may over
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predict X-ray fluxes as they inhibit a steep drop-off at high temperatures. Su et al.
(2018) therefore recommend a set of basis functions that consist of Dirac-delta functions

plus Gaussians with a = 0.1.

3.4.4.2 The Method

In their papers, Candes & Tao (2006, 2007), show that this approach of sparsity for
underdetermined linear systems often results in a better approximation to the real
signal than least-squares. The sparsest solution is the solution to the optimisation

problem

minimise ||z||, subject to Dz =g (3.35)

where ||z]|, is the LO “norm” (the number of non-zero components, Donoho, 2006), and
we recall that D = KB. While this problem is extremely difficult to solve (Cheung
et al., 2015), Candés & Tao (2006) showed that an effective alternative is to solve
the L1l-problem. This is equivalent (or at least close) to the LO-norm. Fortunately,

obtaining a solution to the L1-problem,
minimise ||z||; subject to Dz =g (3.36)

is relatively easy as methods already exist to solve the linear program. In this case,

the L1-norm is defined as

[l = D lasl = laal + o] + oo+ [ - (3.37)

j=1

As has been discussed in Section 7.2.3, random errors on g may not satisfy g =
Dz, and we also require a solution with values > 0. The convex objective function
||z[|; therefore reduces to the linear form, > . z;. This can then be solved using the
simplex algorithm (Dantzig et al., 1955) which is designed to find optimal solutions to
a such a problem where the objective function is linear and constraints are provided as
inequalities. The method of Cheung et al. (2015) therefore solves the linear program

that is represented as
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minimise ij subject to:
j=1
Dz <g-+n (3.38)
Dz > maz(g —n,0) '

x>0

where 7 is an m-tuple corresponding to the uncertainties on g, and there are two
constraints on Dz attempt to limit the solution deviating from Dx = g¢.
This inversion problem in Equation 3.38 is an example of the basis pursuit optimi-

sation principle. As described in Chen et al. (1998),

“Basis pursuit (BP) is a principle for decomposing a signal into an ‘optimal’

superposition of dictionary elements”.

This is to say that the optimal solution is the solution that minimises the L1-norm to
find the most sparse representation of y from the overcomplete dictionary D. In the
simplex implementation of basis pursuit one finds an initial basis A that consists of a
number of columns of D, for which A~'g is non-negative (see Chen et al., 2001). This
is iterated by swapping one term in the basis (from the dictionary) for one that is not
included to improve the objective function. This continues until the optimal solution
is reached.

Finally, as with the DEM reconstruction methods described by Hannah & Kontar
(2012), and Weber et al. (2004), uncertainties in the vertical direction can be estimated

with Monte Carlo iterations.

3.4.4.3 Basis Pursuit DEM Examples

To demonstrate the output of the Basis Pursuit code, we first consider the case of
DEM inversion using the set of basis functions described in Cheung et al. (2015). For
this example, and in order to compare to the other methods in this Chapter we have
modified the original code’ that has been designed for SDO/AIA and Hinode/XRT
data to allow input of spectroscopic line information (such as Hinode/EIS as described
in Table 3.1).

Yhttp://www.lmsal.com/ cheung/AIA/tutorial_dem/
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Figure 3.15: Basis Pursuit solution with a set of basis functions described by Dirac-

delta functions and Gaussians with a = {0.1,0.2,0.6}. These are shown for Hinode/EIS

observations (left), and the corresponding SDO/AIA observations (right).
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Figure 3.15 shows DEM reconstruction from the Hinode/EIS data described in
Table 3.1, and SDO/AIA observations (left, right). The DEMs are reconstructed
for both Hinode/EIS, and SDO/AIA observations using a set of Dirac-delta func-
tions and Gaussians with widths, a = {0.1,0.2,0.6}. The Hinode/EIS DEM (Fig-
ure 3.15, left) is represented by five Gaussians with widths, and peak temperatures
described as a = [0.1,0.2,0.2,0.6,0.6], and log;oT = [6.55,6.20,6.45,6.10,6.15], re-
spectively. Similarly, the SDO/ATA DEM (right) shares the same widths, but at values
of log1oT = [6.20, 6.45,6.50,6.70,6.75]. Comparing the DEMs in Figure 3.15, it is clear
that in this case the SDO/AIA DEM returns a solution with a significant amount of
emission at 10 MK, which is not present in the DEM obtained from spectroscopic data
and in many situations will over predict observations in higher energies (e.g. Su et al.,
2018).

We next consider the case of DEM inversion using the set of basis functions de-
scribed previously but without the Gaussian with a = 0.6 as this is seen to overpre-
dict the amount of high-temperature emission. Figure 3.17 shows DEM reconstruc-
tion from the data described in Table 3.1, and the synthesised SDO/AIA observa-
tions. In this case the solution obtained from Hinode/EIS and SDO/AIA with a =
{0.0,0.1,0.2} closely resemble each other. The basis functions for the Hinode/EIS, and
SDO/AIA DEMs are, a = [0.1,0.2,0.2,0.2,0.2], log1oT = [6.55,6.15,6.20,6.45, 6.50;
a=10.2,0.2,0.2,0.2,0.2], log;oT = [5.7,6.10,6.15, 6.50, 6.55].

Finally, we consider the case of DEM inversion using the set of basis functions
described in Su et al. (2018). In this case, the DEM is reconstructed using a set of
Dirac-delta functions and Gaussians with widths, a = 0.1, and shows a similar solution
with both methods albeit shifted in the z-direction. The basis functions for the Hin-
ode/EIS, and SDO/AIA DEMs are both represented by five Gaussians with a = 0.1
and log;oT = [5.90,5.95,6.25,6.55,6.60] and log;oT = [5.75,6.10, 6.15, 6.40, 6.45] re-

spectively.

The dependence of the solution on the set of defined basis functions clearly indicates
that the set of basis functions used to recover the DEM needs to be assessed. Here it
was clear that a set of basis functions including a Gaussian with a = 0.6 vastly overesti-
mates the high-temperature component when compared to the equivalent temperature

distribution derived from Hinode/EIS observations. Su et al. (2018) determined that
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a set of basis functions consisting of Dirac-delta functions and Gaussians with a = 0.1
will not over fit the X-ray data, however further investigation of these basis functions
is required. Higher energy observations will allow the high-temperature component of
the DEM to be further constrained, and this will allow the choice of basis functions to

be further refined.

3.5 Summary

In this Chapter we have introduced the concept of differential emission measure inver-
sion. As seen in Chapter 1, this is a widely used technique to understand the heating
of the corona.

In Chapter 5 the differential emission measure will be constrained over an unprece-
dented range in temperature using SDO/AIA, Hinode/XRT, and NuSTAR. This is
performed with the Tikhonov Regularisation code (§ 3.4.1), and the iterative least-
squares approach (§ 3.4.2) as these codes are able to easily accept the input of all
instruments.

In Chapter 7, the EM-weighted time series will be extracted from DEM inversion.
Tikhonov Regularisation (§ 3.4.1) has a particular advantage in that it can provide
both horizontal and vertical uncertainties. These uncertainties can be represented by
the R\K matrix (e.g. Figure 3.5) in order to understand where the DEM is best
constrained. Basis Pursuit (§ 3.4.4, published since the start of this work) is also

considered.



Chapter 4

NuSTAR Hard X-ray Imaging
Spectroscopy

The Nuclear Spectroscopic Telescope Array (NuSTAR) is a NASA SMall EXplorer
(SMEX) mission that was launched in 2012 (Harrison et al., 2013), and it is the first
of its kind to take advantage of the recent technological advancement in the ability to
directly focus photons > 10 keV. The technological advancements in optics and solid-
state detectors have only become possible in the last decade, and these allow NuSTAR
to be significantly more sensitive than instruments such as RHFESSI that use indirect
imaging techniques to observe at these energies.

This chapter will provide an overview of the NuSTAR telescope, and an introduction
to NuSTAR imaging and data processing. This chapter will also discuss the inherent
limitations for heliophysics observations, along with the heliophysics science goals and

results from the initial observations of the Sun.

4.1 Overview

The NuSTAR satellite was launched in to a low-Earth orbit in its stowed formation
(Figure 4.1, right) in June 2012. Upon reaching orbit, the solar arrays were first de-
ployed (Figure 4.1, left), followed by the mast many days later. The final configuration
is shown in Figure 4.1 (bottom). Figure 4.1 shows two schematics of NuSTAR in the
pre-, and deployed mast configurations in addition to a photograph in the stowed

(launch) position. Additionally, Figure 4.2 shows photographs of the deployable mast,



4.1: Overview 63

+Z

epfo

¥

PO'SO‘,'arA
ray, Instrument

Star Tracker ™.

Optics Modules

ot

Shielded
focal plane
detectors

Star tracker

Metrology system
Mast Adjustment Mechanism

Figure 4.1: Top Left: A schematic of NuSTAR prior to mast deployment. Top Right: A
photograph of the stowed configuration of NuSTAR. Bottom: A schematic of NuSTAR
in the deployed position with the optics modules separated from the focal plane by
the 10 m mast. These images are from the NuSTAR User’s Guide at the High Energy
Astrophysics Science Archive Research Center (HEASARC).

one of the detector modules, and one of the optics modules.

NuSTAR’s two-year primary mission began in August 2012, and was aimed at
addressing five primary astrophysics-related science objectives (Harrison et al., 2013).
After this initial period, NuSTAR’s extended mission opened to proposed observations
through the guest observer programme (§ 4.4.2).

In terms of the instrumentation itself, NuSTAR consists of two identical, co-aligned
telescopes (A, B) that each utilise focusing optics to directly image Hard X-rays (HXRs,
2.5 — 78 keV) on to the Focal Plane Modules (FPMA, FPMB) ~ 10 m behind—each
consisting of pixellated detectors totalling 64 x 64 pixels. The NuSTAR field-of-view is
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Figure 4.2: Top Left, Top Right: A photograph of NuSTAR mast in the stowed po-
sition and a photograph of deployed NuSTAR mast (cf. Figure 4.1). Bottom Left:

Photographs of one of the optics modules consisting of 133 nested Wolter-I shells. Bot-
tom Right: Photographs of one of the detector modules consisting of four 32 x 32 pixel
detectors crystals (each crystal measures 2 X 2 cm). These images were extracted from
the NuSTAR User’s Guide at the HEASARC

approximately 12" x 12" (Harrison et al., 2013) and each telescope achieves an angular
resolution of 18” (which is dominated by the optics), and a half-power diameter of
58" (Madsen et al 2015). In terms of spectroscopy, NuSTAR has a useable energy
range of between 2.5 and 78 keV (which is well calibrated above 3 keV, Grefenstette
et al., 2016) and the energy resolution of each telescope has a FWHM of 400 eV at
10 keV, which extends to 0.9 keV at 60 keV. There is a “dead-time” window of 2.5 ms
between triggered counts (in which no additional counts are recorded, which results in
a maximum throughput of 400 counts s™! per telescope, § 4.2.2.1) and the readout time

of the onboard electronics is only 8 us per event, which minimises pileup (§ 4.2.2.3). In
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Table 4.1. Summary of NuSTAR & RHESSI Specifications

Specification NuSTAR RHESSI
Launch Date 2012 2002
Mission Duration 2012 — present 2002 - 2018
Imaging Focussing Optics RMCs®
Energy range |keV] 2.5 — 178 3 — 17000
field-of-view 12" x 12/ full Sun
Angular Resolution 18" > 2.3
FWHM 400 eV at 10 keV <1 keV at 10 keV

0.9 keV at 60 keV ~ 1 keV at 60 keV
Throughput [counts s™!] 800° 3 x 10°
Effective Area [cm?] 600 45.6

aRotational Modulation Collimators

P400 counts s~ per module

comparison to RHESSI, in the range of solar flaring events (4 — 15 keV), NuSTAR has

an average effective area over 10x greater, and a background four orders of magnitude

lower (Grefenstette et al., 2016, § 4.2.2). A summary of NuSTAR specifications in

comparison to RHESSI is shown in Table 4.1.

4.2 NuSTAR Instrument

4.2.1 Focusing Optics

Mirrors are widely used to focus incoming light. The interaction of X-ray light with

the matter it propagates through can be described by the complex index of refraction

(Attwood, 2007):

n=1—0+1i0.

(4.1)
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Here, 0 describes the phase change and  accounts for absorption, and are both
functions of wavelength (), or photon energy. The real part of n, 1 — ¢, is exactly
unity in a vacuum, and under such conditions, according to Snell’s law, photons will

undergo total external reflection at a grazing angle 0.

cos(0.) =1—96. (4.2)

For X-rays, as 6 < 1 the small angle approximation can be made®. The solution,

the critical angle for total external reflection of X-rays, is therefore written as

0. =V20. (4.3)

As ¢ accounts for absorption, ¢ is dependent on the material used for reflection. It
is dependent on the atomic number Z, and is proportional to A?. For the case of heavy
elements where Z/A ~ 0.5 (the ratio of atomic number and weight), the critical angle

(as thoroughly described in Aschenbach, 1985) can be estimated as

0. = 5.6\/p, (4.4)

or in terms of Energy (E, keV),

3

6, = 6.9 (4.5)

5
where 6, is in units of arcminutes ('); X is in units of A; and p is in units of g em 3.

For X-rays with a wavelength of a few A, Equations 4.4, and 4.5 describe a critical
angle of about 1°, so a grazing incidence design is required § 4.2.1.1. While these
equations also explicitly demonstrate the superiority of heavy elements such as gold
(Au, Z = 79) or platinum (Pt, Z = 78), these elements have their own absorption
structures. Gold has an absorption structure at ~ 2.2 keV (~ 5.6 A, Figure 4.3), and
platinum has an absorption structure at ~ 78 keV (~ 0.2 A) As will be discussed,
it is ultimately this absorption structure at ~ 78 keV that results in the upper-limit
of the NuSTAR energy sensitivity. To demonstrate this, Figure 4.3 shows the optical
constants and reflectance of gold (including the 2.2 keV absoption structure) over the

energy range of 0.1 — 10 keV for a range of grazing angles.

LAs in reality 3 is non-vanishing, the reflection is not total for § < 6., and thus X-rays will be
reflected at 6 > 6.
Zcos(0) =1 — %
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Figure 4.3: Optical constants (4, #) and reflectance of gold over the energy range
0.1 —10 keV, for a set of grazing angles. The absorption structure at 5.6 A (~2.2keV)
is evident. This Figure is reproduced from Friedrich (2008).

A way to enhance the reflection angles is to use multi-layer coated optics. Multi-
layer coated optics are composed of a stack of thin, alternating layers of two different
materials. The alternating layers typically consist of a dense and a light material,
with the light material used as a spacer to introduce discontinuities in the refractive
index. Reflectivity can be further enhanced across a range of hard X-ray wavelengths
by varying the thickness throughout the stack, such that the period decreases with
depth (depth-grading, Christensen et al., 1992; Gorenstein, 2012).

4.2.1.1 Wolter-Type Telescopes

To image X-rays, Wolter (1952) proposed three configurations for two-mirror grazing
incidence design. These three concepts are known as Wolter-I; Wolter-1I; and Wolter-
I1I, and each of these produces sharp images for on-, and off-axis objects®. Figure 4.4
shows the Wolter-I design that uses a parabolic and hyperbolic mirror configuration.
With a prescription by VanSpeybroeck & Chase (1972) this configuration has become

the most common configuration for X-ray telescopes as it can be nested to achieve large

3each satisfy the Abbe sine condition, Abbe (1881).
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Figure 4.4: Wolter-I configuration consisting of a paraboloid and a hyperboloid, with
the two reflection surfaces indicated as P; and P,, and the focal point as F5. This

Figure is reproduced from Wolter (1952).

effective areas.

Each shell of nested Wolter-I optics has a collecting area that is dependent on a
thin projected circle with an area dependent on the mirror radius, r, and the length of
the mirror element, [. For small angles this can be approximately represented as

1 l
area = §7r7"2 7 (4.6)
where f is the focal length (see Friedrich, 2008). This area is significantly smaller than

the mirror surface, and nesting many mirror shells can enlarge the collecting area and

prevent direct light entering the optics, but also limit the field-of-view.

NuSTAR employs a conical approximation of the Wolter-I design (Petre & Ser-
lemitsos, 1985), and each Optics Module (OMA, OMB) consists of 133 depth-graded
multi-layer coated nested shells (see Figure 4.2 for a photograph of one of the optics
modules). The 43 outer shells are multi-layer coated with W/Si, and the inner 90 are
similarly coated with Pt/C to enhance reflectivity (Madsen et al., 2009; Christensen
et al., 2011). The sensitivity drop-off at ~ 78 keV results directly from the Pt K
absorption edge of the Pt/C multi-layer coating.

Each telescope achieves an angular resolution of 18” (FWHM), which is dominated
by the optics, and a half-power diameter of 58" (Madsen et al., 2015) which is charac-
terised by a centrally sharp point spread function (PSF) with broad wings (see Figure
7 in the NuSTAR observatory guide and Madsen et al., 2015).
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Figure 4.5: Direct comparison between the observation of a GOES B2.7-class microflare
observed by RHESSI (left; with a field-of-view restricted to the FOXSI field-of-view,
16.5" x 16.5"), and FOXSI (right, see § 2.3.1) during the first flight in 2012 (Krucker
et al., 2014). These images are plotted with the same colour scaling and reconstruction
artifacts are present across the RHESSIimage. This Figure is reproduced from Krucker
et al. (2014).

In the range of solar flares (4—15 keV), the combination of both NuSTAR telescopes
has an average effective area of 600 cm?; over ten times the equivalent for RHESSI
(45.6 cm? for 8 RHESSI detector modules, Grefenstette et al., 2016).

The advantage of using direct vs. indirect imaging is clearly shown in Figure 4.5.
Figure 4.5 shows a comparison of a small flare (GOES B2.7) observed with both Rota-
tional Modulation Collimators (RMCs) and Wolter-I focusing optics. For the indirect
observations by RHESSI (Figure 4.5, left), reconstruction artefacts are clearly shown
in addition to the B2.7-class microflare (located at [950”,—200"]).

4.2.1.2 Ghost-Rays & Stray Light

For a photon to be “focused” through the Wolter-1 optics, two sequential reflections are
required (Figure 4.4). However, with sources that are located off-axis, a well-known
problem with Wolter-I optics is that it is still possible for a photon with only one single
reflection in the optics to reach the detector plane (as can be seen in Figure 4.6). Top to
bottom, Figure 4.6 shows the possible reflection geometries for a focused photon (double

bounce), two geometries for singly reflected photons (on the primary or secondary
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Figure 4.6: Top to bottom: double bounce (properly “focussed” X-ray); single bounce
(upper); single bounce (lower); and back reflected photons through Wolter-I optics.
This Figure is adapted from Madsen et al. (2017).

mirror respectively), and there is also the example of a back-reflection (Figure 4.6,
bottom) which dominates at the largest off-axis angles as a result of nesting shells
(Madsen et al., 2017).

These single bounce photons shown in Figure 4.6 are known as “ghost-rays” (Madsen
et al., 2015), and are an inherent problem associated with NuSTAR solar observations.
As the NuSTAR field-of-view is smaller than the solar disk, bright X-ray sources outside
the NuSTAR field-of-view (between 3" and 40/, see Figure 7, Grefenstette et al., 2016)
can provide a significant contribution of ghost-rays to observations. These ghost-ray
sources produce distinct spatial patterns, and these can easily be identified in images,
but without knowledge of the sources outside the field-of-view there is significant diffi-
culty in applying a correction. Figure 4.7 shows three examples of mosaic observations
of the solar disk when bright active regions were present. Each of these observations
display clear indication of ghost-rays from two simple and one complex active region
configuration. A simulation of the ghost-rays from the complex active region config-
uration has been taken from (Grefenstette et al., 2016) and shown in Figure 4.8. For
observations of the Sun, the ability for ghost-rays to be detected means that the best
observations will be the result of observing the brightest region on disk, when there is
little to no activity outwith the 12" x 12’ field-of-view. For observational targets such
as weakly flaring active regions this is difficult to achieve outwith solar minimum, and
therefore, the best NuSTAR observations will come at that time.

For solar-dedicated instruments such as FOXSI, Buitrago-Casas et al. (2017) inves-
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tigated methods for reducing ghost-rays reflecting through the FOXSI sounding rockets
Wolter-1 optics. Buitrago-Casas et al. (2017) address the problem with ray tracing sim-
ulations and by measuring the PSF of one of the FOXSI shells. They note that one
of the easiest ways to reduce the number of ghost-rays is to reduce the gaps between
nested Wolter-I mirrors. While NuSTAR has tightly packed mirrors which mitigate
the problem, it does not eliminate the problem completely, and Buitrago-Casas et al.
(2017) consider baffles, collimators, and absorbers to directly address the problem. For
the FOXSI-3 flight (September 2018), FOXSI was fitted with a honeycomb collimator
that was designed to block off-axis rays at angles > 13’ (See Figure 6, Buitrago-Casas
et al., 2017). Unfortunately during these observations there was very little activity, so
observations were minimal.

In addition to ghost-rays, stray (X-ray) light can be detected from bright sources
located 3 — 6° off-axis through an unbaffled part of the instrument (Wik et al., 2014).
These sources can be of solar origin, or even originate from the cosmic X-ray background
(CXB).

4.2.2 Detectors

Each of the NuSTAR focal plane modules (FPMA, FPMB) has four detectors (see
Figure 4.2) each consisting of Cadmium Zinc Telluride (CdZnTe) crystal which absorbs
~ 100% of incident photons in the NuSTAR operational range (< 80 keV, Bhalerao,
2012). Each detector consists of 32 x 32 pixels that is formed by a segmented anode
pattern, and each detector is separated by less than a pixel. Detector calibration is
performed in-flight with a retractable radioactive source which emits X-ray lines in the
range of 6 — 105 keV (Kitaguchi et al., 2011, 2014).

For each HXR photon event detected, the z and y detector coordinates, the focal
plane module and detector identifiers, along with timing information (accurate to us
time-scales) are sent to the central processor (for a detailed description of the readout
scheme, see Bhalerao, 2012). From this information the energy can be calculated, a
GRADE assigned (§ 4.2.2.2), and with pointing information sky co-ordinates can be re-
covered (§ 4.3).

The background of the NuSTAR detectors is 8 x 107* counts s™! (cf. RHESSTs
54 counts s™1; Smith et al., 2002); Grefenstette et al. (2016) constructed a figure of
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Figure 4.7: Three examples of NuSTAR observations that are the result of operating
in the solar mosaic mode. These images show ghost-ray patterns, as observed by Focal
Plane Module A (FPMA). Top: NuSTAR mosaic tiles during the first solar observa-
tions (initial engineering test) on 10th September 2014. Prior to these observations a
GOES X-class flare was observed near disk center. The X-ray flux from this X-class
event was so large that the disk center images were rejected by the on-board software
(see Grefenstette et al., 2016). Bottom: These images are from subsequent science
observations. Both of these observations show ghost-ray patterns from a single (left)
and complex (right, further simulated in Figure 4.8) active region configuration. These

images are courtesy of Iain Hannah (http://ianan.github.io/nsigh_all/).


http://ianan.github.io/nsigh_all/
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Figure 4.8: Left: Simulation of a ghost-ray pattern based on the active region config-
uration shown in Figure 4.7 (bottom right), and further shown over the same colour
scaling in the right panel. Right: A solar mosaic observation of obtained on 29th April
2015 showing the three active region configuration and observed ghost-ray pattern.
The three active regions result in a complex ghost-ray structure which is accurately

reproduced in simulations. This Figure is from Grefenstette et al. (2016).

merit, and interpreted this to suggest that a solar flare at the background level in

NuSTAR would be a million times fainter than for RHESSI.

4.2.2.1 Detector & Electronics Throughput

One of the most significant limitations of using NuSTAR for heliophysics observations
is the 7 = 2.5 ms dead-time window after a photon trigger that is a result of the
throughput of the onboard electronics to process the event. After each photon trigger
there is a 2.5 ms window in which no other photons incident in the focal plane trigger
a detection. The onboard electronics therefore limit the maximum throughput of 400
counts s! telescope™® (calculated as 771). Importantly, at the start of this window
there is an 8 us readout time during which pile-up can also occur (§ 4.2.2.3).

For most astrophysical sources the incident count rate at NuSTAR is smaller than
the maximum throughput rate. However, even for modest activity on the Sun, the count

rate on the focal plane can be hundreds of thousands of counts per second (Grefenstette
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et al., 2016). The maximum throughput of the electronics can dramatically diminish
the hard X-ray sensitivity of NuSTAR if there are bright sources on disk. The high
count rate leads to large dead-time windows, lost photons, and a limited dynamic
range.

For example, the presence of very bright sources in the field-of-view leads the NuS-
TAR detectors to assume a problem, as was seen with the engineering tests on Septem-
ber 2014 when a large X-ray flare was observed a few hours prior to the start of the
NuSTAR observations. Near the flare location the observations mimicked cosmic ray
interactions (many photons co-temporally arriving at different spatial locations), such
that these observations were vetoed by the electronics (Grefenstette et al., 2016), which
led to a 0% livetime. With more modest levels of activity from within the field-of-view—
those equivalent to GOES B-class—Ileads to livetimes of a few percent, which increases
to tens-of-percent for GOES A-class. With decreasing activity, an active region free,
quiet Sun observation will result in livetimes of up to 100%.

For livetimes < 100%, the effective exposure (calculated as the livetime fraction
multiplied by the dwell time) is smaller than the dwell time, and these limited livetimes
limit the spectral dynamic range as a steep drop-off to higher energies is expected.
Furthermore, because of ghost-rays (§ 4.2.1.2), pointing NuSTAR to a quieter region of
the Sun would lead to the brighter regions outside the field of view still being detected,
and could dominate the limited throughput (See Figure 4.7). Ideal observations with
NuSTAR will be obtained near solar minimum when there are minimal X-ray sources

outside the field-of-view.

4.2.2.2 GRADE

For those events that are recorded, each photon event is given a GRADE—an integer
between 0 and 31. The GRADE is based on the morphology of triggered pixels within a
3 x 3 grid centred on a pixel with the highest deposited energy. GRADE 0 indicates a
single pixel hit, but higher grades mean the neighbouring pixels recorded a detection
within the 8 us readout time. Figure 4.9 shows morphology of pixel interactions for
the most common grades that are assigned. Grades 21 — 24 give the clearest example
of a second photon during this time, instead of a single photon being detected across
multiple pixels, and so can be used to help determine the amount of pileup, as will be
discussed in § 4.2.2.3.
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Figure 4.9: The 3 x 3 pixel morphology of GRADEs 0 — 26. These images are extracted
from the NuSTAR User’s Guide at the HEASARC.

4.2.2.3 Pileup

With high (incident) count rates the effects of pileup on the observed spectra need to
be considered. The term “pileup” (Datlowe, 1975) refers to the phenomena of two (or
more) incident photons being read out as a single photon with an energy that is the sum
of these photon energies. This generally occurs when photons are incident at a higher
rate than the readout time. While pileup can still occur with pixellated detectors, it
is less problematic than with previous methods of detection; for a discussion of pileup
with RHESSTs nine RMCs, see Smith et al. (2002). For NuSTAR observations, pileup

can occur as the result of two scenarios (as discussed in Grefenstette et al., 2016):

1. Two photons hit the same pixel and are assumed, by the on-board electronics, to

be a single-pixel event.

2. Two photons hit adjacent pixels (GRADE > 0; see § 4.2.2.2), are identified as a

“split-pixel” event, and are combined in the post-processing.

In order to further understand the potential effects of pileup, specifically (1), on
solar observations, Grefenstette et al. (2016) analysed the NuSTAR spectra of Scorpius
X-1—a bright source with a steep thermal-type spectrum. During the observations
with NuSTAR, Scorpius X-1 was observed to have count rates in its flaring state of

over 15000 counts s~ (cf. several hundred thousand counts per second for the Sun),
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but these observations led Grefenstette et al. (2016) to conclude that one would expect
< 0.05% of events to be piled up in observations of the Sun.
In terms of case (2), the solution is straight forward to implement. As will be

discussed in Chapter 5, events assigned with GRADE > 0 are ignored.

4.2.3 Astrometric Alignment

Usually, where NuSTAR is pointing in the sky is determined by the instrument star
tracker (Camera Head Unit 4, CHU 4), mounted on the optics bench (see Figure 4.1)
in the direction of pointing. However, due to the bright Sun, this star tracker is
unusable and NuSTAR solar observations are obtained using the spacecraft science
mode (SCIENCE SC, mode 06) (Grefenstette et al., 2016). The SCIENCE _SC mode
uses combinations of the other orthogonal star trackers located on the spacecraft bus
(CHUs 1 — 3) to determine the pointing of the spacecraft, and source of a photon on
the sky.

The combination of CHUs 1-3 are automatically determined given the orbital po-
sition of the spacecraft and this varies over an observation. Although the pointing of
the spacecraft is stable, the X-ray source location can be offset from its true location
by up to about 1’. This is why mode 6 is not usually recommended for imaging of
astrophysical objects (Walton et al., 2016).

With solar observations there is no choice but to use this mode, but the true source
locations can be found later by alignment to observations at other wavelengths, such as
Soft X-rays from Hinode/XRT or EUV from SDO/AIA (as performed in Wright et al.,
2017, Chapter 5).

4.3 Data Processing

4.3.1 NuSTARDAS

The NuSTAR Data Analysis Software (NuSTARDAS?) as a part of HEASOFT is a
collection of modules dedicated to process the NuSTAR data to a scientific data product

that can consist of energy spectra, event files, images, exposure maps, light curves, and

4For more details see NuSTAR User’s Guide at the HEASARC, https://heasarc.gsfc.nasa.

gov/docs/nustar/
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response files. The NuSTARDAS processing routine, nupipeline, allows the user to
run the relevant processing routines on Level-1 data in order and is organised in to

three stages, as follows:

1. Data Calibration: This stage uses the calibration database (CALDB) to cali-
brate the science event files. First, the relative alignment of the optics and focal
plane modules (separated by the 10 m mast, Figures 4.1, 4.2) is realised using
the laser meteorology system. Next, the attitude data obtained from the com-
binations of CHUs (§ 4.2.3) is processed, bad pixels and hot pixels are flagged,
and a GRADE (§ 4.2.2.2) is calculated for each 3 x 3 photon event. After energy
and gain correction, an interaction depth threshold is applied, and the detector
co-ordinates of each event are converted to sky co-ordinates (see Harp et al.,
2010, for details on the pointing reconstruction). The result of data calibration
is a Level-1a event file: a fits file of a list of detected X-rays with a variety of

properties (such as energy channel, position on detector, GRADE, etc.)

2. Data Screening: screens the calibrated event files (1) to account for attitude, or-
bital, and instrument parameters and event properties, returning Level 2 cleaned
event files. This includes the removal of bad pixels, events with GRADE > 0, and
data obtained during Earth occultation, slewing, and South Atlantic Anomaly

passages, to name a few.

3. Product Extraction: The final stage is the calculation of high-level scientific
products (e.g. energy spectra, response files, images, exposure maps). The energy
spectra and response files for the chosen observation and configuration (e.g. time
range, specific spatial region) can then be inputted to data analysis programs
such as XSPEC (Arnaud, 1996) and OSPEX (Schwartz et al., 2002) for X-ray
spectral fitting.

An additional step for solar observations is the conversion of the co-ordinates
from right ascension and declination (R.A./Dec.) to helioprojective co-ordinates using
NASA’s Jet Propulsion Lab Horizons online ephemeris tool (Giorgini et al., 1996) as
described in (Grefenstette et al., 2016). This processing of the eventlist files can be
performed in Python or SSWIDL. These resulting eventlists can be spatially binned
to produce images (again software in both Python and SSWIDL) so that they can

be compared to solar observations at other wavelengths. These images can then be
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further aligned with additional heliocentric observations such as those from SDO/AIA,
and Hinode/XRT. The scripts to perform these transformations are available on the
NuSTAR GitHub repository”.

4.4 Overview of NuSTAR Solar Science Goals, Ob-

servations, and Results

4.4.1 NuSTAR Solar Science Goals

The primary science goals of the NuSTAR heliophysics group are:

1. Heating of the Solar Corona — One of the main targets of the NuSTAR
solar campaign are the smallest X-ray flares from within both active regions (e.g.
Hannah et al., 2011), and the quiet Sun (Krucker et al., 1997). It is of interest to
understand if there are high-temperature, and/or non-thermal particles present
in these smallest events, and how these relate to larger flares, and contribute
to coronal heating. In addition to targeting the smallest observable events, by
investigating quiescent (apparently non-flaring) active regions and the quiet Sun,
these NuSTAR observations seek to understand if emission is consistent with an
ensemble of unresolved nanoflares. Due to the nature of these observations, they

are obtained when there are few to no active regions on disk, and they are only

weakly flaring (< GOES B-level).

2. Particle Acceleration in Solar Flares — In addition to the faint X-ray emis-
sion from small flares, NuSTAR can also be used to detect faint coronal emission
from larger flares. X-rays from flares are dominated by the bright lower coro-
nal /chromospheric footpoint and loop emission, but there should also be fainter
emission from higher up in the corona—the source of the initial heating and
particle acceleration—as well as the faint X-ray emission from outward head-
ing material, such as from radio Type-II producing electrons or coronal mass
ejections. These observations are limited to times when there are active regions
producing larger flares and eruptions, but are located just behind the solar limb

so that the bright lower atmosphere emission is blocked from NuSTAR’s view.

Shttp://www.github.com/nustar
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3. Solar Axions — A further potential source of weak solar X-rays are those from
solar axions. Axions are a hypothetical weakly interacting particle, that is a
postulated Dark Matter candidate (Peccei & Quinn, 1977). If they exist, axions
would be created in the solar corona and convert to an X-ray of the same energy
as the result of interacting with the magnetic field. The simulated Axion source
from the Sun would be a solar core sized region, with a blackbody spectrum of
the core temperature (Hudson et al., 2012). These observations need to target
the center of the solar disk, would ideally occur during solar minimum, and when

there are no other bright sources or regions on disk.

4.4.2 NuSTAR Solar Observations

An overview of NuSTAR solar observations is continually updated online®, and this sec-
tion will summarise the NuSTAR observations and publications to date in the context
of the solar science goals.

Solar observations with NuSTAR are usually obtained by triggering Guest Observer
Target of Opportunity (GO/ToO) observations with time allocated through proposals
submitted to the guest observer cycles. Previous ToO time was awarded for occulted
flare studies (PI, Krucker), and since June 2018 there has been ToO time awarded
for the study of weakly flaring active regions (PI, Glesener). In exceptional cases,
unsolicited ToO requests can also be submitted through the NuSTAR ToO website,
but result in significantly shorter observation times. In addition to ToO requestions,
NuSTAR has a number of “Legacy Surveys’’. For the Sun, there is currently a survey
specifically designed to obtain full-disk mosaic observations to monitor the solar corona
through solar minimum (approximately once every three months, starting in September
2018).

Depending on the science goal to be addressed (which directly relates to the level
of activity), NuSTAR observations of the Sun have been obtained using a number of
observational modes. To date there have been a handful of main modes for observing

the Sun. These are:

e Mosaic — This mode allows full-Sun context observations to be obtained. As the
NuSTAR field-of-view is a limited to 12’ x 12, in order to obtain full-disk HXR

Shttp://ianan.github.io/nsigh_all/
"https://www.nustar.caltech.edu/page/legacy_surveys
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observations NuSTA R performs multiple observations to complete a mosaic. Full-
Sun mosaics are either obtained with NuSTAR oriented in a diagonal pattern so
the detector gap is not aligned with active region bands (e.g. 29th April 2015),
or in a square pattern when the Sun is quiet (e.g. 28th September 2018). These
mosaics are scientifically interesting as they provide snapshots of the HXR Sun.
This technique has been used in obtaining HXR observations on the 29th April,
2015 (Wright et al., 2017); 1st September 2015; and 21st March 2017. The latest
mosaic observation was obtained on the 28th September 2018 as part of the
NuSTAR solar Legacy Survey, and these will be continued every three months

through solar minimum.

e Sit-and-Stare — To address particle acceleration in solar flares, NuSTAR has
obtained observations at the solar limb in order to observe high-coronal signatures
associated with solar flares (Limb Sit-and-Stare). Similarly, there have been
Active Region & Quiet Sun Sit-and-Stare observations in order to obtain
temporal observations of weakly, and non-flaring regions of the Sun. These active
region observations have been obtained in August 2017 and in 2018 during the

coordinated observations with sounding rocket flights.

e Drifting — With a similar scientific reasoning to Limb sit-and-stare observations,
by fixing the R.A./Dec. pointing of NuSTAR, NuSTAR appears to drift from
the limb to higher altitudes. This technique has been used in obtaining HXR
observations off the limb to higher altitudes and were obtained during the initial
2014 observations (e.g. 11th December 2014).

Each of these observations typically consists of a number of orbits (where an orbit
consists of 1 hour observations with 30 minute eclipse). Furthermore, in order to make
full use of the limited NuSTAR observation time, these observations are generally
coordinated with other observatories such as Hinode, IRIS (De Pontieu et al., 2014),
ALMA, and also sounding rockets such as FOXSI, and Hi-C.

As of September 2018, NuSTAR has observed the Sun 15 times. The first four
pointings (those obtained between September 2014 and April 2015) are summarised
in Grefenstette et al. (2016), and these observations have resulted in numerous publi-
cations (Hannah et al., 2016; Kuhar et al., 2017; Wright et al., 2017; Glesener et al.,
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2017; Marsh et al., 2017; Marsh et al., 2018). This section will provide a chronological

overview of the observations and results.

4.4.2.1 September 10, 2014

The first observations from the NuSTAR heliophysics campaign were obtained on the
10th September 2014. These first observations were performed as an engineering test
in order to ensure that observations of the Sun would not cause irreversible damage
the NuSTAR spacecraft and optics (Grefenstette et al., 2016). These first observations
lasted for two orbits: during the first orbit, NuSTAR performed observations in the
mosaic mode § 4.4.2, and during the second orbit NuSTAR was aimed at the solar
North pole.

As has been discussed in § 4.2.1.2, the observations from the first orbit show clear
ghost-ray patterns due to a significant amount of high-temperature emission measure.
This emission was present as the result of an X-class flare that had occured in the
disk-center active region a few hours prior. During these observations the observed
count rate became so high that the behaviour mimicked cosmic ray interactions in the
detector (Grefenstette et al., 2016). As a result, these counts were rejected by the
electronics, and the telescope recorded no data during these observations. While these
observations were not scientifically valuable per se, these observations demonstrated
that even in the most extreme conditions no irreversible damage was caused to the
NuSTAR telescope.

4.4.2.2 November 1, 2014

The first set of solar science observations were obtained on November 1, 2014. The
observations were triggered to study high coronal sources above AR 12192 (Grefenstette
et al., 2016), and the observations were performed over four orbits. The first and last
orbits targeted “quiet” portions of the solar disk, and the middle two orbits were aimed
at the coronal sources on the West limb. The middle two orbits were observed with
the pointing fixed in R.A./Dec. allowing the Sun to drift across the field-of-view. At
the start of the orbit NuSTAR therefore observed the bright thermal emission from low
altitudes, and fainter emission as the altitude increases.

There have been numerous papers that use these first science observations. The

science addressed ranges from non-flaring active regions, to quiet Sun transient bright-
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enings. These papers are presented here in order of publication:

Hannah et al. (2016) performed analysis on the first directly imaged, and spectrally
resolved NuSTAR X-ray observations of five quiescent (non-flaring) active regions above
2 keV. These active regions were located on the West limb of the Sun. The analysis of
these active regions was performed using the fourth orbit (as this was the most stable),
and these observations had effective exposures (§ 4.2.2.1) of 3, and 11 s.

The NuSTAR X-ray images match the bright features seen in EUV and SXR,
and additionally the active region spectra were well-fitted by isothermal models (Fig-
ure 4.10). Figure 4.10 shows the NuSTAR HXR spectra from FPMA /B for two disk
regions (D1, D2), and three limb regions (L1, L2, L3) all well-fitted with isothermal
models. Hannah et al. (2016) observed no emission above 5 MK. So instead, they were
able to place upper-limits on the emission measure of a second thermal component
(between 5 and 12 MK) down to an order of magnitude lower than previous limits
obtained by FEUNIS (Brosius et al., 2014) and SMM/FCS (Del Zanna & Mason, 2014).

Marsh et al. (2017) performed imaging spectroscopy of the quiet Sun in search of
transient brightenings, and placed the first NuSTAR limits on quiet Sun HXR tran-
sients. As with Hannah et al. (2016), Marsh et al. (2017) analysed data from the fourth
orbit. In addition to the active regions observations presented in Hannah et al. (2016),
this orbit also included two quiet-Sun pointings towards the North pole, where the
second pointing had the lowest solar flux level of these observations. Using the obser-
vations from the second quiet Sun pointing, Marsh et al. (2017) performed a transient
search over the full NuSTAR energy range and over a low energy band (2.5 — 4 keV)
with timescales of 100 s. An example of a transient event is highlighted in Figure 4.11.
Figure 4.11 shows three temporally adjacent observations (time progression is left to
right) that have been summed over 100 s windows. The two cases shown are the original
observations with no detection (top), and the bottom row shows the same observations
but with the counts in the chosen pixel artificially increased to satisfy the 95% detec-
tion threshold. Marsh et al. (2017) were also able to set limits on brightenings in the
10 — 20 keV range for a set of timescales of 30, 60, 100 s. These limits were lower than
previous active region microflares, but not lower than quiet Sun brightenings observed

with Yohkoh/SXT (Krucker et al., 1997). This was expected as these observations were
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Figure 4.10: NuSTAR HXR spectra (FPMA/B) for two disk regions (D1, D2), and
three limb regions (L1, L2, L3) each well-fitted with isothermal models. This Figure is
from Hannah et al. (2016).

obtained at times with bright regions on disk, and future observations with higher live-

times would provide lower detection limits.

4.4.2.3 December 11, 2014

The third observations from the NuSTAR heliophysics campaign were obtained on
December 11 2014. These observations were obtained to coincide with the FOXSI-2
sounding rocket launch (Christe et al., 2016). These observations targeted AR 12222

that was located on the West limb of the solar disk, and have produced two publications:

Kuhar et al. (2017) performed imaging spectroscopy on the post-flare loops observed
above an occulted active region that not imageable by RHESSI. Kuhar et al. (2017)
associated these observations with a solar flare that occurred 24 hours prior, and were
the first observations of the EUV late phase of a solar flare observed with NuSTAR.
With observations integrated over 25 minutes, Kuhar et al. (2017) were able to fit the
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Figure 4.11: Top: An example of three successive (100 s averaged) NuSTAR observa-

tions of a 60” x 60” region near the solar limb (black line), with a pixel highlighted
by a black circle. Bottom: As above but with the highlighted pixel containing enough
counts to reach the 95% detection threshold (Marsh et al., 2017). This Figure is from
Marsh et al. (2017).

spectrum with a single thermal component of 3.8 — 4.6 MK and emission measure in
the range of (0.3 — 1.8) x 10% cm™3. Using the approach of Cargill et al. (1995) (with
post-flare loop properties derived from GOES), Kuhar et al. (2017) deduce that for
these loops must have formed and then cooled since the flare, and were estimated to
have an energy content up to an order of magnitude larger than the one derived at the

flare peak.

Marsh et al. (2018) used the coordinated NuSTAR and FOXSI-2 observations to
constrain physical properties of the nanoflares (e.g. heating amplitude, Hy; duration,
7; and delay time, ¢y, between events) with EBTEL hydrodynamic simulations. For
the EBTEL simulations, Marsh et al. (2018) used a triangular heating function, with
a heating amplitude Hy, and a width (event duration) of 7 seconds, in addition to a
constant background heating rate. The EBTEL coronal DEMs were used to model the
X-ray spectra which was then compared to observations from NuSTAR and FOXSI-2.
For a number of parameter combinations Marsh et al. (2018) produced x? intensity

maps with 90% confidence regions to constrain a portion of parameter space that is
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consistent with observations. For the (hotter) FOXSL2 observations, Marsh et al.
(2018) find that the best fits occur with ¢y > 900 s, the heating amplitudes required
to fit the FOXSI-2 data are Hy = 0.02 — 13 erg cm~2 s7!, and that the fit quality is

insensitive to nanoflare duration.

4.4.2.4 April 25, 2015 & September 2, 2015

NuSTAR has also been used to investigate the smallest observable microflares in order
to understand if the properties of flares scales from the largest to smallest events (e.g.
Hannah et al., 2011). There have been two publications on the observation of active
region microflares, and both were determined to be equivalent to a GOES ~A0.1-class
event.

The first of these observations were obtained on 29th April 2015 and consisted of
two full-Sun mosaics with additional Sun-center pointings (in search of an axion-like
signal). These observations were also complemented by Hinode/XRT observations of
the on-disk active region, AR 12333, and are described further in Chapter 5. In this
work, Wright et al. (2017) performed imaging-spectroscopy of an on-disk microflaring
active region, and further performed DEM analysis (Chapter 3) over an unprecedented
temperature range using SDO/AIA, Hinode/XRT, and NuSTAR.

The second of these observations were obtained on 1st September 2015. These
observations include a single full-disk mosaic and a limb sit-and-stare observation that
lasted several orbits. During these limb observations a small microflare was observed
Glesener et al. (2017). Glesener et al. (2017) performed time-dependent NuSTAR
imaging spectroscopy over the duration of the microflare (see Figure 4.12). Figure 4.12
shows the hard X-ray evolution of a microflare observed on the (West) solar limb
by Glesener et al. (2017) in the 2 — 4, and 4 — 8 keV ranges with FPMA. These
observations have been summed in to one minute intervals, with the observed spectra
of the microflare showing heating, but no non-thermal emission. During the flare
evolution shown in Figure 4.12, the spectra for each time are fitted by single thermal
models with temperatures of 5.2—8.4 MK, and emission measures of 0.1—3x 10%° cm™3,
in addition to a quiescent 3.9 MK, 1 x 10* cm™ component. This leads to well-fitted
spectra for all times, except during the second and third intervals in Figure 4.12.

This A0.1-class microflare reached a peak thermal energy of 2.4 x 10?7 erg, with

higher energy hard X-rays peaking earlier which suggests impulsive energy release, and
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Figure 4.12: Time evolution of the 2 — 4, and 4 — 8 keV NuSTAR (FPMA) hard X-ray

images summed in to five one minute bins. Adapted from Glesener et al. (2017).

all times are well-fitted by a single thermal model, except for the impulsive phase.
No non-thermal emission was observed in this flare, which may be caused by the low
livetime (1 — 2% over the observations) which limits the spectral dynamic range, which

will be addressed in Chapter 5.

4.4.2.5 Further Observations: 2016 - Present

As of September 2018, there have been 10 additional observations since 2016. These
include observations obtained during the Great American Eclipse (21st August 2017)
and observations with the Hi-C' 2.1 (29th May 2018) and FOXSI-3 (7th September
2018) sounding rockets.

From these more recent observations Kuhar et al. (2018) investigated X-ray flares
in the quiet Sun. Using 1.5 hours of quiet Sun observations obtained on 2016 July 26
and 2017 March 21, Kuhar et al. (2018) performed the first imaging spectroscopy of
three quiet Sun microflares. These three microflares are well fitted by temperatures
of 3.2 — 4.1 MK, with emission measures in the range of (0.6 — 15) x 10" cm™3, with
the estimated GOES classes being between A-0.001 and A-0.01. As with the NuSTAR
active region microflares (Wright et al., 2017; Glesener et al., 2017), no non-thermal
emission was detected, however the thermal emission of these three events ranges from
1.8 — 6.0 x 10%° erg. Using the method described in Wright et al. (2017) (Chapter 5),
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Figure 4.13: Overview of one of the three quiet Sun flares. Left: 400” x 400" SDO/ATA
335 A image, with a zoomed in 18" x 18" image of the quiet Sun flare with the 30%,
50%, and 70% NuSTAR contours overplotted. Middle: background-subtracted and
normalised SDO/ATA plots of flux together with the NuSTAR integrated flux. Right:
NuSTAR spectrum (FPMA, FPMB combined) for this flare (dark green), with the
background spectrum shown in pink. The Temperature and Emission Measure values
are calculated from a fit in the energy range 2.5 — 5.0 keV. This Figure is adapted from
Kuhar et al. (2018).

Kuhar et al. (2018) set an upper limits on the non-thermal component to be ~ 5 x 10%
erg, consistent with the thermal result. Figure 4.13 shows the observation, and evolu-
tion of one of these flares with time. Figure 4.13 shows the SDO/AIA 335 A observation
for a 400” x 400” region (left), along with the temporal behaviour of the NuSTAR flux
and SDO/AIA channels (middle), and the NuSTAR spectrum (dark green) fit between
2.5 — 5.0 keV is also shown (right).

4.5 Summary

Even though NuSTAR is not optimised for solar observations, this chapter has shown,
with the aid of several publications, that NuSTAR is highly capable of obtaining sci-
entifically useful observations of the Sun. These observations have led to advances
in knowledge of active regions, quiet Sun, and transient coronal events, and the next
chapter will provide a detailed overview of the first NuSTAR microflare.

From these initial results it is clear that future observations from a solar-dedicated
focusing optics hard X-ray instrument will further our understanding of heating and

particle acceleration in the solar corona. NuSTAR observations of the Sun will continue
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through solar minimum-—which is increasingly important in a time when there is no
dedicated solar hard X-ray instrument—in order to address the three science goals
outlined in § 4.4.1. Importantly, the observations will also overlap with the FOXSI
sounding rocket, and soft(er) X-ray observations from instruments such as MinXSS5-2
(Moore et al., 2018) and MaGIXS (Kobayashi et al., 2018), which together will help

build a more complete understanding of high-temperature coronal emission.



Chapter 5

The First NuSTAR Microflare

The work in this chapter has been published as part of Wright et al. (2017).

This chapter will present NuSTAR imaging spectroscopy of the first microflare
jointly observed with Hinode/XRT (Kosugi et al., 2007; Golub et al., 2007) and SDO/AIA
(Pesnell et al., 2012; Lemen et al., 2012). This active region microflare occurred on
29th April 2015 at ~11:29 UT, and shows heating of material to several million Kelvin
which was observed in Soft X-rays (SXRs) with Hinode/XRT, and was faintly visible
in Extreme Ultraviolet (EUV) with SDO/AIA.

The observations used in this chapter were obtained during the fourth NuSTAR
solar pointing in a coordinated observing campaign between SDO/AIA, Hinde/XRT,
and NuSTAR to obtain the first full-Sun mosaic observations with NuSTAR. The press
release image® is presented in Figure 5.1, and this image is one of the five highlights
from NuSTAR’s first five years in space®. Figure 5.1 shows the Sun over a wide range of
wavelengths, from EUV (SDO/AIA, 171 A, 193 A), to SXR (Hinode/XRT), and HXR
(NuSTAR, 2 — 6 keV, blue). As NuSTAR observes a limited field-of-view (Chapter 4),
the NuSTAR observations obtained during these observations were obtained in its
mosaic mode (§ 4.4.2). This means that the on-disk microflaring active region was
only observed at four times throughout the observation. Coincidentally, these will be
shown to coincide with the pre-flare, impulsive, decay, and post-flare phases.

In this chapter, § 5.1 and § 5.2 will present the SDO/AIA, Hinode/XRT, and NuS-
TAR overviews for this microflare, and § 5.3 will present the analysis of NuSTAR data

https://www.nasa.gov/jpl/pial9821/nustar-stares-at-the-sun
’https://www.jpl.nasa.gov/news/news.php?feature=6872
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Figure 5.1: Combined NuSTAR 2 — 6 keV (blue), SDO/AIA (171 A, red;
193 A, yellow), Hinode/XRT (green) observations of the Sun on 29th April 2015.
This press release image is available at https://www.nasa.gov/jpl/pial9821/

nustar-stares-at-the-sun.

to derive thermal properties of this event. In addition to this approach, § 5.4.2 presents
DEM analysis, constraining the emission measure over an unprecedented temperature
range. The thermal energetics from DEM analysis are also derived. Finally, as the
NuSTAR spectrum is purely thermal, in § 5.5 upper-limits on the possible non-thermal

bremsstrahlung emission are calculated.

5.1 SDO/AIA and Hinode/XRT Event Overview

The microflare observed by NuSTAR within NOAA AR 12333 occurred during a time
when there were two brighter active regions on the disk, as can be seen in Figure 5.2.

Figure 5.2 shows the SDO/AIA Fe XvI1iI conditions during the microflare (middle), and


https://www.nasa.gov/jpl/pia19821/nustar-stares-at-the-sun
https://www.nasa.gov/jpl/pia19821/nustar-stares-at-the-sun
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Figure 5.2: Overview of the SDO/AIA 94 A Fexvi conditions during the times of
the NuSTAR observations, and Hinode/XRT prior to the AR 12333 microflare onset.
Left: full-disk image from Hinode/XRT one hour prior to the microflare onset. Middle:
full-disk SDO/ATA 94 A Fexviil image at the peak of the microflare impulsive phase
with the ARs indicated. The SDO/AIA 94 A Fexvii light curves from these three
regions are shown in comparison to the full-disk GOES 1-8A SXR flux (right). All
of the regions are producing several microflares during these times, but those from
AR 12333 are hidden in the GOES light curve as those from the two limb regions are
brighter.

a Hinode/XRT image (Al-mesh, left) one hour prior. Additionally shown (right) are
three hours of Fe XVI1I fluxes for the three regions that correspond to active regions (and
the majority of high energy emission). This is shown in comparison to the spatially-
integrated GOES 1 — 8 A observations, and describe the individual contributions to
the GOES 1 — 8 A flux. In these observations it was the limb active regions that were
producing microflares that dominate the GOES 1 — 8 A SXR light curve.

The Fe XVI1lI line contribution to the SDO/AIA 94 A channel peaks at log;oT = 6.85
K (~ 7 MK), and can be recovered using a combination of the SDO/AIA channels
(Reale et al., 2011; Warren et al., 2012; Testa & Reale, 2012; Del Zanna, 2013). Here
we use the approach of Del Zanna (2013),

F(211 A)  FA71A)

F(Fexvi) ~ F(94 A) — o a0 (5.1)

where F(FexvIII) is the Fe xviil flux [DN s~! px~'] and F(94 A), F(171 A), F(211 A),
are the equivalent fluxes in the SDO/AIA 94 A, 171 A, and 211 A channels. Equa-

tion 5.1 was empirically derived by Del Zanna (2013) using a linear combination of the
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171 A, and 211 A channels. This was performed as the 211 A emission is used as a
proxy for the FeX1v line, and the 171 A channel is used to roughly estimate the weaker
contributions from Fe viiI, Felx, and FeX lines which all contribute to the 94 A tem-
perature reponse function. By utilising Hinode/EIS observations of an active region
core, Del Zanna (2013) performed DEM inversion (with 12 Iron lines) and were able to
estimate the Fe XVIII contribution in the SDO/AIA 94 A channel. This was performed
by subtracting all known contributions to the SDO/AIA 94 A count rates where the
Fe viii-Fe X1V contributions can be accurately estimated by Hinode/EIS.

Hinode/XRT observed AR 12333 in a high cadence mode (~ 2 —3 minutes), cycling
through five different filter channels centred on this region. Full-disk synoptic images
were obtained before and after this observation mode (Figure 5.2). Figure 5.3 shows the
main loops of the region rapidly brightening, indicating that energy is being released
to heat these loops. This is apparent in the SXR channels from Hinode/XRT and
SDO/AIA 94 A Fexviil, but not the cooler EUV channels from SDO/AIA, so we
conclude that the heating is to mostly above 3 MK. For the 95” x 45" loop region
shown in Figure 5.3 we produce the time profile of the microflares in each of these
SXR and EUV channels, shown in Figure 5.4. Figure 5.4 shows the Hinode/XRT and
SDO/ATA time profiles with the NuSTAR observations of the active region highlighted
by black dashed lines. These light curves have been obtained after processing via
the instrument preparation routines, de-rotation of the solar disk (to ~11:29 UT),
and manual alignment of Hinode/XRT Be-Thin to the 1”7 down-sampled SDO/AIA
94 A Fexvi data. Here we again see that the microflare activity is only occurring
in the channels sensitive to the hottest material, i.e. the SXR ones from Hinode/XRT
and SDO/AIA 94 A Fexviil. This activity is in the form of three distinctive peaks
with the first, and largest, impulsively starting at ~ 11:29 UT. This is clear in the
SXR (with the exception of the low signal-to-noise Hinode/XRT Be-Thick channel),
and SDO/AIA 94 A Fexvi lightcurves, all showing similar time profiles.
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Figure 5.3: Comparison of AR 12333 from SDO/AIA and Hinode/XRT at the times
of NuSTAR observations (pre-flare, ~ 11:10 UT; impulsive phase, ~ 11:29 UT; decay
phase, ~ 12:47 UT; and post-flare, ~ 13:05 UT). Each image is 150” x 150" and is
centered on [275”, 400”]. The loop region (95” x 45”) used for the light curves and
DEM analysis is overplotted as a red rectangle. The loop region is faintly observable
in SDO/ATA 94 A with the structure well-recovered in the SDO/AIA 94 A Fexvi
and SXR channels.
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Figure 5.4: Time profiles of the different Hinode/XRT (top) and SDO/AIA (bottom)
channels from the loop region of AR 12333 shown in Figure 5.3. The vertical bars
indicate the four time periods of the NuSTAR observation of the same region. The

gaps in the Hinode/XRT light curves are due to incomplete coverage.
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Figure 5.5: Top to bottom: NuSTAR (FPMA) livetime over the three-hour observation
window, with two; CHU combination over the observation window; GOES 1—8 A flux,
with vertical dashed lines indicating the two orbits (10:50—11:50 UT and 12:27—13:27
UT) where the GOES 1 — 8 A flux is highlighted red; and RHESSI counts s~ per
detector, 3 — 6 keV (orange), 6 — 12 keV (blue). This Figure is from the NuSTAR
quick-look observations at http://ianan.github.io/nsigh_all/.

5.2 NuSTAR Event Overview

The observations reported here consist of two orbits of observations (each consisting of
approximately an hour of observations, and a 30 minute eclipse) covering 10:50—11:50 UT
and 12:27—13:27 UT (see Grefenstette et al., 2016). Figure 5.5 shows the NuSTAR
livetime (for FPMA); CHU combination; GOES 1—8 A flux; and RHESSI counts over
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Figure 5.6: Top: NuSTAR mosaics between 10:50—11:50 UT (left), and 12:27—13:27
(right), displaying three active regions (one at either limb, and one on disk), along
with ghost-ray signatures (§ 4.2.1.2). Bottom: Reconstructed images at similar times
from RHESSI. For 10:50—11:50 UT, the RHESSI observations show only the brightest
active region, and for 12:27—13:27 UT both limb active regions are observed. At both
times, RHESSI observations do not show the on-disk active region analysed within this

chapter.

3—06, and 6 — 12 keV for the 3.5 hours of observations, with the two orbits highlighted
in the GOES observations (red).

Figure 5.6 (top) shows these two mosaic observations obtained by one of the NuS-
TAR (telescope A) over these orbits. For these observations, NuSTAR completed a
full disk mosaic observation in each orbit consisting of 17 different pointings: the field-

of-view requires 16 different pointings to cover the whole Sun, with some overlaps



5.3: NuSTAR Data Analysis 97

between each mosaic tile, followed by an additional disk centre pointing (see Figure 4
Grefenstette et al., 2016). In addition to the two NuSTAR mosaics, Figure 5.6 (bot-
tom) shows the equivalent images for the RHESSI observations over the same time,
where the RHESSI observations have been reconstructed using the CLEAN algorithm
(Hogbom, 1974).

These mosaic observations resulted in NuSTAR observing AR 12333 four times,
each lasting for a few minutes. These times are shown in Figure 5.4. These data were
processed using the NuSTAR Data Analysis software v1.6.0 and NuSTAR CALDB
20160502°, which produces an event list for each pointing. We use only single-pixel
(“Grade 07) events (Grefenstette et al., 2016), to minimize the effects of pile-up. Fig-
ure 5.7 shows the resulting NuSTAR 2.5 — 4.5 keV image for each of the four pointings
and these images are a combination of both FPMA and FPMB with ~7"” Gaussian
smoothing as the pixel size is less than the full width at half maximum (FWHM) of
the optics.

5.3 NuSTAR Data Analysis

Two of these pointings, the first and last, caught the whole active region but the other
two only caught the lower part as they were observed at the edge of the detector,
however this is the location of the heated loops during the microflares in Figure 5.3.
During some of the observations there was a change in the combination of Camera Head
Units (CHUs)—star trackers used to provide pointing information. In such instances we
used the time range that gave the longest continuous CHU combination (see Figure 5.5),
instead of the whole duration. For each CHU combination, a different shift to match
the SDO/ATA 94 A FexvI map at that time was required, however all were within the
expected 1’ offset (Grefenstette et al., 2016). The alignment was straightforward for the
NuSTAR maps which caught the whole region but for those with a partial observation
(the second and third pointings) emission from another region (slightly to the South-
West of AR 12333) was used for the alignment. The resulting overlap of the aligned
Hinode/XRT and NuSTAR images to SDO/AIA 94 A Fe xv1II are shown in Figure 5.8
and these images are assumed to be aligned to within 5”. Figure 5.8 shows the four

NuSTAR 2.5 — 4.5 keV maps (left to right, top to bottom) for the four observations

3http://heasarc.gsfc.nasa.gov/docs/NuSTAR/analysis/
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Figure 5.7: NuSTAR 2.5—4.5 keV maps for the four time intervals it observed AR 12333.
These maps have been shifted to match the position of the SDO/AIA 94 A Fexvi
maps, shown in Figure 5.8. The black circles indicate the regions chosen for spectral

fitting, shown in Figure 5.9. Note that the same colour scaling is used in all these
maps.

(plotted over the same colour scale), including the circular region used for spectral
fitting. The NuSTAR maps in Figure 5.7 reveal a similar pattern to the heating seen
in EUV and SXR with SDO/AIA and Hinode/XRT: emission from the whole region
before the microflare, with loops in the bottom right brightening as material is heated

during the microflare, before fading as the material cools.
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Figure 5.8: SDO/AIA 94 A Fexviir maps overplotted with shifted contours from
Hinode/XRT (20%, 50%, 80%; orange), and NuSTAR 2.5 — 4.5 keV and 4.5 — 6.5 keV
emission (50%, 70%, 90%; purple, turquoise). A constant offset correction was required
for Hinode/XRT but a different one was determined for each NuSTAR pointing. For

the two time intervals where NuSTAR only observed part of the active region (middle

two panels), the alignment was done using the full map and to other features on the

disk.

5.3.1 NuSTAR Spectral Fitting

For each of the NuSTAR pointings we chose a region at the same location, and of

the same area, as those used in the SDO/AIA and Hinode/XRT analysis, to produce
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spectra of the microflare heating. These are circular as the NuSTAR software can
only calculate the response files for such regions, but do cover the flaring loop region
(rectangular box, Figure 5.3), and are shown in Figure 5.7. The spectra and NuSTAR
response files were obtained using the NuSTAR Data Analysis software v1.6.0. These
were then fitted using the XSPEC (Arnaud, 1996) software’, which simultaneously fits
the spectra from each telescope module (FPMA and FPMB) instead of just adding the
data sets. We also use XSPEC as it allows us to find the best-fit solution using Cash
statistics (Cash, 1979) which is based on the Poisson distribution rather than using x>
(which assumes a Gaussian distribution). While for large number of counts the Poisson
distribution tends to a Gaussian (and the Cash statistic tends to x?), the use of the
Cash statistic particularly helps for the few counts at higher temperatures.

We fitted the spectra with a single thermal model, using the APEC model with solar
coronal abundances (Feldman et al., 1992), and the fit results are shown in Figure 5.9.
For the first and fourth NuSTAR pointings, before and after the microflares, the spectra
are well fitted by this single thermal model showing similar temperatures and emission
measures (3.3 MK and 6.3 x 10*® cm™3, then 3.2 MK and 7.0 x 10*® cm™3). Above 5
keV there are very few counts and this is due to a combination of the low livetime of the
observations (164 s and 152 s dwell time with about 2% livetime fraction resulting in
effective exposures of around 3.5 s) and the high likelihood that the emission from this
region peaked at this temperature before falling off very sharply at higher temperatures.
These temperatures are similar to the quiescent ARs previously studied by NuSTAR
(Hannah et al., 2016), although those regions were brighter and more numerous in the
field-of-view, resulting in an order-of-magnitude worse livetime. The low livetime has
the effect of limiting the spectral dynamic range, putting most of detected counts at
the lower energy range, and no background or source counts at higher energies (Hannah
et al., 2016; Grefenstette et al., 2016).

The two NuSTAR spectra from during the microflare, th