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Abstract

Recent advances in particle accelerators have increaseeh@nds being placed on detec-
tors. Novel detector designs are being implemented in méfereht areas including, for
example, high luminosity experiments at the LHC or at nextegation synchrotrons. The
purpose of this thesis was to characterise some of thesé dceteetors.

The first of the new detector types is called a 3D detectors @asign was first proposed
by Parker, Kenney and Segal (1997). In this design, dope&treties are created that extend
through the silicon substrate. When compared to a traditiphatodiode with electrodes
on the opposing surfaces, the 3D design can combine a rddsatetector thickness with a
small electrode spacing resulting in fast charge collectiod limited charge sharing.

The small electrode spacing leads to the detectors havivey Idepletion voltages. This,
combined with the fast collection time, makes 3D detectocaradidate for radiation hard
applications. These applications include the upgradelsed.arge Hadron Collider (LHC)
leading to the High Luminosity Large Hadron Collider (HL-LHO)he limited charge shar-
ing of the devices can also improve their performance whengbemployed as imaging
sensors. This will provide benefits in X-ray diffraction exjpnents.

The first experiment to evaluate the 3D detector design aadlfor this thesis involved
utilising a telescope consisting of 6 calibrated detectangs and a beam of pions from
the Super Proton Synchrotron (SPS) at CERN. Once the tracksghrthe telescope were
reconstructed, these gave predicted hits on the 3D detd#wbrcould be compared to the
recorded energy depositions. By making this comparison, asare of the detector’s ef-
ficiency in various regions of the pixels was made. The oVeffitieny of the pixel was
measured at 9340.5%. The detector was also rotated with respect to theentideam,
increasing the efficiency to 9%®.5% for an angle of 10 and the detector bias was altered
to measure the effect of over-depletion. Measurementseofliarge sharing and resolution
properties of the device were also reported.

Another detector design that was investigated was a sline détector. Instead of the

typical guard ring structures that a normal device would lemghis detector reduced the




size of these structures to enable easier tiling of the tatecT his was done by scanning the
reduced edge and the standard edge of the detector with ap beam with a width FWHM
of 7 um and 15 keV. The noise level of the strip closest to the cléadge was twice as
large as that of the adjacent strip with no degradation o€ti@ge collection capacity.

The next experiment to evaluate a short, double sided 3p @détiector was a Transient
Current Technique (TCT) experiment. The TCT technique alldveselectric field in the
3D devices to be probed in a way not possible before. The T(intgae uses the current
waveform produced by the detector in response to a near filgtdion point laser pulse
(ilumination). The waveforms are recorded as a functiofilomination position over the
surface of the device under test as a function of detectsr bia

This data gives information on the portion of the inducedaldgrom electron or hole
motion. From the rise times of the signals the velocity peofif the carriers in the devices
and therefore electric fields can be determined. The celiedbarge was calculated from the
integral of the waveforms.

The detectors were tested prior to irradiation, after iatidg to a dose of 5 x 10 1 MeV
equivalent neutrons/cimand after periods of annealing at elevated temperatumase#ling
was achieved in situ by warming to 6C for 20 to 600 minutes corresponding to room
temperature annealing of between 8 and 200 days.

Before irradiation, full lateral depletion between the eohs occurs at low bias voltages,
at approximately 3 V. A uniform carrier velocity between tt@umns is not achieved until
the bias is equal to 40 V. Both the drift of electrons and holewige equal contributions
to the measured signals. After irradiation there is cleargh multiplication enhancement
along the line between columns with a very non-uniform vigyogrofile in the unit cell of
the device. In addition, charge trapping greatly suppretise contribution of the holes on
the signal produced.

The final novel detector type was an Active Pixel Sensor (AR8fent developments in
CMOS fabrication processes have allowed new sensors to le¢opexd and tailor-made for

specific applications. These challenge traditional Charggp@a Devices (CCD) in some




areas. The characterisation of the APS device took place Kriay diffraction experiment
at the Diamond Light Source where it was evaluated alongsi@D. The camera gain
and stability had been determined prior to the experiméahgaplace. During the experi-
ment, the dark current, noise, signal to noise and imageda@mance was evaluated and
compared between the APS and the CCD. The signal to noise ofRSeafdd the CCD was

comparable (150 and 200 respectively) when the same iniigtame was used.
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Chapter 1

Motivation

1.1 Applications of Silicon Detectors for lonising Radiation

Measurement

1.1.1 A History of Radiation Detection

From the earliest days of particle physics, improvementadmation detection has allowed
new discoveries to be made. In 1895, WilhelidrRyen used primarily photographic plates
to discover X-rays and to create the first X-ray image [1]. tBgaphic film was being
used at similar times, but had many of the same drawbackseldrawbacks included their
fragility, low sensitivity and non-linear response.

Although many of the earliest discoveries in particle pbgsitilised photographic plates
and films, the observable effects of the radiation were &thiio the interaction with bulk
materials. It was only with the invention of the cloud chamby Charles Wilson in 1911
that allowed the interaction of radiation with individuabens and particles to be recorded
[2]. His detector design involved rapidly expanding air &ccease its temperature. The
newly cooled air will now be over-saturated with suspendatewvapour. This water vapour
will then condense around any ions in the chamber, formisthM clouds. Radiation that
passes through the chamber leaving a track of ionisatidraisib leave a visible cloud trail.

From this trail, individual particles could be recorded foe first time. Of particular note,

1



CHAPTER 1. MOTIVATION

the discoveries in cosmic rays of the positron in 1932 [3] tredK-meson in 1947 [4] were
only possible because of cloud chambers.

The main disadvantage that a cloud chamber has is that iotaperate continuously.
However, this can be negated by replacing the gas in a cloadhloér with a superheated
liquid. This design is known as a bubble chambeér [5]. Thelwt®wm of bubble chambers
was improved to a few micrometefs [6] and were instrument#iée 1983 discoveries of the
Z and W bosons. Similarly to cloud chambers, bubble chamdtédrsequired the tracks to
be photographed. Semiconductor detectors, alongsidecwambers and spark chambers,
provided new methods to measure radiation interactions.

The earliest semiconductor detectors were developed it@6@s|[7]. Silicon, partly due
to its use in other areas of the semiconductor industry kijullecame the most widespread
semiconductor used in detectors. The advantage of a seduictor detector over a bubble
chamber is in operating in low-amplitude signal conditiamsl providing a high precision
of position sensitivity alongside their speed and the faat they are directly read out, rather
than requiring a further stage of photography. This haste#ukir prevalence in many fields
of experimental physics, such as particle physics, asygips and X-ray imaging.

The earliest silicon detectors created were simple padedio@ver the decades since,
many more complex designs have been developed. The devehtpmost important to this
thesis are the planar technology and the advent of 3D dese[@}] the tiling of detectors
through slim edge processeés [9]; and imaging CCD5s [10] and CMEDSoss([11].

1.1.2 Synchrotrons and X-ray Detection

The design of particle accelerator known as a synchrotranfikst proposed in the 1940s
[12]. A synchrotron can be used to accelerate charged [etio very high energies.
These high energy particles can then be used in high enexggigshexperiments or their
Bremsstrahlung radiation can be used to create intense hdghstons.

By using a series of bending and accelerating magnets, issiple to accelerate bunches

of particles to high energies whilst keeping their radiucwivature constant. The energy
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of the particle is proportional to the magnetic field and thdius of curvature of the syn-
chrotron. The largest magnets in use today are supercanguufgnets and they can pro-
duce a field of up to 10 T. This limits the maximum achievablergy of a synchrotron to

the physical radius of the beam’s curvature by,

~
~

Bp =

3
!

, (1.1)

whereB is the magnetic fieldy is the radius of curvature,is the momentum of the particle,
q is the charge and’ is the particle’s energy. At relativistic velocities the mentum,p,
approximates td”/c. The bunches of particles can be focused using additionghata and
radio-frequency cavities [12].

The bending magnets in a synchrotron are dipole magnets. Wparticle is accelerated
by these magnets, it will emit electromagnetic radiatiorhe power, P, radiated by the

particle, when traveling at a relativistic velocity is,

1 ¢ ,
= —— 1.2
Gres 7 (1.2)

whereg is the permittivity of free space; is the speed of light in a vacuum ands the
Lorentz factor. The wavelength of the photons emitted ddp@m the relativistic kinetic en-
ergy of the accelerated patrticle - photons with energies frdra-red through to X-rays will
be observed. The spectra from synchrotron radiation wilicgily peak in the X-ray band
and can be used for a variety of scientific applications. €lvas vary from crystallographic
diffraction, microscopy or spectroscopy. As a result, tle¢edtors used by a synchrotron
beamline will be suited specifically to the needs of the expents being undertaken. This
demand will drive the development of new detectors in paldicdirections. Currently, 3rd
generation synchrotron facilities will typically use bd@CD and CMOS sensors in their

experiments depending on their requirements.
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1.1.3 Colliders and Particle Detection

Another area where continual detector development is ariiin particle colliders. For
example upgrading the Large Hadron Collider (LHC) to the Higiminosity LHC (HL-
LHC) will, by altering many aspects of the original design¢rease the luminosity by a
factor of 10 [13]. This will lead to an order of magnitude mqarticles produced in each
bunch crossing, which will in turn demand a greater toleeatacradiation damage. Silicon
sensors used to locate the vertex positions of particlesamils will be situated closest to the
beam and will then suffer larger fluences of radiation.

Considering one of the experiments in the upgraded HL-LHCAIHeAS experiment,
the layer of detectors closest to the beam is called thetaiderB-layer. This layer will
have to withstand fluences of up to 1 x'4@ MeV n.,/cn¥ which is greater than the current
inner-most pixel layer (the B-layer) was designed to withdtaThe current B-layer was
designed to tolerate doses up to 2 X1DMeV n.,/cn? and has survived operation at these
fluences. Currently, there are several candidates for detdesigns to replace this layer.
They typically consist of a set of planar sensors with or witha set of complementary 3D

Sensors.

1.1.4 Thesis Summary

In Chapter 2, the basic development of detectors and theastten of radiation with mat-
ter is discussed. Firstly, the fundamental propertiesdéihe semiconductors will be pre-
sented. Following on from this will be the adaption of semigiactor materials into detecting
systems. This will start with PN junctions and will then istigate planar and 3D processes,
and also CCD and CMOS devices. After that, the interaction oatiaeh with matter will be
examined. This will involve looking at how charged and ungeal radiation interacts with
a semiconductor and produces a measurable signal. Fitr@lgamaging artifacts that can
be created by radiation in a semiconductor are reported on.

Chapters 3 through to 6 are where the results from the varxperienents in this thesis

will be reported. Chapter 3 contains an analysis of data fr@&D dimePix device in a test
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beam. By combining the 120 GeV Pions with a MediPix telescbpeefficiency, resolution,
cluster size and collected charge could be determined fawusbias voltages and incident
beam angles. The potential for tiling multiple detectoralgo investigated in a short section
on slim edge detectors.

In Chapter 4, current formation in a double-sided 3D detests probed using Transient
Current Techniques (TCT). An infra-red laser with a picosecpulse length was used to
inject electron-hole pairs at different positions withinetdetector. By analysing the current
signals recorded, the collected charge and the velocithaifge carriers can be determined.
This is reported for the device before and after irradiation

Chapter 5 compares a novel CMOS APS detector to a CCD in a typiogaheytron
experiment. The APS detector studied was the Vanilla dedéseloped by the Micollab-
oration (Multidimensional Integrated Intelligent Imag)r{14] and the Rutherford Appleton
Laboratory (RAL). The CCD this was compared to was developed by Princetstiun
ment and is used by the Diamond Light Soutaynchrotron in their experiments. Soft
X-rays from the synchrotron were used to create a diffragpiattern from a permalloy sam-
ple that was then recorded with both the APS and the CCD. The amig signal intensity
of the two detectors was then compared.

Finally Chapter 6 will draw together the previous chapters simow some overall con-

clusions from the thesis.

1Rutherford Appleton Laboratory, Harwell, Oxford, UK.
2Princeton Instruments, Trenton, New Jersey, USA.
3Diamond Light Source, Harwell, Oxford, UK.




Chapter 2

Silicon Detectors in Modern Physics

In this chapter, firstly the electronic properties and cbnastics of semiconductors in gen-
eral will be investigated with a focus on silicon in partiaulSecondly, various design config-
urations of semiconductor detectors will be discussedidiyhithe types of ionising radiation

and the potential effects on a detector will be described.

2.1 Electronic Properties of Semiconductors

Solid-state materials can be broadly classified into thtagses of materials: conductors,
semiconductors and insulators. If, at 0 K, there is an engagybetween the filled electron
shells and the empty electron shells then the material vgpldy insulating properties. If
there is no energy gap, then the material will behave as aumod If the temperature of
the material is greater than 0 K, semiconducting propect@soccur if the band gap is small
enough that electrons can be thermally excited to the cdimfuband whereas insulating
properties will continue to dominate for larger band gaps.efample of this is displayed in
Figure[2.1.

There is a further difference between the conduction in lmetad semiconductors when
the temperature of the material is varied. Increasing timpezature of a semiconductor will
increase the conductivity due to increasing the numberegftedns in the conduction band.

In a metal, however, there are not additional electronslahai to the conduction band.
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Figure 2.1: Example band gap diagram showing a metal, semiconductor and conductor
with increasing band gaps.
Hence, the only effect of the increase in temperature isttietattice vibrations increase
causing greater scattering of the electrons. This inceetimeresistance and decreases the
conductivity of the metal.

The band gapX,) is the difference in energy between the top of the valencel laad
the bottom of the conduction bands. The valence band is eetiny the valence electrons
and is of lower energy than the adjacent conduction band.rdlaéve energy levels are set
so that the top of the valence band is at 0 eV. Any processtfeegnal or optical excitation)
that elevates an electron from the valence band to the ctinoduzand creates two charge
carriers: a negative electron in the conduction band andiiy®hole in the valence band.

The main difference between conductors, semiconductarganlators is their conduc-
tivity. Conductors have a conductivity greater thari 8cm; insulators have a conductivity
of less than 10° S/cm and semiconductors have a conductivity in the rangeeiwden
[15]. The exact conductivity of a material is dependent onmber of factors, including the
purity, magnetic field, temperature and illumination.

The first research into semiconductor properties was paddrby Faraday in 1833 [116].
He discovered that the conductivity of silver sulphide wapehdent on its temperature, un-
like the metals and insulators known at the time. In the ysBrse, further semiconductor
materials have been discovered. The only pure elementssesitiiconductors properties are
Group IV elements (for example, silicon and germanium).ed#iements in groups Il to VI

can form semiconductor compounds, for example SIGQCor GaAs. In the early 1950s,
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germanium was considered the main material for semicoondw&vices. However, from
the 1960s onwards silicon has overtaken germanium in ussileon has many properties
that make it preferable to germanium. Firstly, silicon ie #econd most common element
in the Earth’s crust (behind oxygen). Consequently, higHityusilicon is relatively cheap
to produce. Finally, silicon devices operate well at roomgerature because, at room tem-
perature, the band gap of pure silicon is 1.12 eV, which ig shgihtly greater than the band
gap of germanium at 0.67 eV.

The semiconductor materials studied have single crysiattsires. This means that the
atoms are arranged in a lattice, with a simple, periodictine. Each atom in the lattice is
held at its position, with only minor variations due to thatmibrations. The smallest set of
atoms that can be repeated to create the entire latticdsteus referred to as the crystal’s
unit cell. The lattice structure that any set of atoms formmdatermined by the electronic
arrangement. The simplest unit cell is the simple cubiccstine, where each atom in the
unit cell is at the vertex of a cube. There are many more caxgri@ngements possible for
the atoms to situate themselves in. For example, a faceeckotbic structure has atoms at
the vertices and in the centre of the faces of a cube. Siliooinggrmanium form the same
tetrahedral structure as diamond. This diamond structaseelssentially two face centred
cubic sublattices, with the second one displaced from teedlong the main diagonal by a
guarter of the length of the diagonal. Compound semicondsietdl often have different
structures. For instance, GaAs (and other Group Il and IMpound semiconductors) has
a zinc blende structure. This is the same as the diamondwte,ibut where each sublattice
contains either gallium or arsenic atoms exclusively. Tlamond structure is shown in
Figure[2.2.

The thermal motion of carriers is permanently present inisemauctors, although this
is random and leads to no overall movement of charge. Therénar main contributions
to the overall motion of electrons and holes in a solid. Disfthe motion of the carriers
resulting from the force applied by an electric field. Whererah electric field is present,

the drift velocity @) is proportional to the electric field) and the proportionality constant
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Figure 2.2: Crystal lattice diagram for silicon showing the tetrahedral structure.rifake
from Sze, 2008 [15]

is given by the mobility for both the electrong.f and the holes.(,),

Ve = —,LLEE Vp = ILLhE (21)

The average velocity increases linearly with the field gjterand is constrained by fre-
guent scattering. As the electric field increases in magdaitthe velocity of the carriers
eventually saturates. In silicon at room temperature, dours at velocities of T0cm/s
with an electric field strength of around 1&/cm. The mobility of electrons is generally
greater than that of holes. For instance in silicon, elesti@re around 3 times more mobile
than holes. Holes will eventually saturate at the same iutglas electrons, although this will
require a greater electric field of up to®1\@/cm.

The other main contribution to the carrier motion is diffusi The thermal velocity of
any individual carrier is random. However, if the carriendigy is non-uniform then it is
probable that carriers will move from regions of high densitregions of low density. The

flux of the electronsk.) and holes £},) is given by,

F,=-D,~Nn F,=—-D,Vp, 2.2)

where D, and D,, are the diffusion coefficients for electrons and holes rethpay. n and

p are the numbers of electrons and holes per unit volume. Jakito be the charge of
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the carriers, the overall current density generated by kbetrens (/) and holes () are

therefore given by,

Jo = quenE +qD.Nn Jy = quapE — qDLVp. (2.3)

A pure silicon crystal forms what is called an intrinsic seamductor. Here there are
equal numbers of electrons in the conduction band as therbdes in the valence band
because the electrons and holes are created in pairs. Atratemoperature of 300 K, silicon
typically has a carrier concentration of around’1€m=3.

If atoms of a different type are added to the silicon crystial¢alled doping. An extrinsic
semiconductor can be created by adding atoms of either Gtbop Group V. A Group
V atom, such as phosphorus, has 5 valence electrons. Thissntleat when its added to
the silicon lattice an additional non-bonding electronviaiible for conduction. This new
electron will sit at an energy level about 0.05 eV below thediection band and can be easily
excited at room temperature. Hence, this is referred toeaddhor level. This will not leave a
corresponding hole in the valence band. In a material suttfigslectrons are the dominant
charge carrier and the material is referred to as n-type atidé@ion of a Group Il atom such
as boron has the alternative effect. Here, an empty enevgy dalled the acceptor level is
created just above the valence band that a valence ele@robhecexcited to. This creates
holes in the valence band that can act as charge carrierstyff@ of material is referred to
as p-type. Figure 2.3 shows a diagram with the additionaiggrievels of n-type and p-type
semiconductors compared to an intrinsic semiconductor.

The concentration of dopant atoms is normally many ordersaxinitude less than the
concentration of silicon atoms. Crystalline silicon hasragjmately 5 x 18? atoms/cm.
The concentration of dopant atoms will typically vary fro'%to 10'® atoms/cm. Very
heavily doped silicon does have some uses though, paricwidere electrical contacts
need to be added to semiconductor devices. These heavigdduopterials are denoted by

nt and p~ for donor and acceptor doping respectively.

10
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Figure 2.3: Example band gap diagram showing an n-type semiconductor (left), an
intrinsic semiconductor (centre) and a p-type semiconductor (right).

Donor Level

2.2 Silicon Detectors

In Sectior 2.1 the basic properties of semiconductorsudiaclf n and p-type doping, were
discussed. In this section, several different designs micenductor detectors will be ex-
plained. This will start with a simple p-n junction and themwea on to more advanced

designs. These will be the planar, 3D, Charge Coupled Devid € €MOS devices.

2.2.1 P-N Junctions

The simplest type of semiconductor device is created by mga&ijunction from an n-type
and p-type silicon materials [17]. This is called a p-n jumct and can be seen in Figurel2.4.
P-n junctions can form the basis of many more advanced radidetectors.

The contact between p-type and n-type regions needs to bple@mand continuous.
Simply placing two doped pieces of silicon together will saffice. The junction must have
the two regions created in a single crystal structure dutiegabrication process.

If the two regions are in thermal equilibrium, then the alees will naturally diffuse to
areas of lower concentration in the p-type material and teshwill diffuse to the n-type
material. At the junction between the two regions the etettrand holes will recombine
to create a small region with a lower concentration of cha@eiers. This is called the

depletion region. The donors and acceptors that are fixeuedattice sites and therefore

11
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Figure 2.4: A p-n junction created from a p-type material (left) and an n-type mate-
rial (right) with a depleted region in between. The junction shown here is imile
equilibrium.
cannot move will create a small electric field that will prodwcarrier drift opposite to the
direction of diffusion. If there is no external bias appltedhe device, then there will be no
net current flow.

The fixed charge within the depletion region will generateigt4in potential. The Fermi
level of a material is defined as the highest occupied caenergy level at absolute zero.
By assuming that the Fermi levels in each half of the depletgion are equal, the built-in
potentialV;,; can be calculated,

ET . N,Ny

‘/bi:_ln 2
q n;

(2.4)

whereN, and N, are the concentrations of acceptors and doroisBoltzmann’s constant;
T is the temperature and is the intrinsic concentration [18].

Taking as an example an abrupt p-n junction, with a carriesit of 10° cm=3 and a
temperature of 300 K, the built in potential is calculate@#&® V. The energy any individual

charge carrier has from this built-in potential for silicierD.60 eV and is less than the band

gap.

12
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2.2.1.1 Biasing a P-N Junction

When a p-n junction is in equilibrium, the Fermi levels on eitlside of the junction are
equal and there is no net migration of charge through thetipmcA bias potential can be
applied across this junction in one of two ways. Attachingaifive terminal to the p-type
region and a negative terminal to the n-type region is cdibedard biasing the junction.
Reversing the terminal positions would apply a reverse loidlse device.

When a p-n junction is forward biased, electrons will dritirfr the n-type region to the
p-type where they will then recombine with the availabledsolThe electrons will drift with
very little resistance to their motion. This has the ovee#fiect of reducing the size of the
depletion region and creating a large current.

Reverse biasing a p-n junction is the standard method toecagaidiation detector. Since
the depletion region contains relatively few free chargeiees, very little current will be
generated initially. Instead, as the bias is increased thestfrom the edge of the p-type
region and electrons from the edge of the n-type region vedjib to drift away from the
depletion region. This will have the result of the depletiegion widening. Once the electric
field increases beyond a critical level, breakdown will acdcuthe device and current will
begin to flow. If there was to be a simple, one-dimensionajymotion and a bias oy was

applied to it, then the width of the depletion regian,would be,

2¢5(N, + Ny)
v \/ qN. N, (Ve + Vi), (2:3)

wheree, is the permitivity of silicon and/y + V;; is the sum of the built in and applied
biases([18]. Although the overall charge in the depletigiae is zero, if one of regions of
the junction has a lower concentration of dopant atoms thewépletion region will extend
further into this region. The capacitance of a p-n junction, is inversely proportional to
the width of the depletion region and is,

C; = (2.6)

€s
w

13
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The bias voltage required to create a depletion region equdle thickness of the de-
tector is called the full depletion voltage. If the detedwbiased to a voltage above this
value, then the detector is said to be overdepleted. Detewiiti generally be operated at
bias voltages just above the depletion voltage. The depletbltage for a device can be
calculated by measuring the change in capacitance aghmsids voltage. A plot of' 2
againstV for a diode will show a linear decrease in capacitance urelarse biasing and
then a plateau in the capacitance. The full depletion veliaglefined by convention to be
the turning point in this graph. An example of this is showifrigure[2.5.

The full depletion voltage increases with the square of iekhess of a detector and in
proportion to the absolute value of the effective dopingoemtration. For a further discus-

sion of the effects doping has on the depletion voltage, seé®(2.3.6.2.

0000 ——

Bias Voltage (V)

Figure 2.5: Example of a CV curve for a diode with an electrode spacing of#0 The
red lines indicate the linear regimes that give the full depletion voltage.

2.2.1.2 P-I-N Diodes

A further level of complexity can be added to a p-n junctionigerting a near-intrinsic
layer (the i-region) in between the p and n regions [15]. Fanyrmpractical applications, this
intrinsic layer will often be approximated by a high resig$i n or p-layer. The advantages of

p-i-n diodes over basic p-n diodes are that the capacitaloviand constant; when reverse

14
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biased the breakdown voltage is relatively high and whewdod biased the device operates
as a variable resistor.

The intrinsic layer, even if lightly doped, will be fully degied with a low reverse bias.
After full depletion, the capacitance is independent ofhifes voltage and the breakdown
voltage can be estimated to be proportional to the widthefrtrinsic region. These charac-
teristics are desirable for photodetectors and hencey giodes are typically preferred over

p-n diodes.

2.2.2 Planar Detectors

The use of p-n and p-i-n junctions in radiation detectiomva##d many advantages to be
accrued|[[19]. For instance, solid-state detectors can physical dimensions many or-
ders smaller than equivalent gas-state detectors and agyamsolution much greater than
scintillating detectors. Further developments to the ddagh p-i-n junction have produced
detectors with improved characteristics|[20].

The primary ionisation mechanisms in a semiconductor aspgstional to the energy
loss of the incident radiation [21]. This allows for energysitive detectors, based on semi-
conductor technology, to be developed relatively easiiynpe photodiodes based on p-n
junctions will allow the energy of detected radiation to leetmined. Discovering where
in a detector the radiation interacted with the semicormtustmore difficult. Rather than
employing a single p-n junction to collect deposited chatbe detector will be split into
many smaller sub-detectors. These can then operate sdegandently to collect and read
out charge created within their boundaries.

The physical limit of the precision of a position measureht&pends on the information
recorded by the detector. If a simple binary readout is eggalpwhere a pixel reports either
being hit or not, and the measured hit position is taken tbibeéntre of the pixel or strip and
there is no charge sharing, then the root-mean-squaretidevfeom the actual hit position

(x) is given by,
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p/2
\/W = 1/ x2dxr = \/%, (2.7)

PJ_p)
wherep is the pitch of the device. Charge sharing between pixelseeftom diffusion or
from the angle of the incident radiation, will improve thesotition. An analogue readout
that records the amount of charge deposited in neighbopmeds can have greater precision
by using, for example, a centre of mass calculation. Anaagadout will be advantageous
for measurements where the average charge diffusion isegriean the pitch. Where the
diffusion is less than the pitch, there will be no advantagiaé precision [22].

The first position sensitive silicon detectors created weigrostrip devices for use in
vertex telescopes [23]. The first detectors were singleesith that they had highly doped
electrodes on only one surface. This would then measuretheed current from the elec-
trons. A further improvement was the use of detectors witloabte-sided readout. A
double-sided readout system has highly doped electrodepposing surfaces and mea-
sures the current induced from both types of carrier. An gptarof a planar device is shown
in Figure2.6. In this example, the position of the metali@a the passivation and the highly

doped regions for a p-on-n detector are shown.

Bump___ [ 1 PLANAR Detector p-on-n
|
|__u|=-assw | _|_ i |
[sioz e
P-diffusion
Si-N L ! o
| 300um
? | silicon
p it
N-diffusion :

X-ray photon

Figure 2.6: A schematic of a Planar, pixel detector [24]. An example of the drift of
electrons and holes is shown along with some characteristic dimensions. fEctode
will be DC-coupled to the amplifier.

The semiconductor industry created newer fabricationtiegles in the desire to produce

integrated circuits. Some of these new techniques, sudnasplantation and photolithog-

16
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raphy, have been adapted for use in detector fabricatiors allowed the creation of new,

passivated planar detectors. The advantage of using tpasifrom the semiconductor in-
dustry was that they lend themselves to large-scale batmepses providing cost benefits,
and can generate the potentially complicated electrodmggas on a silicon wafer.

The fabrication of devices via the planar process involvesrabination of passivations,
photolithographic patterning and dopirig [25]. Initially, silicon wafer of high purity is
manufactured. This will often be lightly n-type due to theadihtoncentrations of donor
impurities. Then, once the wafer has been polished and etetdre passification process
begins. During passification, the surface of the siliconaatad and coated with an oxide
layer. This is performed by passing an oxygen stream ovewtfer within high purity
quartz tubes at 1030 [25].

After that, photolithographic techniques are employedaimave regions of the oxide
layer. The first step in this stage of the process is to coawdifer in 1 to 2um of a
photoresist by using a spinning machine. After a softbalrnaress, a mask is used to
cover the portions of the resist that must remain and theisedtipped. The resist is then
hardbaked and the exposed $i® etched using HF. In the final step, the resist is removed
either by plasma stripping or chemically. These etchedsangi&later form the junctions in
the silicon. Structures as small as 40 nm can be created pfitteblithography[26].

The area within these windows is doped with acceptor ionstimralayer of 1 or 2um
into the silicon. The opposite surface is then implanteth @idnor ions, making it intonsil-
icon. The wafer is then annealed to repair some of the radiaiamage that the implantation
ions may have caused. Lastly, photolithographic techrsigare again employed to deposit
aluminium, electrical contacts for the front and back-sitieicker layers of aluminium will

decrease the energy resolution of the detector, so theigagiah is kept as thin as possible.

2.2.2.1 Slim Edge Technology

In a standard detector, there will typically be a series arduing structures surrounding

the detector. These structures will gradually decreas@akential across a larger distance
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to reduce the noise generated. The main disadvantage ¢hisalegy introduces is the loss
of up to a millimeter of active silicon all around the sensor.

If an actively biased area of a detector is directly adjatenhe cut edge of the device,
then there will be a large potential difference. This is luseathe cut edge will provide a
leakage pathway around the device. This will then generia current and consequently
a large source of noise and increased heat to be dissipat@gbuvdr, large area imaging [27]
where multiple detectors are required to be tiled togetr@rlvhave a loss of signal in the
dead areas between the detectors.

One solution to this problem is through the use of slim edgarielogy. By utilising
slim edge technologies the dead area around a detector aadbeed from over 50Qm
to less than 10@um [28]. This will have no effect on applications where thezaneeded to
be imaged is can be fitted within a single sensor. There argpteutechniques within this
category, but they all result in the reduction in size of thadlared [29]. One design of slim
edge detectors involves heavily doping the edge and botfatmeodevice whilst retaining
the standard planar diode junction on the top of the devidee downside to this is that
the corners of the detector far away from the junction etefgs will require very high bias
voltages to fully deplete.

Another method, particularly applicable to 3D detecta@spidesign the detector to have
a full 3D column at the edge to contain the electric field [3Qlternatively, an oxide layer
could be used instead of the edge polysilicon. This woule&Hhe advantage of increasing

the radiation hardness. Examples of these slim edge temffieslare shown in Figufe 2.7.

2.2.3 3D Detectors

As patrticle colliders increase their luminosity, therelwiéed to be an increase in the radi-
ation hardness of their detectors[31]. In 1999, a new desigtetector was proposed that
would possibly be an improvement over traditional planaed®rs in a number of areas
[32] [8] [3Q]. lon implanting can only create doped layershe few micrometers closest to

a surface. By employing micromachining techniques it is fis$o create long columns, of
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doped single-crystal silicon regions

L B TR B T

n
p nfEn = )
p nidn pH P
p nfgdn pPH P

p" poly  n’ poly p’ poly
ed ge electrode electrode

doped single-crystal silicon regions

.

{p 2

1p n” bulk

JPp p p P P PP P _
oxide p’ doped bottom
edge

doped single-crystal silicon regions
“ p: n+ n+ r.|+ =

1p

p’ p bulk
P ppppppp
oxide p' doped bottom

edge

Figure 2.7: Examples of various slim edge technologies [29]. The top example shows

a device with full 3D columns. The middle and bottom examples are of plan&redev

with a heavily doped edge and bottom and either an n-type or p-type bulk.
alternating n and p’, that penetrate through the bulk of a silicon crystal. A scatc of this
design is shown in Figuife 2.8. One half of the columns woulddrected to the readout
electronics and the other half would be used to bias the deigpically, to form quadrilat-

eral pixels, one readout column will be at the centre of tixeland four bias columns will

be at the corners of each pixel, although other geometriestheen developed more recently
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[33].
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Figure 2.8: A schematic of a full-3D detector. An example of the drift of electrons and
holes is shown.

In a planar device, the thickness of the silicon determihesdrift time of carriers and
the depletion characteristics. In the novel 3D design ihésgpacing between the columns
that will define the drift times and the depletion voltage p2¢ion of the sensor will occur
laterally, between the columns as opposed to the vertigaetien of a planar sensor. The
depletion distance (and hence the collection distance)isudent on the column pitch rather
than the thickness of the device. The pitch can then be lessttie thickness. Therefore, a
planar device and a 3D device of the same thickness will ciafee same quantity of charge
from a MIP, but the 3D device will have the readout electratesh closer together.

Another advantage is that the shorter distances betweetnagles will produce a greater
electric field. This means that charge carriers will unddegs trapping before collection
after radiation damage. The overall effect should be to renthat the detector is more

radiation hard than similar planar devices.
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The electrode structure of the 3D design defines an eleattetwiithin the substrate that
differs from that of the planar sensor. In the planar desiggrge created in the substrate
drifts through the substrate thickness towards the cafig@lectrodes on the surface of the
device. This allows time for the charge cloud to spread ddlieby diffusion, leading to
a greater probability that the charge will be collected asrmultiple pixels. The electric
field in the 3D design drifts charge parallel to the substsaitdace, towards the collecting
electrode in each pixel cell. This reduces the charge shanithe detector which is advan-
tageous to X-ray imaging applications. In imaging appiaad, where photon counting is
used, charge sharing can lead to multiple counts or no céangssingle photon depending
on the threshold thus reducing the image quality.

There are disadvantages to reducing charge sharing. Fampéxacharge sharing is
necessary to improve position resolutions using centi@adgs calculations.

The 3D electrode structure has a self-shielding geometrighwieduces the required
guard ring area and can also allow for active edge technd@djyto be applied. Conse-
guently, the size of the insensitive region around the ser@obe reduced to a few microns.
This is important in large area detectors where multiplessesubstrates are tiled together.
The possibility to cover large detection areas with minidead area, the fast collection
times and the reduction in charge sharing makes 3D deteetigiuks attractive for applica-
tion in synchrotron X-ray experiments as well as high engigysics. Typical synchrotron
experiments are described in Chajter 5.

The main disadvantage to 3D detector designs is the contypleithe fabrication pro-
cess, and this will be discussed later. Another disadvanigghat the columns are non-
active. The electric field within the columns is negligibeany charge produced there will
not be collected. Finally, the close electrode spacing evélate a large capacitance in the
device which can lead to greater noise in the front-end dimplhan in a typical planar
device.

The first true 3D detectors produced were called full 3D ag tte n-type and p-type

columns that passed completely through the silicon fromfitbet-side to the back-side.
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These columns were fabricated from the same side, and im findéhe processing to work
a handle wafer would be bonded to the silicon wafer [35]. Téeaf the handling wafer in-
creases the complexity, and hence cost, and reduces thigilrgliof the fabrication process.

An alternative to this is the use of double-sided 3D detectiorthis design of detector the
columns do not pass the entire way through the silicon satlestmstead, the n-type columns
extend from one side and the p-type columns extend from ter.oFigurd 2.9 displays an
example of a double-sided 3D p-type detector. The p-typeratyghe columns are shown
along with the passivation, metallisation and p-stops. im@ufabrication, a double-sided
detector does not require a handling wafer so the relighalitthe fabrication process is
improved compared to a full 3D device.

The region of the double-sided 3D device where the columeslaw depletes latterly
in the same way the full 3D device would. However, the regioegond the end of either
of the columns will require a far greater bias voltage to depthan the lateral depletion.
Consequently, when quoting the depletion voltage for a 3Dceetypically two voltages
will be stated. These are the lateral depletion in the opedgion and the depletion beneath
the columns.

The fabrication of full and double-sided 3D detectors isiEimexcept that the depth of
the columns must be accurately controlled for the douldeesand it has no requirement for
a handle wafer [36]. The fabrication process adds micromauntechniques to those used
for planar devices [37].

The first stages of the fabrication are identical to that ofemar device. After the pho-
toresist and the photolithography is completed howevdeshfor the columns are etched.
Using either dry etching or wet chemical etching technigalespossible, but a dry etch-
ing technique such as inductively coupled plasma granttgreontrol and homogeneity of
the electrodes [37]. Cycles of etching and passivations emfegmed because long etching
stages would cause etching to occur in orthogonal direstiothe column.

The maximum depth that a column can be etched is limited byetbleing machine’s

limited aspect ratio for etched structures. The ideal colursign would be as thin as
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Figure 2.9: A schematic of a double-sided 3D p-type detedtor [24]. An example of the

drift of electrons and holes is shown along with some characteristic dimension
possible. Reducing the width is advantageous because thenedk non-collecting and
so a reduction in the dead area is desirable. However, adaaemn will reduce the
collection time for charge in the device as there will be aatgeamount of overlap between
the columns of opposite type. Extending the columns fultptigh the device will create a
dead area where no signal will be collected. For these reaadwgpical silicon detector with
a thickness of 30@um might aim to have columns around {uth wide and 25Q:m deep.

Once the holes are formed, they are coated with a layer okpiclyn and doped appro-

priately. The polysilicon layer at the surface of the sudistiis then etched and passivated

and metalised as with a planar device.

2.2.4 Charge Couped Devices

The charge coupled device (CCD) was invented in 1969 by BoyleSandh at the Bell
Telephone Laboratories [38]. The invention of the CCD moveat@iraphic imaging away
from film and towards solid-state devices. This had a prodoefifect on scientific imaging
[39].

Originally, CCDs were developed as a means of storing data alich Sate device. In
order for a device to function as a memory storage deviceg theeds to be a way of reading

the presence or absence of data bits and the ability to aiadtdestroy these bits. In a CCD,
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a bit of information is represented as a packet of chargéecaiin the depletion region of a
metal-oxide-semiconductor (MOS) capacitor. By placingtipld MOS capacitors in close
proximity, it is possible to control the flow of charge thrdugeveral capacitors by altering
the bias voltages on the gate’s of the capacitors indepélgdeéin amplifier at the end of
the series of capacitors can convert the presence of a chaojet into an output voltage,
allowing the data to be read. In its original function as a ragnstorage device the initial
charge would be generated using an input diode. Howevehaegnsin Sectiom 2]3, charge
can be generated optically as well[40] [41].

There are many different designs of devices that fit into #itegory of CCDs. Perhaps
the simplest design conceptually, and the original desi@h, [uses three phases of gates to
pass charge from one pixel to the next. Each pixel consistereg gates in parallel and
every third gate is driven by the same clock driver. Eachroolwf pixels is separated from
its neighbours by means of potential barriers. Every tineectiarge packets move three gates
further down the chain, the pixels at the bottom of the colsiare read out horizontally by
a series register. By this method, the entire device is read boe at a time. This process
is shown in the schematic in Figure 2.10(a). Figure 2.10tbyws a cross-section of a front-
illuminated CCD with regions of different doping concentoas highlighted.

The are four primary operations that a CCD must be able to casmplerder to create
a full image. These are generating the charge; collectiaghtiarge in packets; transferring
the packets down the columns; and measuring the charge.

Firstly, charge generation is the process by which incigdmttons are converted into
electron-hole pairs. A fundamental characteristic of CCDhesr quantum efficiency. The
guantum efficiency of a CCD is the percentage of energy fromnmicg photons that is
captured as charge in the device. It is strongly dependetti@wavelength of the incom-
ing light, with the efficiency decaying for both high and loweggy photons. Photons with
a wavelength greater than approximately 1090 nm will noeehawough energy to create
electron-hole pairs. A typical CCD'’s response will normalgag at wavelengths of around

650 nm [45]. UV photons with wavelengths of 300 nm to aroun@ @t will often not be
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Figure 2.10: (a) A schematic of the transfer of signal down each column [43] and (b)
the cross section of a generic CQD2004 IEEE [44].

detected due to the photons not penetrating far enoughhetsilicon. X-ray photons with

wavelengths of 1 nm (1.24 keV) and less will start to be detdeigain due to the penetra-

tion depth of these X-rays increasing enough to enter thietiep region. The absorption

coefficient of photons is strongly correlated to the atomimber of the medium.

There are techniques that can be used to increase thedgnsitia CCD to photons in

the blue and UV ranges. One method is to coat the surface afahiee with a phosphor

that will re-emit a lower energy photon when a UV photon iatés with it. These newly
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created photons will be emitted in a random direction so spasition resolution will be
lost as well as energy resolution and half of the photonsegitlape detection entirely. This
was the method used to increase the sensitive range of thielédtgbescope [46]. Another
more expensive method is through two processes known astbackng and back-side
illumination. Rather than illuminating the front-side oetiECD, where photons can be lost
by interactions with the gate structures and electroniessilicon on the back-side is directly
interacted with. However, thick back-side substrates moll allow charge to be generated
close enough to the gates be collected efficiently. Theeefine back-side of the CCD is
thinned [47].

The second important operation of a CCD is collecting the ahgemerated into packets.
The collection of the electrons is based on their diffusibims operation is performed within
each pixel of a CCD. There are a number of features of the pixatslictate the effectiveness
of this process. These are the number of signal electrorisatipixel can hold prior to
saturation and the ability of the pixel to collect the sigelaictrons generated. The maximum
number of signal electrons that a pixel can measure at oncadled the full-well capacity
and is fundamentally constrained by the size of the pixelgéapixels can hold more charge,
but also allow for less position sensitivity. The greater thll-well capacity the better the
signal-to-noise performance and the dynamic range. Thardigwrange of a device is the
ratio of the largest and smallest signals that can be medsimeiltaneously. The diffusion of
electrons to neighbouring pixels will prevent a single poalecting all the charge generated
within it. CCDs designed for a specific range of energies of gm®will normally have
substrate thicknesses such that the electrons are gahel@ge to the collection architecture.
Reducing the cross-talk between pixels is key to improvingdtage of the CCD’s readout.

The third operation is transferring the charge down theroolin which it was captured.
This is achieved through modifying the voltages on the secei®f gates that make up the
vertical registers. Every time a pixel passes its chargbeéaeighbouring pixel there is a
small chance some of the signal will be lost. A modern CCD cae In@any thousand pixels

in each column, so a signal from the pixel farthest away froenhorizontal register needs
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to be transferred thousands of times successfully befene#d out. The efficiency of this
operation is improved by increasing the time allowed to meaeh pixel’'s charge down the
register. CCDs employed in optical photography may only taleefeame a second. These
will generally have much higher charge transfer efficiee@empared to CCDs used, for
example, in biological applications that may take a thoddeames a second.

The final operation is measuring the charge produced. Thaehseved by dumping
the outputted charge onto a capacitor linked to a MOSFET iéierpl This amplifier then

generates a voltage for each pixel proportional to the $igmarge registered.

2.2.5 CMOS Active Pixel Sensors

Complementary Metal Oxide Semiconductor (CMOS) Active Pi&ehsors (APS) are a
class of imaging devices, developed in order to improve upmme aspects of the CCD
design [48]. One of the major technological difficultiestt@&Ds have is their need for al-
most perfect charge transfer between pixels during readdug makes it difficult for CCDs
to be integrated with on-chip electronics associated wiiliaturisation. Another problem
is the limit this places on the readout rate.

The miniaturising of instrumentation demands that cirgulite integrated into the on-
chip electronics. The analogue to digital conversion ofgaal is a feature that is possible
with CMOS designs. However, the standard CCD design is not ctiiohgpavith CMOS
electronics. Furthermore, CCDs generally require high gelteat the transfer gates that can
cause an increase in the leakage current of the device.

An APS device has one or more transistors integrated intgitted architecture. This
assists in both buffering the photosignal and driving tredoait. This technology also al-
lows for random-access to pixels. The power dissipated iARS is less than that of an
equivalent CCD. This is because in order to read out any singé in the array, the CCD
requires every other pixel to be active as well. Sensitivégd noise and dynamic range can
be designed to be comparable to a similar CCD. CCDs were initallgttractive design be-

cause they required only three electrodes per pixel. Asgheconductor industry improved
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microlithography techniques to the sub-micron regime gilnentity of electronics that could
be fabricated on a single pixel were increased.

The addition of extra circuitry can provide a source of fumaality, performance and
also complexity[[49]. Separating the photodiode and thecsoiollower gates with a transfer
gate maintains the photodiode at a constant potential ahates the capacitance [50]. This
is called a 4T CMOS design. This has the overall negative effemcreasing the output
conversion gain. A 4T CMOS pixel can achieve lower noise an@jhaen conversion gain

for an increased sensitivity to small amounts of charge @etpto the simpler 3T pixel.
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Figure 2.11: (a) A schematic of a generic CMOS APS device with three transistors [51]
and (b) a cross sectional view of an APS pixel depicting features thaltvgive rise to
an electric field that would prevent leakage.

The schematic shown in Figure 2/11(a) is of a generic CMOS A&&cd with three

transistors in each pixel. Each of the three transistorsatseparate function on the pixel.

28



CHAPTER 2. SILICON DETECTORS IN MODERN PHYSICS

The first (M1) resets the photoelement, the second (M2) etstlee accumulated charge to
a voltage and the third (M3) selects which row is to be read mhin difference compared
with how a CCD operates is that the charge to voltage conversioontained within each
individual pixel and they can be read out independently. As ®CDs, the collection of the
electrons is based on diffusion rather than drift. Fiquielgh) shows the cross section of a
CMOS APS pixel.

There are downsides caused by the APS design. The pixetectiire creates a pixel-to-
pixel variation across the sensor. This results in an isg@afixed pattern noise. This effect
is discussed more fully in Chaptéer 5. Correlated double samman be used to minimise
the fixed pattern noise. This is a noise reduction techniquergvthe voltage after a pixel is
reset is subtracted from the voltage at the end of the iniegréme. However, additional

memory will be needed to store the offset information.

2.3 lonising Radiation

Any radiation that has the potential to ionise electronahulk of a semiconductor sub-
strate can be detected. These can generally be split intbriwax categories each with two
sub-categories. Firstly, charged particles continuoaslyon the electrons in any medium
through which they are traveling via the Coulomb effect. Ehesn either be heavy charged
particles such as protons or pions, or lighter chargedgbastisuch as fast electrons. Sec-
ondly, uncharged radiation can also ionise electrons in@diung but must first undergo an
interaction that deposits most of the radiation’s energg aingle point. Photons will ex-
cite secondary electrons when they deposit their enerdyatieasimilar in properties to fast
electrons. Neutrons can only be detected after interagtioth lattice nuclei generate heavy
charged patrticles.

For the purposes of this thesis, interactions involving/iieharged particles and photons

are of the greatest importance.
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2.3.1 Charged Radiation: Heavy, Charged Particles

Heavy, charged particles are generally considered to havasa exceeding that of an elec-
tron. This includes particles such as the muon, pion, kaahpaoton. Positively and neg-
atively charged particles are considered to have simifacts. They will primarily interact
with the medium they travel through via a Coulomb interacbetween the particle and the
medium’s electrons. Rarer interactions such as Rutherfattkesong from the nuclei are also
possible. These interactions do not occur frequently endoiga detector to reliably detect
particles based on them.

The Coulomb interaction is based on an inverse square latiorehip of the distances
between interacting charges. The charged radiation \wileffore, interact simultaneously
with many electrons. The force imparted upon the electroy beagreat enough to excite
it to a higher energy level, or to completely ionise it frone #itom. The energy gained by
the electron is compensated for by an equivalent loss irggneithe charged radiation. The
energy lost in any single encounter will be a small fractidrthe total energy, however,
due to the large number of encounters occurring near simediasly the charged radiation’s
velocity will continually decrease. The electrons that thdiation is interacting with will
normally be spaced homogeneously around it. This means wi#not be large deflections
in the direction of travel, unless caused by a rarer nuctgaraction.

Occasionally, an ionised electron may have enough energyntse further electrons.
These electrons are referred to as a delta electrons. Aealettaron will undergo scattering
far more regularly than it’s parent radiation, and will ceqaently have a much shorter range.

The linear stopping power of a medium with a charged pariscézjual to the mean rate
of energy loss and is defined by the Bethe-Bloch formula [52],

dE Zi 1 2me B2V T o 0

=B g | gl 2
xS ap |2 12 =35 (2:8)

whereS' is the stopping powerl is a constant; is the charge number of the particlg;
and A are the atomic number and atomic mass of the medigirand~ are the standard

relativistic functions; mc? is the electron’s rest maskjs the mean excitation energy in eV;
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T..«z IS the maximum kinetic energy that can be given to an elegtrarsingle collision and
0 is the density effect correction to ionisation energy loss.

This equation provides an accuracy of around 1% for a piosipgghrough a copper
medium, providing the pion has an energy between 6 MeV and\6 Seggreater energies,
the radiative effects become more pronounced. At lowerggee€'/Z corrections have to
be made for tightly bound valence electrons whéres a correction term dependent on the
electron’s energy shell. The energy limits vary dependinghe particle and the medium

involved.
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Figure 2.12: Mean energy loss rate through ionisation divided by the medium’s density
for a range of media and particles [52].

The curve associated with this formula can be seen in FigdiZ Z'his shows the stop-
ping power against the particle momentum for a variety dedént particles and absorbing
media. It can be seen that there is a momentum where the elosgggeaches a minimum.
A particle with an energy loss close to the minimum value idedaa Minimum lonising

Particle or MIP. For the thicknesses of detectors consibtieréhis thesis, a MIP can be con-
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sidered to pass through the full depth of the detector wghmbmentum and direction of
travel unaffected.

The range of a particle is defined as the mean distance il$rewthin a medium before
losing all its energy. For a particle that has the majorityt®fenergy loss from ionisation
effects, the integral of Equatidn 2.8 gives a good approtioneof this value. At higher
energies, where radiative effects begin to dominate, ctorgs to the integral have to be

applied [53]. For a pion, this upper limit corresponds tousua 100 GeV.

2.3.2 Charged Radiation: Fast Electrons

Compared to heavier charged particles, fast electrons asittqoos have lower average en-
ergy losses but a far greater rate of scattering. The largtesing is due to the mass of
the particle being the same as that of the orbital electrensgtainteracted with and, conse-
guently, a greater proportion of the particle’s energy cafot in a single interaction.
Another difference between fast electrons and their heaaenterparts is the addition
of radiative losses at all energies. Any acceleration oflaoten must be associated with
bremsstrahlung radiation. The change of direction froma#terdng event is considered to be
an acceleration. Typical bremsstrahlung radiation wilimally be re-absorbed fairly close
to the point of origin due to the relatively low energies itwaa. This radiative loss in energy

adds an additional term to Equation]Z.81[20] of,

B (dE) _ BZZ+ 1)t {4 o 2F 4] | 29)

dx L 137m2ct mec> 3
where E is the energy of the electron.

All the features of fast electrons also apply to positroaseling through a medium.
Positrons can also be stopped via annihilation with an alrleifectron. This will release
a 0.511 MeV photon that can travel a large distance from #gsitasn point before being

re-adsorbed.
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2.3.3 Uncharged Radiation: Photons

Photons undergo markedly different interactions compévetharged particles. Instead of
slowing down gradually with continuous and simultaneousractions with the medium,

photons lose their energy in a single interaction. This @thbough a variety of processes,
either photoelectric adsorption, Compton scattering araiduction. Low energy photons
will interact predominantly via photoelectric adsorptiand high energy photons via pair

production. The relative cross sections for different gieex of photons and absorber atomic

numbers are shown in Figure 2113.
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Figure 2.13: Representation of the relative predominance of the three main processes
of photon interaction with absorber atom: photoelectric effeltthe Compton effect

(0), and pair production«) for adsorber atomic numbeZ§ against photon energyi¢).

The two curves in connect points where photoelectric and Compton @oters are
equal shown by the curve on the left and Compton and pair productiss seztions are
equal shown by the curve on the right [54].

Photoelectric adsorption occurs when the photon intessitbsan atom in the medium,
ionising the atom and creating a photoelectron. The endrtpeghotoelectron is simply the
energy of the original photon less the binding energy of teeteon. Due to this interaction
being with the atom as a whole, the photoelectron releaggditsally from one of the lower,
tightly bound energy levels. This interaction can also amtgur with an atom, not with a

free electron because of conservation of momentum. Afteisaion, the newly-formed
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electron vacancy may either be filled by the capture of a fleetr®n or the de-excitation
of a higher energy electron in the atom. This process canecfegher X-rays with specific
characteristics based on the atom. If the secondary phet@pes the detector, only part of
the energy of the original photon can be detected. The plemtiven created behaves in a
manner similar to the fast electrons discussed in Sect®a 2.

Compton scattering is a process whereby a photon transfdrsfpe energy to an elec-
tron and deviates in the process. Assuming the electrombegrest, any angle of scattering
is possible. Therefore, the energy transfered from phaialdctron can be any proportion
of the photon’s initial energy.

The rest mass of an electron and positron is 0.511 MeV. If agohloas an energy greater
than 1.02 MeV then pair production is possible. Pair prodadbecomes increasingly likely
as the energy of the photon increases above 1.02 MeV. Anyssxagergy from the initial
photon will be converted into kinetic energy for the elentand positron. The electron
and the positron will generally undergo further scatteeagnts and annihilation, producing
further photons. The detection of this subsequent radiaidmportant in the design of

detectors for high energy radiation.

2.3.4 Uncharged Radiation: Neutrons

Neutrons, whether slow or fast, can only interact with thel@iuof the medium in which
they travel. No Coulomb or photoelectron interactions arssfide. Unlike photons, the
secondary radiation from neutron interactions tend to layeharged particles - either the
nuclei themselves given sufficient energy, or the resultuctear reactions.

Standard neutron detectors will normally use a convertentothe neutrons into protons

that can then be detected.

2.3.5 Signal Formation

lonising radiation can create a signal on collecting etet#s. Electron-hole pairs generated

in the depleted region of a detector will induce a current essalt of the external electric
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field [55]. The current that is induced can be determinedufihARamo’s theorem [56],

1 =qu- Ey, (2.10)

wherei is the induced curreny is the charge generated with a velocityand E,, is the
weighting electric field/V,,/dx whereV,, is the weighting potential. The weighting potential
can be calculated for any electrode in a particular geonistrgetting the potential of the
electrode in question to 1 V and the potential of all othectetales to 0 V, and then solving
Poisson’s Equation.

The initial velocity of charge carriers can be determinadgiEquatior 2.11. For a simple
detector with parallel electrodes on the opposite sidediobs with a thickness ofl and a

reverse bia%}, the velocity becomes,

Vo
= u— 2.11
V=g (2.11)
and the weighting field is,
E, = L (2.12)
w T d .
Therefore, from Equation 2.110, the induced current will be,
, 1%
1= qud—g. (2.13)

The total charge that is induced on the collecting electwilethen be the integral of
Equation[ 2.1B. Using the simple model of an electron-hole gaated in a reverse biased
diode, a distance from the positively biased n-type electrode ahd = from the nega-
tively biased p-type electrode with velocities propor#bto the electric field, the time for

collection for the electront() and the holet(,) will be given as,

(2.14)
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The total charge due to the electroik ) and holes@;,) can then be expressed as,

Qe = lele Qh = ptn
_ W oad Vo (d—z)d
Ve v g
T x
— —q (1 _ E) . (2.15)

From these equations, it can be seen that the sum of the cimalgeed by either the
electrons or the holes is dependent on the distance theechag generated from the elec-
trode. Also, in the initial stages of charge collection tigmal will often be dominated by the
collection of electrons because the mobility of electraaround three times greater than
holes in silicon. The electrical signal that results is not@y produced when the charge
carrier is collected at the electrode. The signal is geadrhy the drift of a carrier in the
electric field [57].

The example detector used above had parallel electrodemfamite size. In this situa-
tion, the weighting potential is linear and inversely prajmmal to the distance between the
electrodes. In a more realistic case, where the electragesdnfinite size similar to or less
than the width of the device - such as the pixel detector inifei@.14(a) or the 3D detector
in Figure[2.14(b), the weighting field will be non-uniform.eke, the weighting field will
approach zero in the majority of the detector and the noa-zertion will be centred around
the collecting electrode. This has the resulting effedttti@majority of the signal is induced
by the motion of carriers closest to the electrodes anderarmoving to the non-collecting
electrodes produce little signal. The electrodes for tlamal simulation were 20m wide
and 60um apart. For the 3D detector, the electrodes werghOwide, 250um deep and
40 um apart.

When originally derived, independently by Ramol[56] and Skec59], the electrodes
were considered to exist in a vacuum such as there might beaowam tube. It can also be

shown that Ramo’s theorem still applies in a non-vacuum enwent where there is a fixed
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Figure 2.14: Simulations of weighting fields for (a) an n-on-p planar strip detector and
(b) a double-sided 3D strip detector [58]. For each simulation, a singlé@decwas
considered to be read out. The electrodes for the planar simulation were 2@de

and 60um apart. For the 3D detector, the electrodes werguhOwide, 250um deep
and 40um apart.

space charge present and also where there is a fixed mageletiG].

2.3.6 Radiation Damage

Pairs of electrons and holes created in the bulk of the serdigdor will often recombine,
leaving no permanent damage. On the other hand, if thesegraicreated in the oxide layer
of a detector then they will often drift to the edges beforeorebination can occur. The
electrons will drift from the oxide layer to the bulk silicotypically in a time on the order
of 100 ps. The holes will drift towards the metal contact, beer their lower mobility may
lead to them being trapped in the oxide layer. The resultisfdaan be a long term increase
in the positive charge of the oxide layer. This then causesttraction of electrons inside
the silicon towards the positive oxide charge. This resalan electron layer in the silicon
detector which changes the detector’s characteristics.

Aside from the processes referred to in Sedfioh 2.3 ionisadéation can transfer energy
directly to the atoms in a crystal lattice [61]. Nuclear @tins and Coulomb effects can
transfer sufficient energy to displace lattice atoms [15hterstitial sites. This loss of en-
ergy is called Non-lonising Energy Loss (NIEL). The disgddattice atoms will lose their

imparted kinetic energy through further collisions witle flattice, potentially creating clus-

37



CHAPTER 2. SILICON DETECTORS IN MODERN PHYSICS

ters of defects. The residual thermal energy of the latteoe cause these interstitial atoms
to recombine with vacant lattice sites. However, some offibplaced atoms will remain in
their interstitial sites having formed stable structurethwurrounding atoms [62], forming
a Frenkel pair. These are often referred to as traps, dueitcathility to retain free electrons
or holes.

The number of displaced atoms in the lattice is directly propnal to the NIEL, which
in turn is related to the particle type and energy. Chargetigtes, such as a proton, can
interact via Coulomb forces as well as nuclear processes,eabe non-charged patrticle,
such as a neutron, can only use nuclear processes. Nudkzactions only become possible
above energies of around 1 MeV [15]. Below this value, the NtEla proton will be far
greater than that of a neutron. The method used to compaiddtions by different types
and energies of particles is to say what would be the equitvalamage done by 1 MeV
neutrons per ci The notation to denote this will be 1 Me\,fcn?.

The type of particle also affects the eventual distributddefects. A low mass particle
like an electron will generally cause single point defedibese single defects will be un-
likely to occur in clusters and are therefore more likelydgoambine with the lattice vacancy.
A high mass patrticle like a heavy ion will generally causessabtial damage to the lattice
in large clusters. The result of this is, for a given level dEN, a heavier particle will do
more damage than a lighter one.

The energy required to displace a single atom 25 eV [63]. For a neutron to displace
a single atom, it would require a kinetic energy of 175 eV.sTwould increase to 260 keV
for an electron. Large clusters of defects generally reqggieater than 5 keV transferred to
them. A neutron’s total kinetic energy would have to be 35 kehéreas an electron would
need 8 MeV.

In a silicon crystal lattice there exists an energy gap betwbe valence and conduction
bands. Radiation damage to the lattice structure can cadgeadl| energy levels to appear
between the two main bands. A defect level that is negatigbfrged when filled by an

electron and neutral otherwise is called an acceptor ldvdbnor level is one that is neutral
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when filled by an electron and positively charged when emptgse can behave much like
donor and acceptor dopants. Thermal excitations can gienegev holes and electrons using
traps. An electron can be excited from the valence band tdérdéipeto create a hole in the
valence band. Or an electron in the trap level could be ekttiehe conduction band. The
chance of each of these processes occurring is dependehe aelative energy levels of
the trap compared to the valence and conduction bands amafalke temperature of the
semiconductor. Alternatively, an electron can fall frone tonduction band to the trap or
from the trap to the valence band. This will either remove l@ateon or a hole from the
system. The probability of this occurring is proportionalthe relative occupation of the
levels. The overall effect to a semiconductor device isdfulel: to increase the leakage
current; to increase the doping concentration and decteaseharge collection efficiency.

These will be discussed in turn.

2.3.6.1 Leakage current

Due to random thermal excitations, electron-hole pairsosacreated using the trapped level
as a stepping-stone between the valence and conductios.bemsituations where there is
no electric field present, the electron and hole will tydiceécombine. However, where an
electric field is present the electron and hole will drift beir respective electrodes without
recombining. This effect is known as a leakage current. &be of formation for electron-
hole pairs with a trap level is given by,

vfhaevfhah

Ey

Rep = Nyn; —E
vfhaee(ﬁ) + Uthhahe(TTt) 7

(2.16)

where NV, is the number of trapsy, is the intrinsic carrier concentration?, and, are
the thermal velocities of electrons and holes respectivelando;, are the electron or hole
capture cross sections arttgl is the trap energy level relative to a zero position half way
between the valence and conduction bands.

It can be seen from Equatign 2116 that as the trap level gesecin energy to either

the conduction or valence bands, the formation rate wilfelese exponentially. Also, the
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formation rate will increase as the temperature increakbs leads to the leakage current
increasing exponentially. The leakage current of a devitleften be quoted at 20C with

it scaled to other temperatures by,

I(Ty) = 1(T) (%)2 exp (—% [%2 _ T%D , (2.17)

whereT; is the quoted temperature aglis the measured temperature.

Whilst most commonly associated with radiation damage strgii also be present in
smaller concentrations in unirradiated devices due to mtips and imperfections in the
crystal lattices. The leakage current of an unirradiatedceewill also be proportionally
smaller. Any subsequent damage to an unirradiated deviteause the leakage current to
increase proportionally to the fluence of the radiation. Anyealing post-irradiation will
reduce the traps available and hence the leakage curreistmetkes the thermal history of
irradiated devices important.

The increase in the leakage current of a device after a pefimthdiation can be calcu-

lated by,

5—‘]/ = ad, (2.18)
wherel andV are the leakage current and volume of the dewces, the damage constant
and® is the irradiation fluence. The damage constant varies legtwiferent materials and
temperatures. For silicon at 2Q, the value given fow is 7.77 x 10''8 A/lcm [64].

Another effect of leakage current is that it will increase temperature of the device.
If this heat cannot be dissipated, then a thermal runawagtefitay occur with the increase
in temperature leading to further increases in leakageenurrThis means that irradiated

devices in particular need to have adequate cooling sotectsed into their design speci-

fications.
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2.3.6.2 Doping Concentration

The depletion voltage of a device is the voltage requiredutly extend the electric field
throughout the deviceé [63]. It is related to the effectivgitdg concentration by,

Viep = Negys| d?, (2.19)

D
2€€q
whereVy,, is the depletion voltagey.;; is the effective doping concentration adds the
depth of the detector.

This holds true both for doping concentrations caused byngddonor and acceptor
atoms and radiation damage. For an initially n-type mateiew irradiation fluence causes
the effective doping concentration to decrease exporigntidhis is due to an apparent
removal of donor atoms. Further irradiation will cause aetyqpversion to a p-type material
with an exponential increase in the doping concentratiothasrradiation continues. An
n-type material after type inversion will display the sanehdvior as a p-type material. An
increase to the effective doping concentration will inseethe depletion voltage required to
fully deplete the device. This will have a knock-on effectlie heat generated by the device

and is called thermal runaway.

2.3.6.3 Charge Collection Efficiency

Defects to the crystal lattice can act as traps to any chaggergted by ionising radiation.
Electrons can drop from the conduction band to the trap $efaellong enough to prevent
their collection within the integration time of the amplifid his will mean that the total sig-
nal generated by ionising radiation is reduced by radiateomage. This can be compensated
for in standard silicon devices by maintaining a sufficighilgh electric field throughout the
silicon. Operating a device at the depletion voltage wiidéo the peripheries having very
low fields. A higher operating voltage will give greater figltiroughout a device and hence
reduced trapping.

Any charge that is trapped for longer than the integratioretof the device will not be

collected. This is referred to as ballistic deficit. Agaimstcan be reduced by increasing the
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integration time.

2.3.6.4 Annealing Processes

Defects caused by ionising radiation can be altered threuygiocess called annealing [65].
Heating a silicon substrate can provide defects with thenthkenergy required to return to
their lattice positions. There are multiple mechanismsugh which this can occur.

The migration of defects can occur once defects gain enongigg to become mobile.
The defects will continue to roam throughout the latticellihey can locate a stable posi-
tion. This can be either through recombining with a courderbeing held at a surface or
dislocation in the silicon, or by associating with otheret#$ to form stable complexes. A
stable complex can be formed by defects of the same typeffefeht types or by associating
with impurities in the silicon.

Another mechanism whereby annealing can affect the steictiudefects is through a
process known as dissociation. This will occur when a stateplex of defects is provided
with enough energy to break into smaller complexes or indial defects. These smaller
structures can then migrate through the the lattice asqusly discussed.

Overall, it is difficult to tell exactly which mechanism issonsible for any specific
portion of annealing. When a sample undergoes annealingnbination of the mechanisms
will happen simultaneously.

Annealing can be performed at any temperature. Any anrgeplicess has an activation
energy associated with it. The rate of annealing will thepriogportional tee(77) whereF,
is the activation energy of the annealing process. Thisthah increase as the temperature
increases. Generally, when quoting the length of an ammeakriod, this will be shown as
the number of minutes at 6@ that would be required to get an equivalent result.

Figure[2.15 shows the effect annealing has on the effectpénd concentration. The
change in the effecting doping concentratidny, ¢, can be divided into three contributing
components.V, is the component that dominates in the initial stages of tireealing of

the acceptorsN¢ is a constant factor and independent of the annealing tibreptesents
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Figure 2.15: The annealing behavior of the effective doping concentrafigw.;; at
60 °C after radiation damage [65]. Sample was irradiated with a fluence of 1.4 x

103 cm~2.
the stable damage to the lattice. Finally is the long-term reverse annealing component.
The effect of annealing a device will only end when this comgd saturates at long time
scales. Annealing for up to 80 minutes at 8D causes a decrease in the effective charge
concentration [65]. For a non-type inverted device the el voltage simply increases.
For a type inverted device this leads to a decrease in theetl@plvoltage and is consid-
ered beneficial. Annealing beyond this, however, leads tngdr term period of reverse

annealing regardless of whether type inversion has oaturre
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Chapter 3

Characterisation of a 3D detector

In this chapter, the response of a 3D double-sided pixelsdB§] to high energy pions is
explored [22]I66]. The device was bump-bonded to a Timepelpeadout ASIC. Similar
measurements have been made on a full-column 3D sensohelse{67]. Here a high res-
olution study over a unit pixel cell in a double-sided 3D d#te is presented. The detection
response across a unit pixel cell to high energy pions is ed@nd the effects due to the
columnar electrodes on the detection efficiency and chdwgeng) is investigated. The spec-
tral response of the regions between the electrode colutmasnter-column region, and in
the regions above and below the columns are shown. Thisdgesktthrough variations in the
applied bias voltage and effective charge threshold us#tioffline analysis. Furthermore,
the detection efficiency as a function of the angle of incatenf the pion beam to the surface

of the sensor is measured.

3.1 An Introduction to 3D Detectors

Future High Energy Physics (HEP) and synchrotron X-ray erpents will require a new
generation of detectors capable of high-speed readoutatige under extreme radiation
fluences and covering large areas with minimal dead spaae3Dtsensor design, discussed
in Section[2.2.3, offers several advantages over the plsitieon sensor design and is a

strong contender for such future detection systems. TheeBBas architecture [8] differs
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from a standard planar sensor design by having columnatretiscstructures created in the
sensor substrate rather than on the device’s surfaces. iStamck between the electrodes
in a planar device is defined by the sensor’s thickness. Bhimilonger the case in the
3D design where the electrodes can be brought closer tagsithaficantly reducing the
charge collection time of the device and also reducing theired bias voltage. A greater
electric field reduces the trapping effect of radiation icehlidefects and therefore increases
the detectors charge collection performance after heaagtiations/[68] making the detector

design attractive for applications in future high energstipke tracking experiments.

3.1.1 3D Device Under Test

The double-sided 3D sensor [37] is a modification of the aagdesign as first proposed
in 1997 [8]. This sensor configuration differs from that afgle-sided 3D sensors in that
the holes for the columns are etched from opposite sideseoivtfer. This simplifies the
fabrication process and increases the production yield.dffficulty of doping two different
kinds of holes on the same side of the wafer is also avoided. dihly necessary to create
patterned electrode contacts on a single side of the wakeglectrodes on the bottom side
being shorted together. A further advantage of the doublieds3D sensor is that all regions
of the device have active silicon. This is because chargdlisdlected in the region above
or below the columnar electrodes.

The device investigated in this chapter was designed by theetsity of Glasgow and
IMB-CNMH and fabricated by IMB-CNM. In this design, inductively coupiglasma (ICP)
was used to etch holes with a diameter of i to a depth of 25Qum in a 285um thick
substrate sensor material. The high aspect ratio was madépby an alternating sequence
of etch and passivation cycles. This is known as the Boschepsd69]. The p and n”
electrodes were produced by patrtially filling the holes wthlysilicon and doping with
boron and phosphorous. The junction was created at abpuat Bito the silicon substrate

as measured in a scanning electron microscope [37]. Theasumaments also show the

1Barcelona Microelectronics Institute, National Micrcetfenics Center, Barcelona, Spain.
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polysilicon layer thickness is @m at each edge of the hole. This was passivated with an
additional 1um of silicon dioxide. The sensor surface was passivated laagalysilicon

at the electrodes was exposed and coated with aluminiumretdecthe contacts for bump-
bonding to the readout chip. The basic cross-section of a &bce is shown in Figure
2.8.

Devices were fabricated with both n and p-type bulks. Theited signal is generated
by the movement of both electrons and holes. The device usedwas a hole collecting
double-sided 3D detector with n-type substrate and p-dop&anns connected to the elec-
tronic readout. The columns had a pitch of o®. The device was solder bump-bonded by
VTTQ to a Timepix readout chip. A low grade readout chip was usedhis R&D project.
Hence, there were some inactive pixel columns. The devied bere was fabricated from
a wafer with a resistivity of 13Rcm and had a leakage current of 3.8 at 20 V at room
temperature. The double-sided 3D sensors depletion bmiragimore complex than that of
the single-sided 3D or planar designs.

To test the depletion characteristics, additional doslded 3D pad sensors were fabri-
cated to match the pixel size of Medipix2. These consist&2af92 arrays of p-type readout
columns with 55um spacing. The 90 x 90 columns in the centre were connectedvista
layer to form a pad, and the surrounding ring of readout cokimere connected together to
form a grounded guard ring. During each test, the pad wasdigtbund, the back contact
was biased, and a 10 kHz AC signal was applied between the TWwe.result of one such
test is shown in Figure_3.1. The capacitance decreases ds\lue depletes. A sharp drop
in capacitance up to the line at 2.4 V occurs as the regiondeivihe columns depletes.
A device with columns spaced 58n apart will fully deplete below 3 V with the precise
value determined by the geometry. The line at 9 V denotesewherdevice should be fully
depleted underneath the columns. The device was opera#@d\atiuring the experiments

as this ensured it was over-depleted with a non-zero aetetfield throughout.

2\TT Technical Research Centre, Finland.
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Figure 3.1: Inverse capacitance characteristics of a double-sided 3D pad de#atttor
90 x 90 columns and 5pm pitch [36].

3.1.2 Timepix ASIC

Timepix [70] chips are readout ASICs produced by the MedimigRaboration for hybrid
pixel detectors. The Timepix chips each had 256 x 256 squsetspwith 55um pitch. Each
pixel is independently coupled to the corresponding pixélthe sensor with an array of
solder bump-bonds. Together the sensor pixel and readqupotel form an independent
readout channel. Each readout chip pixel contains amglicand digitisation circuitry.
The Timepix chip is a development of the Medipix2 chips trddsathe possibility to propa-
gate a clock signal to each pixel in order to provide addélaming functionality.

Medipix2 is a photon counting chip. Each pixel channel cmstaan amplifier and a
discriminator followed by mode control logic and a 13 bit pde-random counter with an
additional stop bit. This additional bit extends the nhumbkcounts available to 11 810
and this is iterated each time a signal from the sensor calisesnplifier signal to pass the
discriminators threshold.

The three possible modes of operation are counting, timeriwga(ToA) and time over
threshold (ToT). In counting mode the Timepix pixels behave similar manner to the
original Medipix2 pixels, incrementing the counter eaahdithe output of the amplifier

passes the threshold. In ToOA mode the pixel records the teheden the moment when the
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amplifier first passes the threshold and the closing of th#eshiup to a maximum of 11 810
counts within the pulse length of 230n. In ToT mode the discriminator output is used to
gate the clock to the counter, recording the time the ampsignal is above threshold and
thus providing an indication of the total energy depositéde ToT mode was used in this
study because the triangular nature of the amplifier pulsensi¢hat the time recorded is
proportional to the amount of charge deposited in the piX€].[ The energy resolution is
then due to the ToT mode’s time resolution. Using the seeiatiout at 200 MHz, the time
to read the entire matrix is around 5 ms. However, fasterdgpaee possible using a 32-bit
parallel bus.

To ensure that each pixel on the chip uses a similar threshimieepix pixels contain four
bits of trimming information that can be individually pr@gnmed. The process of setting
these values to provide a uniform global threshold is refeto as equalisation.

Threshold equalisation is used to compensate the pixek&d fiireshold variations due
to local transistor threshold voltages and current mishetor more global effects like on-
chip power drops. This compensation is done by means of & eldhient DAC placed in
the discriminator chain of each pixel. The current rangehed DAC is controlled by the
Ths global DAC with a LSB range of 040 nA. The measured INL o$ #-bit DAC in
the full pixel matrix is less than 0.8 LSB. To calculate the aation mask the threshold
distribution for each of the 16 threshold adjustment codef®und. Then the adjustment
code is selected for each pixel to make its threshold as msgaossible to the average of the
threshold distribution mean values. Figlrel 3.2 shows ampleof a threshold equalisation
of a Timepix chip in both collection modes. The thresholdai@on before equalisation is
240 e rms and after equalisation the achieved noise free thréstaoiation is 35 erms for
both polarities. The minimum detectable charge is definedeasmallest input charge which
all pixels are able to resolve when the global thresholdtifusé over the noise.

The shaper and amplifier in the pixels are able to operatetim ppasitive and negative
polarities allowing the system to collect either electronfoles from n-type or p-type bulk

sensors. Here only hole collecting sensors were investigalhe readout of Timepix is
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Figure 3.2: Example of the threshold equalisation result for both polarities. On the left
is the electron collection and on the right is the hole collection.

performed by a shutter signal. When the shutter is open tipei€bensitive and the counters
are active, counting either the number of hits seen or thebeuwf clock ticks where appro-
priate. When the shutter is closed the counters are recoafigato 256 pixel long column
shift registers and the data is read off as a matrix of valugstware decoded by the readout
system.

The absolute DAC value of the applied threshold corresptmtise pedestal of the pixel
variation between individual chips due to slight fabrioatdifferences. The DAC controlling
the global threshold, THL, is set with respect to the mearhefdistribution of equalised
noise edges. The absolute values were set to give a threstiww&bponding to a deposited
charge of approximately 1600 electrons in the assemblastiade up the telescope and in

the DUTSs.

3.2 Experimental Setup

The double-sided 3D n-type sensor, bump-bonded to a Tinteidout chip, was tested
in a high energy pion beam provided by the Super Proton Syitrcir (SPS) at CERN.
The telescope that was used is shown in Figuré 3.3. The tglesallowed for the easy
integration of the device under test (DUT), provided cortgleompatibility between the

readout systems and enabled a frame rate of about 1.25 Hz.
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Figure 3.3: A diagram of the pixel detector assemblies within the telescope, showing
the angled four Timepix and two Medipix2 detectors and the Timepix DUT with its axis
of rotation.

The telescope consisted of six pixel planes, four Timepok @vo Medipix2 separated
from each other and the DUT by 78 mm. Each was bonded to a sthi3@® um p*-
on-n planar pixel device. As the Medipix2 planes only previdnary information, and so
produce a lower spatial resolution, they were sandwichédd®n the Timepix sensors. The
Timepix sensors formed the innermost and outermost stabbithe telescope arms. The
Timepix chips were used in ToT mode in order to benefit from argh measurement in
each pixel, and to be able to optimise the resolution by fipdire cluster centres using
charge weighting. In addition, the planes were orientechatragle in the horizontal and
vertical directions in order to guarantee charge sharimgfarther optimise the resolution.

An estimate of the optimum angle is provided by the expreﬂsi[rlThfc‘}fnhesswhich gives the

angle where tracks always traverse more than one pixel,cdgeametric factors. In practice
the angle providing the best resolution is affected by fiacsoich as charge spreading, pixel
calibrations, and non-linear charge sharing correctiassyell as the choice of the angle
for the orthogonal direction. In this prototype telescape @ngles of the telescope sensors
were fixed to 9 in both the horizontal and vertical axes perpendicular édisamline, which
gave results which were close to the minimum achievable.rfinenum given by the pitch

and the thickness would have been at 1m@t this angle can be lessened because it does
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take into account the diffusion of the charge in the detsctdhe DUT was mounted at the
centre of a symmetric arrangement of chips to further imgribve resolution that could be
achieved.

To allow a resolution measurement to be taken with the DU aany angles as possi-
ble, and to increase precision, the DUT was mounted on higtigion rotation and transla-
tion stages driven by step per motors that allowed it to beddiand aligned remotely. The
stages used allowed movements with an accuracyghzand 50urad for the translation
and rotation states respectively.

The Medipix2 and Timepix assemblies, including the DUT, evezad out using USB
driven systems provided by CTU Praguel[71] and the Pixelmé&a atquisition (DAQ) and
control softwarel[72]. An example of the Pixelman DAQ is sinaw Figure 3.4.

Figure 3.4: An example of the Pixelman DAQ [73].

These are the standard, portable, low-bandwidth readstesg used in most Medipix
applications to date. Each USB unit is attached to one chigigAal is applied simulta-
neously to all the USB readout units and its rising edge &igdocal shutters to individual
chips. The length of the shutter is programmable in each U8Bamd it was set to be the
same for each assembly. It was optimised on a run by run lasepture between 100 and
500 tracks per frame depending on beam conditions and thereelganalysis. The micro-

controller in the USB unit introduces a delay between thgger being received and the
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shutter being sent of 440.5 us. Since the shutter periods were always greater than 10 ms,
the error on the efficiency measurement introduced by ttiex jshould be small. In situa-
tions where a shorter shutter is required, such as highcpaftux environments, this will

become a constraint on the use of the existing USB systems.

3.3 Results

3.3.1 Analysis and Track Reconstruction

The first step of the reconstruction process is to form ctagtem neighbouring pixels that
registered hits. A cluster is obtained from joining all adjat hit pixels in a given assembly.
The position of the cluster is determined from a charge wemjaverage of the contributing
pixel positions in the row and column directions, using tlod Talues from the individual
pixels as a weighting factor. A maximum cluster charge capiglied for the clusters in the
tracking in order to suppress high energy deposits and masys.

A linear fit is made to combine the clusters on the differeseasblies into tracks. The
algorithm obeyed the following process. Firstly, any framgth 5000 or more clusters were
ignored to remove a small number of saturated frames. Nexténtral detector was taken
as the primary reference plane and each plane within thecgbe was examined in turn.
Starting with the first plane, each cluster is compared toféale clusters on the remaining
detectors in the telescope. If there are a set of clusteesporeach telescope plane that are
within 100 um of each other, these will form a track. A cluster is requinedceach plane of
the telescope. A straight line track fit is then applied ushgfull alignment information.
Once a cluster has been associated with a track, it can naSbeiated with any others.

Initially, the alignments of the telescope planes were getleasuring the angles and
distances between the planes by hand. Using this as a gtadint, an improvement was
made by using a software alignment that performed an itergtiocedure by minimising
the residual between the track intercept position and tbensructed cluster position. All

degrees of freedom were aligned which included the dispiac¢ of each plane in the row
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and column directions and along the beam, and the rotatidheoplanes around all three
axes. The same procedure was applied to the DUT. After akguithe residual means were
centred on zero, and the variation of the mean of the resalwaks the width of the detector
was below+1 um. This is shown in Figure 3.5. Were the residuals either eatred on 0

mm this would imply that the detector was misplaced latgraflthe mean of the residuals
varied with the global position so that the dark band in Feg8% was diagonal then this

would imply that the misalignment of the detector was with #imgle of rotation.
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Figure 3.5: The residual in the x direction against the global x position.

The distribution of the residuals has been studied to extin@cresolution of the individ-
ual telescope planes and the precision of the track intepmept at the DUT. The resolution
at the DUT in both the column and row directions was found t@.8&-0.1 um. The spatial
resolution was defined as the track pointing error at thetiposof the DUT, with the mea-
sured biased residuals in the telescope planes being cedmathe results of a Monte Carlo
simulation.

Extracting the resolution of the DUT itself required a stigldifferent procedure. First,
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the tracks were extrapolated to the plane of the DUT and aaglaisidual formed between
the tracks and all clusters in the DUT. In order to investghe resolution in X, clusters with

a residual of less than 1Q00m in y were selected, and vice versa. The resulting histogram
were then fitted with single Gaussians. The error on the gi@tivas estimated by dividing
the datasets into two and comparing the resolution, by mgriyie binning of the histograms,
and by varying the cut on the y of the cluster. In addition ¢hsrslightly larger error for the
perpendicular fits, where the histograms become less Gewdge to the more binary nature
of the resolution

A number of additional cuts were applied to select a cleaa gainple. First, the centre
of clusters considered in the analysis of the DUT were reguio be within 20Qum of the
track intercept point. In addition, all tracks consideradhe analysis were required to be
separated by more than 6@@n at the DUT. If there were multiple tracks separated by less
than 600um at the DUT then all of the tracks were discarded. This redtice potential for
incorrectly associating clusters on the DUT to the wrongksa

The Timepix chip used for this R&D project with the 3D sensoiswe a lower grade
and had two non-responding columns (512 pixels). Furthezntbe bump-bonding of the
sensor was not perfect and introduced some additional deaaisy pixels. A map of dead
and noisy pixels was produced by exposing the sensor for 20tes to an X-ray source.
An average of 1000 counts was obtained per pixel, and thaséspnore than four standard
deviations from the mean were flagged as dead or noisy. Teigifted an additional 128
pixels, which were excluded from the analysis. This map awshin Figurd 3.5.

This map was used in the analysis and all extrapolated traithsn 3 pixels of a dead or
noisy pixel on the 3D sensor were excluded from the analysighermore, all extrapolated
tracks were required to be more than 7 pixels from the edgeeo8D sensor.

The ToT counts in the Timepix are not linearly related to tharge deposited for low
values of charge [74]. This is shown in Figlrel3.7. At higlemels of deposited charge the
relation is linear but with an offset in each pixel. Hence éfffect of a ToT cut on one pixel

and multiple pixel clusters differs, with larger clustersplaying a greater measured charge
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Figure 3.6: A map showing the location of dead and noisy pixels. This included two
full columns. The x and y axes show the pixel number.

for a particle than if the same particle deposited its energysingle pixel.. This is described
in detail elsewhere [22] along with the calibration procediAs a result it will be specified
in each case whether the ToT cuts are applied to the clustewasle or a single pixel.

The detector was positioned approximately perpendicaldrd beam and the alignment
was determined by minimising the ratio of the average nunalbgrixels in the column’s
direction of the sensor contributing to a cluster to the sgoemtity in the row’s direction,
and by maximising the fraction of single pixel clusters|[2Zhis was achieved by moving

the detector manually using the stages and was performeshirtime. The detector was
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Figure 3.7: Time over threshold dependence on particle energy. The global tihdgasho

set at the x-intercept of the red line.
rotated around the vertical axis during the studies reddrere. The sensor was estimated
to be offset from the set angle of rotation by -0.29he following plots are labeled with
the stage rotation angle, rather than the true angle. Tigisraknt accuracy corresponds to
a lateral deviation of the beam by 1uén as a track travels through the full thickness of the
sensor substrate. This is less then the nominal diameteeafdlumnar electrode of 10m,

but adds an additional smearing that reduces the resolatithre results.

3.3.2 Landau Distributions

Particle tracks reconstructed by the telescope are useattitthi track intercept positions on
the DUT. The energy deposited in the pixel on the DUT wherérdmk intercepts is obtained
by operating the Timepix in ToT mode. Figurel3.8 shows themereergy measured as a
function of the track intercept position inside a pixel célhe results from the full sensor

have been mapped onto a single pixel. Figuré 3.8(a) showséaa energy deposited in
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the hit pixel while Figuré 318(b) shows the mean energy ofthster, combining the charge
deposited in the hit pixel with that of its neighbours. Theginency of the collected number

of ToT counts for areas of interest are shown in Figurée 3.8(c)
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Figure 3.8: Pixel maps showing the mean energy deposition across the pixel matrix, for
a single pixel (a) and the energy in clusters (b). (a) also shows the tastegf the
energy deposited at the pixel edges for the single pixel and the cluktistegrams of

the ToT counts (c) in the central electrode region, away from the cesigetirode and
pixel edges. Each region is normalised so it has the same integral.

To assist the analysis of the different pixel areas fouramgwere defined. The central

electrode region is defined as aubn radius circular region centered on the central electrode.
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The corner electrodes’ region consists of quarter cira@asof the same radius in the pixel
corners. A 5um radius has been chosen here as this corresponds to the #iweatched
electrode. The third region was defined as the area of hightspaway from the electrode
regions. This was the area outside ap i radius region from the corner and centre elec-
trodes. A 15um radius was chosen as this excludes all potential for retiacants due to
the electrode column size 1bn radius, the diffusion of the dopant into the substrate ofiB
around the polysilicon layer [37], the smearing of the lowbregion by the resolution of
the telescope, 2.8m [22], and the sensor being not quite perpendicular to tlaenberhe
final region was the edge region. This was defined as a reetangtach side on the pixels,
extending 5um into the pixel and starting 1om away from the corner of the pixel.

In the area away from the collecting electrodes and the fgahdary, denoted as the
high efficiency region, the energy response exhibits thedstal Landau shape expected from
MIP detection. In the area of the central electrode the geeracorded energy reduces. A
similar distribution was also seen for the corner electsodéh further losses due to the
charge sharing as well. This is interpreted as no chargegbmitiected in the electrode
column but charge being collected in the @& silicon above the central electrode. The
ToT value is not linearly related to the charge depositeddaut be corrected for with a
calibration curve. After applying the appropriate caltiva curve values/[22], a ratio of
the most probable value of the Landau distribution in theore@bove the electrode and
the region away from the electrodes 0f#13% is obtained. This is in agreement with the
expected ratio of 12% from the height of the region above thdral electrode (3pm) to
the full device thickness (285m).

The ToT value measured at track intercept positions alomgdlindaries of the pixel, but
away from the corners, is also shown in Figure 3.8(a). A nurobeounts at lower energy
deposition than in the main peak is observed, which is ergedtie to charge sharing with
the neighbouring pixel. If the charge deposited in the neagining pixels is combined into
the cluster charge then the full energy Landau shape isvesd@t the pixel edges. The
charge sharing is discussed in further detail in Se¢tior§3.3
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Figure 3.9: Raw ToT distributions in the 3D double-sided sensor for perpendicular
tracks (a) and tracks with 20ncident angle (b). The higher energy peak in the clusters
of greater than two pixels is a result of the non-linearity in the Timepix device.

Figure[3.9 shows the cluster ToT distributions for trackihwwerpendicular incidence and
with 10 incident angle. At 19 almost all of the tracks will pass through two pixels. The
signals for perpendicular tracks are dominated by the sipidel clusters. This is because
the 3D detector showed only a small charge sharing effebeat¢dges and corners. The one
pixel cluster ToT distribution shows the same double lardiatribution as in Figure_318(c).
The peak at 30 ToT counts is from tracks that do not pass thrthe detector’s columns,
the peak at 8 ToT counts is caused by tracks passing throedhltldepth of a column. The
clusters with more than one pixel in them have only a singekpwith a ToT count of 30,
matching the full signal of a pion track. The clusters thatehawvo or more pixels within
them typically occur when a track is incident at the edge akalp

When the tracks are incident at a larger angle, the ToT digtoibs are modified. Now, a
slight majority of the clusters are two pixel clusters ratthen one pixel clusters. Also, the
ToT distributions only have a single peak in them. No traakaw contained within a single
column as the normally incident tracks could have been. Heepixel clusters are lower in

energy, as a result of charge loss to adjacent pixels thatiernthe set threshold.
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3.3.3 Efficiency Distributions at Normal Incidence

If a reconstructed cluster position is within 2Qén of a track intercept position, then a hit
is considered efficient. The efficiency maps are projected arunit pixel cell with entries
placed at the track intercept point. Samples of approxilp&@ 000 tracks recorded in
the telescope were used. Bias voltages of 2 V and 20 V wereestudi bias voltage of
2 V will partially deplete the region between the columnsgevdas a bias voltage of 20 V
will over-deplete the sensor. Errors for all efficiency measnents were calculated from
the probability of mistakingly associating a noise hit te thack position where there is no
actual hit and was found to be0.5%.

Figure[3.10 shows the efficiency measured across the pix&lWoand 20 V bias. These

efficiencies are then summarised in Tdblé 3.1.
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Figure 3.10: Pixel efficiency maps at normal incidence to the pion beam with the sensor
biased at 2 V (a) and 20 V (b).

For normal incidence tracks with a 20 V bias voltage appltesl averall efficiency of
the pixel is 93%, with a clear drop in efficiency evident at plositions of the electrodes. In
the region away from the electrodes an efficiency greater @946 is already measured at
only 2 V. At 20 V bias an efficiency of 86.7% is found in theun radius region around the

central electrode. Particles incident on this region depbarge in the 35um of the depleted
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Efficiencies (%)

\Voltage Corner Centre | Area of High Counts  Pixel
2V 35.6+0.5 | 79.1+0.5 99.1+0.5 91.2+0.5
20V 39.1+0.5 | 86.740.5 99.40.5 93.0+0.5

20V 20 ToT cut| 18.8-0.5 | 14.2+0.5 98.1+0.5 78.9£0.5

Table 3.1: Efficiencies of different regions of the pixel measured in the Pion beavh. 2
and 20 V biases were applied, and an additional measurement with a 2QiTapptied
to the 20 V measurements.

substrate above the columnar electrodes. The efficientysmegion is still reasonably high
in this double-sided 3D sensor, in contrast to the drop to 8@bis seen in a single-sided
3D sensors[[67], as the 2800 electron-hole pairs typicadigodited in 35um is greater
than the detector threshold of approximately 1600 elestr@larger drop in efficiency is
observed around the corner electrodes where an efficien8%.6£6 is measured at 20 V
bias. Particles incident on the corner electrodes will &iaeel through 35um of depleted
silicon at the columns. However charge deposited at theecsmwill be shared by up to
four pixels, and each portion of the charge collected by dividual pixel may fall below
threshold. At 2 V the corner and centre efficiencies both drempared with 20 V. This
is to be expected as the electric field above or below thereldes is virtually zero at 2 V
combined with there only being 3om of active silicon. In the 20 V biased data, applying a
cut on the total charge of the pixel cluster of 20 ToT countsyad 13k electrons) requires
that particles have deposited charge in the full 3D regiohjust the region above or below
the electrodes. As expected this causes the efficiencys/alutne centre and corner of the
pixel to reduce significantly, with only a small drop in thearof high counts.

The efficiencies measured around the centre and cornersecautelnpreted as effective
insensitive column sizes. The efficiency is calculated irbauh radius region around the
electrode columns, an area containing the full region wattuced efficiency due to the elec-
trodes. This region is then modeled as an inefficient coluamroanded by a fully efficient
area. The radius of the column required to obtain the medseiffeciency in this region
is calculated. At 20 V bias, applying this calculation to trentral electrode results in an

insensitive column radius of only 2g@m. This result is smaller than the true electrode col-
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umn size since charge is collected in the region above theadehectrode. Applying a ToT
cut of 20 counts on the charge of the pixel cluster removegtiaege collected above the
central electrode, and gives an effective radius corredipgrto the column in the full 3D
region of the device of 7:60.8 um. This is compatible with the known column dimensions
and dopant diffusion. The corner regions, which may tendverestimate the size due to
additional charge sharing effects, give an effective moi8.741.3 um.

An alternative measurement of the size of the inefficientoreg@round the central elec-
trode is obtained from plotting the efficiencies as a funtid their distance to the pixel
centre, as shown in Figure 3]11. A threshold cut is appliettiéctotal pixel cluster charge
between 10 and 20 ToT, to remove the charge collected onheisiticon volume above the
column. The line connects the average efficiencies at easitigpgpand the error is given
by the standard deviation between values obtained for megabthis distance. The FWHM
gives a value of 740.6 um, where the error is assigned from varying the ToT cut. This i
line with the expected etched column size and dopant ddfuand with the value (7-50.8

um) obtained from the first method above.
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Figure 3.11: Average efficiencies of the 20 V pixel map at different threshold cuts
plotted against the distance from the centre of the pixel.
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3.3.4 Efficiency Distributions at Angles

The efficiency map study was repeated with the DUT rotatedoip 1.8 around the vertical
axis. In Figurd_3.12 the efficiencies of selected regionhefdetector are shown. As the
angle is increased a track traverses less of the electrddmoa@nd a greater section of the
depleted silicon. At 10and higher the electrodes have no effect on the efficiencysunea
ments and an efficiency of 9%8.5% is reached across the pixel matrix. At an angle 6f 10
the track traverses a full pixel within the thickness of tasors, and this is the angle of best

resolution.

3.3.5 Single Pixel Efficiency versus Threshold

Applying energy threshold cuts on the 3D device furthersiitates its spectral response.
The track is intercepted with the DUT and the single pixekedficy of finding a hit in the
intercepted pixel is obtained. Here the efficiencies messare lower than those reported
previously when clusters (multiple pixel efficiencies) eeecorded. Figure 3.113 shows the
effect of modifying the ToT threshold value cut on the singigel efficiency. This was
done offline to the collected data, so does not include the dwTthat is performed on
the chip itself. Increasing the offline energy thresholdasabss the 3D device to 20 ToT
counts removes the low energy counts that are depositeckisilicon above the central
column and at the boundaries between pixels. Thresholdatutss level also remove the
charge deposited at the corners where particles sharegyangh the neighbouring pixels.
Increasing the cut further to 30 ToT counts begins to redbeentain signal in the high

efficient region.

3.3.6 Charge Sharing

As briefly discussed in the introduction, in the 3D devicergkalrifts towards the collecting
electrode at the centre of each pixel cell. This contrasts wiplanar device in which the
charge is drifted through the device thickness, which perdiifusion of the charge across

pixel cell boundaries and leads to charge sharing. Figdeéshows the positions of the track
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Figure 3.12: Efficiencies in regions of the pixel as a function of the track angle (a) with
an insert highlighting the efficiencies close to 100%. Also shown are pixpsraBthe
efficiencies with track angles of@b) and 10 (c) showing the fully efficient response
across the entire pixel with tracks at°10
intercepts of the particles mapped onto a unit pixel celhia detectors. Single pixel hits,
hits creating clusters of two pixels and clusters contgrhree or more pixels are plotted
separately.

The sensor was operated with a bias of 20 V, which is aboveuthddpletion voltage.

Single pixel hits in the 3D device can be found to be spreadsacalmost the entire pixel,
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Figure 3.13: Single pixel efficiency maps for the 3D device at different threshold set-
tings illustrating the regions of the loss of counts at high threshold valuesthféshold
cuts shown are at 0 ToT (a), 20 ToT (b) and 30 ToT (c).

in Figure[3.14(a), with a slight reduction at the pixel's edand corners. Looking at the
percentage that multiple hit clusters make up of the totial ini Figure[3.14(d), 14.4% of
incident particles share sufficient charge with neighlgppixels to create multiple pixel hits

in the detector. Hits along the boundary of two pixels crelmtgble hit clusters as expected.

Hits in three or more pixels are not seen at the corners ofittedsain the 3D device where
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Figure 3.14: Track intercept positions across the 3D pixel matrix in a single pixel cell

for tracks of normal incidence, for one pixel clusters (a), two pixelsteks (b) and

cluster sizes greater than 2 (c). The location of hits that shared chetrgedn multiple

pixels is shown in (d). This is calculated bin by bin by dividing the sum of histog

(b) and (c) by the sum of histograms (a), (b) and (c).
these would appear in a planar device. This is due to theiadditloss of charge in the
corner electrodes.

An equivalent set of plots for a planar device can be foun@®é].[Here, it can be seen

that charge sharing occurs with hits up todf away from the edge of the pixel. Very few

single pixel clusters appear in the region closer to the gdgan 10um. Futhermore, the
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Figure 3.15: Track intercept positions across the 3D pixel matrix in a single pixel cell

for tracks of 10 incidence, for one pixel clusters (a), two pixels clusters (b) and cluster

sizes greater than 2 (c). The location of hits that shared charge betmdgple pixels

is shown in (d). This is calculated bin by bin by dividing the sum of histogrdmaiid

(c) by the sum of histograms (a), (b) and (c).
corners of each pixel consist almost entirely of three and jiixel clusters.

Track position maps for tracks of 1@hcidence angle, rotated around the vertical axis,

are shown in Figure_3.15. Broadly speaking the one pixel efasiccupy the central region
and the two pixel clusters the left and right-hand regions@ected. The 3D detector single

pixel cluster region widens at the upper and lower parts efitjure, as charge is lost to the
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corner electrodes in the neighbouring cells at these positiThere is no region of the 3D
device where clusters of more than two pixels regularly appe

Figurel 3.15(d) shows the percentage of clusters that arpesea of two or more pixels.
These are now dominating the areas of the pixel away from ¢éiméral hourglass shaped
region.

Charge sharing has some advantages. This is particularbraqmipwhen a detector is
required to make a highly position-sensitive measurembnthis application, the charge
sharing will improve the resolution well below the pixel sizHowever, there are some in-
stances where low charge sharing is essential. When a deiteag®ed as an imaging sensor,
reducing the charge sharing will improve the image quahiyditionally, in a highly irradi-
ated device it is important to keep the signal level high.sTdan be achieved by containing

the charge within the hit pixel and is made possible mordywasth a 3D detector.

3.3.7 Resolution

The 3D sensor has relatively little charge sharing compaig¢id a planar sensor. This is
expected from the self-shielding electric-field geometiyhe 3D sensor as demonstrated
above. In a planar sensor charge drifts through the thickokthe sensor to the collection
electrodes and diffusion naturally leads to charge shaiimg 3D sensor the charge drifts
to the collection electrode column and hence tends to reimaumded inside a pixel. As
the angle between the sensor and the tracks is varied, tmeeggoleads to the charge be-
ing deposited across multiple pixels. The fraction of snghd multiple pixel clusters is
shown in Figuré 3.16(a). At perpendicular incidence, thasneed 3D sensor resolution is
15.814-0.10um, which is compatible with the expected binary resolutiong 55um pixel
(15.88um). The optimal resolution obtained was at a rotation an§&00, where a reso-
lution of 9.810.10 um was measured. This angle corresponds to the entry andamisp
of the track in the silicon being separated by approximately pixel, and hence maximises
the two pixel fraction. This resolution is superior to thgpegted binary resolution.

As the angle is increased beyond lthe resolution degrades due to a larger proportion
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of the tracks now being spread over three or more pixels. @hation of the resolution with

angle is shown in Table 3.2 and Figlre 3.16(b).
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Figure 3.16: (a) Fraction of single and multiple pixel clusters and (b) resolution in the
direction of rotation as a function of the rotation angle for the double-sidegigel
DUT and an equivalent planar detector.

Angle (Degrees 0 2 4 10 18
Resolution (im) | 15.814+0.10 | 14.70+0.10 | 13.55+0.10 | 9.814+-0.10 | 11.55+0.10

Table 3.2: Resolution as a function of track incidence angle in the direction of rotation
for a 3D device.

The equivalent resolution measurements for the planarcdesie shown in Table 3.3
[22]. These show the same relative pattern as the 3D deviteariimprovement in the res-
olution with rotations up to 10and then a small degradation in the resolution with greater
angles. The higher level of charge sharing present in theapldetector explains the im-

proved resolution at all angles of rotation when comparet thie 3D detector.

Angle (Degrees 0 2 5 10 18
Resolution (im) | 9.91+0.10| 9.55+0.10| 7.65+0.10 | 4.78+0.10 | 6.24+-0.10

Table 3.3: Resolution as a function of track incidence angle in the direction of rotation
for a planar device [22].
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3.4 Conclusions

The detector response to a high energy pion beam has beerdapmss a unit pixel cell.
Efficiency measurements show a total pixel efficiency of ¥8.%% at normal incidence and
with a bias voltage of 20 V. Specific areas of a single pixel talve different efficiencies.
The area of high counts away from any electrodes has an efficief 99.74-0.5%. The
efficiency loss in the pixel is shown to be due to loss of chamgbe region of the electrode
columns. For the central electrode the efficiency drops tG-88.5% and at the corner
additional charge sharing effects causes the efficiencgdtoegse to 39:40.5%.

The two methods used to measure the effective inactive aoladius gave values of
7.5+0.8 um and 7.6:0.6 um, in good agreement with the scanning electron microscope
measurement of the junction position [37]. However, chaxg&ction in the regions above
and below the electrode columns is still observed, and shownprove as the bias voltage is
increased and this region becomes over-depleted. By tiliegngle of the detector by 10
relative to the particle beam the influence of the columneirecnegligible on the detector
efficiency. A full pixel efficiency of 99.80.5% is reached across the unit pixel. For future
high energy physics experiments, careful consideratiadhefayout to arrange the detectors
such that the angle of incidence of the particles of inteieesiround 10 or greater. This
consideration couples well with the requirement to arrahgesilicon for minimum Lorentz
angle and to achieve overlap with a multi-module system iaragbsystem, and may match
the angular acceptance of forward endcaps in some systems.

The different behaviour of the central, corner and main saathe pixel are distin-
guished by mapping the energy deposition information atsel from the ToT mode of the
Timepix readout ASIC. The reduced level of charge deposibevethe central electrode
is observed to be compatible with being from the expectedr@Sheight of silicon in this
region. The effect of the electric field within the 3D sensoreducing the charge shared
is illustrated by mapping the ratio of multiple-hit clustéo single-pixel hits. This reduces
the spatial resolution of the system at normal incidenecegescharge sharing in an analogue

readout system increases the chance of creating multiptddisters from which a weighted

70



CHAPTER 3. CHARACTERISATION OF A 3D DETECTOR

centroid position can be determined. However, a decreabe ilevel of charge sharing may
be advantageous for highly irradiated detectors whickestifom low signal-to-noise ratios

as this ratio is improved by collecting all the signal in agbenpixel.

3.5 Edgeless Detectors

3.5.1 Motivation

Standard silicon detectors have a relatively large insgagiegion around their active area.
This dead region due to presence of multiple guard rings hedlearance for the dicing
street of the sensors can extend to more than 500 depending on the detector applica-
tion and therefore operational requirements. As discuss&ection 2.2.2]1, the columnar
electrodes of 3D devices are compatible with slim edge telcigy [9].

In a silicon sensor the diced surface contains a high deaosigttice defects. A signifi-
cant fraction of these are electrically active. Such a serfaill provide a leakage pathway
around the device.

The guard rings present around the active detector areapecah effective screening
of the electric field in the active area from the region adpde the chip cut, isolating the
active area from the detector edge, thereby reducing thkeadgeacurrent on the nearby strips
or pixels.

However, the guard ring structure adds an insensitive aemd the active pixel or strip
region. The maximum practical size of a silicon pixel asslgrslimited by the size of the
high resistivity float zone silicon wafers (presently 6 incldiameter), the detector vendor’s
maximum high yield device size, the ability to flip chip moesiReadout Integrated Circuits
(ROICs) to the sensor at high yield and with the possibiliticémnect to the ROIC. The
data rate from the assembly may also be a limiting factorasnlecal data compression is
performed. As a consequence of these limitations sevetate modules must be used to
image large areas. For example, the Excalibur sehsor [#Bpdees of 3 monolithic silicon

sensors with a matrix of 2048 x 512 50n pixels, and with each sensor hybridised to 16
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Medpix3 ASICs.

To remove inactive regions around each sensor reduced edgdgeless” sensors are
required. For example, an active area of 315 x 315 mm is reduo be competitive with
phosphors attached to CCD’s in macromolecular crystalldgrapplications[76]. A similar
coverage is required for proton-based tomography appitaivhere both gaps in coverage
and overlapping sensor planes result in “ghosts” in recoottd images [77].

Such sensor designs in conjunction with through-silicas\iTSV) [78] would also re-
sult in a reduction in radiation length, making edgelesssena promising option for the
particle physics community. Such sensors utilize one ofraber of methods to reduce the
number of guard rings and their pitch so to increase the eetiea of tiled detectors, and

these are outlined in the next section.

3.5.2 Device Under Test and Readout

A 300 um thick silicon strip sensor with a Scribed, Cleaned and Ratesi (SCP) [79] edge
on one side was fabricated in the context of ATLAS planar Ipsemsor submission [80].
The slim edge post-processing step was performed by a oodibn of Santa Cruz Institute
of Particle Physics and the U.S. Naval Research Laboretd82] [/9]. The strips had a
pitch of 80um. The cleaved edge left only 2 of the 8 guard rings intact amlis shown
in Figure[3.17. The guard rings that were in the cleaved aeetiere connected together to
ensure that the other edges were not affected.

The sensor was then characterized using the ALiBaVa DAQ sy[88]. The ALiBaVa
system is a laboratory test system based on the LHCb Beetleenolreadout chip [84] for
low noise LHC speed testing of sensors. The hardware is madéaidaughter board and a
motherboard. The daughter board contains two Beetle reatipg as well as the circuitry
necessary to connect the Beetle chips with the motherbodnd. miother board processes
the analogue data that comes from the daughter board realdipst and the trigger input
signal in case of radioactive source setup or the generatfiaririgger signal if a laser setup

is used. The system communicates with the PC software via U8SEBharacteristics were
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Figure 3.17: The slim edged strip detector tested showing a cleaved edge on the left
hand side. The inner ring is the bias rail, with the remaining outer rings thel gingis

[81].
taken using a Keithley 237 SMU and are shown in Figure|3.18 tlsynchrotron tests, a

bias voltage of 100V was chosen to over-deplete the device.
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Figure 3.18: 1-V Characteristic of the SCP strip sensor under test.

3.5.3 Synchrotron Technique

A micro-focused X-ray beam was used to probe any variatiamarge collection efficiency

in the detectors near to their edges. The beam was provideédebB16 beamline at the
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Diamond Light Source synchrotron research facility. Thesulm line comprises of a water-
cooled fixed-exit double crystal monochromator that is béoaf providing monochromatic
beams over a 2-20 keV photon energy range. An unfocused rhoomoatic beam is provided
to the experimental hutch. A compound refractive lens (CRL9 used to produce a 15 keV
micro-focused X-ray beam.

The size of the micro-focused beam was determined by megstransmission scans
with a 200um gold wire. The derivative of these scans gave a beam shajoh Wwhd a
RMS of 4.8um and 4.6um in the vertical and the horizontal directions respecyivdlhe
device under test (DUT) was mounted on precision transiatiand rotational stages giving
six degrees of freedom. The translational and rotatiorsjest had 0.1um and 5uRad
precision respectively.

For both detectors orthogonal alignment with the beamlias achieved using a red laser
pen. The laser pen was mounted on a support integrated iretimalime and parallel to the
beam and the detector was rotated on the stages until theeirtdbeam and its reflection

from the sensor surface were co-incident on a surface int &fotie laser pen.

3.5.4 Analysis Method

The particular method of analysis employed in this sectias @onstrained by the conditions
of the experiment. The data was taken with a continuous semm and no trigger could
be provided by the beamline. This was because with an asyncts beam there will be a
random sampling point. There is a further random elemenddiiced to the measurement
by the interaction of X-rays with silicon. As was discusseevipusly, in Sectioh 2,33, for
15 keV X-rays the interaction probability will be based oe photoelectric effect. For X-
rays of this energy and the thickness of the device, thedntiem probability will be around
30%. Hence, there was an external clock running at 1 kHz us&tyger the readout of the
buffer.

The detector was operated at 100 V for the calibration, gatlesd subsequent data

taking runs. At each beam position 100 000 frames were d¢elleio which there were on
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average 15 000 signal hits. A signal hit was taken to be angitevbere the total charge

recorded in the strips being scanned was above the thregtatldvas set. This threshold
was set in the analysis stage, and could be varied as requiteel mean signal size was
then calculated by summing the signal in each strip and idigithis by the total number of

events. The error quoted is then the standard deviationsofithmber. A consequence of this
method is that the mean signal size will increase as theltblgss increased as lower energy
hits will be excluded from the mean. Without consideringamges of charge sharing, the

mean signal size cannot be smaller than the threshold dpplie

3.5.5 Results

Since these devices are slim edge devices, the aim of theuneeasnt was to measure how
the efficiency drops as you approach the edge. This measot&as performed on both the
cleaved and non-cleaved edges of the device.

Firstly, a pedestal of 100 000 events was recorded. Fromttilesnoise was calculated
as the mean value of the magnitude of the dark signal of eaph $his is shown in Figure
[3.19, with the strip closest to the cleaved edge labeled dt &an be seen from this that
the noise in strips rises slightly in the 20 strips closestitber edge, from an average of
3.3 ADC units to between 3.5 and 3.8 ADC units. This rise oga@atiboth the cleaved edge
and the edge with the full guard ring structures. The stiggest to the cleaved edge shows a
significantly greater noise level than any other strip. Thihought to be partially due to the
proximity of the cut edge, and partially because of the iaseel noise due to the header of
the Beetle chip. The channel was affected by header crossridhe analogue link between
the sensor and the ADC on the DAQ board. This cross talk méanttthe pedestal was
shifted to two different levels depending on the state ofitise€ header bit on the link. This
offset increased the noise of the strip closest to the cut bgigabout 2 ADC units.

The strips numbered 14 to 16 were left un-bonded and theps strow a lower level of
noise than their neighbours.

In order to test the signal response of the strips, the beasitigno moved in steps of
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Figure 3.19: The mean noise recorded in each strip with the strip labeled 0 nearest to
the cleaved edge.

10 um perpendicular to the strips over 3 complete strips netodbe edge (24@m). The
first scan was made covering the 3 strips across over theasthigdiard ring edge of the
sensor and is shown in Figure 3.20. The strips are numbergdtkat strip 0 is nearest to
the edge. With an ADC cut of -10 on the signal, an asymmetilievess observed on the side
of the strips further away from the guard rings and towareésstim edge. When the beam
crossed the opposite edge of one strip into the neighbostig the signal returned to the
base level within 1@um. When the beam was in the central @@ of any strip, greater than
90% of the signal is collected in that strip. As the beam madeedrds the edge 10m of a
strip, the charge was shared with the neighboring strip.eQhe beam moved beyond edge
of the last strip (a beam position offn) the number of signal hits quickly dropped from
15 000 to less than 50. However, the mean of these few hitstilgive a non-zero signal.
This explains the signal not dropping to zero beyond the efigiee last strip.

With an ADC cut of -40, a uniform signal was observed for the@®of each strip. This
cut was much larger than the noise threshold, and so remasédiee charge sharing and
the asymmetric tails. The mean signal size is greater wghAIDC cut of -40 because the
lower energy hits are now excluded compared to the ADC cut@f -

A second scan was then made covering 3 strips over the cldalmlg edge side of
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Figure 3.20: Scan of the edge of the strip detector with full guard ring structures. (a)
shows the mean signal size with an ADC cut of -10, (b) has an ADC cut®f The
edge of the last strip is atjom.

the device. This is shown in Figure 3l21. Again, the strigeled O is the one closest to
the cleaved edge. Firstly, with an ADC cut of -10 it was appatkat the strip nearest the
cleaved edge had a greater noise level than any other strgogrBater noise level is apparent
from the mean signal sizes at beam positions away from strifede, the baseline value of
strip 0 does not return to 0 ADC units as with the other striffsis has a further knock-on
effect of increasing the number of hits that reach the tholeshrhe result of this is that the
mean values for the other strips are reduced. The increassel level only affects the strip
closest to the cleaved edge - the strip adjacent to the edgekbws the same noise profile
as any other strip. Similarly to the previous scan, stripad 2show an asymmetric tail on
the side towards the cleaved edge. With a signal cut of 40aise from the cleaved edge
is removed and a comparable signal profile to Figurel3.21és) abserved.

The absolute efficiency of the different edge strips is nasgae to compute with the
experiment described here. Part of the reason for this vedghkre was a continuous and
asynchronous X-ray beam and, hence, no trigger could bede\y the beamline. This
meant that although there were 100 000 frames collected/@ydeam position there was
not a constant number of signal hits for each position anglihpossible to say how many
photons were not detected by the sensor. The only conclusdasurement it is possible to
make between the two edge strips is that for the signal cutstbf-10 and -40 ADC units,

they had the same mean signal size. This was 46.3 ADC units for the -10 cut and
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Figure 3.21: Scan of the cleaved edge of the strip detector. (a) Shows the mean signal
size with an ADC cut of -10, (b) has an ADC cut of -40. The edge of thedtip is at
0 um, and this is around 8@m from the cleaved edge.

45.1+0.3 ADC units for the -40 cut.

3.5.6 Conclusions

An edgeless detector was successfully characterised &tiéimond Light source using an
11 um FWHM 15 keV micro-focused X-ray beam. After successfulmaingnt and focusing
of the beam, several high resolution scans were made ovedtieregions of both devices
to quantify by how much the charge collection is affectedhmye¢dgeless designs.

Scans of the 30Qm thick silicon strip sensor with edge reduction showed gaificant
degradation in charge collection for strips nearest thaveld edge relative to those near
the standard guard ring structures. When considering the wedae of the signals larger
than -10 ADC units, both the cleaved edge and the non-cleadlgd showed an average
charge collection of -15:80.3 ADC units. When signals with a mean value lower than -40
are removed, again the two different edges have the samagavef 45.10.3 ADC units.
These results are qualitatively consistent with previotyge sensor studies [85]. However,
they are done on a thinner p-type sensor with a factor of 3lensttip pitch. The technique
used in this work offers a much higher spatial resolutioovaithg intra-strip studies. The
noise of the strip closest to the cleaved edge is increasgdhis effect does not extend to

any of the strips further from the cleaved edge.
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These results indicate techniques such as SCP and activpexgsses offer real poten-

tial for reduced edge, tiled sensors for imaging detectmplieations.
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Chapter 4

Transient Current Technigues

In this chapter, the signal current formation in a doubtiedi3D detector was probed using
Transient Current Techniques (TCT) [86]. An infra-red laséhwa picosecond pulse length
was used to inject electron-hole pairs at different posgiwithin the detector. By analysing
the current signals recorded, the collected charge andetloeity of charge carriers can be

determined. This is reported for the device before and afiiation.

4.1 An Introduction to Transient Current Technigues

In a Transient Current Technique (TCT) measurement, fre@caare created in a detector
by a short laser pulsé [87]. The drift of these carriers im$ua current pulse, as shown in
Ramo’s Theorem and Equatibn 2.10 in Section 2.3.5. There altgpie advantages accrued
by using transient current measurements. Firstly, theiggdacation of the injected charge
within the device can be accurately controlled. An analgéibie induced current waveform
can provide an insight into the electric field of the devideingy a lot more information than
an analysis of the charge. Another advantage of studyinmthesed current is that the sign
of space charge in a device can be observed directly.

Typically, two different wavelengths of laser will inducdfdrent currents. A red laser
has a penetration depth of 3181 with a wavelength of 670 nm and at a temperature of 273 K

into silicon. The penetration depth is determined by thatjposat which the intensity has
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dropped to 37% of its initial value, according to the Beer-bam Law. This will generate
charge carriers very near to the illuminated surface in tleore device. This is useful if
the charge is generated near to one type of collection eldetas then the signal will be
dominated by the other type of carrier. This method is ofefierred to as either electron
or hole injection. In reality, it is impossible to inject tlibarge an infinitesimally small
distance from the electrode - the beam will attenuate andhiihege deposited will decrease
exponentially.

The alternative method, and the one used in this chapter,usd an infra-red laser. In
this case, the laser will penetrate several millimeters the device. Charge carriers will

then be induced all along the path of the laser.

4.2 Experimental Method

Spatially-resolved edge and surface TCT measurements \eei@med of a double sided
3D silicon strip detector. Short, 3D, p-type strip detest(produced at CNM in Barcelona)
have been used for this study [37]. A photograph of the stsighown in Figuré 4]1 and a

schematic of these detectors is displayed in Figure 4.2.

SO um

Figure 4.1: Photograph of the strip detector.
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The strip detectors had a substrate thickness oftAB0micrometers and a strip pitch
of 80 micrometers. The non-active columns that formed teeteddes had a diameter of 10
micrometers, and were 1710 micrometers deep. The p-type columns were not fully eiche
since the strip detectors were placed at the edge of the waferg fabrication where the
Reactive lon Etching process was not uniform. The columngwaeanged as a square array
with the same type columns at a pitch of 80 micrometers. Theyasf junction columns
were displaced by half a pitch in both orthogonal directibmshe ohmic columns, such
that they lie at the centre of the square formed by the ohnlicnmes. The n-type junction
electrodes were connected together with 20 micrometer aideinium metallisation to
form the strips. Each readout strip was 4 mm long and combsizté0 junction columns
connected together. The Ohmic electrodes were conneaeth&r on the back-side of the
device with a uniform aluminium contact. These devices usendar technology as to that
used for the ATLAS IBL 3D pixel sensor candidates|[33]. Theed#irs were tested both
prior to irradiation and after irradiating with reactor mieuns from the Jozef Stefan Institute
reactor [88], to a dose of 5 x 101 MeV equivalent neutrons/cmStudies were performed
into the effect of varying bias voltage and also the effeamifealing for up to 300 minutes
at 60°C on the irradiated sample. Conversion of the annealing tirhéya temperatures to
a longer time at room temperature was achieved by calcgl#tie accelerating factor from
the relevant activation energy and frequency factor [8€]0 Binutes is equivalent to the
amount of annealing expected for 7 years of operation in a@ lebdperiment, where (for
example in ATLAS) it is estimated that the silicon sensort lng at 20°C for 30 days per
year of operation.

An IR laser (1064 nm, pulse width of 0.1 ns) was used to scadekies with the spot
focused on the centre of the bulk silicon. The spot had a dmanveith a FWHM equal
to 7 micrometers. This was measured by scanning across uheraim strip on the top
surface of the detector. The distance the laser moved i &odéhe signal to drop from the
maximum value to the minimum value was taken as the widthebttam spot. The detector

itself was mounted on a copper block with a Peltier elememitaiowed the temperature to

82



CHAPTER 4. TRANSIENT CURRENT TECHNIQUES

3D P-TYPE Detector

N-diffusion
At +~9 B+ g
o 230 pm
__Pdifiusion Silicon
—
Si02
IR Photon
(@)

0.12 . . . . . — , ; —

0.10 |- i
G 008 -
(T
& 4

. .01 T T T T T
“8 0.06 | m 000 .
c B o008l I
g | %
~ 0.006 ]
S 004 . 3 i
o s F
1] = 0004+ 1
S |
-~ 002 | 50.002» . ] 4
r ? - 0.000
0 2 4 6 8 10
0.00 - Bias Voltage (V) .
1 n 1 n 1 n 1 n 1 n 1 n
0 20 40 60 80 100 120

Bias Voltage (V)

(b)

Figure 4.2: (a) Schematic of a p-type double-sided 3D detector and (b) the related CV
curve. The CV curve insert shows the inter-column region depletes a4 @& the main
plot shows the under-column region depletes at 40 V [24].

be controlled from -20C to 60°C. This was then placed in a sealed dark box that could
be flushed with dry air. The aluminium box also shielded thegas from outside radio

sources. A Picosecond Pulse Labs Model 5531 bias-T was asexhhect the high voltage
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power supply. This has a bandwidth of 1 MHz up to 10 GHz. Thentkdecoupled the
readout electronics from the high voltage with a capacearf@.2 nF. Eleven strips adjacent
to one another were bonded up, with the central strip coedeict a wide band amplifier
(0.01 - 1 GHz) for readout. An oscilloscope then digitized aecorded the induced currents
produced by the laser illumination. The oscilloscope ptedia maximum of 10samples
per second at the analogue band-width of 500 MHz.

Scans with a step of 2.5 micrometers were performed overutace of the device in
both orthogonal directions, illuminating either the franirface or the cut edge (perpendic-
ular to the strips). The data was recorded for the 10 ns béfieréaser pulse and the 40 ns
after the laser pulse. The DAQ was triggered on the pulse fhentaser driver, for each laser
pulse with the final result for any illumination position takas the average of many pulses.
The laser pulses generated charge pairs along the pathloé#ime. The total signal is there-
fore an integration of the device’s response throughowtsafsh. lllumination of non-active
areas (metallisation or columns) resulted in reduced &gi&e baseline is the background
signal and this is required to be a constant during a measnmemhe baseline was corrected
based on normalising to the 10 ns prior to the pulse and ed{xipg that to the rest of the
signal. For a full description of the TCT technology and methaefer to reference [87].

In order to reduce the diffraction of the light and hence wedthe beam width, for the
edge illumination studies, the cut edge was polished pdoltumination. The laser beam
illuminated the cut edge perpendicular to the aluminiunpston the top surface. The strip
connected to the amplifier was several millimetres from thieeclge. In order for the laser
light to reach the readout strip, around 40 inactive stripdael to be passed through. In the
regions where the beam traversed purely the silicon substma degradation in the signal
would occur. However, when the photons had to pass throudtipheu inactive columns
there was a consequential loss of signal due to reflectiotigeatilicon, polysilicon and air
boundaries within the columns. From an analysis with Friéseguations, assuming pure
silicon between the columns and polysilicon within the omhs [90], this was estimated

to lead to around a 4% loss of signal due to reflections pemmoluAfter 40 columns,

84



CHAPTER 4. TRANSIENT CURRENT TECHNIQUES

only around 20% of the initial signal remained. The irradiatand edge polishing were
completed at the Jozef Stefan Institute in Ljubljana [91].

The TCT experiment was undertaken in an atmosphere of dryviir, the irradiated
samples maintained at a temperature of 220 The non-irradiated samples were kept at
room temperature with no temperature control, causing agréeakage current than for the
equivalent irradiated sample. The leakage current wagdeddor each setup. Annealing
was achieved in situ by warming to 6Q for intervals of 20, 40, 100, 300 and 600 minutes

corresponding to room temperature annealing times of letBedays and 200 days.

4.3 Results

4.3.1 CV and IV Characteristics

Figurel4.2(b) shows the capacitance-voltage charadterista non-irradiated short strip 3D
detector. The curve demonstrates two distinct sectionshwiglate to the two depletion re-
gions: the inter-column region depletes at 3 V while the npdirt shows the under-column
region depletes at 40 V [24]. The leakage current charatiesiare shown for each step
in Figure[4.3. All the leakage currents after irradiatiorreveneasured with a detector tem-
perature of -20C. The device before irradiation was measured atQ@nd scaled to the
equivalent at -20C using Equation 2.17. The lateral full depletion voltagetaf irradi-
ated device is around 100 V [68], corresponding to the platgpof the leakage current
around that bias voltage. The increase in the leakage d¢wnee irradiated can be used to
calculatea, the related damage factor, using Equafion2.18. Given itnertsions of the
device (0.5 cm by 1 cm) and the leakage current scaled t&€20.42 mA) a value forv of
7.77 x 10°'® A/lcm was calculated for the sample prior to annealing [64J lfias voltages
above this value, soft breakdown occurs as is often the nasadiated detectors. Annealing

decreases the leakage current of the device.
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Figure 4.3: Leakage current against reverse bias voltage for the non-irradiatkilra-
diated sample and for each annealing step.

4.3.2 Edge TCTs for Non-Irradiated Sensors

The TCT measurements where the cut edge was illuminated veei@med only for non-
irradiated devices and are therefore shown first. Wavefavere collected for laser pulses
at a series of different positions on the cut edge and showrigare[4.4. The back-side,
p*-type, ohmic columns extend downwards from the top of theréigand the front-side,
nt-type, junction columns extend from the bottom. The chamgjkection plot was obtained
for an integration time of 20 ns and a bias voltage of 20 V. Tdikected charge was recorded
as a negative signal. As the laser light penetrates deephatdevice, the signal produced
is due to the device’s response from charge generated thootighe detector. Therefore,
the signal observed at the position of the columns is due angehgenerated in the silicon
in front of and behind the columns as well as the column itsEfe columns that the laser
beam passes through present boundaries (such as betwesglictreand polysilicon in the
columns). Some of the photons will then be reflected and tivlt¢hen be fewer charge
carriers produced afterwards. There is no correction madihis effect.

Areas of high charge collection between areas of low chadljeation are observed.
The areas of low charge collection correspond to the positad the columns [36]. The bias
voltage of 20 V is greater than the lateral depletion of 3 \t,lbas than the full depletion

beneath the columns of 40 V.
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Figure 4.4: Charge collection map for non-irradiated device with edge illumination.
Bias voltage was set to 20 V. Lines (a), (b) and (c) correspond to twefamns in
Figure§4.b(a), (b) and (c). Columns extending from the top of the imagep@sitions

10, 90 and 17Qum) are the p-type, ohmic columns, and the opposing columns (at x-
positions 50, 130 and 210m) are the n-type, junction columns. The areas of more
negative signals have the greater charge collection. The x and y axéstnces in
micrometers.

The waveforms from which the charge collection map was erkate shown in Figure
[4.3. From these, the major peak of the signal and the majofitize charge was collected
within the first few nanoseconds but an integration time oh2Was required to fully collect
the charge. The figures show only the initial 10 ns in ordemprbve the clarity of the
initial peaks. From 10 ns to 20 ns, the signals merely degtadke baseline level. For
longer integration times, a reflection of the signal alorgy¢hble between the amplifier and
the oscilloscope caused an erroneous result to be produasather aspect of the charge
collection that can be analysed with the waveforms is the oaicharge collection. When
considering illumination for positions between the colenshown in Figuré_4l5(a), the
earliest peaks and consequently the fastest signals atthe icentre of the device, shown
for waveforms collected at 140 and 1@@n. This corresponds to the area of highest field
strength[[36]. In the region of high collection efficiencyldg the columns seen in Figures
[4.5(b) and4.5(c)) the total charge collected is constamweéver, the collection of charge
takes a longer time as the position of illumination movesyafmam the column, as shown in
the waveforms at 230m in Figure4.5(b) and 8Qm in Figurd 4.5(c). The columns of each

type appear to have physical differences between them. fbm¢-dide, junction columns
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appear to penetrate to 170n whereas the back-side, ohmic columns only appear to reach

135um.

The data collected for a scan between the two column typetias@on of position from
the back (Qum) to the front (245.um) side of the detectors were used to determine the charge
collection profile at different bias voltages, as plotte&igure[4.6. The collected charge was
measured by integrating the current in the 20 ns after they [aglse. At O V there is some
charge collection due to the built in potential creating akmepletion region around the
n-type columns. It can be seen that the charge collectectimtir-column region saturates
at voltages above the lateral depletion voltage of 3 V. Atas hvoltage of 4 V, just above
full lateral depletion, full charge collection is obtainfdm 70 um to 180um. At higher
bias voltages the charge collected in this region remainsteat, while the region extends in
both directions, such that at 20 V full charge collection$agned from 4Qum to 190um.
50% of full charge collection is obtained from 1&n to 215um at this bias voltage. The
assymetry associated with the top and bottom of the detecthre to the difference in the
way the opposing edges deplete - below the ohmic columnteparlier than above the
junction columns.

Maps of the charge collected over the entire edge of the dewvi&re obtained for in-
creasing bias voltages, and shown in Figuré 4.7. It can be thet the charge collected
increases with the bias voltage. The inter-column regioteisleted at biases of 4 V and
above, with the region beneath the columns depleting ategréeses. A low field region
with reduced charge collection can also be seen where tluenos| connect with the front
and back surfaces of the detector. This low-field region cedun size as the bias voltage
increases.

From the charge collection maps the widths of the p and n-¢phemns were calculated
and then compared to previous measuremenis [66]. Gaussiasavere fitted to the charge
collection at the mid-depth of the device (136h) at each bias point, with the FWHM taken
as the width of the column. This is displayed in Figuré 4.8 sRialtages below the depletion

voltage (3 V) were not included in the calculation of the ager as the edges of the columns
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Figure 4.5: Waveforms resulting from illumination with a bias voltage of 20 V. Wave-
forms (a), (b) and (c) correspond to the lines in Figuré 4.4. An increagee time
required for the peak charge shown as the position moves towards theobte de-
vice.
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Figure 4.6: Charge collected as a function of the distance from the front-side of the
detector, at different detector biases. The distance is measured fpomad the front-
side of the detector to 24pm at the back-side of the detector. The lateral illumination
position was halfway between n-type and p-type columns.
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Figure 4.7: Charge collection maps with edge illumination, with bias voltages increas-
ing from 0 V (top left) to 10 V (bottom right) in steps of 2 V. For the charge axiten
at 20 V, refer to Figure414.
were less well defined. This gave an average value o038 um for the p-type column
and 9.18-0.03um for the n-type column. This agrees with the previous ana[E§].
The rise time of the waveforms is the time taken for the amadfitharge collected to

increase from 10% to 90% of the maximum[[91]. For our systeisaried from 0.5 ns to

0.75 ns. By fitting a second order polynomial to this range, tegyyping effects can be ig-

90



CHAPTER 4. TRANSIENT CURRENT TECHNIQUES

" Hole collecting column

T F = Electron collecting column
S L
5 101
= F
£ 9—
= L
o L
i g
s F
L L
= L
Lo 7
s Mean FWHM = 7.30 + 0.03 pum
- Mean FWHM = 9.18 + 0.03 pm
5l
: | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 |
0 2 4 6 8 10
Voltage (V)

Figure 4.8: FWHM values for increasing bias voltages. Average calculated for bias
voltages above the depletion voltage of 3 V.

nored and the velocity profile of the charge carriers can lberohéned from the current. The
velocity is defined as the gradient of the second order palyalp and increasingly negative
values result from higher velocities. It is not possiblehatiiis technique to determine the
contribution towards the velocity derived from either thectrons or holes independently.
This method assumes that all of the charge carriers wergaedean the same field. This is
certainly true in the region of overlap in the columns.

Velocity maps were produced for edge illumination, showfrigure[4.9. Figuré 419(a)
shows the velocity of a region with a bias voltage increasiogy 0 V up to 10 V. Figure
[4.9(b) shows a larger region with a bias voltage of 20 V.

Firstly, every position within the detector shows an inseeim velocity as the bias voltage
increases due to the uniform increase in the electric fietkd bias voltage. This is in contrast
to the charge collection, shown previously in Figurée 4.6. Y&he the full charge is collected

in 20 ns at 4 V, the carrier velocity and therefore electrildf@ntinues to increase with bias
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Figure 4.9: Velocity maps of a non-irradiated sensor with various bias voltages and
edge illumination. (a) shows the effect of increasing the bias voltage frontc010 V.

(b) shows the effect of a bias voltage of 20 V. Larger negative vakmsdt from larger
velocities as a result of the negative signal.

voltage. Even at 20 V, it can be seen that the velocity is nafeum throughout the device
unlike the highly uniform charge collection map. The maxmwelocities, shown in Figure

[4.10, increase with the square root of the bias voltage amdw@gwpressed by the saturation
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Figure 4.10: Magnitude of the maximum velocities of charge carriers shown in Figure

[4.9.
of the electron’s velocity in the central region. Also, iketbharge collected and the carrier
velocity at 40um from the front-side of the device were compared for a bidsage of 20
V, it can be seen that although there is only a small carricity relative to the middle
of the device there is close to full charge collection duehtoghort distance traveled by the
carriers. Secondly, the detector has a greater active whtrhigher bias voltages because
the low-field region near the surfaces is still depleting.2AY only around 10Qum of the
sensor shows full charge collection, rising to the full 230 at 20 V.

The velocity given for an illumination position within a emhn is non-zero because of
the active silicon before and after the column that the belsm passes through. When
considering the vertical line passing from the column tighe surface, there is a peaked
velocity close to the column tips for both the n and p-typeaunwots. This is due to the high
electric field in these regions.

The peak velocity below the columns (at 106 and 200um) is equivalent to the ve-
locity at the same position in the inter-column region baesaihe signal is dominated by the
charge carriers moving in the active silicon away from thienem and the high fields at the

column tips are obscured.

4.3.3 Spatially Resolved Top Surface TCTs for Non-Irradiated Sensors

TCT measurements were also performed for illumination nbtm#he top surface of the

non-irradiated sensor. Again, waveforms were collectedaf®er pulses at a series of posi-
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tions across the surface. A schematic of the top surfaceglsmianned is shown in Figure
4.11(a). The current induced on a collecting electrodel&ed to the charge produced and
the weighting field by the Shockley-Ramo Theoréem [56]. A setioh of the weighting field
for the strip devices tested is shown in Figure 4.11(b). TWegyhting field simulation was
calculated using Synopsys TCAD.

According to Ramo’s Theorem, the signal induced on the eldes of the detector are
due to the movement of the charge carriers inside the deVitis.is given as a dot product
of the velocity vector of the charge carriers and of the wenghfield. Therefore carriers
that experience a large change in the weighting potentiahduheir movement through the
device induce more signal than those that travel througlomegof small weighting field
change. This effect is exploited in the characterisatioplafar devices with front and back-
side alpha or short wavelength illumination to obtain thargle collected from individual
charge carrier types. For a 3D detector, the situationghsyi different. lllumination close
to the n+ junction column will result in the holes produceduning the majority of the
signal; while illumination close to the p+ ohmic column wilsult in a signal dominated by
electron movement. Illumination mid-point between thecjiom and ohmic columns gives
rise to a signal due approximately equally to both electeonsholes.

Figure[4.12(a) shows a series of waveforms starting at thetreh collecting column
and moving in steps of 1@m perpendicular to the strip. Figuke 4.12(b) shows another
series of waveforms, this time progressing from the electallecting column at 45to the
strip. For both data sets, the waveform aitr show a reduced response. This is because the
majority of the laser pulse is reflected by the metallisei@ stith the rest being caused by the
extremities of the beam spot. At 20n from the electron collecting column, the waveforms
display two major peaks. There are several interestingsfiaside the device that can be
seen from the current pulses obtained and shown in Figuge 4.1

Figure[4.12(a) and 4.12(b) show that for over depletion, G2a8, the signal duration is
of the order of 3 ns with a second peak, of 2 ns duration, oswya nanosecond after the

first. The origin of the second peak is at present not fullyaratbod, but is suspected to

94



CHAPTER 4. TRANSIENT CURRENT TECHNIQUES

(Iﬂjm 2dpm 4dpm 50 m 60

(@) (b)

Figure 4.11. (a) shows a schematic of the top surface that was scanned. Lines (a)

and (b) correspond to the waveforms in Figlire #.12(a) and (b). Pasitibn-type

columns (blue circles), p-type columns (red circles) and strips (hatgked)shave been

indicated. (b) is a simulation of the weighting potential for the device, with caotitves

showing areas of equal potential. Each contour line represents aeccbB0®3 V in the

weighting potential. The cross-section is halfway down the device. Onlydhenns

on the left hand strip were biased, which is why the weighting potential isynatr&tric

about the centre of the x-axis.
be due to the column non-overlap region of the device. Thettre of the main first peak
depends on illumination position and bias voltage. Fiquié) shows the waveforms
for different illumination positions along line (a) shown Figure[4.1l1(a). The signal for
illumination at x = Oum, close to the junction column, shows a signal that has adall
magnitude with time. This is after a very fast rise in the sigthue to the velocity of the
signal charge carriers falling with time. This signal is doaied by the movement of holes
away from the junction electrode towards the ohmic ele@raaid therefore from regions of
high to low space charge. The signal at x =48, corresponding to a position between two
ohmic columns and 4am away from the strip, is dominated by the movement of elestro
created between two ohmic contacts drifting to the juncatectrode. The movement of
holes to the ohmic contact will not induce significant sigaalthe change in weighting
potential over this region is small, as can be seen in Figuk#(8). The waveform shows
an increasing signal with time which is as expected for tleetebns moving into a region

of higher space charge, and consequently a higher ele@tld; &nd therefore moving with

increasing speed with time. The signal produced at x gr2ds due to both the movement of
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electrons and holes in approximately equal measure. Taéme of the signal at x = 20m

is faster than that at x = 4@m due to the higher electric field at this point and therefore
higher carrier velocities. The hole signal will take a &ttbnger than the electron signal due
to their lower mobility. This is clear in the wider signal cpared to that from x = 4@m,
which is in fact due to electrons moving over twice the distaas for the x = 2@um signal.

The x = 20um signal exhibits three bumps. The first reduction in cur(&iling side of
the first bump) is due to the movement of holes going from aoregf higher to lower space
charge. The second bump is due to the electron signal damgnathe electrons again move
to a region of higher space charge and therefore give risesignal with rising magnitude
with time, as observed. The falling edge of this bump is dutiéocollection of electrons.
The third bump is due to the movement of holes and is due tcettigliat the hole velocity
increases slightly as it approaches the p+ ohmic columns.

The waveforms shown in Figure 4]112(b) are very similar tethshown i 4.12(a). These
are due to illumination at positions along line (b) in Figdtd1(a) which joins a junction
column to an ohmic column. The significant differences inwla@eforms of Figure 4.12(b)
are that the rise time of the signals produced at x Fi180and x = 40um are very similar.
The waveforms of Figure_4.12(a) showed a significantly stowaveform at x = 40um.
This is due to the fact that along this line the electric figldthe device are higher than at
the point between two ohmic contacts (Figure #.12(a) pom#0 um) and therefore there
is little difference in the velocities of the charge carsiér these two illumination positions.

At 60 um, a bipolar signal is observed, due to the electrons beiligated by the adja-
cent columns and inducing a signal of opposite polaritysB@iim position is outside of the
unit cell formed by the p-type columns at the four corners thedstrip running through the
centre. Electrons generated at this position will travéheostrip neighbouring the collecting
strip. The bipolar peak results from the electrons havingffect on the collecting strip and
thus integrating to zero. The holes generated here move teatime column as at a point any
other distance along the line, however the hole signal ipgsed in this region because of

the low weighting field.
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Figure 4.12: (a) and (b) show waveforms from various positions of illumination over
the top surface of a non-irradiated sensor with a bias voltage of 62 V.pdkiion

of illumination given by the line (a) in Figurle_4.11(a) corresponds to the foave

in Figure[4.12(a) and line (b) in Figure_4]11(a) corresponds to the wawsfin Figure
4.12(b). (c) and (d) show the effect of varying the bias voltage orefeamns at a position

of illumination 20um from the central strip on line (b).

Figured 4.12(c) and 4.1.2(d) show the waveforms produced initreasing bias voltage
for the illumination point of x = 20um along line (b) of Figure 4.11(a). The waveform
generated with a bias voltage of 5 V shows only an increagingent signal with time. This
is due to the fact that the signal is dominated by electronemnt towards the junction
column because, while the device is fully depleted latgréiie magnitude of the electric
field close to the ohmic columns is low and the signal from thles drifting into this region
is small. As the bias voltage increases the magnitude ofldwrie field inside the device
increases and the waveforms exhibit distinct peaks, fagratrapproximately 15 V, due to
the increase in the contribution of the hole signal; due twaasing hole velocity in the
device in the region around the ohmic contact.

The rise time and magnitude of the prompt signal saturatabait 20 V. The rise time

is dominated by the movement of the electrons in the high fiedibon around the junction
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electrode, and this saturates as the velocity of the elestrothis region of the device sat-
urates. The fall time of this peak continues to become fasiibr increasing bias voltage,
as this is dominated by the collection of holes in the devicging in the region around the
ohmic contact where the electric field is lower than arourdtimction contact. The second
displaced peak becomes separated from the first prompt pdaknereasing bias voltage,
due to a faster rise time and the fast fall time of the prompkp&he second peak also has
a faster fall time with bias voltage. However, the positidrihe peak of the signal does not
change.

Using the same method as before, the velocity profile fordinase can be extracted and
is presented in Figule 413. At the aluminium strip (ovetliai the figure) there is a small
signal as a result of the non point source illumination. At,4hére is a significant velocity
across the high electric field region, as expected from ttezdhdepletion voltage of 3 V.
The combined electron and hole velocity is greatest in therhOadjacent to the columns
implying high electric field regions exist around the colwenihe velocity then decreases in
the region between the columns, because while there isafigitdl depletion at 3 V there is
still significant non-uniformity within the field of the dese. As the voltage is increased, the
velocity in all regions increases until saturation is resthy 80 V.

Summing the charge generated between the columns procheassiine response as a
MIP traversing the full strip. To do this, the waveforms fr@drum to 40 um in Figure
4.12(b) were integrated over 20 ns and then added togethés.sfiows the total collected
charge saturating at around 11 V and is displayed in Figd# 4 his is due to a combination
of the depletion of the inter-column region at 3 V and the urmdumn region requiring a
higher voltage. The “MIP” in this example does not pass diyaender the column, so full
depletion in that region is not needed to collect all the ghar

The charge collection maps, presented in Fidgure|4.15, shevintegrated charge col-
lected in the 20 ns after the pulse. At 0V, charge is only ctdié around the n-type columns
and in areas directly between the n and p-type columns whereléctric field is non-zero

because of the built-in potential. There is little chargkembed between columns of the same
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Figure 4.13: Velocity maps of a non-irradiated sensor with various bias voltages. (a)
shows the velocity for bias voltages increasing from 0 V to 20 V and (byvsttbe
velocity with a bias voltage of 80 V. Positions of n-type columns (blue circlesype
columns (red circles) have been indicated. The hatched areas aresttiensoof the
aluminium strips forming the readout lines.

type because of the low electric field. As the voltage is iased, firstly the region around
the n-type column shows full charge collection with theeli#nce between the area around

the n-type column and the rest of the active area disappeasrthe voltage is increased to

15 V. Even at 15V, the charge collection increases towarelsdfiecting columns.
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Figure 4.14: Charge collected versus bias voltage for a MIP-like particle.

The area around the p-type column show a low level of chartiection for biases up to
15 V. This is partially due to the column itself being nonieoting and also because the beam
spot has a finite size. Although the centre of the beam may tsédeuof the column, part
of the signal may be lost. There is still non-uniform charg#ection in the low weighting
field region between the adjacent p-type columns. The ptigmoof charge collected falls
to 50% at the boundary of the unit cell. Any charge depositdtia location has a chance

of being shared with and collected by the neighbouring cell.

4.3.4 Surface TCTs for Irradiated Sensors

A sensor was irradiated to 5 x 01 MeV equivalent neutrons/cirat the Jozef Stefan
Institute in Ljubljana. The irradiated device was kept & <€ to stabilise the leakage
current and prevent unintentional annealing. During thairmounting, the detector was
at a slight angle to the orthogonal. This was corrected &r latans. As before, waveforms
were collected for the same region across the surface arsthanen in Figures 4.16 and 4117.
At 100 V there is very little difference between the wavefergenerated perpendicular to the
strip and those at 45 The signal is much faster than for the non-irradiated céhes is due
to the fact that the bias voltage applied is higher and theréddield is consequently greater.
The trapping effects inside the device also reduce the idaraif the signal. The signal

at 100 V shows no obvious structure which implies that thetrdaution from the holes is
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Figure 4.15: Charge collection maps with top illumination for a non-irradiated sensor.
Bias voltage increases from 0 V (top left) to 15 V (bottom right) in steps ofRBdgitions
of n-type columns (blue circles), p-type columns (red circles) and sthigielied area)
have been indicated.
small. The magnitude of the signals generated along théé&hegeen the junction and ohmic
columns, shown in Figurle 4.117(b), falls uniformly with diste from the junction column
as the electric field magnitude falls with distance from thh&ction column, even though the
device has a bias of 100 V applied. The small signal at xeaOis due to some of the signal
being reflected by the metal strip.
With a higher bias voltage of 300 V the signal magnitude remaonstant throughout
the device (again the low signal at x 3ufn is due to reflections at the strip and at x =40
is due the laser falling on the non-sensitive hole). Theeetoe device is fully active at this
bias voltage. A second bump in the signal is now visible, lttanthird, as in the non-
irradiated case for illumination close to the ohmic contddtis would tend to suggest that
the signal is still dominated by electrons even at these bigs voltages.
Velocity maps from this sensor were extracted with the sarethad as before and are
presented in Figuife 4.118. As with the non-irradiated santpéevelocity of the charge carri-

ers are greatest when the pulse is adjacent to the n-typmosluUnlike the non-irradiated
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Figure 4.16: Charge collection map for the irradiated device with top surface illumi-
nation. Bias voltage was set to 70 V. Lines (a) and (b) correspond toakiefarms in
Figured 4,17 (a) and (b). Positions of n-type columns (blue), p-typemewyred) and
strips (hatched area) have been indicated.
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Figure 4.17: Waveforms from various positions of illumination over the top surface of
an irradiated sensor moving from the central backside column to an at@awerither
perpendicularly in (a) and (c), or at 4% (b) and (d). Bias voltages shown were 100 V

in (&) and (b) or 300 V in (c) and (d).
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sensor however, the combined velocity is greatly suppdeasaund the hole collecting, p-
type column, for bias voltage up to 80 V. This experiment waissensitive to the presence
or not of the double field structure that would be expectecforradiated device [92]. The
device is fully active at a low bias voltage (40 V) but due te kbw velocity at this bias point
trapping will degrade the collected charge significantly.

The velocity throughout the device tends to increase witiheasing bias voltage up to
200 V. At 200 V and greater biases, the velocity has a unifawfilp across the device. This

would only be the case if the velocity had become saturatdteat high bias values.
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Figure 4.18: Velocity maps of an irradiated sensor with various bias voltages. Bias
voltage increases from 20 V up to 400 V.

A similar effect can be seen when considering the colledbedge in Figuré 4.19. Below
the full depletion voltage, the majority of the charge islecied in the high field regions
around the columns where the velocity is greatest. At higbéiages, a greater proportion
of the charge is collected from lower field regions. The ofipesign signals around the
columns away from the central strip are due to the full chawrgtebeing collected because
of ballistic deficit. Charge multiplication effects beconmparent in the high field regions

above 200 V. At these bias voltages the velocity of the chasgeers is saturated. The
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increase in the induced current recorded in Figlred 4. 5f(d)(d) can only be the result of
charge multiplication. Additional acceptors appearingmylong term annealing enhance

the field and the multiplication then becomes more obvious.
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Figure 4.19: Charge collection maps with top illumination for an irradiated sensor. The
bias voltages shown are 20V, 40 V, 60 V, 80 V, 120 V, 160 V, 200 V, 3Ghd 400 V.
Positions of n-type columns (blue), p-type columns (red) and strips (@cimtea) have
been indicated.

4.3.5 Surface TCTs for Irradiated Sensors Post-Annealing

The effects of annealing the samples upon the signal cetleetere studied using the same
techniques described in Section 413.3. The previouslylimtad sample was annealed at
60 °C for cumulative times of 20 minutes, 40 minutes, 100 minud&) minutes and 600
minutes. Annealing for 600 minutes at 8D (equivalent to the amount of annealing expected
for 11 years of operation in an LHC experiment) led to theristeip resistance decreasing to
a level where the strips were shorted together at bias \edtagove 100 V. For this reason,
only the annealing steps of 0, 20, 40, 100 and 300 minutes &€ &@ere considered.

Looking at the charge collected in Figure 4.20 and the wawe$ogenerated after 20

minutes of annealing that are shown in Figure ¥#.21, a sirpidatern to the pre-annealing
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irradiated sample can be observed. The peaks and sub-peaksrg similar. For a bias
voltage of 100 V the signal collected for illumination pantloser to the ohmic contact
(x = 30 wm) are now very similar to those collected for illuminatiolese to the junction
contact. This implies that the device has a high electrid fiefoughout. At 400 V bias the
waveforms are very similar to those before annealing.

The waveforms produced after 300 minutes of annealing anersin Figurd 4.22. These

show the same series of effects as in Figurel4.21 after 20tesmd annealing.
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Figure 4.20: Charge collection map for the irradiated device after annealing for 20
minutes at 60 C with top surface illumination. The bias voltage was set to 100 V. Lines
(a) and (b) correspond to the waveforms in Figliresl4.21(a) and @s)tidhs of n-type
columns (blue), p-type columns (red) and strips (hatched area) hendrmicated.

Similarly to the non-irradiated device, it is possible torsthe charge generated between
the columns as if a MIP traversed the region. This is presanteigure 4.2B. Above 300 V,
the charge collected increases due to charge multiplicaffects. This charge multiplication
effect increases with longer annealing.

The charge collection maps for a unit cell of the device wittiass voltage of 400 V, as
shown in Figuré 4.24 were examined. After 20 minutes of alimgat 60°C, the area with
the greatest charge collection is the high field regionstirdetween the n-type and p-type
columns. Longer periods of annealing cause the chargectioleacross the entire active

area of the strip to increase proportionally. The wavefoshmwvn previously in Figurés 4,21
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Figure 4.21: Waveforms from various positions of illumination over the top surface of

an irradiated sensor, after annealing for 20 minutes &t@Q0moving from the central

backside column to an adjacent one either perpendicularly (a) orgb3with a bias

voltage of 100 V or perpendicularly (c) or at4fl) with a bias voltage of 400 V.
and[4.22 show the complete signal is collected well withim 20 ns time frame required.
Therefore, increasing the collected charge with longerealing times is not due to the
decrease in collection time. Effects of less trapping dudigher carrier velocities and
shorter collection times are also not expected to be theecaiuthe increased charge as the
drift velocity has saturated. Therefore the increase ingshaollected is attributed to an
increase in charge carriers due to a charge multiplicafii@cte

The electrons in the high electric field directly between d prtype columns increase

their kinetic energy enough to produce further electrolelpairs. This creates a second,
slower current peak. An electric field greater than 1@ui/is required for electrons to
undergo charge multiplication [93]. Due to their electrstieicture, 3D devices have larger
electric fields than a planar device of equivalent thickrsessthus have greater potential for

charge multiplication. Holes require a larger electricdfited undergo multiplication. Charge

multiplication has been observed with charge readout @xgeits in irradiated 3D devices
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Figure 4.22: Waveforms from various positions of illumination over the top surface of
an irradiated sensor, after annealing for 300 minutes atx0noving from the central
backside column to an adjacent one either perpendicularly (a) oPrgbfwith a bias
voltage of 100 V or perpendicularly (c) or at4f) with a bias voltage of 400 V.
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Figure 4.23: Charge collected versus bias voltage for a MIP-like particle for sensors
that were annealed for a range of times.

[68].

The velocity map of the device, when biased to 400 V, is shawrigure 4.25 for the dif-

ferent annealing stages. This shows that there is no chartge uniformity and magnitude

of the velocity with increasing annealing unlike for the iecollection profiles.
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Figure 4.24: Charge collection maps for a sensor with a bias voltage of 400 V annealed

for 20 minutes, 40 minutes, 100 minutes and 300 minutes. Positions of n-typarmlu

(blue), p-type columns (red) and strips (hatched area) have beeatdlic

The velocities of charge carriers of the non-irradiatedickevthe irradiated device and

the irradiated device after annealing were compared inrEidi26. For the non-irradiated
device, 80 V is a high enough bias to saturate the velocitysacthe active region. Post-
irradiation results in this velocity are not saturating daadistortion of the electric field
because of deep defects, even at a slightly greater biasyeoltHowever, even a short period
of annealing provides a beneficial effect and increasesdlueiy closer to that of the non-
irradiated device. With 400 V bias for the irradiated andealed devices, it can be seen
that the velocity of both the irradiated and annealed detscipproaches that of the non-
irradiated detector. After irradiation there is an inceshselocity beyond 4Qum. This is

due to the opposite-signed signal produced in that area.

4.4 Conclusions

TCT measurements allow for the velocity of charge carriethiwia device to be measured

which a standard integrated charge collection techniges dot. This enables the magnitude
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Figure 4.26: Velocity profiles for various illumination positions, moving at°4® the
strip, for a non-irradiated sensor, an irradiated sensor and an ieddiansor after an-
nealing for 20 minutes at 60C. The non-irradiated sensor was biased to 80 V, and the
irradiated and annealed devices were biased to 100 V in (a) and 400 Y in (b

of the electric field to be mapped in a way not possible befohés is because the collected
charge saturates at full charge collection whilst the vigtamntinues to increase with bias
voltage.

There is a clear non-uniformity of the sensors prior to iléidn. The areas of greatest
carrier velocity and charge collection match the simulakettric field. While full lateral
depletion between the columns occurs at low bias voltagegmoximately 3 V, a uniform
carrier velocity between the columns is not achieved uniiires this value at 20 V. Below
20 V, the greatest velocities of the charge carriers arecadjato the columns. Both the

drift of electrons and holes provide equal contributionth®measured signals. The regions
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beneath the columns deplete at different rates dependitigearype of column. The region
underneath the n-type column depletes with a lower biasigelthan the p-type column.

The p-type and n-type columns were measured to betQ3Bum and 9.180.03 um
respectively.

When illuminating the top surface prior to irradiation, adn@ltage of 80 V was required
to create a uniform velocity of charge carriers across tivecde Lower bias voltages again
showed the highest velocities at the columns. The chardectioin, however, was saturated
at a bias voltage of 8 V.

After irradiation, both the velocity and the collected agmsaturated at a bias voltage of
200 V. In addition, charge trapping greatly suppresses dmgribution of the holes on the
signal produced. This effect is most pronounced around #ype column. There was no
evidence observed of a double-junction around the p-typewo After irradiation there is
clear charge multiplication enhancement along the lingvbeh columns with a very non-
uniform velocity profile in the unit cell of the device at a ldas voltage (100 V). At 400 V
the velocity profile appears more uniformly. This occurs iashroltages in excess of the
full depletion voltage of the device. The annealing of théed®r further enhances these

trapping and charge multiplication effects.
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Chapter 5

Active Pixel Sensors

In this chapter, a novel CMOS APS detector is compared to a CCDyipieal synchrotron
experiment[[94]. The APS detector studied was the Vanilldogedeveloped by the MI
collaboration (Multidimensional Integrated Intelligdntaging) [14] and the Rutherford Ap-
pleton Laboratory (RAL). The CCD this was compared to was d@esidy Princeton In-
struments and is used by the Diamond Light Source synchratrtheir experiments. Soft
X-rays from the synchrotron were used to create a diffragpiattern from a permalloy sam-
ple that was then recorded with both the APS and the CCD. The amig signal intensity
of the two detectors were then compared.

The best figure of merit for an X-ray imaging application wbbe the detective quantum
efficiency (DQE). To do this, a wide illumination with soft d&ys to create a flat field and
to illuminate an edge mask would be required. This was naipteswith our experimental
setup, so looking at the ratio of spot intensity integrateel @ ROI divided by the noise cal-
culated over a background ROI at various exposure times gineestimation of the detector
performance that can be compared between the two detectors.

The Diamond Light Source synchrotron provides a wide rarfgeeamlines, each with
different photon wavelengths. The beamline used for thekwiorthis chapter was the
Nanoscience beamline, 106. The energy range of the photaikalale is from 80 eV to
2100 eV (corresponding to wavelengths of 15.5 nm to 0.6 nm).llByinating a sample

with X-rays, deflections from the atoms can be recorded. ysisbf the patterns produced
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from the diffraction and scattering of photons can proviai®tmation on the structure of
molecules. The spots produced from a diffraction pattethdeicrease in intensity the fur-
ther from the centre they are formed. Measuring the stramaterials when under load is
also possible by monitoring the changing distances betwagnus atomic planes. Scat-
tering experiments are used to determine the structuresretrystalline materials such as
proteins.

X-rays can be segregated into hard and soft X-rays deperatintheir wavelengths.
X-rays with wavelengths shorter than 0.2 nm are referred toead X-rays. These will pen-
etrate further into materials before scattering than tlieXéoays with longer wavelengths.
Tuning the wavelength is important in order to be able to poeda diffraction pattern from
a specific crystal structure. The photon flux at the 106 be@mlivas 2.0 x 1& photons/s.
Consequently, a detector designed to image these diffrap@atterns will require a large
dynamic range in order to image the full range of intensiughin the diffraction pattern.
A small pixel size and high resolution will be necessary fleacimaging of the diffraction
pattern. For dynamic experiments such as where the digdmeteeen atomic planes varies,

a high frame rate will be required in order to measure the gasiaccurately.

5.1 An Introduction to Active Pixel Sensors

Charge Coupled Devices (CCDs) are currently used in the majofityigh-end imaging

applications due to their low noise and high sensitivity. @@mentary Metal-Oxide Semi-
conductors (CMOS) sensors are an emerging technology tbhat be applied in situations
requiring faster or real-time image acquisition/[11]. Téekffering technologies were dis-
cussed in Sectiorls 2.2.4 and 212.5. In this chapter, a novéDEMPS detector will be

characterised before comparing it to a Princeton CCD in a &sinchrotron experiment.
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Figure 5.1: Diagram of a generic CCD (a) and CMOS APS (b) layout. In a CCD,
charge collected is passed down each column to be read out. The remaiiritier
printed circuit board can be customised based on the required speaificdtia CMOS
APS, the charge collected in each pixel can be read out independeitdynefghbours.
[43]

5.1.1 Charge Coupled Devices

CCDs operate by accumulating signal charge in each pixel jpgstion to the incident pho-
ton flux. When the preset acquisition time is completed, thergdnis passed sequentially
from each pixel down its column. When it reaches the outputsire, the charge is con-
verted to a voltage and read out. This is shown in Figure b.Qace it has been read out,
the voltage is multiplied by the device’s gain and convetted digital signal.

CCDs are used in a wide variety of applications. However, CCDssaéfler from an
effect known as blooming. This is when the charge collectédimva single pixel exceeds
its storage capacity, resulting in the charge spreadingeta¢ighbouring pixels. This storage
capacity is defined as the full-well capacity and is the maximmumber of signal electrons
that a pixel can store at once, which is fundamentally cairstd by the size of the pixel.
There are many advantages in using CCDs for imaging applicatid-irstly, CCDs will
typically have low noise performance especially conceyrired pattern noise. This is
because a CCD only has a conversion element and so has e$gemtiaburce of pixel
to pixel variations. This is described in more detail in 88cb.1.2.1. Secondly, CCDs
will normally operate over a large dynamic range. The cosieer from incident photons
to electrons will not be completely linear across the erdyeamic range. The percentage
deviation from the linear response is defined as the lineafithe sensor.

However, there are several reasons why technologies dtheiGCDs should be investi-
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gated. CMOS-based sensors typically have lower power repeints and can be manufac-
tured in bulk relatively inexpensively. CMOS sensors cao aisegrate on-chip processing
for intelligent imaging applications.

The CCD used in our experiment was a Princeton PIXIS-XO: 2048BB 2048 by 2048
pixels and this is representative of the CCDs currently in e#skeaDiamond Light Source.
A photograph of this CCD is shown in Figure 5.2(a). Each pixel3ss um by 13.5um
in size. The CCD had both low noise and high capacity modes, auldl ®e operated at
different gains and speeds. During our experiment, the CCDopasated at a speed of
2 MHz. At this speed, the low noise mode had a specified rm&nailsie of 17.3 e, a gain
of 1.0 e /ADU and a non-linearity of less than 2%. The high capacitydmbad a specified
rms noise value of 36.6 ¢ a gain of 3.5 e/ADU and a non-linearity of less than 2%. The
single pixel full-well capacity of both modes was quoted 88 ke~ and the dark current
was given as 0.008 épixel/second. All of this data was for operation at <& which was
the temperature at which the experiment was performed. elVedsies were taken from the

manufacturer’s datasheét [95].

5.1.2 Vanilla Active Pixel Sensor

CMOS Active Pixel Sensor (APS) devices mainly differ from CCDstlaey perform the
charge to voltage conversion on each individual pixel. Thshown in Figuré 5]1(b), and a
photograph of this is shown in Figure 5.2(b). As discusse®kictiori 2.25, CMOS detectors
include a minimum of three transistors within each pixeleThree transistors perform the
functions of row selection, signal to voltage conversiod #ren the pixel reset. Additional
transistors can be included to provide optional featuret s1$ active buffering, additional
amplification or in-pixel processing or discrimination #sired. Random access to pixels
allows the development of intelligent imaging.
A new series of APS, the Vanilla APS, was developed by thé ddllaboration [14] of

which the University of Glasgow was a part. It was designed general purpose sensor,

with design specifications of 100 frames per second (fp$Xraime readout, and a readout
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(@) (b)

Figure 5.2: Photographs of the CCD (a) and CMOS APS (b) used in the experiment

noise of below 25 electrons RMS. The sensor had 520 by 52h2pixels.

Signals were able to be read out in either analogue or difptatats. The analogue
mode utilised an off-chip analogue to digital converter @approach and was designed
specifically for region of interest (ROI) measurements gisan10-bit readout system. In
order for this to be facilitated, address decoders replaeecolumn shift registers. The
readout time of any single pixel is limited by the capacitalmad of the wires and the DAQ
system. Hence, reducing the number of pixels to be read dugme a higher frame rate.
The default digital readout mode uses an on-chip ADC appraad is faster for full-frame
readout, employing a 12-bit on-chip ADC. The sensor was asgyded with the possibility
of back-thinning, ceramic packing in vacuum operation avalgide tiling.

The Vanilla APS has the standard 3 transistors per pixelviaat discussed in Section
[2.2.5. However, additional circuitry was used in order tpliement different reset modes.
A schematic of this is shown in Figure 5.3. The transistoelat Mrst is used to reset the
pixel, Msf is used to convert the collected charge to a veltagd Msel is used to select the
row to be read out. The remaining components are used to ngolethe hard, soft and
flushed resets [51].

There were three reset modes available to the Vanilla AP8,-lerd and flushed [11].
Using the soft reset, the gate and drain of the reset tranglabeled Mrst in Figure 513) are

set to the same fixed voltage. This leads to residual changainéng on the photodiode from

115



CHAPTER 5. ACTIVE PIXEL SENSORS

Vdd
Flush 1\ Vbias1 i
ey bus
 \ e e e e e e e e S e e e
{ ' Pixel :
: Mrst :
I
! Msf 1
. E E i
! [
: W > \
b i
! 1
t el :
I [
: = |
] - Msel ! Row
! ; select
: .
u !
= et L L L L L E L LS L ST r=* Reset
. Mfb
Vbias2

Figure 5.3: Vanilla APS pixel circuitry with column-based reset architecture.

previous integration periods. This effect is known as imiageand is examined in Section
(.3.1.4. This effect is greatest where the charge on a pigglvary greatly from frame to
frame. The advantage of this reset mode is that the sma#et weltage reduces the noise
but at a cost of increasing the image lag.

When a hard reset is applied, the gate voltage of the resaigtanis set higher than the
drain voltage by more than the transistor voltage. Thisiapm@ voltage to the photodiode
that clears it of any residual charge preventing any image However, the reset noise in
this mode will typically be greater by a factor ¢f2.

The flushed reset mode was designed with the idea to impldaimemhage lag prevention
of the hard reset mode with the reset noise of the soft resdenia this mode, a short hard
reset is performed followed by a soft reset.

Back-thinning is a well established process in high-spetifia scientific applications
involving CCDs. During this process, the substrate is thinrsdg a combination of lapping,

mechanical grinding, chemical etching and laser annealiings reduces losses in the bulk
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silicon on the back of the device. Consequently, the quanftiolemcy of a detector can be
improved across the full spectral range if the device igiihated from the back and thinned.
Atypical device, with passivation, electronics and meda tlepth greater than a micrometer
on the surface, will prevent nearly all of the photons withavelength below 400 nm being
detected. More recently, there has been a move towards thetlianing and illumination
in CMOS devices as well [96].

One reason for back-thinning is to increase the fill-facfahe sensor. The fill-factor is
the percentage of the surface area of a pixel that is semsitincoming photons and not re-
flected by metal traces on the front of the sensor. AlthougHillafactor is dependent on the
wavelength of light illuminating it, back-thinning can mase this fill-factor to essentially
100%. A second reason for back-thinning a sensor is thaditoes the mass.

The back-thinning of the Vanilla APS was performed by&ZVhe process involves
removing the back substrate up to the epitaxial layer usingrigty of methods including
reactive ion etching and laser annealing. The thicknessilodteate remaining above the
epitaxial layer was between 14m and 20um. The sensor was then reversed and bonded
to its PCB. The back-thinning and back-side illumination @aged the measured signal by
reducing the number of photons lost due to interactions téhdevice’s circuitry. This
particularly improved the signal collection for higher egephotons, particularly soft X-
rays.

Regardless of whether the Vanilla APS was read out in Analagugigital mode, the
initial stages of the process are the same. The ADC and afieopixels are reset and the
bias generators are set to their defined values. Then, tleeggaliverges for digital and
analogue readout modes. For digital readout, the rows ¢ugtinre reading out are selected
by using a 10 bit value from the address decoders. Once thectoow has been identified,
the column read lines will show data from each correspongirgl. When the full-frame
is being read out, the data can be digitised before being eaad This involves using a
successive approximation ADC. The physical size of the AD@té the number that can be

implemented on each sensor. In the case of the Vanilla ARB, ABC multiplexes signals

le2v, Chelmsford, UK.
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from four columns. Once the pixel values are digitised, tiggtal value is stored in 12 bit
RAM until the remainder of the four columns are converted. @&t is then read out using
shift register.

When the analogue readout mode is employed, the data frompeeaths read serially
using two different analogue multiplexers. Each of thesegd the input in a buffer amplifier

and then to the off-chip ADCs where the data is converted taligiéal result.

5.1.2.1 Noise Sources in a Sensor

There are four main sources of noise in any measurement bysarsdwo of these sources,
Fano noise and photon shot noise, are related to photoraati@ns with a pixel. The third
source, fixed pattern noise, is dependent on the pixel td poxe-uniformity of a sensor.
The final source of noise is read noise and this encompadsssuates of noise related to
the readout of the signal and the reset of the pixel. Fanansiproportional to the square
root of the incident photon’s energy, whilst shot noise isgartional to the square root of
the signal and fixed pattern noise increases proportiotaliye signal.

The photon shot noise is defined as the standard deviatidreafumber of photon in-
teractions per pixel. This is related to the fact that phstimeident on a detector will be
randomly dispersed in space and time. This can be descripBd$e-Einstein statistics as
follows,

oEw/KT

os(Pr)? = Pr (5.1)

eEp/KT _ 1’

whereos(P;)? is the variance due to shot noise as a function of photon sitien?;,
is Boltzmann’s constant]’ is the temperature of the detector afg is the energy of the
photons.

Photons with an energy greater than 0.1 eV will begin to c®wyth lattice vibrations
and cause an increase in shot noise. Increasing the temgecdtthe detector will cause
larger lattice vibrations and consequently will also ims®e the shot noise. However, for

most imaging applications (e.g. at room temperathrg)\ will be much greater thah7'. In
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these cases, Equatibns.1 will simplify to,

os(P;) = /Pr. (5.2)

The photon shot noise can also be used to determine the plithab, that photons will

interact; times with any pixel,

i
I
7!

p’i = eiPI. (53)

Fano noise is defined as the variation in electron and hoteppadluction from photons
of identical energy. If all of a photon’s energy were to gmietectron and hole production
then there would be no Fano factor in the noise. However, sdrag@hotons energy will be

lost in interactions with the lattice. This can be derivedp@inally as,

/ hv
OFN = V/ Fgn; = FFE hu (5-4)

whereoy is the variance due to Fano noid€; is the Fano factorh,, is the energy of the

incident photon and. , is the energy required to create a single electron-hole pag then

simply Ef“’h . The Fano factor is defined as the variance in the number ofrefes generated

over the average number of electrons generated. This fectgven as 0.1 for silicon and
begins to dominate from the soft X-ray region and higher giesr Low-noise detectors
based on CCD or CMOS technologies will generally be limited byd=aoise in X-ray and

gamma ray detection. When imaging photons with longer wagghes, the Fano noise will
typically be less relevant to the noise performance of thealter.

After photons interact with a detector, there will be a qugrdf charge within a range
of pixels. How efficient each pixel is at collecting chargdlwliffer from pixel to pixel.
This effect will be compounded with variations in the gainemfthis charge is converted to
a current. The variation in the gain results from the vasiatn the transconductance of the
transistors. This will create sensitivity differencesass a detector. It is referred to as fixed

pattern noise because the differences in sensitivity anstaat from frame to frame. The
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fixed pattern noise resulting from variations in the gain lbardefined as,

oppy = PxS, (5.5)

whereS is the signal and’y is a quality factor. For a silicon sensor, this quality faciall
typically be approximately 1% and is the ratio of noise tortinean signal. Due to its direct
relationship with signal, fixed pattern noise will dominateot noise over a large region of
an imaging sensor’s dynamic range. It is possible to remoedixed pattern noise resulting
from the pixel to pixel variations in the pedestal by sultiracone consecutive frame from
the next, assuming the frames have identical levels of phitia. This process is called flat
field correction[[97].

Read noisedr) accounts for any other sources of noise present in a pktimeasure-
ment that are not proportional to the photon intensity. Aaregle of this would be the reset
noise. The reset noise originates from thermal noise sffethin the pixel architecture.
This changes the reset reference voltage every time thé ipixeset. The level of reset
noise will vary depending on the reset mode employed. Wheut #ile sources of noise are

combined in quadrature the total noisg,is given as,

2 2 2 2 2
Op =05+ 0py +0ppy T 0R

= P; + Frn; + (PyS)? + 0% (5.6)

5.2 Characterising the Vanilla sensor at Low Temperatures

5.2.1 Photon Transfer Curve

In a sensor, the incoming signal is measured by the numbdectrens it generates in the
silicon substrate. This is then converted to Analogue-igitBl Unit (ADU) for reading out.
The ratio of electrons per ADU is given by the sensor’s gaime @ethod for measuring

this gain is the Photon Transfer Curve (PTC)I/[97]. To create @,Rins noise is plotted
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as a function of mean signal with a monochromatic light seuiithe level of signal can be
altered either by varying the intensity of the monochrombgjht source or by varying the
image integration time. This process can be completed tbeethe full array of pixels or
a subset of them. When this data is plotted on a log-log scaledominating regimes can
be observed. An example of this is shown in Fiduré 5.4. Thisutation can either give an

average value across the entire sensor array or can beedgeatach pixel individually.

= Fixed :
< | Read : Shot Pa:s;ern Saturation
2 | Noise  Noise .
R= Noise /\
Z
%
=
- Slope 1
2
; Slope 0
g ope 0.5
g |slopeo TP
Logscale Mean (ADU)

Figure 5.4. Example Photon Transfer Curve, showing the four main regimes identifi-
able. The fixed pattern noise includes the variations from the differens d¢petween
pixels. In addition, the full well capacity and gain can be calculated fronplibie [98]

Under dark or low-light conditions, the read noise of thessershould dominate. This
will often have multiple sources of noise. As the read nosseat related to the photon
intensity, the logarithm of the read noise will not vary witicreasing signal and will have a
slope with a gradient of 0. As the signal increases, the phsitot noise begins to increase in
importance. As shown in Equatién b.2, the shot noise is ptapwl to the square root of the
signal. When the logarithm is then taken, this regime becadegifiable by the slope with
a gradient of 0.5. A further increase in the signal leads ¢éditted pattern noise dominating
and this increases proportionally with the signal, as shiovaguatiori 5.5. This results in the
logarithm of the noise increasing as a function of the sigvtd a gradient of 1. Finally, the
full-well regime is characterised by the noise decreasstha pixels in the array saturates.

This is because the shot noise will always decrease undaagad conditions, even if the
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Figure 5.5: PTC curve for the Vanilla sensor in digital (a) and analogue (b) modes, af
pedestal subtraction.

fixed pattern noise may continue increasing. The reasonxbe fiattern noise may carry on
increasing is because some pixels and columns of pixelse@tth saturation before others.
This will introduce a further fixed pattern effect across ¢leasor.

When illuminating the array of pixels it is important that tlght source used has as
uniform an intensity as possible. Variations in the unifiyntan act as additional fixed
pattern noise. The wavelength of the light used may also hasmall effect on the fixed
pattern noise as well. The shot noise regime is immune to fiieete of uniformity and
wavelength.

Before the mean signal value can be calculated for any ingalitame, the background
noise has to be subtracted. This removes background eledteh as those generated by
thermal dark current.

The PTC allows several key characteristics of the deteotbetanalysed [99]. The full-
well capacity is given by the maximum signal prior to satiarat The dynamic range is the
ratio of the noise under full-well conditions to the reads&i The camera gain is equal to
the x-intercept of a linear fit to the shot noise region.

PTCs were generated using the Vanilla APS and averaged aventire pixel array. A
green LED, with a wavelength of 530 nm, was used to vary theasigtensity for a range
of frame rates and temperatures. The PTCs are shown for balbgare and digital readout

modes in Figur€5l5.
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There are several ways to improve upon these curves. Onedweibuld be to remove
the fixed pattern noise by subtracting two consecutive feawith identical illumination lev-
els from each other. An alternative to this would be to caltaithe gain for each individual
pixel, and this is the method that was used. This has the &atyathat pixel to pixel varia-
tions are now irrelevant, and any variations in gain acreesensor can be determined. The
downside is the large increase in data that needs to be fitj@dtiuce a valid measurement.

A map of the gains measured across the Vanilla APS in digitaderand the resulting
histogram are shown in Figure 5.6. The mean of the gains sithesensor was measured as
7.87+0.01 e /ADU with the mean of the gaussian portion at 86901 e /ADU. The map
of the gains shows a cyclic pattern every fourth column. Tharesult of the digital readout
mode sharing one ADC for each set of four columns. There 3 @alpattern of diagonal
striped regions of lower average gains. It is these areasarligain that make the expected
gaussian distribution of the gains in Figlre]5.6(b) to sprat the lower tail.

In addition to the gain, further information can be gathefredn the photon transfer
curves. The full-well capacity, read noise and dynamic eaae presented in Talle b.1.
These can also be observed from Figure 5.5(a). The full-eaghcity is the signal level
at which saturation is achieved and the read noise is thé udwere the read noise regime

is entered. The dynamic range is then simply the ratio of tilerfell capacity to the read

noise.
Gain 7.8+0.01 e /ADU
Full-Well Capacity| 25 006+200 e
Read Noise 15+15€e
Dynamic Range ~1700+140

Table 5.1: Specifications of the digital readout mode of the Vanilla sensor deriesa fr
the PTC.
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Figure 5.6: The gain was calculated from the shot noise region of the PTC from each
individual pixel of the Vanilla Sensor, operating in digital mode. This was tbletted

as a map of the pixels (a), and as a histogram (b). The mean gain acrgesnsioe was
calculated as 7.80.01 e /ADU.
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5.2.2 Stability with Temperature Changes

The performance of the Vanilla APS generally improves asadperating temperature is
lowered. This is because the generation of electrons ares lagl a result of thermal effects
will be reduced. In order to determine whether cooling andwiag the Vanilla APS over the
course of a typical multi-day synchrotron experiment waefféct the sensor, measurements
of the stability and damage to pixels were made.

Initially, a Vanilla detector was placed in an oven and bal@d period of 10 days at
50°C. The purpose of this was to ready the detector for vacuumrienests. The detector
was then placed in a high vacuum chamber that was capableiraj beoled to -24°C.
An LED was used to illuminate the sensor at room temperatadetiae result of this after
background subtraction is shown in Figlre]5.7. With no dsfecesent, the image would
show an area of highest signal in the centre and then deogeaseas of signal radially
from there. However, there were two clear defects presetiarsensor. Firstly, there were
diagonal bands of lower signal regions evenly spaced athesdetector. Secondly, there
were about 100 defective pixel clusters that displayedisogmtly lower signal values than
their neighbours.

The diagonal bands appeared to have been present from theafadn process. They
are not visible by simply taking a dark image. These largedbarorrespond to the striped
bands in the gain measurements of Figuré 5.6. When illunmidnéhere is a 12% difference
in the signal from the centre of a dark band to the centre ofdjercant brighter band. This
level of difference was maintained at both room temperadnckat -24°C.

Immediately after fabrication there were no dead or defegiixels. The defective pixels
were created by changing the temperature of the sensorgmbyrduring the baking process.
The sensor was subjected to slower cooling and warming €gsler a three day period, and
no new defective pixels were detected. The locations of ¢feative pixel clusters are shown
in Figure[5.8. These pixels gave signal responses that werast 15% less than the average
of their 8 nearest neighbours, and there were 187 pixelersigtientified, corresponding to

around 400 defective pixels. The clusters are typicallyvieen one and four pixels in size.

125



CHAPTER 5. ACTIVE PIXEL SENSORS

3000
500

2500

400

300 —12000

200

—11500

100

1000

Illll‘llnlllIIII|III‘I‘|IIINI'|

Figure 5.7: Example of point defects created by the baking process. The diagamds b
were created during the fabrication process.

This was equivialent to less than 0.2% of the surface arelaso$énsor and was considered
neglible to the following results.

In previous work[[11], the stability of a Vanilla APS was meesd by taking dark images
every half hour over a three day period. It was shown that thgnitude of the signal was
proportional to the room temperature, and that the 15% ahamitpe signal generated by the
dark current between day and night would equate to &Q.thange in the temperature of
the sensor.

A similar measurement was made over a period of half an hatead of three days,
and this is shown in Figute 5.9. The measurement, taken & 26howed a change of 0.2%
in the signal resulting from the dark current over the 30 nesu equating to a change of
0.01°C in the temperature of the sensor. This would be an adeqtadt#ity for the sensor
in an experiment.

As the temperature was changed, the pedestal signal wasiredass a function of in-
tegration time. The average dark signal recorded increasdlonger integration times.

Furthermore, as the sensor temperature decreased bo#véiel pedestal signal and the
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Figure 5.8: Location of defective pixel clusters created by the baking proceseselh
pixels are at least 15% less than the average of their 8 nearest neighbour
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Figure 5.9: Measurement of stability of the Vanilla APS over a period of 30 minutes at
-24°C.
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Figure 5.10: Measurement of the total noise in a Vanilla APS with Analogue and Digital
readout modes at temperatures varying from°>24o 20°C.
dark current decreased. This same effect was seen withtimtnalogue and digital readout
modes.

However, there are differences between the analogue aitdldigppdes when comparing
the dark noise as the temperature decreases. For the a@aksgiout mode, the dark noise
is reduced as the temperature decreases. This is the exgesttavior if the dark noise is
mainly composed of thermal effects. However, the digitati@it mode showed the opposite
response to the decreased temperature. In this case treasiegy temperature caused the
noise to increase. This is shown in Figlre 5.10.

This result occurs because the sensor itself is less noigyvat temperatures, leading
to lower noise readings in the analogue mode. However, #etrehics associated with the
digital readout were not designed to be operated below reompérature and consequently
increase the readout noise. This readout noise completelyndites any signal generated by
the dark current. These electronics were designed with teamperature operation in mind,

and were not tested at lower temperatures.
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5.3 Results from the Synchrotron Experiment

The purpose of this section was to perform a typical syncbnogéxperiment with both the
Princeton CCD and the Vanilla APS. The differing sensor tetdgies could then be com-

pared and contrasted.

Figure 5.11: Photograph of experimental set up, showing the beamline labeled (a), the
permalloy sample labeled (b) and the position of the detector labeled (c).

The standard experiment chosen was a simple X-ray diftmakperiment. Beamline
|06 was selected to use soft X-rays, at 708 eV (wavelength/& dm), to create a diffraction
pattern from a permalloy sample. Permalloy is typically Hoyeof iron and nickel in pro-
portions of 1:4. The sample used in the experiment also hadl soncentrations of tungsten
and aluminium on a silicon support. The setup is shown infei@ull. This is typical of a
soft X-ray experiment [100].

The sample could be rotated freelydrand ¢ directions to allow the same spots to be
imaged by the different detectors. The physical area of the €&13or was about four times
larger than the area of the Vanilla APS, and the mount for @msar electronics was also
much larger. This meant that the sample had to be rotatdutlglighen moving between the

CCD and the APS to ensure that the same diffraction spots werg ineaged.
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Figure 5.12: CCD image with the longest integration time (300 s). Image has had
pedestals subtracted. X and Y axes show the pixel number. The redgiectadicates

the region that was imaged by the Vanilla APS. Blooming effects cause thgectaar
spread radially outwards from the centre of the diffraction pattern. €bersl order
diffraction spots are the set between y = 600 and y = 700.
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Figure 5.13: CCD image from the shortest integration time (10 s). Image has had
pedestals subtracted.

5.3.1 CCD and APS Signals with varying Frame Rates

Both the APS and CCD were used to take images of the diffractitterpaat a variety of
frame rates. The Vanilla images cover a quarter of the ardaeofCCD images, and so
are only a subset of the diffraction pattern. The integratime to capture the images was
varied between 10 seconds and 5 minutes for the CCD, and betw@grseconds and 10
seconds for the Vanilla APS. The large differences in thetav@es used is partly a result
of the sort of applications the detectors were designedTibe CCD was designed to take
long-exposure images whereas the APS was designed to imag@litime.

From these images, a simple line profile through the secomer @iffraction spots can
be used to derive a straightforward peak to trough ratio kingathe ratio of the highest
peaks to the average of the inter-spot regions. In orderttthgdargest signal to noise ratio
possible, the CCD used the low noise readout mode and was domolB8°C whereas the

Vanilla APS was cooled to -18C. The difference temperatures and readout modes make to
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Figure 5.14: Vanilla APS image from the longest integration time (10 s). Image has had
pedestals subtracted.

the noise level is discussed in Sectibns 5.3.1.1and 5.3.1.2

A pedestal subtraction was performed on all of the imagesrder to do this, a series of
dark images were taken at each integration time and theageer In the series of frames,
the first few would be ignored until the average signal actilssensor becomes stable. The
remaining dark images were averaged and this was then uskd pedestal image.

The CCD image from the longest integration time of 300 s dispkay effect known as
blooming and this is shown in Figure 5112. This is where algixeverloaded by incom-
ing signal, and the charge floods into neighbouring pixelisTs most apparent from the
diffraction spots with the greatest collected charge, &edalooming appears to spread the
charge radially outwards from the centre of the diffractpattern. This also leads to the
diffraction spots appearing wider on the corresponding profile, in Figuré 5.16(a). This
is a feature of CCDs that is not present in APS images. The cliedpp the pixels in the
image was set at 155 do allow the fainter spots to be displayed without being swadin

noise hits.
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Figure 5.15: Vanilla APS image from the shortest integration time (0.05 s). Image has
had pedestals subtracted.

Along with the presence of nearly every diffraction spothe first four lines, one in-
teresting feature is the presence of half-order diffracspots. These are present only just
above the level of the noise and consist of four spots witloordinates between 750 and
1000 and y-coordinates between 100 and 150.

With the shortest integration time of 10 s, the CCD does notlaysany blooming arti-
facts because there is not enough time to collect sufficieatge to saturate any pixels. A
smaller proportion of the diffraction pattern is also visibs some of the fainter spots do not
produce enough charge within the 10 s limit. There is, howevdifferent feature of CCD
images visible. In this setup, the columns are read out fltoenfarthest pixel to the right
and the charge is passed along to the left of the device. Térgelirom the pixels with the
greatest charge collected leave trails of charge in theesulest pixels after they are read
out. Any integration time less than 10 s would cause thi$ toaincrease greatly. This is
due to the CCD having an imperfect charge transfer efficienegnEhe quoted efficiency

of 99.9998% will cause some of the charge to be left behintd avhort reset time.
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Figure 5.16: Line profiles for the CCD with the longest integration time (300 s) (a) and
shortest integration time (10 s) (b) and the Vanilla APS for the longest integriatie
(10 s) (c) and shortest integration time (0.05 s) (d).

When the Vanilla APS was used with an integration time of 1ths, llooming and
streaking artifacts associated with the CCD images are ngepte This is displayed in
Figure[5.14. The noise cut applied to the APS images was ltvear the CCD, at a level
of 73 €. This was done to allow spots in the three orders of diffaacpots to be clearly
visible. Although this noise level was under half what the CG&plhyed, the maximum
signal is also reduced. The maximum signal collected by the @CID s of integration is
44 000 € whereas the Vanilla APS only collected 26 000 @ue to the difference in fill
factors. The same spots in the diffraction pattern are Msibthis image as in the longer
CCD exposure, although a smaller area was imaged.

Even when the integration time for the Vanilla APS was reduoéts minimum of 0.05 s,
as in Figuré 5.15, the major peaks in the faintest line ofaiffion spots are still visible above

the background noise.
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The line profiles for each of the devices and integration $ime shown in Figurie 5.116.
These line profiles were created in a process with multiplges. Firstly, by taking rectangle
across the width of the image and 60 pixels wide, an entieedirdiffraction spots from the
CCD could be encompassed. The width used for the Vanilla APwgs30 pixels, due to
the larger pixel size and the reduced spread in the spots$, Tdreeach x-position the highest
signal pixel would be sought. This was then averaged witheighbours from either side
to give a value that should accentuate the diffraction digeaks whilst limiting the noise
in the inter-spot regions. In this sense, it is not a trueaigm noise measurement, rather it
measures the peak signal value to the trough value.

The line profile for the longest CCD exposure, shown in Figui€), shows the max-
imum signal of the brightest spots at over’ Jectrons with an average trough value of
10 electrons giving a peak to trough ratio of'10he effect of blooming can also be seen
strongly in the central three peaks with the largest signidisre, the flat tops to the peaks
show that the pixels are saturating and the broadening gfehks shows the charge spilling
out from the saturated pixels into the neighbours. When coedpi@ the line profile of the
shorter integration time in Figufe 5]16(b) it can be seen tihere is no saturation in the
signal. The middle peak of the three that previously sadar& now clearly larger than the
others and this signal reaches 20 000 electrons. The mdaratite in this line profile is
that the trough value has risen to 80 electrons, reducingehk to trough value to 2.5 x 1.0
In particular, the mean trough value increases fromtZ2 to 80+2 e after the peaks of
greatest signal due to the trail of charge remaining fronfréda@e readout.

The Vanilla APS line profiles, shown in Figures 5.16(c) anyg &le for the integration
times of 10 seconds and 0.05 seconds. In both profiles, the paaks can be seen with
the same relative heights between the peaks. The troughk ismthe same in both images
at 20 electrons and is independent of the integration timbis §ives a variation in the
peak to trough ratio of 5 x POfor the shortest integration time up to 1.5 x31for the
longest integration time, which compares very well to theemjent CCD values with a 10 s

integration time.
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Whilst the peak to trough is a figure of merit, the later signaldise analysis of Section

is of greater relevance.

5.3.1.1 Dark Current

In any photosensitive device, a small current will be présgan when there are no incident
photons. This is due to the random creation of electrons atekhn the depletion region
due to thermal effects. The dark current can cause noise#mabe removed by pedestal
subtraction. It also has a temporal component that addsetghbt noise. The CCD used
showed significantly less dark current than the Vanilla AR&this is shown in Figure 5,17,
due to the temperature at which the detector was cooled te. C®D was cooled to -55
°C in order to improve the signal to noise performance sigaifity. The Vanilla’s measure-
ments of dark current display non-linear traits. This islaxged by the reset noise of the
sensor beginning to dominate the other sources of noiserédes noise is not temperature

dependent, so provides a noise floor.
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Figure 5.17: The measured dark current against sensor temperature for the Vapfla A
and the CCD. Vanilla reached a dark current of 4@ /sfum? at -20°C, and the CCD
dark current was 2 x 10 e /slum? at -55°C. The green dashed line represents the
extrapolation resulting from halving the dark current evefC7

136



CHAPTER 5. ACTIVE PIXEL SENSORS

60 ~ 60

Noise (e’)

._>_
._>_
Noise (e”)

2

=]

20

50 S 50 ® VanillaAPS at-10 °C
m VanillaAPS at0 °C

40 %0 A Van!lla APS at 10 °C +
v Vanilla APS at 20 °C

3 + + 30 #

[ ] CCD in Low Noise mode
1

o

=}
TT T[T T[T I T[T [ TITr[TrTT

10

T g T[T T[T T[T T
e
—-Ol-<¢

A CCD in High Capacitance mode

| L L L L | ol 1 L L | L L |
10 10° 10" 1 1
Integration Time (s) Integration Time (s)

(@) (b)

o

Figure 5.18: Noise levels for the CCD (a) and Vanilla APS (b). The Vanilla APS has
comparable noise to the CCD’s low noise mode at short integration times.

5.3.1.2 Noise Measurements

In order to quantify the dark noise, a series of dark imagegwexorded. The Vanilla APS
was recorded at different temperatures with various iatiggn times, whereas the CCD
used its different imaging modes for various integratiomets and with a sensor temperature
of -55 °C. From these, the average pedestal signal was subtractettheandriance of the
resultant image gives the read noise. These are shown indfigi8(a) and (b) for the CCD
and the Vanilla APS respectively. At -5%, the CCD’s two modes, low noise and high
capacity, each have different noise levels. The low noisdenfas a noise level of around
20 electrons, whereas the high capacity mode has a levebohdr50 electrons. Changing
the gain of each of the independent modes has no signifidaat eh the level of the noise.

The Vanilla’s noise was around 20 electrons, increasingst@l8ctrons at the longest
integration time. This is around the level of the low noisedmof the CCD.

The longest CCD integration time (300 s) suffered from unugumadih levels of noise.
For this length of integration, only a single backgroundhrfeawas recorded. This meant the
background had greater noise and a pedestal subtractionavg®ssible. As a result the

CCD data with a 300 second integration time will not be incluhefditure measurements.
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5.3.1.3 Signal to Noise Analysis

Once the noise values were calculated, the Signal to Nois§ (Beasurement was made by
summing the charge from a spot and then comparing this wétbakculated noise level. This
is shown in Figureé5.19. In order to make a fair comparisoa ftightest spot in the second
order diffraction spots was chosen. This was done to presegatation affecting the result.
The full spot was integrated by beginning with the brighfesel and adding adjacent pixels
to the cluster as long as they were four times the backgroewel.| When this was done,
the total charge collected increased linearly with integratime until saturation, with the
CCD S/N ratio increasing from 2&50 to 180@:100 and Vanilla APS S/N ratio increasing
from 20+10 to 15G:25. When comparing the same integration times, the two detect
have comparable S/N ratios. The difference between th@meainces is primarily due to
the temperature at which they were operated.

The S/N measurement is an important figure of merit for difitm experiments. The
ability to image the less intense spots within the diffractpattern will be impeded by a
low S/N value. In this case, the background noise would alessame of the spots. Both

detectors tested here displayed S/N values that were ajguefor diffraction experiments.

N
o
o
o

%l\\\\‘\\\\‘\\\\‘\\\\l

Signal/Noise

=
a
o
o

® CCD

® Vanilla APS

1000

500

[ T T NS TS AN ST TS AT TS S AT T ST S NSNS S !
0 20 40 60 80 100 120

Integration Time (s)

Figure 5.19: Integrated Signal to Noise ratios for CCD and Vanilla integration times.
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5.3.1.4 Image Lag

One of the main differences between the reset modes of thlaVARS is the amount of
residual signal remaining from one frame to the next. Thieferred to as the image lag.
In order for this effect to be quantified for each reset mod¢hefdevice, a single spot of
the diffraction pattern was studied. A series of 500 framesawecorded, at 55 frames per
second. Initially the diffraction pattern was visible oretbensor. After about a second of
data taking, the beam was switched off. The remaining d&iaggeriod would show the
effect the previous frame’s signal had on the next. This wagated for each reset mode.
The image lag was calculated after a background subtrasti@performed.

By only considering the brightest spot in the diffractiontpat, the charge collected in
that spot in each frame can be summed to determine the imggé&hs is shown in Figure
£5.20. The normalised signal is calculated by taking thegdhaummed from a square of 12
pixels by 12 pixels around the brightest pixel, and nornradighe signal prior to removing
the beam. From this plot, it can be seen that the hard rese¢ meatlices the signal to the
noise floor almost immediately. There was a hard cut at O kigie hard reset mode reaches
10% of the initial value within 0.03594 seconds (1 frame) andillates between 10% and
0% from the 2nd frame onwards. This oscillation is causedheylarge noise associated
with the hard reset mode. In contrast, the soft and flushest reedes take a lot longer,
although clearly have lower noise as a result. The flusheet resde reaches 10% after
0.32348 seconds and the soft reset mode takes 0.98842 semoaloiout three times longer
than the flushed reset. This is due to signal after a flushed veslergoing an exponential
decay whereas after the soft reset the signal appears &apl&ir almost a second.

The greater the signal level that a group of pixels initi&lave relative to the noise level
will decrease the time required to reduce the signal to 10%6of the inital value. If a
smaller region than the 12 by 12 square is considered, trestare reduced accordingly. By
taking a 5 by 5 square, the hard reset image lag is not reducdtd &owever, the flushed
and soft reset modes now reach 10% after a single frame ackl 184 after 2.0667 seconds

and 4.9601 seconds respectively. This is because the 5 byaesaitially has a higher
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average value per pixel. The 10% and 1% thresholds are coastly at a greater level as
well.

The noise performance of the flushed reset mode matchesfttreg soft reset closely.
One possible method for improving the flushed reset furthr@ravbe to increase the length
or intensity of the hard reset period. Whilst this will incseahe reset noise slightly, there

should also be a further reduction in the image lag.
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Figure 5.20: Image lag of the Vanilla APS with hard, soft and flushed reset modes.

5.4 Conclusions

The Vanilla sensor, despite not being designed specifi¢atlyhe experiment performed,
showed competitive results in comparison to the CCD. Thesstsesre displayed in Table
6.2. The frame rate of the Vanilla is an order of magnitudegnethan the CCD with full
frame readout. Reading out a 60 x 60 pixel square of the Vaselesor increases the frame
rate by another order of magnitude. Further work remain®todoried out to investigate the
maximum frame rate the sensor can be run at.

The read noise of the CCD is more stable at 2e50 e depending on the collection
mode. The read noise in the Vanilla APS has a larger variatiats range between 15 e

and 50 €. The peak to trough ratio is greater for the CCD than for theMaAPS, although
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Princeton PIXIS CCD

Vanilla CMOS APS

Frame Rate 0.1 fps - 0.003 fps 20 fps - 0.1 fps
(300 fps ROI)
Gain HC mode -~14 e /ADU | Analogue -~15 e /ADU
LN mode -~3 e /ADU Digital - ~7 e /ADU
Operating Temperature -55°C -10°C

Read Noise 20e -50e 15e -50 e
Peak to Trough 25x10 - 10 5x1¢-1.5x 10
Signal to Noise 200 - 1800 20 - 150

Table 5.2: Comparison of the key characteristics of the CCD and Vanilla sensors.

this measurement fails to take into account certain feataf¢he images such as blooming
and streaking. However, the signal to noise ratio is conmparaetween the CCD and the
CMOS APS at identical integration times. The Vanilla APS soadble to be operated at
much higher temperatures. Even at room temperature, tls®isenoise does not dominate
the signal. As a consequence, there are many applicatioaseveim APS sensor could out-

perform a traditional CCD.
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Conclusions

In the years to come, there will be successive advances thsyimon technology and high
energy physics. This, in turn, will drive forward developmin their associated detectors.
Silicon pixel detectors will be at the forefront of this wave

Firstly, one of the main advances that will require novekdeirs will be in the area of
high luminosity colliders. The new colliders will requiretgctors that are resistant to the
high radiation environment. Also, these experiments vatjuire a large active area and a
fast readout system. Improvements to 3D detectors willraftdutions to some of these
problems.

A 3D detector is one in which the doped electrodes extenditirghe bulk of the de-
tector. This differs to a planar device that has highly dopksttrodes on the surfaces of
the device. The main advantage to this is that the opposexjreties can be constructed
to be far closer together. A double sided 3D detector hasppesing electrodes extending
from the opposite sides, but not for the full depth. This esadvantage of there being no
completely dead areas for a MIP to pass through.

Secondly, the requirements for new sensors in synchrotmeinaaments will mean that
imaging sensors with a faster readout capability than atigreutilised will be essential.
Whilst some traditional CCDs may will have this capability, e\€MOS sensors may offer
alternative advantages in some situations. Due to the mammehich a CMOS sensor is

designed, the possibility of on-chip intelligence is ghgatcreased.
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Development of these technologies will also offer furthenéfits in different applica-
tions. Any benefits accrued by CMOS sensors in a synchrotrperarent can also be
utilised in an area such as medical imaging or in low poweliegjons such as in digital
cameras.

In Chaptef B a double-sided 3D Timepix device was studied aadacterised in a pion
testbeam. A telescope consisting of 3 planes before the DidBalanes after was utilised
in order to measure the position and time in which each piteracted with the DUT. By
matching the measured hits to the telescope-predictekktraciumber of conclusions about
the sensor could be drawn.

A MIP incident on the detector will lose a portion of its enggenerating electron hole
pairs in the silicon of the device. If the MIP completely neisgshe dead areas at the elec-
trodes, then it will generate around 32 ToT counts in theaevif the MIP passes through
the central electrode, then the value of the counts gertkwatebe cut to about a quarter.
When the MIP passes close to the edge of the device then thgechdl be split between
the neighbouring pixels. This occurs because there will beall amount of diffusion of
the charge between its generation and collection. In a 3irdekis charge sharing effect
was shown to have a very limited effect. The majority of tharge sharing occurred at the
edges between columns. Tracks incident on a corner colureotlyi would not generally
share charge because when the reduced amount of chargelivhstsgeen multiple pixels
it would fall below the threshold that was set. Even with thdTDrotated to 10, around
40% of the incident tracks are still contained within a sengixel. The main difference that
the rotation has is that the charge deposited is now indegerad the track entry position.
The majority of the tracks will pass through at least part oblumn and a larger part of ac-
tive silicon. The total charge generated will be slightleager than for perpendicular tracks
because the MIP spends a greater length of time within trectbat

When only the area of the detector away from the columns fqvgreticular tracks, the
efficiency of the device was greater than 990/5%. When the entire device is considered

this drops to 93.60.5%, with the reduction due to the electrodes at the centi¢ee corners
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and the charge sharing at the edges. When the device wasdrédale’ the efficiency
increased further, up to 99t0.5%.

The last measurement that was made during the testbeam was #solution of the
device. This was reduced from 15:82.10um with perpendicular tracks to its minimum of
9.81+0.10um with tracks of 10.

One piece of detector technology that will provide benefitmainy different designs of
sensors is the ability to tile multiple sensors. If the dejpalce taken up by the guard ring
structures can be reduced, then the overall active are& digfectors will be increased. This
in turn will allow larger area sensors to be created. Thigelswas investigated in Section
B.5.

A strip detector was created where one edge perpendicutae girips had the traditional
guard ring structures and the other edge had a reduced edgtist. This was fabricated
using an SCP process. The sensor was then scanned acrosddestiusing a 1jtm FWHM
15 keV micro-focused X-ray beam. A pedestal measurementeghohat while the strip
closest to the cleaved edge had a higher level of noise, ®o stitip was affected. The charge
collection in the strips adjacent to the cleaved edge shdledame collection profile as the
strips adjacent to the full guard rings.

The analysis of double-sided 3D detectors continued in @ngbt In this chapter, the
detector had the columns connected together in short singst had a larger strip pitch
(80 um as opposed to 5pm) than the previous, Timepix sensor. A Transient CurrenhTec
nigue (TCT) experiment was performed in order to map the &eaojjection and velocity
profiles in the device.

A TCT measurement is performed by using a short laser pulsertergte pairs of elec-
trons and holes at a specific position within a detector. Tiife af these carriers induced
a current pulse. By using a precise XY-stage, scans with duteso of 2.5 um were per-
formed. This technique was repeated for both the top sudadethe edge perpendicular
to the strips of the 3D detector. The top surface measurenmesre then repeated after the

detector had been irradiated to a dose of 5 ¥ Il0MeV equivalent neutrons/chand after
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annealing in stages up to 300 minutes.

The maps of charge collection and carrier velocity weretektor various bias voltages.
When the edge of the non-irradiated device was illuminated,charge collection in the
central portion of the device saturated with a bias voltdgaraund 4 V. Increasing the bias
voltage above this level caused an increase in the charggctoh in the regions closest
to the top and bottom surfaces of the detector. Unlike thegehaollection, the velocity
of the charge carriers carried on increasing with the bidage as this is proportional to
the electric field. The low electric field portions of the dmsjisuch as between the tip of a
column and the top surface, showed only a limited carrievaig}, even with an applied bias
of 20 V.

llluminating the top surface of the device showed a simiémponse. Again, the charge
collection saturated at the lateral depletion voltage wagtthe velocity carried on increas-
ing until the device was fully depleted. In this case, howgtlee response of the detector
resulting independently from the motion of electrons ané$ics measurable.

When the detector was irradiated, a number of new effects sea. Firstly, the re-
sponse from illumination is now due entirely to the motionetéctrons. The holes are
trapped prior to collection. Secondly, the areas of gréatelecity and charge collection
are now around the n-type electrodes and where the gre#esiefield occurs - between
the n-type and p-type electrodes. Thirdly, with bias vawagreater than 200 V, there is
evidence of charge multiplication occurring. By this levébaas, the velocity is saturated
so the increase in charge collection can only be due to clmudplication. Annealing the
device exacerbates these effects.

There is further work remaining to be completed on these@msn#\n edge TCT mea-
surement of an irradiated 3D detector will add valuable nmi@tion to that already assem-
bled. This would provide a more detailed study of the effdatradiation on the electric
field around the column tips and near the top and bottom sesfatthe detector. A further
study of the irradiated device in a testbeam would also all@effect the irradiation has on

the efficiency to be observed. This effect will be of partasumportance at the area around
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the electrodes.

A novel CMOS based sensor was compared to a typical CCD in CHaptEhnés CCD
used in the experiment was a Princeton PIXIS-XO: 2048B, whidypical of the devices
used by the Diamond Light Source and other synchrotrons.CM®S sensor used was a
prototype APS called the Vanilla sensor, which had beergdesi in conjunction by RAL
and the University of Glasgow.

Before any comparison of the sensors could be made, the &&HE first needed to be
characterised in a lab. A per pixel PTC measurement was el calculate the gain of
each pixel in the sensor. When averaged across the wholempatek, a value for the gain
of 7.912 e /ADU was evaluated. It was also shown that although the gaiied randomly
across the sensor, there were some patterns that weretinelichthe overall performance.
Firstly, every fourth column show a similar level of respen$his resulted from the readout
electronics whereby four columns are read out togetheor#ty, there were striped diago-
nal bands of higher and lower gains that were created dunedgtrication process. These
bands were also visible in the first cold temperature measemts that were performed. This
first measurement also identified around 400 dead pixels;rédpresented around 0.2% of
the total pixels in the sensor.

The Vanilla APS had two different readout modes. There wagidatireadout mode
that was designed for a fast, full-frame readout, and arogo&l mode designed for region
of interest measurements. As the sensor was cooled frot@ 20 -24°C, the noise perfor-
mance of the two readout modes differed. The noise assdondth the analogue readout
mode decreased due to a reduction in the thermal noise ad Wewxpected. However, the
noise associated with the digital mode increased slighthis was a result of the on-chip
electronics used in the prototype not being designed foradipa at low temperatures. As a
result, the digital mode was used solely in the comparisah tie CCD.

A fairly standard X-ray experiment was selected in ordees the capabilities of the two
sensors. A permalloy sample was used to create a diffrapatiern that was then imaged.

The CCD was operated at a temperature of 260and with frame rates varying between
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0.1 and 0.003 frames per second. The Vanilla APS was opesaateld °C and between
20 and 0.1 frames per second. It was shown that the Vanilla#deiSa comparable signal
to noise and read noise performance to the CCD, despite beergted at a much greater

temperature.
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