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Abstract

The main purpose of this research is the analysis, developame implementation of a precise
autonomous orbit control system for a spacecraft in lowtkeartbit. This thesis work represents
a step forward in the theoretical formalization and implatagon of an on-board orbit main-
tenance system. Two main approaches are identified for #Hizagon of an on-board orbit
control system. The first is the reconsideration and furdeselopment of state-of-the-art orbit
control methods from the perspective of autonomy. A stewdod is then taken in the direc-
tion of the definition of a general and rigorous formalizatimf the autonomous orbit control
problem. The problem of the autonomous absolute orbit cbisticonsidered as a specific case
of two spacecraft in formation in which one, the referenseyiitual and affected only by the
Earth’s gravitational field. A new parametrization, theatele Earth-Fixed elements, analogous
to the relative orbital elements used for formation conisintroduced to describe the relative
motion of the real and reference sub-satellite points orktmgh surface.

An extensive discussion is dedicated to the reference selgiction and generation process
and the analysis of the free motion of a spacecraft in lowtEautit. The reference orbit defines
the spacecraft's nominal trajectory designed to satisgyrttission requirements. The actual
orbit is kept within certain bounds defined with respect & téference orbit. The generation
process of the reference orbit is dealt in detail as it is thredmental starting point of the
orbit control chain. The free motion analysis is essentalriderstand the orbit perturbation
environment which causes the deviation of the actual froenrtbminal trajectory. The use
of the precise orbit determination data of the missions PRASIMd TerraSAR-X guarantee
the reliability of the results of this analysis and the umstemding of the orbit’s perturbation

environments at an altitude of 700 and 500 km. This studysh#ip definition of a proper



control strategy.

The control algorithms developed in the thesis can be divid® the two broad categories of
analytical and numerical. An analytical algorithm for thaintenance of a repeat-track orbit is
developed from the state-of-the-art methods and new acalyormulations for the reference
orbit acquisition under different constraints and requieats are presented. The virtual for-
mation method for the absolute orbit control is formalizgdhieans of the relative Earth-fixed
elements described previously. The state-space repatisenis used for the mathematical for-
mulation of the problem. A linear and a quadratic optimaltatprs, based on this model, are
designed for the in-plane and out-of-plane absolute oditrol.

Numerical simulations are performed for the validation leé tontrol methods. The test
platform includes a very accurate orbit propagator, théflepftware and allows the simulation
of actuators and navigation errors. The simulation resarksevaluated from a performance
and operational point of view in order to formulate a first dosion about the advantages and
disadvantages of the different control techniques. Thamidfierences between the considered
analytical and numerical control methods are outlined.

The practical implementation of a precise autonomous odbitrol system for a spacecratft in
low Earth orbit is then described in detail. The on-boaraigace, navigation and control soft-
ware development, implementation and testing of the PRISMgsian, to which the author
of this thesis contributed, is described. The attentioro@i$ed on the technological aspects
implied by the realization of the autonomous orbit contgstem tested in-flight with the au-
tonomous orbit keeping experiment on PRISMA. Among the sdvenovative aspects of the
flight software development, some space is dedicated todvenaed software validation and
testing realized on the formation flying test-bed at DLR, tlegr@an Aerospace Center, which
played a fundamental role in the realization of the PRISMAsmois and its experiments.

Finally, the flight results of the autonomous orbit keepirgeximent on the PRISMA mis-
sion, a fundamental milestone of this research work, arsemted. This in-flight experiment
took place in the summer of 2011 and demonstrated the c#@gatfibutonomous precise abso-

lute orbit control using the analytical control method deped in this thesis.
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1. Introduction

1.1. Absolute Orbit Control

In the last two decades the development and exploitatiormyfivigh resolution optical systems
mounted on satellites in Low Earth Orbit (LEO) was a majoveirifor the commercialisation
of Earth observation data. The global political securityation, environmental awareness and
updated legislative frameworks are pushing for the retimaof new high resolution remote
sensing missions. The European Global Monitoring for Emwinent and Security (GMES)
programme now renamed Copernicus is a major example of #msltrFig. 1.1 [81] shows

a list of significant Earth observation missions in orbit tanmed for the near future. These
kind of missions demand specialized orbits. Remote sensitadjites are generally placed on
so-called sun-synchronous orbits where they cross theofrdate Earth equator at the ascend-
ing node at the same local time. This is necessary to ensmisillumination conditions
when making images of the same parts of the Earth’s surfaitetiae exploitation of different
orbits. In addition, orbits of remote sensing satellites @ften designed to repeat their ground
track after a certain number of days. These are the so cafladeg orbits. Finally, it may
be useful to minimize or even avoid the secular motion of tiggi@ent of perigee of the or-
bit. This is again achieved by a proper choice of the orbigabmeters and the resulting orbit
is called frozen. Orbits of remote sensing satellites argieineral, sun-synchronous, phased,
and frozen simultaneously. A collection of typical orbigddéments and of phasing parameters
for remote sensing satellites is given in Table 1.1. Thegtesi such orbits is based on the
required characteristics of the motion of the spacecratft vaspect to the Earth surface. The

three-dimensional position of the spacecraft in an Eaxiédf{EF) frame is completely defined
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Res. Swath # of

Satellite or

S i, Country min/mx min/mx band/ 2004 2005 2006 2007 2008 2009 2010 Rem
Mission/Sensor

in m inkm SAR

Landsat Class, high resolution/ multispectral | | | |

I I
P Landsat -5 USA 300120 185 7 [ [ O R A | |
P Landsat -7 USA 15130 185 8 B ------| | | | | |
P Terra/ASTER USA. Japan  15/90 60 14 | | | | |Stereo
C SPOT 1,2, 4 France 10/20 60 5 I | | | | | |3 sat
C SPOT'S France 2.5/5/10 60/120 5 I | | | |
C IRS-1C/D India 5/23 70/142 5 I | | | | | |
DMC UK 32 640 3 I | I [3 sat
DMC BilSat-1 ~ Turkey 1216 25/55 3 e | — | — —)] | | |
DMC14 CHIN  China 432 24/600 3| | I |
SAC-C/MMRS  Argentina 175 360 5 I - | | | | |
C ResourceSat India 5823 235140 34 (I ot
CBERS-1,2 China, Bras. 20/80 120 R e e ] | | |2 sat
CBERS-3 China, Bras. 5/10/80  60/120 48 | [ | | 1) | | |
P ALOS/PRISM  Japan 2510 3570 5 | - 49— ] | Stereo
C RapidEye Germany 6.5 78 5 | I I I _5 Sat
Lower resolution multi/hyperspectral | | | | I | | |
P Terra,Aqua/Modis USA 250/1000 2330 3c I - - - - - - -]
C EnvisatMERIS  ESA/EU 30071200 5751150 15 [ | | | |
EO-1 USA 30 15 23 - |- - - | [ | | | |
C ResourceSat 1.2 India 70 720 3 I T ot
C OrbView-X USA 0.5/5 12 5/200 | | [ | S — ] R —
Very High resolution | | | | | | | |
C IKONOS-2 USA 0832 11 4 | | | |
C IKONOS-Blockll USA 0.4/1 15.4 /4 | | | O I [ | —
C EROS-Al Israel 1.8 13.5 ran [ | | | |
C EROS-BI-3 Israel 0.7/28 104 13 | | 2 3 3 Sat
C Quickbird-2 USA 0.6/25 165 4 I | | |
D WorldView USA 0518 165 s | | (s e ey [ | (|
C ObView-3  USA a8 vs I | | |
C ROCSat-2 Taiwan 2/8 24 14 | | Sterco
C CartoSat-1 India 2.5 30/60  pan | I, t<+co
C CartoSat-2 Tndia 1 12 pan | | I P [ O A |
KOMPSAT-2  Korea 1/4 15 4| | - - - - - - - - -
Resurs-DK 1 Russia 1725 283 3 | [ T | | |
D Pleiades France 0.8/25  21/40 14 | | | | N sa
Synthetic Aperture Radar (SAR) | | | | | | | |
P Radarsat-1 Canada gioo 45500 0 ¢ (D | | | |
C ERS-2 ESA/EU 30 100 c I | | | | |
C ENVISAT/ASAR ESA/EU 307150 100400 cq [ | | | |
P ALOS/PalSAR  Japan 7100 70350 LQ | | e e e— |
P TerraSAR-X Germany 1/16 10/100 X Q | | | _
P TerraSAR-L ESA/EU  5/50 70200 LQ | [ | | 1] | | |
D COSMOSkyMed Ttaly 1/100 10200 Xq | [ | 1 2 3 4 Sat
C Radarsat-2 Canada 3100 105500 CQ | | W e ]
SAOCOM 1A/B  Argentina 10 100 L | | | 1 2 2 Sat
RISAT India 3/50 0240 ¢ | | | I

Figure 1.1.: Major Earth observation satellites in orbitroplanning (from [81])
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Table 1.1.: Overview of mission parameters for some renmansiag satellites

Mission ERS 1 SPOT 4 Envisatl TerraSAR Sentinel-1
Agency ESA CNES ESA DLR ESA

Launch date July 1991 March 1998 June 2001 June 2007 2013 (TBC)
Mean altitude [km] 775 822 800 514 693

a [km] 7153 7200 7178 6786 7064

e [] 0.001 0.001 0.025 0.0013

i [deq] 98.5 98.7 98.6 97.4 98.2

Phasing [days/orbits] 3/43 26/369 35/501 11/167 12/175

by its projection on the ground track and its altitude witepect to the Earth’s surface. The
design of the orbit will thus define a nominal EF trajectoryptomaintained during the entire
mission lifetime. Specific orbit control requirements cangxpressed by means of constraints
on certain quantities, the operational parameters, wratinel the maximum allowed deviation
of the real from the nominal ground track and altitude of thacecraft. The orbit control is
based on the maintenance of these operational parametbis priescribed limits which repre-
sent the dead-bands for the orbit control. The operatica@meters depend on the deviation of
the orbital elements from their nominal values under theaaif perturbing forces. Once the
mission requirements have been translated into orbit cbmiargins, it is necessary to compute
the corrections to be applied to the orbital elements to kieepalue of the operational param-
eters within their control windows. Fig. 1.2 shows the bdork diagram of the orbit control
process and in which chapters of this thesis the relevamntd@e treated. The requirements
which determine the reference orbit (RO) can change in sasescduring the course of the
mission. From the RO the nominal EF parameters to be coattathn be computed by means
of a coordinates transformation represented by biggkn Fig. 1.2. A similar transformation
processl,,; is used to obtain the actual EF parameters from the actudladrthe spacecraft
which varies under the actions of the natural forces detengithe motion of the spacecratft.
The difference between the nominal and the actual valueBeoEF parameters are the input
to the orbit regulator. The control actions computed by tH#st@segulator are then executed
by the spacecraft’s thrusters. The feedback control schefmi@y. 1.2 [76-80] is valid for a
ground-based or on-board orbit control system the diffegsrbeing in the single blocks and in

the way in which the control process is operated.
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Figure 1.2.: Orbit control process

1.2. Precise Autonomous Absolute Orbit Control

Autonomous on-board orbit control means the automatic reaamce by the spacecraft itself
of different operational parameters within their contrebd-bands. Increasing the autonomy
of spacecratft is often considered an additional unnecgsek conflicting with the optimal
planning of the payload activities. Nevertheless the digiion of an autonomous on-board
orbit control system brings some fundamental advantagésaables some specific mission
features. The principal roadblock to introducing the aatoous orbit control technology is
simply tradition. Orbit control has always been done froeaghound and new programs do not

want to risk change for what is perceived as a marginal befioefibat flight.

1.2.1. Potential Advantages and Costs Reduction

Table 1.2 [62] resumes some advantages and costs reduesatimg by the use of an au-
tonomous on-board orbit control system. The fulfilment afngrict control requirements on
different orbit parameters can be achieved in real time attdawsignificant reduction of flight

dynamics ground operations [62]. With a fine on-board orbittmol system the spacecratft fol-
lows a fully predictable RO pattern, such that the positibthe spacecraft at all future times

is known as far in advance as desirable and there is a longeniplg horizon for all future
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activities.

The scheduling and planning burden can thus be reduced.a/gitbund-based orbit control
system, planning is done as far in advance as feasible irstefrfuture orbit propagation. If
preliminary plans are done then an updated plan will be eces¢veral days in advance, and
final updates will be made as close to the event as possibleasthe predicted positions can
be as accurate as possible. An autonomous on-board finecortiitol eliminates all of the
replanning and rescheduling process and allows thesdt@msito be done on a convenient
business basis rather than dictated by the orbit predicpability. Long-term planning can
be done on a time lapse basis as convenient for the user grbege plans are updated as the
needs of the users change and the detailed schedule of a/prépared in a manner convenient
for operations and dissemination [65].

This technology provides a new and unique capability in évan very simple ground equip-
ment that remains out of contact for extended periods caw kvitere a satellite autonomously
controlled is and when they will next be within contact. Thesluces the cost and complexity
of providing needed ephemeris information to the user conityuu

A tighter control is generally associated with additionadgellant usage. For LEO satellites
the dominant in-track secular perturbation is the atmospltrag. The requirement on the
orbit control system is to put back what drag takes out. Byrtgrthe thruster burns correctly
this negative velocity increment can be put back so as to taiaithe in-track position with
no additional propellant usage over that required to ovarcthe drag force. Since the orbit is

continuously maintained at its highest level rather thandpallowed to decay and then brought

Table 1.2.: Costs Reduction
Cost reduction Rationale
Operations Eliminating the need for ground-based orbit maintenance

By knowing the precise future positions of the spacecraft (or
all of the spacecraft in a constellation)

Eph des t . . The cost and complexity of transmitting spacecraft
phemerides ra‘nsm'ss'onephemerides to various users is eliminated

Lower propellant usage  The orbit is continuously maintained at its highest level

Planning and scheduling
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back up, the effect of drag is minimized and the required @ltapt usage is also minimized
[58]. By increasing the required control accuracy the nundfesmaller thruster firings will
increase. This provides a much finer granularity of contnal has the secondary advantage of
minimizing the orbital maneuvers disturbance torque. @ahe the largest thruster firing for
a fine orbit control is a few times the minimum impulse bit oé thrusters being used. This
is, by definition, the smallest level of thrust the proputsgystem can efficiently provide and,
therefore, the smallest orbital maneuvers disturbanapieor In some cases it may even be

possible to do the thruster firings while the payload is ojpega

1.2.2. In-flight Demonstrations

In the last two decades different studies have been dondéoatitonomous orbit control of
satellites in LEO [49-64]. Some of these theoretical worksawalidated in the in-flight demon-
strations listed in Table 1.3. All these experiments haveammon the GPS-based on-board
navigation which is nowadays the only means to obtain a ooatis accurate on-board orbit
estimation and thus an accurate orbit control. The timearating node (TAN) and the longi-
tude of ascending node (LAN) are the parameters controlfetidmns of along-track velocity
increments whereas the longitudinal phase of the orbit (LIB@ontrolled by means of cross-
track maneuvers. The RO is propagated using only the Eagthigtational field model and
this means that the orbit controller has to keep the graeitat perturbations and correct all

the others which are no-conservative forces. Indeed thatgtianal perturbations do not cause

Table 1.3.: Autonomous absolute orbit contol in-flight derstoations

Year 1999 2005 2007 2011

Mission UOSAT-12 Demeter TacSat-2 PRISMA

Orbit 650 km sun-sync. 700 km sun-sync. 410 km sun-sync. 710 knsgoo-
Exp. duration [days] 29 150 15 30

Ctrl type TAN/LPO/e LAN/TAN/ e TAN LAN/TAN

Ctrl accuracy [m] 930 100 750 10

Total Av [m/s] 0.0733 0.12 0.27 0.13
Propulsion Cold gas Hydrazine Hall Effect Thruster Hydrazine
Navigation GPS GPS GPS GPS

Ctrl system developer Microcosm, Inc. CNES Microcosm, Inc. DLR/SSC

Exp. = experiment, Ctrl = control, TAN = Time at Ascending NodAN = Longitude of Ascending Node
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orbit decay and can be modeled precisely enough by numenieahs to enable prediction of
the satellite position far into the future.

The Microcosm Inc. Orbit Control Kit (OCK) software [77] was\io the first time on the
Surrey Satellite Technology Limited (SSTL) UoSAT-12 [6pbsecraft, where it co-resides on
a customized 386 onboard computer, developed by SSTL, gih attitude determination and
control system software. The inputs for OCK are generateth&\sSTL-built 12-channel L1-
code GPS receiver (SSTL model SGAR 20) with an output frequexi 1 Hz. Microcosm
demonstrated in flight two different high-accuracy in-kacbit controllers and one cross-track
controller. In the implementation of the in-track contesi, the basic measurement to be con-
trolled, by means of along-track velocity increments, is AN i.e. the deviation from the
expected value in the crossing time from South to North ofEaeth’s equator. The actual
and reference crossing times are compared for the compuitattithe required maneuver [58].
On-board targeting of frozen orbit conditions is used tadsatontrol the orbit average perfor-
mance. A proprietary method is used to continually move tiiit toward frozen conditions
and, once achieved, hold it there. Orbit-averaged meanegienare also calculated on board.
An analogous process to in-track control has been implezdeot the cross track control. The
cross-track error is determined by comparing the longitméasured at the ascending node to
a pre-determined longitude. However, the LPO and not thienatoon is controlled by means
of cross-track maneuvers. This means that any seculairttie placement of the orbit plane
are removed over time until the desired longitudinal positaind drift rate are maintained. An
updated and enhanced version of OCK was validated in-flighftam$at-2 [66] which carried
the IGOR GPS receiver developed by Broad Reach Engineering.gdal of this experiment
was controlling autonomously the TAN and validating newdtionalities of OCK. A series of
three short validation tests, lasting up to several dayse\werformed. These short duration
tests were followed by a fourth extended test that lastedweeks. Similar to the experiment
on UoSat-12, OCK managed to maintain the in-track positidh an accuracy of 750 m over
an extended period of time on TacSat-2, in spite of a varietffenominal events.

The main objective of the autonomous orbit control (AOC) expent on Demeter [67-

71] was to control, autonomously and securely in an operatioontext, the TAN, the LAN
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and the mean eccentricity vector of the satellite by mearadarfg-track velocity increments.
The control algorithms used are similar to those presemtegerc. 4.1.2. The on-board orbit
determination for the experiment was based on a Thales &l8pace TOPSTAR 3000 GPS
receiver [67]. The AOC software was installed in the GPSivecend used the time, position,
velocity plus other indicators as supplied by the GPS rerdr its computations. Time slots
for the orbital maneuvers were defined since one of the maistcaints was that AOC could
not interfere with the scientific mission operations. These slots, consisting of one orbital
period close to a ground station pass, were defined on-granddiploaded regularly. Only
one orbital maneuver per slot was allowed and the size ofelecity increments which could
be executed autonomously was also bounded. The ground segmde use of a RO defined
consistently with the reference parameters used by the A@€ obthe most interesting aspects
of Demeter is that the AOC system was used routinely afteaiidation and its operations were
coordinated with the scientific payload activities.

The autonomous orbit keeping (AOK) experiment on the PRISMAsian [72-75] is de-
scribed in detail in Chapter 7. The AOK experiment has dematext the nowadays most
accurate absolute orbit control in full autonomy and witimgie operational procedures. The
guidance, navigation and control (GNC) architecture of PRASKhapter 6) is structured with
orbit control software modules separated from the navegatiodules and installed in the space-
craft’'s on-board computer whereas in the Demeter satéiéecontrol software is installed di-
rectly in the GPS receiver [67,69]. The LAN (Chapter 2) and TA#, as for Demeter, was
controlled at the same time by means of along-track velacdgements

These in-flight experiments represent milestones in detraingy that this technology has

now reached a sufficient level of maturity to be applied melif in LEO missions.

1.3. Ground-based vs Autonomous Orbit Control

As explained in detail by the qualitative cost analysis of.$1.1, by increasing the control
accuracy requirements, thus reducing the maneuver cydeshoice of using an autonomous

orbit control system can be more convenient. The ratio betvtbe maneuver cycle and the
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maximum time between two consecutive ground station cétaone of the most important

drivers in the choice for a ground-based or on-board orhitrob system. There is indeed a

minimum value of the maneuver cycle for which an autonomab# control system is the

only feasible option as the latency between the groundostatontacts is too large for the

exploitation of a ground-based control.

1.3.1. Mission Features Enabled by a Precise Orbit Control

Table 1.4 [62] resumes some specific mission features whiglemabled by a precise orbit

control. With autonomous orbit keeping, planning and salied are done on a business basis,

not as astrodynamics dictates. Thus a detailed plan cantlmeipwell in advance to allow time

for convenient distribution and potential coordinatiom amput among the mission users. User

Table 1.4.: Enabled Mission Features

Feature

Rationale

Mission scheduling in advance

Mission planning in advance

Simple user terminals

Collision avoidance

Rendezvous

Coverage analysis for constellations
Eliminate constellation rephasing
Use of electric propulsion in LEO

Use in planetary missions

The customer of the mission can plan data-take far
in advance and for long period of times

The mission control team knows well in advance
when and where the spacecraft will be

User terminals with very simple ground equip-
ments for data reception have the entire spacecraft
ephemeris in advance

Space situational awareness teams have an accu-
rate information on the position of the autonomous
spacecraft at any time

Rendezvous operations are simplified by a tar-
get autonomous spacecraft as its trajectory is well
known

All users know where all of the satellites are all of
the time with no comm link

All satellites in the constellation are maintained in
phase with each other at all times

The reduced size of the maneuvers allows the use
of a low thrust propulsion system

Costs are lowered due to the possibility of au-
tomating data retrieval from the surface
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terminals, such as remote weather stations or bookstorgwiens with daily receipts, can be
delivered to the user with the entire spacecraft ephemégady in memory. Consequently,
data can be transmitted autonomously when the satelliteaghead. Similarly, worldwide
science groups can do observation planning based on adkaoadedge of where the satellite
will be and the detailed lighting and viewing conditionsrhe\ll of this provides a new level
of utility while substantially reducing the cost and conxite of providing needed ephemeris
information to the user community.

The fundamental problem with avoiding both collisions andifR€rference is to know about
it as far in advance as possible. This allows coordinatiothh wiher system operators and,
as discussed above, allows avoidance maneuvers to be ddmel afficiently as possible. A
system using autonomous orbit control may choose to makieithiee positions of its satellites
public. This allows any other satellite users or potentsgrs to calculate as far in advance
as possible when potential collisions or interference @aaicur. This provides the maximum
possible warning and permits advance coordination.

For a satellite constellation [64-50] retaining the stametat minimum cost and risk is fun-
damental. An autonomous orbit control system on-board satgilite can maintain the orbital
period such that the mean period will be the same for all l#atein the constellation over its
lifetime. This maintains all the satellites synchronizethveach other and ensures that the con-
stellation structure will be fully maintained over the tifee of the satellites without periodic
rephasing or readjustment.

The combined use of new low-power electric propulsion tetbgies and autonomous guid-
ance, navigation, and control techniques provides anteféeway to reduce the costs of the
orbit maintenance of a satellite in LEO. The use of a suital@etric propulsion system allows
for significant savings on propellant mass and a consequergase of the spacecraft lifetime
[56].

The use of a satellite with an autonomous on-board orbitrobsystem around a planet of
the solar system to be explored (e.g. Mars) could lower ttssiaom costs due to the possibility

of automating data retrieval from the surface [51].

10
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1.3.2. Systems Comparison

The advantages brought by an autonomous orbit control mysiglained in Sec. 1.2.1 can
be afforded indeed by a ground-based control system (exdfegiurse for the reduction of
the on-ground operations costs) at the condition of a higitrobaccuracy. A routine orbit
maintenance with an accuracy of 250 m, at an altitude of 50Qrkthe directions perpendicular
to the reference ground track has been demonstrated by th@SPR-X mission [44,114].
Future missions like Sentinel-1 [118-121] are planned teehacontrol accuracy requirement
of 50 m at an altitude of 700 km. It is necessary to track thenrddferences, advantages and
disadvantages of the two options and identify in which casesmethod is more convenient
than the other. Fig. 1.2 shows which operations of the ounittrol process can be executed
on-ground or on-board. Table 1.5 resumes schematicallpairgs of confrontation between
ground-based and on-board orbit control systems.

If the orbit control system is ground-based, the only openaexecuted on-board is the
thrusters activation by means of time-tagged-telecomsdmd TC) uploaded to the space-
craft during a ground station contact and the complemertetiyities (e.g. attitude maneuvers,
computation and correction of thruster activation times,)e The ground-based orbit deter-
mination process needs eventually data downloaded fronspgheecraft (e.g. GPS, attitude
and maneuvers data). The value of the orbital maneuversw®echpn-ground is typically the
output of an optimization process which have the availghdf space environment data col-
lected on the long period, the most precise navigation dalgeactically no constraints on the
computational resources. The ground station contacts tvélrspacecraft provide navigation
and housekeeping data to the ground segment. These datéteasslfand used for an orbit
determination to get the best possible knowledge of thdlisatstatus and motion. The oper-
ational parameters are computed and handed over to thecortiibl software. Inputs for the
orbit determination and controller software are also édkdata, consisting of up-to-date solar
flux data, Earth rotation parameters, eventual navigatayhgad (e.g. GPS) auxiliary data and
propulsion system information. The controller comparesgtedicted operational parameters
over a certain period of time with the control dead-bandscamdputes a time-tagged maneuver

which is uploaded to the spacecraft in the next ground statemtact. The main operational

11
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Table 1.5.: Comparison between ground-based and on-bdaitccontrol systems

Element On-ground On-board
) Best available if uploaded or less accu-

RO Best available rate if generated on-board
Navigation (GPS) POD 10 times less accurate
Orbit perturbations ~ Long period accurate dat&n-board estimation or uploaded
Computing resources  Virtually unlimited Limited

Optimization process With pegigned considering CPU resources
Control software no I_1ardware or time CoNn-~qynstraints

straints

Including on-board navigation errors
Man. computation Optimized and limited information about space
environment

GS contacts Necessary for control ~ Verification only

Reaction time GS contacts latency time In real time

Thrusters Thrusters performance limitations

Attitude control Errors included in the computation of the maneuvers

Man. = maneuver, GS = ground station

constraint is related with the satellite visibility to theagdlable network of ground stations. In

fact a minimum lapse of time is required for the upload of thatal maneuver instructions to

the spacecraft and the verification that they have beenabyrgtored on-board. The ground

station contacts are limited due to geographic positiorhefdtation and the costs for contact
time. Only with a polar ground station a contact visibilisygossible every orbit for LEO satel-

lites whereas a ground station at middle latitudes allowi&glly two scheduled contact per day
meaning that the satellite conditions can be checked withtanval of 12 hours. The reaction

time of the orbit control system is then commensurate todtenky time of the ground station

contacts. An adequate number of post-maneuver passes thé nbrmal mission schedule,

and involving ground station not pertaining to the groungnsent, may be required to verify

that the maneuver has been executed correctly and that siredieffect on the operational

parameters has been obtained.

If the orbit control system is on-board, one of the operatihich can be optionally executed

12
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on-ground is the RO generation which can be uploaded to theegpaft in form of TTTC
during a ground station contact (Chapter 7). Other operatvamch are executed on-ground
to support the on-board orbit control system are the cdldmwaof the controller's parameters
and the atmospheric density modelling. The major limitatior the generation of the RO
on-board is due to the available computational resourcésea$pacecraft’s on-board computer
(OBC) which determines the quality of the orbit propagatiordeiahat can be used. The initial
state of the RO on-board propagation can be a state of thesprexbit determination (POD)
ephemerides generated on-ground or a state generateddoy-tward navigation system. In the
latter case the propagation of the on-board orbit estimagioor has to be considered carefully
(Sec. 3.2.2). Once the RO is available, all the operatiorteetontrol chain are executed on-
board the spacecraft. The main advantage of an on-boardegfect to ground-based control
system is that it reacts in real time to the deviations froertbminal trajectory of the spacecratft.
The ground station contacts are included in the orbit cbotrain only to verify that the system
Is working properly and no additional contacts have to beedaled. Some major limitations
concerning the inputs and the software have to be considem@esigning an autonomous on-
board orbit maintenance system. The on-board navigatitanwdi#l include an error which can
be ten times that of a ground-based POD (for a GPS-basedestbitation process) [73]. This
error will impact on the accuracy of the computed orbital sarer. The information about the
orbital environment is also very limited. An on-board esttran of the atmospheric drag, the
main non-gravitational perturbation in LEO, required foe tomputation of the maneuvers can
be done using the navigation data filtered and fitted (Secd)4.The orbit environment data
required by the on-board orbit propagation model can betaaéy updated periodically by
means of a data upload. The regulator software design hasdorbpliant with the constraints
dictated by the computational and data storage resourctke spacecraft's OBC. A long period
optimization process is thus generally not available oartio

The satellite-bus constraints regarding both controlesyist concern mainly the performance
of the spacecraft’s attitude control and thrusters acguriilse accuracy of the attitude control
system and of the on-board thrusters influence the effewssof the orbital maneuvers. The

location of the thrusters on-board the spacecraft dete&snihe attitude maneuver profile re-

13
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quired before and after an orbit control maneuver. Besidescorrect operation of certain
attitude sensors (e.g. star sensors) may impose timeeslatsg which the orbital maneuvers
cannot be executed. Another important operational isstlatsften the science payload can-
not work during the orbital maneuvers and the orbit mainteeaand payload schedules have
to be integrated together. If the control chain is grounsellathe scheduling of the payload
and orbit maintenance operations can be optimized. If thi2 control system is on-board, the

eventual orbital maneuvers are input as a constraint indhediling problem.

1.4. The PRISMA Mission

A substantial part of this research is motivated and findsypiglication in the frame of the
PRISMA mission and was realized at the German Space Opesaflenter (GSOC) of the
German Aerospace Center (DLR). PRISMA [82-109] is a microHg@téormation mission
created by the Swedish National Space Board (SNSB) and Sw8gate Corporation (SSC)
[168], which serves as a platform for autonomous formatigimdl and rendezvous of space-
craft. The formation comprises a fully maneuverable mgatellite (MANGO) as well as a
smaller satellite (TANGO) which were successfully laurttladoard a Dnepr launcher from
Yasny, Russia, on June 12010 into a nominal dawn-dusk orbit at a mean altitude of 757
km, 0.004 eccentricity and 98.2@clination. The PRISMA mission primary objective is to
demonstrate in-flight technology experiments related toraamous formation flying, homing
and rendezvous scenarios, precision close range 3D priyxamerations, soft and smooth final
approach and recede maneuvers, as well as to test instuiarghtinit developments related to
formation flying. Key sensors and actuators comprise a GBSwer system, two vision based
sensors (VBS), two formation flying radio frequency sensbfRF), and a hydrazine mono-
propellant thruster system (THR). These support and enhéldémonstration of autonomous
spacecraft formation flying, homing, and rendezvous sées\aas well as close-range proxim-
ity operations. The experiments can be divided in GuidaNajgation and Control (GNC)
experiments and sensor/actuator experiments. The GNQCisg sets consist of closed loop

orbit control experiments conducted by SSC and the projadnprs which are the German
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Aerospace Center (DLR/GSOC), the French Space Agency (CNES)ringpship with the
Spanish Centre for the Development of Industrial Techno(@JyTI), the Technical University
of Denmark (DTU), ECAPS (a subsidiary company to SSC), Narsesfasubsidiary company
to SSC), Techno Systems (TSD) and Institute of Space Phy&ES in Kiruna. Table 1.6 col-
lects the GNC primary and secondary objectives and thevawoént of the different project
partners. Table 1.7 resumes the sensor/actuator primdrgemmondary experiments and the in-
volvement of the different project partners. In additiorthe GPS-based absolute and relative
navigation system, which is the baseline navigation sefesdhe on-board GNC functionali-
ties, DLR contributes two dedicated orbit control expermitse The primary experiment, named
Spaceborne Autonomous Formation Flying Experiment (SABE)143], was executed suc-
cessfully in two parts, the first one in 2010 and the secondir@®®11. SAFE implements
autonomous formation keeping and reconfiguration for gipseparations below 1 km based
on GPS navigation. The secondary experiment of the DLR’srittitons to PRISMA is AOK
which implements the autonomous absolute orbit keepingsoigle spacecraft. The MANGO
spacecraft (Fig. 1.3.a) has a wet mass of 150 kg and a sizexd38& 130 cm in launch config-
uration, has a three-axis, reaction-wheel based attitodiga and three-axis delta-v capability.
The GNC sensors equipment comprises two three-axes mageteis, one pyramid sun acqui-
sition sensors and five sun-presence sensors, five singledagular-rate sensors, five single-
axis accelerometers, two star-tracker camera heads fdial@ointing, two GPS receivers, two
vision-based sensors and two formation flying radio freqguesensors. Three magnetic torque

rods, four reaction wheels and six thrusters are the aggiatoployed. Electrical power for the

Table 1.6.: PRISMA GNC experiments
Primary GNC related tests

Type of control Distance [m] Sensor Prime
Autonomous formation flying 20-5000 GPS SSC
Proximity operations [101] 5-100 VBS/GPS SSC
Collision avoidance and autonomous rendezvous 10-100000 /GBS SSC
Autonomous formation control (SAFE) [92,143] 50-1000 GPS LRD
RF-based FF and forced RF-based motion [100,109] 20-5000 FFRF ESCN
Secondary GNC related tests
Autonomous Orbit Keeping (AOK) of a single spacecraft [B-7GPS DLR
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Table 1.7.: PRISMA sensor/actuator experiments
Primary Hardware Related Tests

Experiment Prime

Flight demo of GPS Phoenix receiver DLR

Flight demo of HPGP motor [82] SSC

Flight demo of micro-thrusters motor [99] Nanospace

Validation of RF sensor (FFRF) CNES

Validation of Vision Based Sensor (VBS) DTU
Secondary hardware related tests

Flight demo of a digital video system Techno System

Flight demo of a MEMS-based particle mass spectrometer IRF

operation of the spacecraft bus and payload is provided bydeployable solar panels deliver-
ing a maximum of 300 W. In contrast to the highly maneuverdbfeNGO satellite, TANGO
(Fig. 1.3.b) is a passive and much simpler spacecraft, witlass of 40 kg at a size of 80 x 80 x
31 cm with a coarse three-axes attitude control based on@t@geters, sun sensors, and GPS
receivers (similar to MANGO), with three magnetic torquds@s actuators and no orbit control
capability. The nominal attitude profile for TANGO will beswr zenith pointing. Required
power is produced by one body-mounted solar panel providimgximum of 90 W. The com-
munication between the ground segment and the TANGO spateconly provided through
MANGO acting as a relay and making use of a MANGO-TANGO irdatellite link (ISL) in
the ultra-high-frequency band with a data rate of 19.2 kdHpeR/GSOC, besides designing
and conducting his own experiments, has assumed respapdin providing the GPS-based
navigation functionality which comprises the provisionRifoenix GPS receivers [103-105],
the GPS based on-board navigation system for absolutié/eslarbit determination and the
ground-based POD [83-85]. In fact the on-board navigatisiesn includes two Phoenix-S
GPS receivers and the real-time orbit estimation softwadtle an absolute (relative) position
accuracy capability of 2 (0.2) m (3D, RMS) in nominal condisaunder the provision of suffi-
cient GPS data. The ground-based POD provides absolugieglposition accuracies better
than 0.1 (0.05) m (3D, RMS). The GPS measurements collecteBADIGO are transferred
to MANGO via the ISL. The navigation system provides absopasition and velocity of the
participating spacecraft to be used by the MANGO GNC systemell as the other PRISMA
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Figure 1.3.: MANGO (a) and TANGO (b) spacecraft

experiments. The GPS system provides also timing infoongtr on-board synchronization.
The physical architecture of the GPS system is identical &NKO and TANGO. For redun-
dancy, two Phoenix-S GPS receivers are available, whiclc@maected to two GPS antennas
via a coaxial switch. The dual antenna system provides aser flexibility for handling non-
zenith pointing attitudes and antennas may be selecteddungrcommand or autonomously
on-board. Only one receiver will be active at any time. Candins orbit information is im-
portant for autonomous on-board GNC applications. As aegumsnce, orbit prediction is a
mandatory function of the navigation system and providegicoous absolute and relative po-
sition and velocity information of the co-orbiting sateh. Furthermore the navigation system

provides an accuracy measure indicating the expectedyoélhe orbit results.

1.4.1. The AOK Experiment

The AOK experiment on the PRISMA mission was executed sufitdgsBom the 18" of July
to the 18" of August 2011 and has demonstrated the capability of antons absolute or-
bit control with an unprecedented accuracy. The main séiegioal of the experiment was

to demonstrate the accuracy, robustness and reliabiligw@utonomous GPS-based on-board
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orbit control for its possible routine exploitation in fuéuscientific missions. The main differ-
ences with respect to similar experiments conducted in #s¢ (bec. 1.2.2) are the extremely
tight requirements on control accuracy and the full autop@hso enhanced by the possibil-
ity of on-board RO propagation. The AOK controller adoptsuédgnce law for the orbital
Longitude of the Ascending Node (LAN) and implements thewyitwal feedback control algo-
rithm presented in Sec. 4.1. Using GPS-based absoluteatmnglata, the on-board controller
commanded thruster activations in the orbital frame to@twously control the orbit within a
predefined window. The main performance requirement of Xpermment was a control accu-
racy of the osculating ascending node of 10 m gtandard deviation) with a maneuver velocity
increment-decrement\v) available budget of 0.5 m/s. The AOK software was first deped
and tested using the offline and hardware-in-the-loop teslities at DLR (Chapter 6). After
the integration in the PRISMA flight-software, AOK was thogbly tested at OHB Sweden
by means of the Real-Time Satellite Laboratory (SATLAB), adware-in-the-loop test facil-
ity [87]. The experiment operations were executed at the BIHFRISMA experiment control
centre while the mission was operated at DLR/GSOC. A commmigsjophase of 4 days was
required to verify that the control software was workinggeedy in all its functionalities. Dur-
ing this phase MANGO flew in free motion as the controller waspen-loop and the orbital
maneuvers were computed on-board but not executed. Thedelosp phase of 26 days in-
cluded RO acquisition, controller tuning and fine controagds. In the last four days of the
experiment the possibility of exploiting a RO generatecboard the spacecraft was tested in
closed-loop. The 10 m control accuracy requirement wadlédfi The mean value of the lon-
gitude of ascending node deviation was -3.6 m with a standavéhtion of 9.5 m during the
fine control phase. The on-board controller demonstratamitalbe very accurate in computing
and executing RO acquisitions. The total spent during the entire experiment was 0.1347
m/s corresponding to 27% of the allocated maneuvers buddet.mean maneuver cycle was
11 hours with a standard deviation of 8.3 hours. The posdmouracy available on-board was
about 2 m (Ir) during the entire experiment whereas the accuracy of tHsoamd estimation of
the semi-major axis was 4 m €] as it comes from a combination of the accuracies of position

and velocity.
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1.5. The TerraSAR-X/TanDEM-X Missions

TerraSAR-X/TanDEM-X represents the typical remote sensiigsion which could take ad-
vantage of a precise autonomous orbit control system. $&RaX (TSX) [110-117] is a Ger-
man Earth-observation satellite realized in a publicgievpartnership between the German
Federal Ministry of Education and Research (BMBF), DLR and EA&®ium GmbH. The
primary goal of the TSX mission (Fig. 1.4) is the provisionhagh-resolution Synthetic Aper-
ture Radar (SAR) data to both science and commercial usegirtary payload is an X-band
radar sensor with a range of different modes of operatidawalg it to record images with
different swath widths, resolutions and polarisationsXTi8us offers space-based observation
capabilities that were previously unavailable. The olyeobf the mission is to provide value-
added SAR data in the X-band, for research and developmepmbges as well as scientific and
commercial applications. The successful launch of TSX dh ifne 2007 from the Russian
Baikonur Cosmodrome in Kazakhstan marked the start of a cgmpaimap the Earth at an
unprecedented level of accuracy. The aim is to create nghi-duiality radar images of the

Earth’s surface. The satellite has a size of 4.88 x 2.4 m, & wkA%230 kg and flies in a 514

Figure 1.4.: TerraSAR-X
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km sun-synchronous dusk-dawn orbit with an inclination 69 and an 11 day repeat period.
Using its active radar antenna, TSX it is able to produce edafa with a resolution of down
to 1 m, regardless of weather conditions, cloud cover orradesef daylight. TSX [171] has
been fully operational since 7 January 2008. The radar beanbe electronically tilted within
a range of 20 to 60 degrees perpendicular to the flight doectvithout having to move the
satellite itself. This allows the radar to zoom in on many enground targets from the satel-
lite’s orbit than would be possible using a non-steeralidaran order to support the spacecraft
AOCS and to enable high-precision orbit reconstruction #telkte bus is equipped with a sin-
gle frequency GPS receiver and the secondary payload ésatwnlual frequency GPS receiver.
Due to the objectives of the interferometric campaigns #telkte has to comply to tight orbit
control requirements, which are formulated in the form afreidal tube with a radius of 250 m
around a pre-flight determined reference trajectory [32].minimize both the interruption of
SAR data takes and the total amount of thruster firings, thater@ance of semi-major axis and
eccentricity is simultaneously achieved by a single maaeatan optimized location [44,110].
The orbit maintenance maneuvers are executed by the mapealfant (Hydrazine) 4 x 1 N
propulsion system.

TanDEM-X (TDX) was built to form the first configurable SAR @rferometer employing
formation flying with TSX. The main objective of the commonBSAR-X/TanDEM-X mis-
sion (Fig. 1.5) is to generate a global digital elevation sild@EM) with unprecedented accu-
racy as the basis for a wide range of scientific research dsaw&r commercial DEM produc-
tion. TDX [172] was launched on 8June 2010 and acquired an initial formation with 20 km
along-track separation for commissioning purposes rgughé month later. The close forma-
tion flight with separations of a few hundred meters was fineditablished in October 2010.
TSX/TDX is the first operational mission requiring a postttabaseline reconstruction with an
accuracy of 1 mm. The TDX/TSX relative orbit control concegibased on the relative eccen-
tricity/inclination vector separation method [143,144DX is equipped with an Autonomous
Formation Flying (TAFF) system [111,112] developed at DLB(BC. The implementation of
autonomous formation flying functionalities on the TDX spa@ft is considered to be a key

driver for a more efficient use of the available on-board veses. The objective of TAFF is to
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Figure 1.5.: TerraSAR-X and TanDEM-X in formation

enable a simple and robust formation control in order to #das®n-ground operations. TAFF
is implemented as part as the attitude and orbit controkaysin-board TDX and is intended
to take over the in-plane formation keeping activities tigioout the mission, with a control
accuracy of a few meters. A short closed-loop test campaligiABF, during which all the
functionalities of the autonomous software could be swsfodlg tested, was performed at the
end of March 2011.

1.6. Contributions of this Research

The main research topic of this thesis is the autonomous cohirol of a single spacecraft. A

fundamental achievement is the rigorous formalizatiorhefdbsolute orbit control problem as
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a special case of formation keeping. For this reason thig wan found its collocation in the
research dedicated to the spacecraft formation flying [1#8 AOK and SAFE experiments
on the PRISMA mission are two complementary in-flight reaidemonstrations of a complete

GNC system respectively for autonomous absolute andvelatbit control in a LEO orbit.

1.6.1. Theory

The first step of this research is the reconsideration oésifithe-art orbit control methods
[3,42-48] from the perspective of autonomy. Starting framaaalytical algorithm for the main-
tenance of a repeat-track orbit, the control chain of Figiddeveloped and implemented under
the assumption of the availability of a GPS-based on-boawibation. An algorithm is devel-
oped for the on-board estimation, by means of navigatioa,d#tthe semi-major axis decay
caused by the atmospheric drag. New analytical formulation the RO acquisition under
different constraints and requirements are developed.

Particular emphasis is given to the analysis of the RO gépar@rocess which can be
ground-based or on-board. The main achievement of thigsisas the definition of constraints
on the minimal accuracy of the orbit model used and of theairstate for the propagation. An
extensive study of the orbit perturbation environment irOLIE carried on. The results of this
study have the added value, with respect to similar analysdermed in the past, of the avail-
ability of a large amount of POD data from the missions PRISMA &erraSAR-X which have
near circular orbit at respectively 700 and 500 km. These Rl@fa have an accuracy better
than 10 cm (1) and have also been used for the calibration of the orbit isaded for all the
numerical simulations performed during this research work

The state-of-the-art orbit control methods are based omadiation of the problem which
is dependent on the particular mission and its orbit maarea requirements. A step forward
is then taken in the direction of the definition of a general @égorous formalization of the
autonomous orbit control problem and the exploration of mewtrol methods. The problem
of the autonomous absolute orbit control is considered geeeific case of two spacecratft in
formation in which one, the reference, is virtual and atfecbnly by the Earth’s gravitational

field. A new parametrization, the relative Earth-Fixed edats (REFE), analogous to the rela-
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tive orbital elements (ROE) [137,159], is introduced toatdx the relative motion of the real
and reference sub-satellite points on the Earth surface. REEFE allow the general formal-
ization of the absolute orbit control requirements which asually expressed through specific
Earth-fixed operational parameters such as altitude dewnjgithase difference, etc. [3]. A di-
rect mapping between REFE and ROE enables the direct trimstztabsolute into relative
orbit control requirements. By means of this new formal@matithe deviation between the ac-
tual and the reference nominal orbit [32] can be defined in arthEixed coordinate system
analogous to the orbital frame [4]. This approach allowseunwer the straightforward use of
modern control theory techniques for orbit control. A linead a quadratic optimal regulators
are designed and compared, by means of numerical simuatiotin the analytical algorithms.
The goal is to show a method rather than some specific sironlegsults. The particular abso-
lute and relative orbit control problem with its requirerteecan be formalized using every time

the same parametrization given by the REFE and the ROE.

1.6.2. Transfer of Technologies from Ground to On-board

Computer

The innovation and originality of this thesis derives alsani the design and practical imple-
mentation of the control chain of Fig. 1.2 in the frame of tHISMA mission. This research

work has led to the full development, testing and validabbthe autonomous absolute orbit
control flight code embedded in the OBC of the MANGO spaceofdfie PRISMA technology

demonstration. The design and validation of the GPS-basggd floftware throughout its com-

plete development process, up to the spacecraft launcksibed. The innovative approach
of model-based software design (MBD) is addressed. The MBiwalthe implementation and
execution of the GNC software on different platforms in dyfonsistent manner. The GNC
system was first tested as a standalone unit in a dedicatidbasefdevelopment environment
at DLR [170] and later validated after its full integratiorio the PRISMA spacecraft on-board
computer. This allows first to develop the software simalagi off-line on a PC and then to

reproduce them consistently as real-time and hardwateeeop tests during the validation
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phase. In the off-line tests, the flight software is stimedbathrough different sources of GPS
data with an increasing level of realism. The complete apfibbn is then ported to a Real-Time
Executive for Multiprocessor Systems (RTEMS) environmetite LEON3 PRISMA on-board
computer by means of MATLAB/Simulink Real Time Workshop. Qalethe test and valida-
tion process shows the compliance of the navigation andaoswftware to the challenging
requirements of the PRISMA mission in terms of functionaligta interface, GNC accuracy,
on-board memory and CPU load.

The flight data of the AOK [72-75] experiment on the PRISMA rnosg167] are displayed
and commented. The main scientific goal of the experimentessfully executed in the sum-
mer of 2011, was to demonstrate the accuracy, robustnessebabllity of an autonomous
GPS-based on-board orbit control for its possible routxm@atation in future scientific mis-
sions. Autonomous precise orbit maintenance, RO acquisdand on-board RO generation

have been successfully demonstrated in orbit.

1.7. Thesis Outline

This thesis is structured in seven chapters complementeaah lappendix section. Referring to
Fig. 1.2, after an extensive theoretical dissertation efdHtferent blocks composing the orbit
control chain, the attention is focused on the practicalémgntation, validation and testing of
the considered autonomous orbit control methods.

The thesis starts with an extended general discussion abbiitcontrol requirements and
the state of the art of its implementation. The attentioro=used on the advantages brought
by the exploitation of an autonomous orbit maintenanceessysh terms of costs reduction and
enabled mission features. A statistical comparison betvggeund-based and on-board orbit
control is not possible because only few autonomous orlmitrobin-flight experiments have
been performed so far. Nevertheless a qualitative disoussind cost analysis can be made
based on the available literature and on the author’s padaikperience. A fundamental state-
ment is that a major driver to the development of on-boardraamous orbit control is the

increasing accuracy demand due to the steady developmemxatoitation of very high res-
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olution optical and synthetic aperture radars systemsanast two decades. A description of
two missions, PRISMA and TerraSAR-X/TanDEM-X, is also giverthe introduction since
a substantial part of this research is motivated and findapfdication in the frame of those
projects. The PRISMA mission gave the possibility to perfamautonomous orbit keep-
ing experiment which validated successfully one of thetarbntrol methods proposed in this
thesis. The TerraSAR-X/TanDEM-X formation represents {fpecal remote sensing mission
which can take advantage of a precise autonomous orbita@ystem.

After the introduction, the thesis proceeds explainingCimapter 2, the parametrizations
used, the basic mathematical means on which the differéitt@ntrol methods proposed are
based. Two main approaches are identified for the realizati@n on-board orbit control sys-
tem. The first is the reconsideration and further developroéstate-of-the-art orbit control
methods from the perspective of autonomy. A step forwardhés ttaken in the direction of
the definition of a general and rigorous formalization of éldonomous orbit control problem.
The problem of the autonomous absolute orbit control is idemned as a specific case of two
spacecraft in formation in which one, the reference, isumairaind affected only by the Earth’s
gravitational field. A new parametrization, the relativertBeFixed elements (REFE), analo-
gous to the relative orbital elements used for formationtrabnis introduced to describe the
relative motion of the real and reference sub-satellitegsadn the Earth surface. The relative
Earth-Fixed elements allow the general formalization efdbsolute orbit control requirements
which are usually expressed, with the first approach, thr@pgcific Earth-fixed operational
parameters (e.g. altitude deviation, phase difference), et

An extensive discussion is dedicated in Chapter 3 to the R&zis@h and generation process
and the analysis of the free motion of a spacecraft in lowtEarbit. The RO defines the
spacecraft’s nominal trajectory designed to satisfy thesiman requirements. The actual orbit
is kept within certain bounds defined with respect to the Ri@e RO selection process based
on the mission requirements is briefly described as well agypical orbits used for remote
sensing. The link between the operational parameters ancetiuirements is explained. The
generation process of the RO is dealt in detail as it is theldomental starting point of the

orbit control chain. The free motion analysis is essengalriderstand the orbit perturbation

25



1. Introduction

environment which causes the deviation of the actual froenrtbminal trajectory. The use
of the precise orbit determination data of the missions PRASMd TerraSAR-X guarantee
the reliability of the results of this analysis and the umstinding of the orbit’'s perturbation
environments at an altitude of 700 and 500 km. This studyship definition of a proper
control strategy. The conclusions drawn in this chapteuatiee RO generation process are also
based on the experience gained with the realization of thK &cflight experiment described
in Chapter 7.

The control algorithms, explained in Chapter 4, can be dividéo the two broad categories
of analytical and numerical. An analytical algorithm foetmaintenance of a repeat-track or-
bit is developed from the state-of-the-art methods andempeinted under the assumption of
the availability of a GPS-based on-board navigation. A dementary algorithm for the on-
board estimation of the semi-major axis decay caused bytthespheric drag is developed.
New analytical formulations for the RO acquisition undeffedient constraints and require-
ments are presented. The virtual formation method for tlselake orbit control is formalized
by means of the relative Earth-fixed elements describedqusly in the chapter dedicated to
the parametrization. The state-space representatiored fos the mathematical formulation
of the problem. The system to be controlled is described bgnmef a linear dynamic model
including theJ; zonal coefficient of the Earth’s gravitational field and th@aspheric drag per-
turbation force. A linear and a quadratic optimal regulattwased on this model, are designed
for the in-plane and out-of-plane absolute orbit contrala@xg the control methods presented
in this chapter, only the analytical algorithm was validbite-flight with the AOK experiment
on the PRISMA mission because it had a most advanced implat@nstatus at the moment
of its selection.

The entire Chapter 5 deals with the results of the numericalilsitions performed for the
validation of the control methods explained in Chapter 4. Tigh degree of realism of the
simulations’ results is guaranteed by a calibration of tH#tg@ropagator model by means of
the comparison between the propagated and the actual athigdzen by the POD process of
the PRISMA and TerraSAR-X missions. The mission parametetisesie two formations are

also used as simulation scenarios. The test platform iesladvery accurate orbit propagator,
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the flight software and allows the simulation of actuators mavigation errors. The simulation
results are evaluated from a performance and operatiomatl pbview in order to formulate
a first conclusion about the advantages and disadvantaghe different control techniques.
The main differences between the considered analyticalnamderical control methods are
outlined. Though the main topics of the thesis is the orbiintemance of a single spacecraft,
some simulation results of a combined autonomous absatdtébamation maintenance system
are shown. This is a practical way to indicate one of the jptessvays forward.

Once the theory has been explained extensively, the padatnplementation of a precise
autonomous orbit control system for a spacecraft in lowtEarbit is described in detail in
Chapter 6. The on-board guidance, navigation and controlvacé development, implemen-
tation and testing of the PRISMA mission, to which the authiothes thesis contributed, is
described. The attention is focused on the technologigaas implied by the realization of
the autonomous orbit control system tested in-flight withdlnitonomous orbit keeping experi-
ment on PRISMA. The development of the control system is driwea compromise between
control performance requirements, on-board computewuress limitation and mission opera-
tional constraints. The model-based-design approach, fase¢he realization of the PRISMA
flight software, is described as well as the basic layout efah-board software architecture.
Among the several innovative aspects of the flight softwaneetbpment, some space is dedi-
cated to the advanced software validation and testingzeshlbn the formation flying test-bed
at DLR, the German Aerospace Center, which played a fundaimetgan the realization of
the PRISMA mission and its experiments.

Finally, the flight results of the AOK experiment on the PRISM#Assion, a fundamental
milestone of this research work, are presented in Chaptehis. ekperiment took place in the
summer of 2011 and demonstrated the capability of autonsmuecise absolute orbit control
using the analytical control method explained in Sec. 4He 30-day experiment is described
in all its phases with the presentation of the control pentmce results and the operational
issues.

Chapter 8 provides a summary of the achieved results, dranséin conclusions and gives

some recommendations for future study.
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Appendix A contains the linear dynamic model used in Secl14 Rppendix B gives some
further details about the numerical simulations and AppeBdooints out some aspects of the
AOK experiment.

The Bibliography is structured in sub-sections each onegngureferences dealing about

the same argument and listed in alphabetical order of tHesasitsurnames.

28



2. Parametrizations

2.1. Overview

A parametrization is defined by the parameters which desdrdih the absolute motion of a
spacecraft orbiting around the Earth and the relative matiith respect to a nominal orbit. The
set of orbital elements chosen for the absolute state repi@son and shown in Eq. (2.1) are
the semi-major axis, the components of the eccentricity veatothe orbital plane inclination

i, the mean argument of latitudesum of the argument of perigeeand the mean anomalyf.

a a
€y €.cosw
€y esinw
K= = (2.1)
) 7
Q Q
U w—+ M

The choice of this parametrization of the state is dictatedhle fact that it does not lead to
singular equations if the eccentricity value tends to zétevertheless this set of orbital ele-
ments leads to singular equations if the inclination angiel$ to zero but this case is out of
interest in this study. The components of veataare the mean orbital elements obtained from

the osculating elements, using Brouwer’s analytical transformation [12]

Kk =&(K,) (2.2)
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The mean orbital elements are indeed the most appropridite irepresentation of the secular
evolution of the motion subjected to perturbations. Indéedorbital elements of a spacecraft
deviate from their nominal values under the action of péihg forces. The mission require-
ments are translated into control margins to be applieddmthital elements to keep the value
of specific parameters, which define the maximum allowedadievi of the actual from the
nominal trajectory of the spacecraft, within their contrahdows. Two different set of parame-
ters, function of the difference between the actual andeefse orbital elements, are introduced
in this chapter for the description of the motion of a spaa#avith respect to its RO.

First, specific mission requirements are expressed by mafaogerational parameters [3]
which define the maximum allowed deviation of the real frora ttominal trajectory of the
spacecraft. Typical operational parameters as the altitieViation and phase difference at
a certain latitude, local time deviation, in-orbit phasisgecify the nominal position of the
spacecraft’'s sub-satellite point in relation to a refeeegoound track on the Earth’s surface
[44]. The operational parameters are used by the algoritiensloped for the state-of-the-
art ground based orbit control systems. Secondly, a newrgreation, the relative Earth-
Fixed elements (REFE), is derived by considering the prolbdénihe autonomous absolute
orbit control as a specific case of two spacecraft in fornmatiowhich one, the reference, is
virtual and affected only by the Earth’s gravitational fielthe REFE, analogous to the ROE
[137,159] for the description of the in-orbit relative natiof two spacecraft, are introduced to
describe the relative motion of the real and reference satdilte points on the Earth surface.
This parametrization allows a more general and rigourouthemaatical formalization of the

absolute orbit control problem.

2.2. Operational Parameters

2.2.1. Phase Difference

The phase differencAL is the difference, measured along a parallel of latitudéyéen the

actual ground track and the track pertaining to a RO. Thegtidiference at the ascending node

30



2. Parametrizations

AL 4y 1s most commonly used as operational parameter for maintenaf phased orbits. In
fact if the inclination remains equal to its nominal valugg tmonitoring of the phasing at the
equator will be sufficient to monitor the entire phasing dadned by the network of reference
tracks on Earth.AL 4 can be written in terms of relative orbital elements betwienreal

satellite and a virtual satellite whose orbit is the RO. Byuassg that the real and virtual
satellites pass the equator respectively at timasdtx with in-orbit angular velocities and

i, and neglecting any differences in the eccentricity of ted and the RO, the differential of

AL,y IS given by:

RLEd(ALAN) = RLECZ(ALANQ +ALay,) = (2 — Qr)dt — d(|wp — Qx|At) (2.3)
where Ry is the Earth’s equatorial radiug, and)» are the secular rotations of the real and
reference line of nodes respectivelyy = 7.292115 x 107° rad s~! is the Earth rotation rate
andAt =t — tg.

Eq. (2.3) expresses the fact that the difference of longitfdhe two tracks at the equator is
due to the superposition of two effects. The differentlalL 4, is due to the different time-
change rate$§) and()% of the right ascension of ascending node during time inteftaThe
termdAL,y,, positive if At is negative, is due to the fact that the real and referenedliszg

pass the equator at different times while the Earth is mgatiSince|wy — Qx| is constant,
d(|wp — Qr|At) = |wg — Qg|d(At). The differentiald(At) can be written as

d d : d d
d(At) = dt — dtr = oo with 4= =% and  up = %

— = 2.4
U UR dt no (24)

wheren = \/p/a3, is the mean motion (with = 3.9860064 x 10'* m? s72). As du = udt,

from Eq. (2.4) it results
d(At) = By (2.5)
Ur

Using Eqg. (2.5) in Eq. (2.3)

1 . O
—d(ALay) = (Q — Qg)dt + Jwp = Crl

e (i — i )i (2.6)
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2. Parametrizations

The first derivative of2 andu expanded as function of; [2,21] and of the mean orbital ele-
ments in the first-order truncation of Brouwer’s analyticaedlite solution [12] when the orbit
is nearly circular ¢ ~ 0) areQ) = —3yn cosi andu = n + 3yn(4cos®i — 1) [3]. The second
derivatives?*Q)/dt* andd?u/dt* are then

d*Q 7 da . di d*Qr
W = 3yn (% CcOs ZE ~+ sin Z%) dt2 =0 (2'7)
d*u 3n 9 . da i d*ug
Pl [1 + 7y(4 cos”i — 1)} i 12yn sin 21% e 0 (2.8)

wherey = (J,/2)(Rg/a)? and the derivativedy/dt anddn/dt have been written as

dy  2vda dn  3nda
& ad & oadi (2.9)

Using Egs. (2.7)-(2.8) and substitutingynsini = —Qtani and 7vycosi = —7Q/(3n), the
time derivative of Eq. (2.6) yields

E(ALiy) 3 . (Rp
el R (—>

da
—+

4cos’i—1
+ 7y(4cos®i — 1) =

7
3 |wg — Qx|

(2.10)

. . di
—Rp [Q tani + 12v|wg — Qg| sin 22’] d_z

Imposing that the orbit is sun synchronous or near sun-sgncus withQ) = Qr = Q,,
EqQ. (2.10) becomes

d2(ALAN> 3 RE da di
—AmAN 22 (2E ) (1 — & — 2.11
dt? Tr ( a )( e [dt ngt] (2.11)
wheree;, has been approximated as
T
€1~ T(le + Ty(4cos?i — 1) (2.12)
3 TS’u

32



2. Parametrizations

and

§L:—§a (;;i) (1122)‘5&11@' N = 24~ (%) cos® i (2.13)
and whereT, is the Sun period (1 year)r is the mean period of solar day (86400 s) and
n;, < 1 ande;, <1 for near polar orbits.

The evolution ofA L, the phase difference at non-zero latitude, in terms ofiveland abso-

lute orbital elements is [3]

g q-1/2
(cosusini) } (2.14)

1 — (sinwusini)?

AL = ALAN\/I — (sinwsini)? + Rg di, sinu [

where in the second term thesign has to be used in ascending orbit and-the descending
orbit, AL 4 is given by Eq. (2.6)y is the argument of latitude ad, = i —ix is the difference

between the real and the nominal inclination.

2.2.2. Local Time Deviation

The local time deviatior\ LT is directly equivalent to the deviation of the right ascensof

the ascending node from its nominal value.

ALT — TE& (2.15)
2T

where:AQ = Q — Qx

The general analytical expression for the evolutiod\@f7" with the orbital elements [3] is

(ALT) _TE< di 7da) (2.16)

a2 Te, at " 2adt

2.2.3. Altitude Deviation at Latitude

The altitude deviatiord\/ is the difference between the actual and the nominal aétiatdati-

tuded. The general analytical expression for the evolutiod\@fwith the orbital elements [3]
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2. Parametrizations

Ah(u) = (1 + €,)Aa — a(cosule, + sinuley) + n,Ai (2.17)

with

2
€ = % (@) [9 (1 — gsin2 i) — sin?i cos 2u1 —ecos(u —w)

a

Jo R (27
n, = Re [EQ—E (? sin 27 + sin 2 cos 2u) + (u — w) sin 2i sin® u}
a

2.2.4. In Orbit Position Deviation

The in orbit position deviation\w is the difference between the argument of latitude of the rea
satellite and that of a virtual satellite moving on the RCeeféd only by the force model used
to the generation of the reference trajectory. The geneadytical expression for the evolution

of Au with the orbital elements [3] is

2
1+ ng (%) (4cos?i—1)

*(Au) —in
a2 2a

R 2
Aa — 6nJs (—E) sin2iAi (2.18)
a

2.3. Virtual Formation Parametrization

The definition of the operational parameters in Sec. 2.23stan the description of the motion
of a spacecraft with respect to a reference ground trackfsgzeby the nominal absolute orbital
elements. The relative Earth-fixed elements are insteadetkein this section formulating the
absolute orbit control system design as a formation kegmiaoblem of two spacecraft in which
one is virtual and not affected by non-gravitational orlattprbations. Both these parametriza-
tions will be used in the development of this thesis for thdization of an autonomous orbit
control system. The use of the operational parameters slbes straightforward reconsidera-
tion of state-of-the-art orbit control methods from thegparctive of autonomy. The on-board
control system used for the AOK experiment (Chapter 7) is dasean analytical method to

control the phase difference at the equator (Sec. 4.1). Wighapproach, the control perfor-
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2. Parametrizations

mance of an on-board and ground-based system can be conmpare@asily.

The use of the REFE parametrization is a step forward in theetian of the definition of a
general and rigorous formalization of the autonomous adntrol problem and the exploration
of new control methods or the exploitation of algorithm atlg developed for the formation
keeping. Since this approach allows the straightforwae afsmodern control theory tech-
niques for orbit control a linear and a quadratic optimunutatprs are developed in Sec. 4.2

and validated by means of numerical simulations Chapter 5.

2.3.1. Relative Orbital Elements

The most appropriate parametrization to represent thevelaotion of the real spacecraft with
respect to the reference is the set of ROE [92,150,159] sho®&qg. (2.19) (where the subscript
R refers to the RO).

da (a —ag)/ar
56;1: €z — EzR
oey €y ~ Cyr
0Kk = = (2.19)
5i, i—in
5i, (Q — Q) sini
ou U — UR

These parameters are obtained as a non-linear combindttbe mean orbital elemenis =
(a,e,, ey, 1,Q,u) [12,22]. The relative orbit representation of Eq. (2.19)ased on the relative
eccentricity and inclination vectors [144] defined in Cagasand polar notations as

oe, cos ¢ ) 0y [ cosf

de = = de 01 = =01 (2.20)

e, sin ¢ 0ty sin 0
The phases of the relativg/i vectors are termed relative periggand relative ascending node
0 because they characterize the relative geometry and datethe angular locations of the
perigee and ascending node of the relative orbit. The nazethpositionsr = (51 6rr ory)T Jar

and velocitydv = (dvg dvr dun)?/(nag) vectors of the spacecraft relative to the RO in the
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2. Parametrizations

RTN orbital frame R pointing along the orbit’s radiugy pointing along the angular momen-
tum vector andl' = N x R pointing in the direction of motion for a circular orbit) céue

described through the relative orbital elements [144] as

1 —cosu —sinu 0 0 0 oa
—(3/2)u 2sinu  —2cosu 0 1/tani 1 de,
or T, 0 0 0 sinu —cosu 0 dey
ov T, 0 sinu  —cosu 0 0 0 Oty
—(3/2) 2cosu  2sinu 0 0 0 iy
0 0 0 cosu sinu 0 ou

(2.21)

Eqg. (2.21) represents the first order solution of the Cloh&¥#tghire equations [142] expressed

in terms of relative orbital elements.

2.3.2. Relative Earth-fixed elements

The constraints on the relative position of the sub-satgdlbints (SSPs) of the real and reference
spacecraft and on the difference of their altitudes, detegtine virtual formation’s geometry to
be maintained in th&TN orbital frame. The SSP is here defined as the intersectiancleet

a sphere of radiug, centred in the Earth’s centre and tied to its rotation, dedine through
the centre of the Earth and the satellite. Referring to Fifytt2e (A¢n) reference frame has the
origin in the SSP, the\-axis tangent to the local circle of latitude and pointingteaard, the
p-axis tangent to the local meridian and pointing northward #hen-axis pointing along the
orbit radius. The relative position of the real and refee2BS&Ps is defined in thez prnr)
frame of the reference spacecraft by the phase differencenél. = (4L,,dL,)" and by

dh = Ah/ag the altitude difference normalized &g . Considering the actual spacecraft at the

ascending pass over latitugethe REFE vectod/ = (6L, dL, 6h)" components are defined
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2. Parametrizations

as

L) = dAst—0 + 05t = (0N — dp cotin) — cos plwg — QR](St (2.22)
0L, = by (2.23)
5h = on (2.24)

where(d\, dp, dn) = (A\=Ar, o—vr,n1—nr), ir IS the RO inclinationy is the real spacecraft’s
latitude at timet, §t = ¢t — tx andtx is the time at which the reference spacecraft passes
at latitudep. Fig. 2.1 depicts the case in whiech> tz. The phase difference vector’s
component L, = dL,(p, 0\, dp, dt) is the distance, normalized &g, of the real and reference
ground tracks measured along thexis at latitudep. JL, is also function ob¢ because the
real and reference spacecraft pass at latitude different times and the coordinate systems
(Arernr) and(Aen) move with the SSPs while the Earth is rotating. The quantity, is the
normalized distance, measured alongXkexis, between the intersection poistand R, of the
real and RO projections with the circle of latitugeat timet (Figures 2.1 and 2.2.a). Referring
to Fig. 2.2.a, approximating the spherical triangles asgiasince in the plané\zyr) is

Ry = (dp cot(m—ig), —dp), andS = (—dA, —dp), itresultsis;—g = R1—S ~ JA—dp cot ig.
The quantityd \s; is the normalized distance measured along\tfais between the intersection
pointsR; andR(tx ) of the RO projection with the circle of latitudeat timest andt% (Fig. 2.1).
The minus sign in the second member of Eq. (2.22) is due todheention thabt \s; is positive
whendt is negative and vice-versa. The time differeacean be written ast = —dp nsinig
wherensiniz = v, IS the p-component of the velocity of the reference sub-satelldanip

moving on the Earth’s surface. Hence Eq. (2.22) can be \réte

|wi — Q| cos

nsinig

0Ly =0+ ( — cot ZR) dp (2.25)

As the absolute orbit control requirements are formulatedims of REFE (Egs. (2.22)-(2.24))
but the control is realized in terms of ROE (Eq. (2.19)), aedirmapping between the two
systems is required. Referring to Figures 2.2.b and 2.2.theotransformation fronRTN to
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® attimetg ~_ N O\ N\ _ee--- actual orbit
O © attimet — - reference orbit

Figure 2.2.: Detail of Earth-fixed reference frame (a) aadgformation from orbital to Earth-
fixed reference frame (b,c)
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2. Parametrizations

Apn) and using Egs. (2.23), (2.24) and (2.25), the REFE veitor= (5L dL, 6h)T can be
(Aen) g Eq .

mapped intdRTN coordinates with the transformation

0 ’WE—QR| (\WE—QR! ) ) 1
———Ccosp ——cospcosig — 1 | —
n n sin in
Ter = o ) (2.27)
0 sin i COS IR
1 0 0

Eq. (2.25) is singular foir = 0 + kxn (with £ € Z) as for those values af; the orbital and
equatorial planes are parallel. It is interesting to rentlaak the termd \5;—, of Eq. (2.22) can be
written directly in theRTN coordinate system by imposing = drpsinig + dry cosig = 0,

and substituting the solutiohr = —dry cosig/ sinig, singular forir = 0 + km, in equation

0N = drpcosip — drysinig. Finally, from Egs. (2.21) and (2.26) and substituting ¢ =

/1 — (sinusini)? (sin ¢ = sin usini from the sine formula of spherical trigonometry), vector
dF and its time derivative(dfF )/dt, evaluated fixing: = @, can be written in terms of relative

orbital elements using the transformation maffix= Tgr T}, (T}, defined in Eq. (2.21)):

51 (1, 6k) = T(0)6K (2.28)
d6r) . d(6K)
=T 2.29
o @)= (2.29)
f§u7 27su —2Tcu S,—U(Tcin -1 77—(1 — cu)eir +1 ﬂ T
2 SIR cu SIR
T(u) = —§U3i72 2susip —2cusin SuciR (1= cu)cig SiR (2.30)
1 —cu —su 0 0 0
with 7 = (|Jwg — Qr|/n)y/1 — (sinusini)?, su = sinwu, cu = cosu, sir = sinigz and

cir = cosigr. Sincew(t) is periodic, the vectorial functiodrF (u,dk(t)) is obtained from
function 6 F (u(t),dk(t)) by considering only the subsét, dx(t)) of the function’s domain
(u(t), dk(t)). This is why the termdT/dt)ék = (dT/du)(du/dt)dx = 0 does not compare
in Eq. (2.29) (if the variation of is considered negligible). This procedure is justified by th
control design approach explained at the end of Sec. 4.2gk. ([2.28) and (2.29) are valid
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2. Parametrizations

under the assumptions of near circular orbits and sepasbetween the real and reference
spacecraft small when compared to the RO radius (see Ed.)J2.Zhe following equations
show the form assumed by the relative Earth-fixed elemeris|of2.28) when evaluated at the

ascending nodei(= 0).

' —Q
5iy = Oy = Ol oy (2.31)
sinig n
0L, = (0u — 20e,) sinig (2.32)
0h = da — de, (2.33)

The phase difference vector componénj, at the ascending node is commonly used as oper-
ational parameter for the maintenance of phased orbitdelfriclination remains equal to its
nominal value, the control of the phase difference at theatguwvill be the most effective way

to monitor the displacement between real and referencendrtracks. It can also be noticed
that the maintenance of the altitude deviatidnrequires the control of the semi-major axis as

well as the eccentricity vector.
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3. Reference Orbit and Free Motion

Analysis

As seen in Chapter 1 the nominal orbit specifications as wethasrbit keeping accuracy
depend on the type of mission and payload considered. Thoffispéon of a target trajectory,
a RO based on the nominal orbit parameters, is fundamemthidalefinition of the orbit control
strategy. The orbit control is based on the maintenanceestipfined operational parameters
within prescribed limits which represent the dead-bandHerorbit control. The real and RO
are compared in order to quantify the error of the operatipaeameters. Thus the actual orbit
will be kept within certain bounds defined with respect to R in order to fulfil the mission
requirements. This chapter deals with the RO selection andrgtion and the orbit perturbation

environment which causes the deviation of the actual framtbminal trajectory.

3.1. Reference Orbit Selection

Fig. 3.1 shows the detailed view of the subsystem of Fig. é®easenting the RO selection.
A RO is an orbit representing the mean nominal motion of tlellga over a long time inter-
val. The RO design is based on the orbit’s specificationst#idtby the mission requirements
on the local altitude, local time, phasing an coverage. Hualrements define the nominal
value of the orbital elements (Eg. (2.1)). The RO’s propagamodel has to be as complete
as possible because the controlled spacecraft’'s actuahabto be as close as possible to the
reference. On the other hand it should not include non-gwatee perturbation forces because

usually the RO has to be completely periodic. Thus the RO irsjumuld at least consider the
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3. Reference Orbit and Free Motion Analysis

Mission Requirements
Altitude, local time, phasing, etc.

'

Nominal Orbital Elements
an, Exn, ele iNl QN& Un

Figure 3.1.: Reference orbit selection process

non-spherical terms of the Earth gravitational potentatieat the RO is an ideal orbit whose
mean orbital elements are periodical functions with irsatrimaximum and minimum ampli-
tudes. The nominal value of the orbital elements, which rtfeebperational requirements, are
obtained [3] by solving the orbital equations of motion urdihg only secular perturbations (in
the case of sun synchronicity, phasing and altitude) angl pe&riod perturbations (for the alti-
tude) which are related to the geopotential. The result isfeneld relationship, dependent on
the requirements, between different orbital elements awshin Table 3.1. The level of accu-
racy of the nominal orbital elements’ numerical value isitedl to the gravitational field model
and the number of terms used. Only the zonal harmonics of eslele are considered for the
secular variations and odd value for long-period variationhe elements, e,, ¢, determine
the size, shape and orientation of the orbit within its plamereasi and (2 characterize the

orientation of the orbital plane. The value of the argumdnatitude « does not require any

Table 3.1.: Orbit specification in terms of nominal mean @l@lements
Orbit specification Related orbital elements
Space fluctuations of altitudee,, (az ), e, (ar)
Time fluctuations of altitude e, (az,ir), ey, (ar,ir)

Local time ar (i)
Phasing ag(ir)
Coverage IR
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absolute specification as it represents the time varialdgeral specifications can be grouped

for the design of a RO.

3.1.1. Altitude Requirements

The altitude variation constraints can be required in teomspace by minimizing the fluc-
tuations in relation to latitude on a given orbit segmentroterms of time by restricting the
fluctuations in time over a given point of the Earth surfacd ean be established through a

proper choice ofi, e, ande, (e andw).

Minimization of Spatial Fluctuations

The variation of altitude as a function aftaking into account the variations of e, ande,
must be examined to carry out the spatial minimization. Gtersng the expansion to the first
order in e of the altitude h = h(u,e) and assuming a near araubit, there will be a maximum

deviationAhy, 4 x,_, relative to the meah,, at the equator and the extreme latitudes [3]

h(u) = hy, — eapy, cos(u — w) — (Ahprax eno) COS 2u (3.1)
2
hy = a [1 - §J2 (&) (1 — §sin2 z) — Rg {1 - i sin? 21 (3.2)
2 a 2 2
Ahprax.e~o = RE [i — é (@>} sin? (3.3)
’ 2 6 a

where f = 1 — a,/a. is the flattening parameter of the Earth ellipsoid [8Lifanda, are
respectively its semi-major and semi-minor axes.
The minimization of altitude variations in the orbital quantsqg = 1, 2, 3,4 corresponding

tou = [0,7/2],[r/2, 7], [, (3/2)7],[(3/2)m, 27] leads to

3 T N Ahpsax exo
w= T = (q — 1)5 . e~ 157 — (3.4)
1.
Ahpax g = Lo 1) Ahprax e~o (3.5)
,q \/§ 3
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Minimization of Time Fluctuations

For the minimization of the altitude fluctuations in timegethariations of the mean orbital

elements andw have to be cancelled out [3]

de

5= fla,e,w,i) =0 (3.6)
& = gla,e,,1) =0 @7)

If the low frequency portion of the spectrum of perturbasiaf the geopotential is considered
(periods much longer than the orbital period) then the Ipaged variations affecting andw
are due to the odd number zonal terms of the geopotentialeekéehe secular variations affect
onlyw and are related to the even number zonal terms. Adding thveseftects, the solution of
Eq. (3.6) yields the frozen orbit conditions [23-28]. If gran expansion limited t0 is used,

the approximate solution of Eq. (3.6) is

w= ig (3.8)
LRy
e~ 5 @ sin ¢ (3.9)

The majority of frozen orbits have = 7/2. In both cases oy = +7/2 the altitude at a
given latitude is the same in the ascending and descendniig disregarding the influence of

longitude via the tesseral terms of the potential.

3.1.2. Local Time Requirements

Sun synchronism is imposed through the relationship betwesndi obtained by setting the
secular angular rotation of the line of nodes, due to thesgirericity of the Earth, equal to the
known angular rotation of the meridian plane containingrttean Sun. The sun synchronism
condition [29,30] is thus represented by Eq. (3.10) wheeeatleraged variation 6t due to the
first three zonal termg,, J; andJ, [21] is represented by Eg. (3.10).

O =w, (3.10)
Yy
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2 4
Q:—§nJQ <RE> cosz'—gnJQ2 <RE> cost [9—1—3 1—62—sin2i<5+9 1—62>+
p

2 D 472 2 "1
2 5 2 3 Rg\®
S (14 2sin2i) + 6—(7 — 15sin?4) cos 2w| — =nJ3 = (15sin” i — 4)e cot i sin w+
4 4 8 8 D
15 Rp\’ 3
+EnJ4 <E> cos § [(4 — Tsin?9) (1 + 262> — (3 —7sin?4)e? cos 2w] (3.11)
p

wherew,, = 1.99099299 x 1077 rad s~! is the mean apparent revolution speed of the Sun
around the EarthR z = 6378140 m is the equatorial radius of the terrestrial spherpie; a(1—

¢?) is the parameter of the orbit amd= ,/u/a?® is the mean motion (with = 3.9860064 x

101 m3 s72).

Eqg. (3.10) imposes the constraints that the nominal drifthef line of nodes is frozen in
relation to the Earth-Sun direction and thus provides ontheftwo orbital elementa, i) as
function of the other. The semi-major axis of a sun-syncbusorbit has its upper boundary at
12.35 - 10 m for an inclination which tends to 180 deg. The inclinatidrasun synchronous

orbit is always more than 90 deg

3.1.3. Phasing Requirements

A repeat-ground-track orbit [31-38] is obtained when thera commensurability between the
satellite’s nodal frequency and the Earth’s rotation ragethe time required by the satellite to
complete an integer number of orbits is equal to the totas tiequired by the Earth to complete
an integer number of rotations. T andnr = 27 /T% are respectively the nodal period and
the nodal frequency, the condition for the ground track et every: orbits ind days can be
formulated as [31] '

wp—Q d

== 3.12
PR (3.12)

wherewy = 7.292115 x 1075 rad s~ is the Earth rotation raté) is the secular rotations of the
line of nodes.

If the zonal coefficients, and.J, of the geopotential are considered, the repeat-grournd-tra
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condition of Eqg. (3.12) can be explicitly formulated as [31]

N d
D k
2 2
3 15J, (R

N ::—i (Rig) —|—§cosz'— Ejz (%) cosi(4 — 7sin? i)+

3[R\’

+<Jo (—E> cosi(11 — 20sin” )

8 a

15 15, (Rp\> (34 77

D:l—i—?)—leDQZ—Ej;l(?E) (3—258111224-2811142)—0—

3 (Rp\’
+—Js <—E) (14 + 17sin*i — 35sin* )

The phasing of the orbit then define a relationship betweand:. With a defined repeat-
ground-track pattern and the operational inclination gjthe corresponding mean semi-major

axisa can be found by using any standard numerical method.

3.1.4. Coverage Requirements

The payload access to targets observation is a key requitemitne design of an orbit. The tar-
get can be one location, specified by a latitude or longitade,region of interest on the Earth’s
surface. To this end, the design of the orbit must satisffop@ance metrics that are specified
by the end user as the total time of coverage over a regiomadtess to daytime and nighttime
coverage, or the time required to access a different regimong others. The requirement for
coverage [39-41] of a terrestrial zone extending to a giwitulde o will determine, among
other parameters, an acceptable range of values for theatioh: betweeny andr — ¢ if the

lateral field of view of the payload is not taken into account.

3.2. Reference Orbit Generation

Fig. 3.2 shows the detailed view of the block of Fig. 1.2 reprging the RO generation process.
The deviations of the real from the reference orbital elasame defined by means of the

operational parameters (Sec. 2.2) or equivalently by meftie relative Earth-fixed elements
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RO Generation —— Nominal EF Parameters

Figure 3.2.: Reference orbit generation process

(Sec. 2.3.2). Table 3.2 collects the relationship betwhkerotbit specifications, the operational
parameters, the REFE and the deviation of the real from thermadwrbital elements expressed
by means of relative orbital elements. The dependenc&/obn éi, = 0¢ (EQ. (2.17)) has

not be considered as it is negligible on the short time schleSections 3.2.1 and 3.2.2 the
fundamental issues regarding the RO generation will beyaedlin detail. As a case study
the PRISMA mission (Sec. 1.4) is used since the analyseedaon in this section are strictly
related to the design and implementation of the on-board ashtrol system validated in-flight

with the AOK experiment (Chap. 7).

Table 3.2.: Control specifications

Orbit specification Op. Parameter Rel. EF Element  Rel. OrbitalElement
Space fluctuations of altitudeA#h oh da, dey, de,

Time fluctuations of altitude Ah oh da, ez, ey

Local time ALT 0L (0) - 6L,(0)a* 6y,

Phasing ALy 3L (0) dey, 0y, Ou
Coverage - - Oty

*a = |wg — Qr|/(nsinig)

3.2.1. Reference Orbit Propagation Model

As explained in Sec. 3.1, the RO is generated by an orbit gatpawhich includes in the forces
model only the Earth gravitational field. The actual orbiac$pacecraft deviates from the RO
under the action of non-conservative perturbing forceg Jaal of this section is to quantify the
contribution of the accuracy of the Earth’s gravitationaldimodel used for the RO generation
to the deviation of the actual from the reference values®biberational parameters controlled.
To this end numerical simulations have been performed. ¢h sanulation a propagated orbit

representing the actual trajectory of the MANGO spaceandfee motion, has been compared
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3. Reference Orbit and Free Motion Analysis

Table 3.3.: PRISMA spacecraft physical properties
Spacecraft Physical Property MANGO TANGO

Mass [kg] 155.12 38.45
Drag area [rf] 0.5625 0.2183
Drag coefficient [-] 2.5 2.5
SRP effective area [-] 0.5625 0.2183
SRP [4] coefficient [-] 5.5 3.13

with a RO generated using a gravitational field model eack tmluding a higher order and
degree number of harmonics (20x20, 30x30, 40x40, 50x506@@nd 70x70). Tables 3.3
and 3.4 collect respectively the spacecraft physical ptiseand the force models used for
the propagation of the simulated actual and referencectaajes. The initial state used for the
orbit propagation is shown in Table 3.5 and the run time is moath (duration of the AOK
experiment). The POD ephemerides of the spacecraft TANBOPRISMA formation’s target
satellite which flies in free motion, have been exploited atibzate the atmospheric density
model used for the simulations in order to have a high degfeeatism. Fig. 3.3 shows the
difference between TANGO'’s orbit as estimated by the POzgss with an accuracy at the

sub-decimetre level and an orbit propagated with the ik model of Table 5.1.

Table 3.4.: Propagation parameters

Orbit Propagation Model

Earth gravitational field GRACE GGMO1S 70x70
Atmospheric density Harris-Priester

Sun and Moon ephemerides Analytical formulas [4]

Solid Earth, polar and ocean tides IERS

Relativity effects First order effects

Numerical integration method Dormand-Prince, fixed step 1 s
RO Propagation Model

Earth gravitational field GRACE GGMO01S nxn

Table 3.5.: Initial state - POD state on 20-06-2011 at 0®0QTC

ECI state rr[m)] rr[m] rn[m] vr(m/s] vrm/s| vn[m/s]|
-3967394.8566 -289822.105 5883191.2151 -6126.365 1883.7-4071.5062
Mean orb. el. a/m]| ex[—] ey[—] i[deg] Q[deg| u[deg]
7130522.2961  -0.004058 0.002774 98.28 351.74 123.38
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Figures 3.4-3.8 show the comparison between the actuahend® propagated with different

models.
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lower than 40x40 causes a propagation error. It can be dtadeefore that a gravitational field
model including at least an harmonics order and degree ohd0ld be used to avoid the in-

clusion of orbit's model errors in the generation of the R@hé RO is generated on-board, the
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guality of the gravitational field which can be used may beatkoh by the available computa-
tional resources (see Chapter 7) and the errors introducételi®O propagation model has to

be evaluated in relation to the control accuracy requirdsen

3.2.2. Accuracy Requirements of the Reference Orbit’s Initial State

This section is dedicated to the evaluation of the propagadiror introduced by a bias in the
initial state used for the RO generation. The results of @imalysis are relevant for the case
in which the RO is generated on-board using an actual stateeadpacecraft (see Chapter 7).
The most accurate satellite state vectors available agetbontained in the POD ephemerides
which, for the PRISMA spacecraft, are accurate at the subvee level. An alternative
source of absolute orbit information is the navigation fiitéegrated in the spacecraft on-board
computer. The values collected in Table 3.6 are represeatatthe spacecraft state estimation
errors on-board the MANGO spacecraft. Numerical simutetivave been run to understand the
impact of the errors of the initial state on the propagatibthe RO. Figures 3.9 and 3.10 show
the difference between the actual orbit and a RO propagatied initial states with different
accuracies. The different initial states used for the pgagpian of the RO are obtained from that
of Table 3.5 by adding the navigation error of Table 3.6 npli#d by 1, 2 and 3. All the orbits,
the actual and the reference, have been propagated using’@ gtavitational field model in
order to exclude oscillations due to different gravitasibitreld harmonics modelling. From the
results shown in Figures 3.9 and 3.10 it can be stated tha iRD is generated on-board using

an actual state of the spacecratft, it is recommendable tarusploaded POD state vector.

Table 3.6.: On-board navigation error
RTN_ECI state x[m] y[m| zm| vym/s] vym/s|] v,m/s|
-30 -25 -1.0 -0.005 0.006 -0.002
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3.3. Free Motion Analysis

A study of the orbital variations induced by the natural &sonly [12-21], a free motion

analysis, shows that the real orbital elements will tendiverde from their nominal values.
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Figure 3.11.: Free motion

This leads to a violation of the flight control requiremengdiced by means of the operational
parameters (Table 3.2). Fig. 3.11 shows the detailed viethesubsystem of Fig. 1.2 repre-
senting the dynamics of the system when the control idpwis zero, i.e. when the system
Is in open-loop. From an analysis of the system in open-lbepevolution in time of mission

characteristics may be predicted and an orbit controlegyatiefined. The main natural forces
perturbing the ideal Keplerian spacecraft orbit are the- sygmerical Earth gravitation field, the
Luni-solar gravitation, the atmospheric drag and the skdration pressure. The Earth and
Luni-solar gravitation are derived from a potential and rhaytreated analytically by means of
the Lagrange equations [8] whereas the other perturbalians to be treated with the Gauss

equations [5,2]. The evolution in time of each orbital eleine can be modelled [3] as
liz(t) = Ko + 21: Aj S1n (QWTJ + gbj) -+ Zl: Bz(t — to) (313)
The first term of Eq. (3.13) represents the mean elementiassdavithx,;. The second term

is the periodic evolution of the orbital element with its ijpelr7;, amplitudeA; and phase,.

The third term represents the secular evolutiom ofwhich is an expansion in powers of the
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time difference. It expresses the long-term trend of thetarelement at the time at which
the periodic effect becomes negligible in relation to theussr effect. The perturbations are
classified in Table 3.7 according to the value of their pefiod he natural evolution of the orbit
causes the operational parameters or the REFE to divergdli@mmominal value (Table 3.2).
The free motion analyses carried on in the next sectionspased on the POD data of
PRISMA (Sec. 1.4) and TerraSAR-X/TanDEM-X (Sec. 1.5) whick apresentative of mis-
sions flying in LEO at respectively 700 and 500 km altitude.ifMgoal of these analyses is the
study of the orbital perturbation forces environment whgfundamental for the design of an

on-board orbit control system.

Table 3.7.: Influence of orbit perturbation forces on theatatlelements

Perturbation Short period Mean period Long period Secular
T; < Tom To, <T; <Tg Tg <T;
Geo-potential Ay, €y, 1, A,y ey, 1, ) €x, €y €x, €y
Atmospheric drag &, e, a a,e,, ey
Luni-solar i, i, Q
Solar radiation €x, €y | €y, €y, |

T,., = orbital period, Tz = Earth rotation period

3.3.1. Free Motion of the MANGO Satellite

The first step of this analysis was the calibration (Sec.13.@f the propagator's parameters
in order to obtain a computed orbit as near as possible toghkeone over a long simula-

tion period. The POD ephemerides of the spacecraft TANGhefRRISMA mission, the

formation’s target satellite which flies in free motion, laveen exploited to calibrate the at-
mospheric density model used for the orbit propagationg. FiLl2 shows the evolution of the
relative orbital elements between the POD ephemeridesend® (generated with the param-
eters of Tables 3.4-3.6) and between the propagated oxbthaRO. As one can see the orbit’s
propagation obtained over one month is very representafitiee reality considering that the
PRISMA POD ephemerides [83-85] have an accuracy at the stimd#e level. Figures 3.13-

3.15 highlight the contributions of each orbital perturtatforce to the deviation of the real
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from the RO for the satellite MANGO flying in a near sun syncatowos orbit at an altitude of
about 700 km.
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Figure 3.15.: MANGO'’s REFE at the ascending node (Propag¢a@n

The perturbation forces (Table 3.4) are the atmospheri, dne solar radiation pressure and
the luni-solar third body gravitational field. As shown igkres 3.13 and 3.14 the atmospheric

drag and the solar radiation pressure affect the in-plamej¢,, de,, du) relative motion of the
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real from the RO and give a negligible contribution to the-ofsplane motion ¢, é7,). On the
other hand the contribution of the third body perturbat®reievant in the out-of-plane relative
motion and negligible in the in-plane. Considering the REFBgoted at the orbit’'s ascending
node (Equations (2.28)-(2.29) and Equations (2.31)-(2 tB@ atmospheric drag has the major
influence on the evolution in time ofL, andj L., whereas the solar radiation pressure give the

main contribution to the evolution ofh.

3.3.2. Free Motion of the TerraSAR-X Satellite

The calibration of the propagator's parameters for the adsthe TerraSAR-X satellite is
shown in Fig. 3.16 which shows the evolution of the relativgital elements between the POD
ephemerides and the RO and between the propagated orbh@R{x In this case a free mo-
tion orbit arc of 7 days has been used as this is the maneusierafyTSX. The modelled forces
used for the propagation are the same of Table 3.4 wherea%s p8)sical propierties and the
propagation initial state are collected respectively ibl@a 3.8 and 3.9. The initial state is the
POD state of TSX on 03-07-2011 at 06:00:00 UTC and the sothatian pressure reference
area is the same as the drag area. Figures 3.17-3.19 higtilegbontributions of each orbital
perturbation force to the evolution in time of the ROE and REH&e same considerations of
the previous section are valid here. Despite the fact tlretithss of TSX (Table 3.9) is about
ten times larger than the mass of MANGO (Table 3.4) the drdiaay rate of TSX is much
larger. This is due to the fact that as TSX flies at an altitudi@ m lower than MANGO the

atmospheric drag is stronger, and of course also to therldrgg area.

Table 3.8.: Physical properties of the TerraSAR-X spacéecraf
TSX Mass[kg] Dragand SRP area [n3] Drag coefficient[-] SRP coefficient [-]

1341.17 3.2 3.0 3.0
Table 3.9.: Propagation initial state
RTN_ECI state rr[m] ro[m] rn(m] VR[m/s] vr[m/s] vN[m/s]
4888898.0844 289059.4988 -4852522.5771 -5165.0722 8829 -5308.9558
Mean orb. el. ajm] ex[—] ey[—] i[deg] Q[deg] u[deg]
6883553.0003  0.000026 0.001251 97.43 190.82 225.11
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Figure 3.18.: TSX’s out-of-plane ROE (Propagated-RO)
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4. Control Methods

This chapter deals with the regulator block of Fig. 1.2. Asveh in Fig. 3.1, the regulator
receives as input the difference between the actual andnabrmparameters to be controlled
and issues an orbital maneuver computed with a specificitiigar Three types of control
algorithms are presented. The first is the one used in the Aderenent (Chapter 7) on
the PRISMA mission. The AOK controller adopts a guidance lantlie orbital longitude of
the ascending node and implements an analytical feedbatkotalgorithm using along- and
anti-along-track velocity increments. The second anddtbontrollers are the linear and the
quadratic optimal regulators from modern control theony.tHe case of the analytical meth-
ods the mission dependent orbit’'s requirements are trit@asiato thresholds applied on some
operational parameters (Sec. 2.2) which specify the maitufes of the orbit’s ground track
geometry. The analytical model which describes the evamtutif each operational parameter
in relation to the orbital elements allows then the definitad a control cycle. In the case of

the numerical feedback methods the problem is defined agumhiormation control design

¢ |Operational Parameters| Analytical Control
€ or g or —AVemp—>
ZO REFE - Virtual Formation Method

Operational Parameters
or
REFE

Actual

Figure 4.1.: Orbit regulator
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by means of the relative Earth-fixed elements (Sec. 2.3) alveéd with the techniques of the
modern control theory. The analytical and numerical feellwntrol methods will be com-
pared by means of numerical simulations in Chapter 5 where ssamclusions will be drawn

about the advantages and drawbacks in using and operatihdygse of orbit controller.

4.1. Analytical Control of Phase Difference

Remote sensing satellites in LEO are often required to carryepeat Earth coverage in order
to ensure identical geometric conditions of observatibtihd orbit’s inclination can be assumed
to remain equal to its nominal value, controlling the phaffer@nce at the equator will suffice
to keep the phasing of the orbit. This section is dedicatednt@nalytical method for the
control of the phase difference. Among the control methadsgnted in this chapter, only this
algorithm was validated in-flight with the AOK experiment the PRISMA mission because it

had a most advanced implementation status at the momestswléction.

4.1.1. Control Concept

Specific mission requirements are expressed by means dtap®l parameters [3] functions
of the orbital elements, which define the maximum allowedia®n of the actual from the
nominal trajectory of the spacecraft. Typical operatiqgrelameters (Sec. 2.2) are the altitude
deviation and phase difference at a certain latitude, loos deviation and in-orbit phasing
which specify the nominal position of the sub-satelliterppon relation to a reference ground
track on the Earth’s surface [44]. The orbital elements @facscraft deviate from their nominal
values under the action of perturbing forces. Once the onis®quirements have been trans-
lated into orbit control margins, it is necessary to comghgecorrections to be applied to the
orbital elements to keep the value of the operational pat@sevithin their control windows.
The following equations in the mean elements are the Gausatieaal equations of motion

adapted for near-circular, non-equatorial orbits [3] anove the relationships between the
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velocity increments in th&®TN orbital frame and the increments in the orbital elements.

Aa 0 2a 0
Ae, sinu  2cosu 0
AUR
Ae, 1| —cosu 2sinu 0
= - Avp (4.1)
Ai v 0 0 cosu
AUN
AL 0 0 sinwu/ sin g
Au —2 0 —sinu/ tani

wherew is the spacecraft’s velocity magnitude. The implementatban orbit control strat-
egy implies the specification not only of the magnitude of ¢berective maneuvers but also
the geometric and time characteristics which maximizer teiéiciency. The choice of the less
expensive maneuvers’ in-orbit location depends on theatipgal parameter that has to be
controlled. An out-of-plane maneuvérw, to change the orbit’s inclination, for example, ac-
cording to the Gauss equations (Eqg. (4.1)) is most effedtpkaced at the nodeu(= 0) while

at the orbit’s highest latitudei(= 7/2) if {2 has to be changed. On the other hand, while the
semi-major axis can be changed with an along-track manehwemith the same effectiveness
anywhere along the orbit, thi®v; most effective [74] to contral L), (Eqgs. (2.31)-(2.33)) has to

be computed at the equator (ascending or descending nadepknns of symmetry.

4.1.2. Basic Orbit Keeping Strategy

Referring to Eq. (2.10) ifla/dt anddi/dt are taken as constants/ 4 is found to have a near
parabolic variation as its second derivative is constargosgitive AL , y means that the ground
track of the satellite at the equator lies eastwards withaeisto the reference track. This means
that if it is assumed that the semi-major axis has a lineaaylander the influence of the atmo-
spheric drag, the real orbit LAN will move parabolically éaards of the reference LAN. Based
on this consideration a simple control cycle can be impo8¢dWhen the deviation between
the real and nominal LAN exceeds a pre-defined upper bduhg} 4 x a correcting impulse in

the along-track direction of the satellite’s orbit is applias much as twice as would be neces-
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sary in order to return to the initial semi-major axis’ valus a result, just after the impulse
the satellite’s LAN begins to move westward, reaches theetdvound of the allowable band
and drifts back to the upper limit where the next correctianeuver is made. The theoretical
maneuver cycld’ and the semi-major axis incremems,. to be applied (Fig. 4.2) can thus be

obtained from Eg. (2.10) assuming also tiatdt is negligible compared tda/dt [3].

1 da
Aa,. = —+| K|—| AL 4.2
ac = 5 = c (4.2)
T = K@AAL (4.3)
N dt ¢ '
16 a
K=—|—)T 4.4
?m(RE) » (4.4)

with AL. = ALy ax in steady state phase (no RO acquisition). From the Gaussieqs

adapted for circular orbits, the velocity increment to bpligal is

Av:<A%>U (4.5)
2a

where v is the satellite velocity. By considering Egs. (4.8l §4.5) it is straightforward to
conclude that a correct and fine estimation of the maneuvarictly connected to a correct
estimation ofda/dt which is mainly determined by the atmospheric drag. Fig.sh@ws the
possible evolutions of the LAN deviation after a maneuvesdokeon different estimated values
of da/dt. It is evident that ifda/dt has been underestimated the applied results in &\a,
that is smaller than necessary to impose an optimal maneyekr period. On the other hand
if da/dt has been overestimated the applied results in da that is too large and the negative
LAN deviation exceeds the lower dead-band\ L, x resulting in requiring an anti-along-
track maneuver to keep the LAN value within the control wwdd he better the estimation
of da/dt, the closer the realized maneuver cycle will be to the ideal thhus minimizing the

number of required maneuvers (Fig. 4.2).
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Figure 4.2.: Maneuver with estimatéd /dt

4.1.3. Reference Orbit Acquisition

A fundamental requirement of an autonomous orbit contraébibring back the LAN devia-
tion within the control window limitst AL, 4x starting from an error which has a magnitude
greater than the allowed threshold. This type of maneuvebeaequested to be optimal in the
sense that it minimizes the amount of fuel required and caedpaired to be performed within
certain time constraints. If no time requirements are ey an optimal maneuver willimpose
aAa. that will let the LAN to drift in free motion, with respect tbe reference, along a parabola

whose vertex lays on the minimum threshold of the controldew Referring to Fig. 4.3 in

65



4. Control Methods

AL —— AL, = ALAN,, maneuver
————— Smooth maneuver
e Timed maneuver
N(0,ALy) / :
T 7
:,"._"‘.‘\\ ALC timed AI—ini : AL(:,smoothI B
\\ : // : :.::
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Figure 4.3.: Smooth and timed RO acquisition from positigd\Ldeviation values

general the maneuverAa,. for a RO acquisition is given by Eq. (4.2) where the propdr,
can be computed given an initial phase differedck;,,; and a time constraint. Imposing an
initial semi-major axis displacementa,. with an along-track maneuver, the evolution of the

LAN error can be represented in the plane AL by a parabola of equation

SAL., SAL.
AL = =58 — —Zt + ALy, (4.6)

with 7" given by Eq. (4.3). The time required for the return of the LAMNor within the control
window limits is then the intersection of parabola of Eq6§4with line of equationAL =
AL]V[AX

te = 4.7)

T 1 2(AL — ALjy
! 2\/4+( wax )

1—=
AL,
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Imposing that. € ® andt. > 0, the following conditions oM\ L. andA L;,; are obtained

N _QALMAX and ALy, > ALyax (4.8)

Smooth Maneuver

If the RO acquisition has to be performed with the only reginent of minimizing the maneuver
size with no time constraints, the vertex ordinate of thepala of Eq. (4.6) will be imposed to
be equalto-AL,,sx i.e. placed on the lower threshold of the control window.Haideal case
this kind of maneuver, indicated amoothin Fig. 4.3, does not require any further correction

to the initial Av. The resultingA L. is then

AL + ALprax

AL,
2

(4.9)

and the acquisition time is

T AL 1
tsmooth = 5 (1 - A]ZAX> = 5 K

da

dt

1
2ALnax
AL.|1-— 4.10
‘ ( \/ALMAX + ALZ’m’) ( )

with K given by Eq. (4.2). The RO acquisition maneuver is computéa igs. (4.2) and (4.5)
usingA L, given by Eq. (4.9).

Timed Maneuver from positive deviation

If a time constraint. < 7 is imposed and,, ..., > 7, wherer is a fixed time interval, &med
maneuver is required as indicated in Fig. 4.3. If the inpladse difference deviatiahL;,,; has

a positive value, Eq. (4.7) can be solved fof.. imposingt. = 7 andT given by Eq. (4.3) and

[K

where K is given by Eq. (4.2). The RO acquisition maneuver is conmgputéh Egs. (4.2)
and (4.5) using) L. given by Eq. (4.11). This kind of maneuver requires an alatirgtrack

yields

1
AL. = —
K

da

dt

da

-1 2
AL, — AL
% ( ini ]V[AX)_'_T

= (4.11)
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counter-maneuver when the negative LAN deviation readieftver deadband ALy, 4.

Timed Maneuver from negative deviation

If the initial phase difference deviation has a negativaigathe problem can be solved by
considering Fig. 4.4. The value efAa, has to be found such that starting from an initial value
—ALj;,;, AL will evolve in time on the timed maneuver parabola of Eq. 23 .thus fulfilling

the RO acquisition time constraint.

AL, [ AL Free motion
----- Timed maneuver

k 'y . 2 >
\\\ \‘ At - ,;l /
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Figure 4.4.: Timed RO acquisition from negative LAN dewativalues
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AL d
ALy =3Bkep Ap 8 (-a) 2 AL, (4.12)

17 K \ dt

The parabola of Eq. (4.12) is written in coordinatesA L, obtained from¢, A L with the co-
ordinates transformatioty = ¢t + At , AL; = AL. Imposing that points of coordinates

(At, —AL;n;) and(At + 7, —A Ly ax )1 belong to the parabola of Eq. (4.12) it results

da|™" (ALy: — AL
At=2 [K - (ALin — Max) _ 1] (4.13)
(ALini — ALpax) da| " (ALip; — ALyax) 272 | da
AL, = K| Y AL, (414
2 it 1672 s (4.14)

whereK is given by Eq. (4.2). The anti-along-track RO acquisiticearmauver is computed with
Egs. (4.2) and (4.5) using L. given by Eq. (4.14).

4.1.4. On-board Atmospheric Drag Estimation

As atmospheric density has a remarkable variability oveetmainly due to fluctuations in the
solar flux (see Appendix D) an atmospheric model cannot pgeothie necessary accuracy for
strict LAN control requirements. On the other hand, as iradthe MANGO satellite, it is not
always possible to have on-board accelerometers accurangle  10~° m/s?) to extrapolate
the drag acceleration from their measurements. Neveshélg dt can be estimated on-board
using the actual orbit’s semi-major axis estimated by thegaaion filter with an accuracy of 4
m 1o (see Sec. 7.1.8) and the RO. The valuéofdt is then found with the following procedure
explained with the help of Fig. 4.5.

The actual and reference semi-major axis data are firstefltby taking their values at the
ascending node and smoothed if required. The differéxcgy between the actual and refer-
ence semi-major axis values is computed. The valuk gft is finally found as the slope of the
line representing the linear fit over the time of a samplé\ef,;y data. A smoothing process
of the on-board estimated valuesAf 4 is required in the computation @f:/dt in presence

of noise due to short period harmonics not included in theitggonal field model used for the
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RO propagation or errors in the on-board estimation\af, ;. Fig. 4.5 shows the comparison
of the Aa,n curves obtained with a RO generated with a 70x70 gravitatibeld model and
one generated with a 5x5 model. The real orbit is generatedubyerical orbit propagation
including the aspherical Earth gravitational field (GGMQOd8del) through an expansion in
spherical harmonics up to degree and order 70, tides ani/itgigravitational field perturba-
tions, the Sun and Moon third body forces, the atmosphedg ¢atmospheric density model
Harris-Priester) and solar radiation pressure. It can eewin Fig. 4.5 that in the case of the
5x5 orbit model a short period (for example 10 points) lini@ing without data smoothing is
totally unreliable for estimating the atmospheric drag.oAd period (50 points) linear fitting
would allow an accurate estimationdf/dt, but requires a minimum maneuver cycle period of
50 orbits (i.e. more than 3 days) which could be too long abéncase of the AOK controller
(Chapter 7). Nevertheless an efficient estimatiodofdt is still possible using samples of 10
Aa,y values with a proper smoothing process. The smoothing fdtexs as input the points
marked by circles in Fig. 4.5 and flattens them on a Arleeeping unaltered the ratios of their
distances from it. Line\ is defined by pointz,,y) and angular coefficient. wherez, is the
x-coordinate of the first poinfj is the mean of the y-coordinates of all the points of the sam-
ple andm is the estimateda/dt. The smoothed pointg, ,, are computed with the following

equations

dv'1 4+ m?

7 (4.15)

Ykyy, = MTp +q £

_ ye = (may + 9|

d
V1+m?

q=7Yy—m (4.16)

where in the second term of Eq. (4.15) thesign has to be used if, > mx; + ¢, the— sign
if y» < maxp +qandf > 1is a flattening coefficient uploaded by TC. An initial value of
da/dt, estimated on-ground and uploaded to the spacecraft, dsfasthe very first smoothing
process. The output pointg,,, of the smooth filter are marked by triangles in Fig. 4.5. If the
RO is generated with a 70x70 gravitational field model no dataothing is required.

The AOK controller uses a GRACE GGMO01S 20x20 gravitationatfimiodel for the on-

board RO generation (Sec. 7.1.2) and a sample buffer @d,0y’s which is renewed at each
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Figure 4.5.: On-board estimation processl@f dt

ascending node passage with a first-in-last-out logic sse the last 10 orbits data are always
stored in the buffer. The buffer is reset after each maneulrercase no fitting is possible
because there isn’t a sufficient number of samples in thehulffeda /dt is estimated using the

first of the Gauss equations (EqQ. (4.1)) approximated fautar orbits [3]

da P

= __ 4.17

I pVHa (4.17)
where p is the atmospheric density from the Harris-Priester moéel= m/(ACp) is the
ballistic coefficient of the satellite and= 3.9860064 x 10'* m?3 s2.

4.2. Virtual Formation Model

This section analyses the problem of the autonomous orhitaoof a satellite in LEO using
the linear and the quadratic optimal regulators from thesital control theory [9, 10]. For
the implementation of the linear regulators the problembeen formulated as a specific case

of two spacecraft in formation in which one, the referenseyiitual and affected only by the
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Earth’s gravitational field. The control action is realizzdmeans of in-plane and out-of-plane
velocity increments. The state-space representatioroapbris used here for the realization of
the autonomous orbit control with techniques from modemtrab theory. In general, the linear

model used has state-space representation form

€ = Ae+ BAv + x4 (4.18)
y = Ce (4.19)
Av = -Gy — GgXq (4.20)

wheree is the state vectorA and B are respectively the dynamic model and control input
matrix, x4 is the modelled state perturbatiofAy is the impulsive velocity increment vector,
andG andGg are, respectively, the output and disturbance gain matritlkee output vectoy

is comprised of relative Earth-fixed elements introducedgy(2.28).

4.2.1. Linear Dynamic Model

The state-space model of the orbital motion of the real afeterce spacecratft is given by

k=Ay(K)+ Aq(k) (4.21)
fr = Ag(kr) (4.22)

wherek = (a, e,, ey, 7, {2, u) is the mean orbital elements vector.

Vector functionsA, andA 4 (Egs. (A.1) and (A.3) in Appendix A) describe the behaviolr o
the mean orbital elementsunder the influence of thé, gravitational perturbation and atmo-
spheric drag [5,21]. The mean orbital elemestsof the reference spacecraft are affected only
by the Earth’s gravitational field as they define the nomiregettory [3,32]. The linearization
aroundky, of the difference between Eqgs. (4.21) and (4.22) yields

d(dkK)
dt
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where

A(I‘-‘,R) _ a[Ag(K’)a: Ad(K’)]

(4.24)

KRR
is the Jacobian evaluatedrat, of the vectors sumh, (k) + Aq(k), anddx is the relative orbital
elements vector. Making the proper modifications to ma%r()@R) for the normalization irz

and the introduction ofi, (Eq. (2.19)), and adding the control telB{x)Av:
€ =A(kr)e+xq +B(k)Av (4.25)

whereA(kr) = Ag(kr) + Aa(kr) (Egs. (A.2) and (A.4))e = ardk is the relative or-
bital elements vector (Eq. (2.19)) normalized to the semjemaxis,xq results from the direct
(dyadic) vectors produdtAq(kx))(1, ax,ax, 1,1, 1) andAv = (Avg, Avp, Avy)T is the
vector of impulsive velocity increments in tlRT'IN orbital frame.

Matrix B(x) (Eq. (A.5)) represents the Gauss variational equationsaifom adapted for
near-circular non-equatorial orbits [3]. The elements atnx B(x) are computed with good
approximation [5] using the mean orbital elements. The Gagpiations provide the rela-
tionships between the impulsive velocity incremeniss in the RTN orbital frame and the
increments of the orbital elements. Eq. (4.25) can be writighe general form

é A 1 €

B
= + Av (4.26)
}.(d O AO Xd

e}

Eq. (4.26) is the representation of a tracking system [9] lmctv the atmospheric drag pertur-
bation vectorkg is represented as an additional state variable, the detasbinput, which is

assumed to satisfy the model = Ayxgq andI is the 6x6 identity matrix. If the feedback
controller is designed to compute the control inpiits; always in the same place of the orbit
(u = u), xq can be assumed as constant (Eq. (A.3)) Ag.= 0. This design approach stems
from the consideration that the implementation of an ontittool strategy implies the specifica-
tion not only of the magnitude of the corrective maneuvetsalgo the in-orbit location which

maximizes their efficiency (Sec. 4.1.1).
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4.2.2. Reduced Model

In case no eccentricity or inclination are to be activelytoolted, the model can be reduced by
considering only the statés, di, anddu. The elements,; = a,;;+aq; are given by Egs. (A.2)
and (A.4). The use of this model allows the design of a lineatroller for the relative Earth-
fixed element9 L, andiL,. The passive control of~. can be achieved by a proper in-orbit

placement of the along-track maneuvers as explained inekiesection.

9 a1 0 0 a
A 3 a TLJQ 0 0 € 5i
r— — _— —_— r = a
41\ Rp) (1=e2)2 | RO
agi 0 0 u
(4.27)
0 2 0 pa
1 A
B,=—10 0 sinu Xdar = ——Cpp 0
n m
—2 0 —sinu/tani 0

If the reduced model of Eq. (4.27) is used, Eqs. (2.28)-(2cad be written, considering only

the statesa, 67, anddu, as

51 (1, e )ar = To(@e, W01 1 = T () Ave, (4.28)
—§u7' (1 — cu)cig e
2 cu SiR
To(u) = —§usin (1 —cu)cig SiR (4.29)
1 0 0
4.2.3. Characteristic Polynomial
The characteristic polynomial of matrix of Eq. (4.25) has the form
|sT — A| = 5*(s — a11)(s* + bs® + s + d) (4.30)
b= —(as + as) C = Q22033 — A26t62 — A36063 — Q23032 (4.31)
d = age(as2as3 — ag3azz) + aze(as3ae — az3aez) (4.32)
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and the elements;; of matrix A are given by the summation of Egs. (A.2) and (A.4).

Table 4.1 collects the analytic expressions of the rootsopf(£30), the poles of the system
[9], in the general case with non-zero (1) and zero (1) etgeity and in the case in which
A = A, (lll) (no drag).

Table 4.1.: Analytic expressions of the poles

Case S1  So S3 S4 Sy Se
b 1 b V3 1 b \/g
l. - = —= ——4+—Ww=-2)] —= ————Ww=2)J
0 0 ay, v+z 3 (v+2) 3—|— 5 (v—2)J 2(v+z) 375 (v—2)j

2
K 2, : H 92 . .
. 0 0 O a —a\/7—5(5cos i—1)j —a\/7+ﬁ(5cos i—1)j
a a

) 32 +1 ) 3e?+1
m. 0 0 0 0 —[3(500822—1)\E] 6(500822—1)\/:J

A=A, +Aq A=A, +Agande =0 A=A,
with
A 2
a=—Cp ﬁ:§(@> nJdy
m 4\ «a
T g r? 8T @G r?
"’_\/2+ 27 "1 Z—\/z 27 "1
3c — b? 9%c — 27d — 2b°
= r =
1 9 54

andb, c andd given by Egs. (4.31)-(4.32).

The poles in the origin have multiplicity 2 in case |, muligiy 3 in case Il and 4 in case llI.
Thus, in every case the system is not stable in the sensetileastone initial state(0) exists
for which e will diverge over time. It is worthwhile to point out that irase Ill, the poles are
representative of the solutions of the system dynamicsroefbby external non-conservative
forces. In cases | and Il the system is in fact rendered nonelgeneous by the atmospheric
drag perturbation forcet(= Ae + A4). In case Il where the Earth's gravity is the only force
modelled, the unique initial condition for which the systesrstable ise(0) = 0. In case Il

with an initial conditione(0) # 0, da will remain constantyu will diverge and all the other
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states, the components of the eccentricity and inclinatsmtors, will be affected by long period
perturbations due to the Earth’s gravitational field zowaifticient./;. The poles of the reduced

system of Eq. (4.27) arg = 0, s, = 0 andss = ay;.

4.2.4. Model Validation

The POD ephemerides [83,85] of the spacecraft TANGO [92}, tHrget spacecraft of the
PRISMA formation, have been used for the validation of thedirdynamic models of Egs. (4.25)
and (4.27). TANGO is in free motion not having any orbit cohtrapability and has an orbit
almost identical to MANGO'’s. The POD positions of TANGO pite a picture of the real orbit
perturbation forces environment. In Fig. 4.6 the lines date POD are the evolution over 3
days of the difference between TANGO's orbital elementsaf®D. The RO [73, 74] has been
generated using a gravitational field model (GRACE GGMO01S7@@egree-order) as the only
modelled force. The initial state of the RO is the first stdtthe POD ephemerides considered
and is given in Table 4.2. The propagated relative elemeitlsrespect to the RO are obtained

from the dynamic models of Egs. (4.25) (full) and (4.27) (reeld) with a null initial error. The
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Figure 4.6.: Evolution in time of TANGO's real (POD) and pegated orbital elements with
respect to the RO
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Table 4.2.: Propagation parameters

ECI state rg[m] rr[m] rn[m] vr[m/s] vp[m/s]  vn[m/s]
-3967394.8566 -289822.105 5883191.2151 -6126.365 1883.7-4071.5062
Mean orb. el. ajm)] ex|—| ey[—] i[deg] Q[deg] u[deg]
7130522.2961  -0.004058 0.002774 98.28 351.74 123.38

spacecraft’s physical properties are collected in Tal8eaBd the initial state, in Earth centred
inertial coordinates (ECI), shown by Table 4.2. The propagas over 12 hours, a reasonable
duration for the validation of such a linear rough model. Twe linear dynamic models give
identical results in the propagation. This means that i ¢iné control variablesga, 6z, andu
are used for the design of the orbit control system, the redilnoodel of Eq. (4.27) can be used
without any loss of accuracy with respect to the full moddle Tomparison of the propagation
with the POD data highlights the lack of accuracy of the madehe out-of-plane di,, di,)
motion prediction as the gravitational field is modelledyohy the .J, zonal coefficient and
neither the third body gravitational perturbation nor tleéas radiation pressure are included
in the model. Table 4.3 collects the values of the poles desy<€q. (4.25) computed in the
state of Table 4.2. Fig. 4.7 shows the non-zero real and maagparts of the poles computed

at the ascending nodes of the RO. The poles have been confputethe entries of matriA
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Figure 4.7.: Poles computed with the RO states
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(Eq. (4.25)) after converting each state in orbital eleme@bnsidering the order of magnitude
of the real and imaginary parts of the poles displayed inddl8 it can be concluded that on

the short period the dynamic of the system is mainly detegthlyy the zonal coefficient only

(case IlI).
Table 4.3.: Poles computed in the initial state
Case S1 Sa2 S3 S4 S5 S
.. 0 0 -1.38107'% -7.95107 -2.73107'?+6.10610"7] -2.73107'%-6.10610"]
. 0 0 -1.38107%2 0 -2.7310712+6.10610°7] -2.73107'2-6.10610"7j
II. 0O O 0 0 6.1061077j -6.1061077j
A=A, +Aq Il A=A, +Aqande =0 . A=A,

4.3. Virtual Formation Control

4.3.1. Linear Control

The linear control law for the system Eq. (4.26) has the garferm [9] of Eq. (4.20). G
and G4 are the gain matrices and = Ce is the system’s output. The terms of matfix
will be computed from Eq. (2.30) as the goal of the proposesbhibe orbit controller is the
maintenance of one or more relative Earth-fixed elementsinviheir control windows. In
order for the closed-loop system to be asymptotically stale characteristic roots [9] of the
closed-loop dynamics matriA, = A — BGC must have negative real parts. This can be
accomplished by a suitable choice of the gain ma@ixf the system is controllable. Once
the gains and thus the poles of matAx have been set, matriéa is obtained substituting

EqQ. (4.20) in Eq. (4.25), imposing = Ce and the steady state conditién= 0:
Gq = (CA_;'B)"'CA'T (4.33)

The linear control system is designed by means of polesiplext The choice of which relative
EF has to be controlled is dictated by the mission requiréspemhereas the best place and

direction of the orbital maneuvers is determined both bycWwhelative EF is controlled and by
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the Gauss equations (Eg. (A.5)). First, an in-plane orhbitrad system will be considered with
the single control inpuf\v; and two output$ Ly, d(d L) /dt computed at the orbit's ascending
node. This is the basic control required for the maintenahegepeat-track orbit [3]. Secondly,
an in-plane/out-of-plane controller with two control inpl\v;, Avy and three outputsL,,

d(6Ly)/dt, o1, is designed. In this case the in-orbit phasiig, can be restrained in a control

window as well. The design of these regulators will be basethe reduced model Eq. (4.27).

In-plane control with one input ( Avr) and two outputs ( Ly, d(dL,)/dt)

In this case, the design of the feedback system is finalizedrtrol § L, andd(dL,)/dt, com-
puted at the ascending node (Egs. (2.31)-(2.33)), by meaaismg-track velocity increments.
This means that the orbit controller is designed to work amige per orbit at most. The system

components are

ar, 0 0 oa by
Ar=1la, 00 € = ar | 61, B,.=1]0
ary;, 00 ou 0
(4.34)
Ld1
G = <g1 g2> Gq = (go 0 O) Xar = | 0
0

with a,.,,, a,,,, a,,,, b1 = 2/n, x4 given by Eq. (4.27) and,, g» € R. The outputy = Ce,. is

da
6L)\ 0 ci2 ci3 ]
aR d(6Ly) | = ar . _— 0ty (4.35)
7 21 5

u

where the terms;, = 1/sinig, ¢13 = |wg — QR\/n andcy = a,,, /sinig + apy, |wp — QR]/n
are obtained from Egs. (4.28)-(4.29) imposing- 0.
The control input is given by\vy = —(g10Ly + ¢2d(6L))/dt)ar. The objective here is
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to find the gainsy; and g, which place the poles of the closed-loop dynamic mafkix =

A, — B,GC at the locations desired. The characteristic polynomia\ ofs

|sT — Ac| = s[s* + (bicargs — @py, )8 + b1(apy, C1o + sy c13)g1] = 8[s° 4+ @15 + Gg]  (4.36)

ay (92) = b1c2192 — Qpqy &2(91) = b1(ar21012 + ar31013)91 (4-37)

One of the three poles &, is placed in the origin regardless of the value of the gaiings B
due to the fact that the part of the system depending:pis not controllable byAv;. Indeed

the controllability test matrix

2
b1 ambl ambl

Qctr = (B A,B, AfBr): 0 Qpyy b1y Gy, by (4.38)

0 Qrgy bl Ay Qrgy bl

has rank 2, smaller than the maximum rank 3. Nevertheledseaadcending nodéL, =
k107, + kode + ksou ((Egs. (2.31)-(2.33))) can be controlled by means of vanmetof §u which
compensate the variations &f, andde. The closed-loop poles = (—a; &+ /a7 — 4a»)/2 of
Eq. (4.36) are real (complex-conjugate)df| >= 2v/a, (Ja1| < 2v/a2) anday = bicorgr >

0. If a; > 0 the poles are placed on the left of the imaginary axis of thepgtex plane
and the closed-loop system is stable. Ilf < 0 the system is not stable. These stability
conditions impose constraints on the value of the gains stswed by Table 4.4 whei® is

given by Eq. (4.37). If the poles chosen are complex-congighe contribution of the term

Table 4.4.: Gain constraints

Pole type c21(i) >0andg; >0 c21(i) <0andg; <0
. 2 /a - 2/ a
Real ga > u o < u
bicay bicay
T T 2 V ( T 2 V ( T
Complex s g2 < Oy + 2V Uy T2V < g2 < it
bycay bycor bycay bycay

80



4. Control Methods

—g2(d(6Ly)/dt)ar to the control actiomM vy will be negligible asard(5L,)/dt has an order
of magnitude of 30/86400 m'g74] and the value of, is limited in the range indicated in the
second row of Table 4.4. This means that in order to contsa &) L, )/dt the poles have to
be on the negative real axis since in this way a suitably laedge ofg, can be obtained. The

gains are related to the poles by the following equation

8189 S$1+ S2 + apy,
g1 = 9o ="
b1 (g, C12 + Gy  C13)

(4.39)

bycay

with s1, s, € R™. The gain values chosen as a first guesgjare sgnca1 ) Avyy, /(ardLa,, 4« )
andgy = sgn(ca1) Avry,,, /(ard(0Ly)/dt) srax WhereAvry , Avry,, , ard L, ur (ard(0Ly)/dE) 4
€ R* are limits imposed by design and g1 ) is the sign of,;. The dynamics of the closed-
loop system can be verified and adjusted by computing thespatd Eq. (4.39), adjusting their
placement and iterating the process.

The control input is

Avp = —GCe, = —(gaca10a + gic120%y + gicizdu)ag (4.40)

The following subsystem of Eq. (4.34) is considered for teeednination of the disturbance

gain matrixGq (Eg. (4.20))

d(da)
dt

ar = (ay,0a)ar + biAvr + x4 Yy = arda (4.41)
for which Eq. (4.33) yieldg, = 1/b; and then

Gq = (% 0 0) (4.42)

The termzy, /b, for a small satellite in low Earth orbit has an order of magaé of 10~8
m/s and is absolutely negligible in the computationfaf,. This is not surprising sinc€y4
represents the instantaneous effect of the drag and natéggration over time.

The maneuvers have to be computed at the ascending noderbbeocaxecuted with the
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same effectiveness in any place along the orbit as they lagbkangej« by means of semi-
major axis increments (first row of Eqg. (A.5)). Neverthel#ss along-track maneuvers can be
located [92] in order to be the most effective on the contfahe relative eccentricity vector
componentde, andde,. Solving the second and third of the Gauss equatiors B(k)Av

in v and imposing that the effect of the velocity incremént; is decreasing the magnitude of
de, andde,, the eccentricity vector can be passively controlled wifir@per in-orbit location

[44] of the along-track maneuver:

uy; = arctan (gﬁ) + km (4.43)
€z

k=0 if (de,Avr) <0 (4.44)

k=1 if (de,Avr) >0 (4.45)

In-plane/out-of-plane control with two inputs ( Avr, Avy) and three outputs
(6L, d(6Ly)/dt, 6iy)

In this case, the design of the system is finalized to cortimi¢lative Earth-fixed elements ,
andJ L, at the ascending node by means of along-track and crodsveacity increments. At
the ascending nodd., andd L, are related each other by equatidn, = £,07, + k0L, where

k, andk, are the values displayed in Egs. (2.31)-(2.33). The onlynceaf controlling at the
same time)L, andJL,, is thus selectingi, as one of the controlled outputs. The velocity
incrementAwy to controldi, has to be placed at the orbit’s highest latitude=( 7 /2) in order

to maximize its effectiveness (fifth row of Eq. (A.5)). Theeextion ofAvy will be placed with

the rule of Eq. (4.43). The system componentsArende, from Eq. (4.34) and

b 0 ;
B.— | 0 b G(gl 2 ) (4.46)

0 0 gn
0 0

whereb, = 2/n, by = sinu/n are given by the first and fifth rows of mat& (Eq. (A.5)) and
the term ofB, relating Avy anddu has been omitted by design. The output Ce, is
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5[/)\ 0 Ci2 (13 oa

d(oL

WII —arfen 0 0| |4, (4.47)
5i, 0 1 0) \su

wherec;,, ¢13 andey; are the same as in Eg. (4.35). The system is controllableeasattk of

the controllability matrix is 3. The characteristic polyn@l of A. = A, — B,GC is

|SI — AC| = 83 + (6192021 -+ bggN — CL,«11>S2 -+ [blgl (amclg + (17«31013) + bggN<b192621 — CL,.H)]S

-y, C13b1D2g1gN = 8° + @157 + Qg5 + a3 (4.48)
a1(92, gn) = brgacar + bagn — ary, (4.49)
(91, 92, gn) = b191(ary, 12 + Gpyy C13) + bagn(b1gacor — ayyy) (4.50)
a3(g1, gn) = Gpyy C13b102919N (4.51)

The proper control gains can be found by splitting the pnobie two distinct sub-problems.
The first-guess values gf, g, are the same found solving the problem of the previous sectio
The cross-track maneuver gain is found with the relagan= axdiy,, ,/Avn,, ., Where
Sy axs AUny, .« € RT are imposed by design. The placement of the closed-loos @oid
the dynamic response of the system can then be verified by§ride roots of Eq. (4.48). The

control input is

AUT = [—92621(5(1 — 91(0125iy + clgéu)]an A"UN = —gN<5iyaR (452)

4.3.2. LQR Control

The linear quadratic optimal regulator (LQR) [9] is best edifor a multiple-input/multiple-
output system like that here considered. Here, instead eXirsg a gain matrix to achieve
specified closed-loop locations of the poles, a gain is sotegminimize a specified cost func-

tion A expressed as the integral of a quadratic form in the gtatas a second quadratic from
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in the controlAv
T
A= / [€"(1)CTQyCe(r) + AvT (T)RAV(7T)] dr (4.53)

whereQ = C*(7)Q,(7)C is the6 x 6 state weighting symmetric matrixQ, is weighting
matrix of the outputy = Ce andR is the3 x 3 control weighting symmetric matrix. The

optimal steady-staté/{= oo in EqQ. (4.53)) gain matrixz for system Eq. (4.26) is
G=-R'B"™™M (4.54)
whereM is the steady-state solution to the Riccati equation
~M=MA + ATM - MBR'B"M + Q = 0 (4.55)
The disturbance gain matr&4 for the case of Eq. (4.26) in whicky is constant, is given by
Gq=-R'BT(AS)'MI (4.56)

whereA. = A — BG is the closed-loop dynamics matrik] is given by Eq. (4.55) andlis
the identity matrix. As already remarked in Sec. 4.3.1, 8mniG x4 can be neglected. In the
performance function defined by Egs. (4.53) the quadratim fp’ Qy represents a penalty on
the deviation of the real from the RO and the weighting maf)ispecifies the importance of
the various components of the state vector relative to etier.oThe termAv’RAv is instead
included to limit the magnitude of the control sigis and to prevent saturation of the actuator.
Overall the gain matrices choice is a trade-off betweenrobattion cost (i.e., small gains to
limit propellant consumption and avoid thruster saturagpglienomena) and control accuracy
(i.e. large gains to limit the excursion of the state fronré@&erence value). The choice of the
weighting matrices is done here with the maximum size tepi[10]. The aim of this method
Is to confine the individual states and control actions wifescribed maximum limits given

respectively byy;,, ., andAv;,,, .. The terms ofQ, andR will be thus chosen with the rule
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imposed by the following equations.

Qyii =5 Qyij = J s kl] € R fOI‘ 1 = 1, 273 and ] = 1,2,3 (457)
IMAX 2yiMAX Yinmax
B s
Riy=———, Ry = - , hi €R for i=R,T,N and j = R, T, N (4.58)
AUi2zv1AX ! 2AUiMAX AUjMAX !

The choice of diagonal), andR matrices is usually a good starting point in a trial-anderr

design procedure aimed at obtaining the desired propettidge controller.

4.3.3. Discrete Control

The absolute orbit control problem has been solved in Sex#03.1-4.3.2 in the continuous
time domain. Nevertheless if the regulator has to contreiMilue of the REFE computed in
one specific point of the orbit (e.g. at the ascending notle)ptoblem is defined in the discrete
domain. Fig. 4.8 helps to visualize this important concepgwing the variation with time of
the REFE of the MANGO satellite flying in free motion (Sec. 2)3.The REFE are computed
(Egs. (2.28)-(2.30)) im = u(t) (continuous time domain) and once per orbitiia- 0 (discrete
time domain).

The linear regulators can be design in the continuous dgrasiione in the previous sec-
tions, as long as the relation between the stability comdlith the continuous and discrete
domains is provided. Each closed-loop pején the continuous domain, root of the character-
istic polynomial|sI — A.|, can be mapped into a polg, in the discrete domain in a different

way, depending on the discretization method used, usingbtie following relations

Sip = 1+ Tyys; Euler (4.59)
1
= Euler kwar 4,
Sip = T T, uler backward (4.60)
1 —+ Tdusi/Q .
y = ————— Tustin 4.61
Y0 T Tpsi/2 (4.61)

where the control duty cyclé,;, = pTy, withp € Z™, is also the discretization step multiple

of the nodal period’y.
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The asymptotic stability condition in the discrete domainsi,| < 1. Fig. 4.9 shows the
stability region as mapped from the continuous into therdigcdomain when the discretization
methods of Egs. (4.59)-(4.61) are used. Eulers’s method b of the left half of the complex
plane into points placed out of the unitary circle in the thée domain. This means that,
depending on the discretization stEp, stable poles in the continuous domain may be mapped
into unstable poles in the discrete domain. For this reaser® method is generally not used.
Euler’'s backward method maps the stability region in theicoous domain into a subset of the
discrete stability region. Finally Tustin’s method mapaeiy the continuous into the discrete
stability region.

The linear regulator can be designed in the continuous domigh a proper choice of the
poless; and duty cyclél;,, provided that the stability conditidr; ,| < 1 in the discrete domain

is verified by means of Egs. (4.59)-(4.61).
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Figure 4.8.: REFE computed in u(t) and at the ascending node
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Euler

(0,1)

Euler backward

(0,1)

Tustin

Figure 4.9.: Region of stability as mapped from the contisuouthe discrete domain
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In Chapter 4 the problem of the autonomous absolute orbitralinds been formalized using
the operational parameters and the relative Earth-fixeanpatrization presented respectively
in Sections 2.2 and 2.3. The REFE parametrization has beerfarsthe design of a linear and
a quadratic optimal regulators for orbit maintenance. Tth&esspace representation has been
used for the mathematical formulation of the problem. Th&teay to be controlled has been
described by means of a linear dynamic model including/theonal coefficient of the Earth’s
gravitational field and the atmospheric drag perturbatwnod. An analytical algorithm based
on the control of the phase difference (Sec. 2.2.1) at thateghas been developed for the RO
acquisition and maintenance and validated with the AOK erpent on the PRISMA mission
(Chapter 7).

This chapter is dedicated to the presentation of numerigallations in which the different
types of orbit control presented in Chapter 4 are compared.types of numerical simulations
are carried on. A first set of simulations is based on an orbpggation model including the
gravitational field and a constant atmospheric drag as thearhit’s perturbation force. By
means of these ideal simulations the performance of therdift controllers can be compared
in theoretical design conditions. A second set of simuletiare run to compare the behaviour of
the controllers in a realistic orbit environment. As a casegthe PRISMA mission (Sec. 1.4)
is used. The simulation results are evaluated from a pedoboa and operational point of
view in order to formulate a first conclusion about the adagas and disadvantages of the
different control techniques. The DLR/GSOC simulation folah (Sec. 6.4) is used to make
the analyses. This test platform includes a very accurdi¢ propagator, the control software

and allows the simulation of actuators and navigation srror
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5.1. Simulation Parameters

Two types of numerical simulations were run in order to \atidand compare the control meth-
ods explained in the previous sections. A first set of sinmukgtwas based on an orbit prop-
agation model with the gravitational field and a constantosipheric drag as the only orbit’s
perturbation force. This is also the perturbation model bictvthe analytical algorithm of the
AOK controller (Sec. 4.1) is based. By means of these ideallsitions the performance of
the different controllers could be compared in theoretidign conditions. A second set of
simulations was run to compare the behaviour of the coeti®ih a realistic orbit environment.
Tables 5.1 and 5.2 collect respectively the orbit propaggparameters and the sensor, actua-
tors and navigation models used for the simulations. Theiphlparameters of the MANGO
spacecraft are shown in Table 3.3. The propulsion systefmasacterized by a Minimum Im-
pulse Value (MIV) and a Minimum Impulse Bit (MIB). Consequenthe thrusters can only
realize Avs which are larger than MIV and integer multiples of MIB. Fntimore, the execu-
tion error of the thrusters is quantified by the relatior= |(AV,eas — AVina)/AVenal - 100
where Av,.,,q IS the velocity increment commanded by the on-board cdetraind Av,.,; is
the actual velocity increment executed by the propulsiasiesy. Finally the attitude control
error, which causes thrusters misalignment, is treatedaas$an noise with zero bias and a
0.2° standard deviation in the three spacecraft's body axes.v@hes of the navigation ac-
curacy refer to the magnitude of the absolute position athaktitg vectors in theRTN frame

and are typical of an on-board GPS based navigation syst8m r further details about

Table 5.1.: Propagation parameters

Orbit Propagation Model

Earth gravitational field GRACE GGMO01S 40x40
Atmospheric density Harris-Priester

Sun and Moon ephemerides Analytical formulas [4]
Solid Earth, polar and ocean tides |IERS

Relativity effects First order effects
Numerical integration method Dormand-Prince

RO Propagation Model

Earth gravitational field GRACE GGMO01S 30x30
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the navigation accuracy in the simulations see Appendix B imhial state used for the orbit
propagation is the same shown in Table 4.2 and the run timegsronth. The RO is assumed
to be generated on-ground and uploaded to the satelliteRTnleas been propagated using the
GRACE GGMO01S 30x30 gravitational field (different than the mlagsed for the actual orbit
propagation) to simulate the inaccuracies which also tis¢ deilable model has with respect
to the actual Earth’s gravitational field. The atmosphegngity and solar radiation pressure
models have been calibrated (see Sections 3.3.1 and 3302)ler to have a high degree of

realism.

Table 5.2.: Navigation and actuators accuracy
Propulsion System Accuracy  Value

MIV 7-10~% [m/s]
MIB 7-107° [m/s]
§ 5 [%]
Attitude Control Accuracy Value

Mean 0 [deg]

o 0.2 [deq]
Absolute Navigation Accuracy Value

Mean 3.4 [m]

o 1.6 [m]

5.2. In-Plane Orbit Control

5.2.1. ldeal Simulation Scenario

In these simulations a constant atmospheric drag is thepmrlyrbation force included in the
orbit propagation model and no thruster, attitude and radiag errors are included. The gravi-
tational field model used for the orbit propagation is the GRA&ZEMO1S 40x40 whereas that
used for the RO generation is the GRACE GGMO01S 30x30. Figufearid 5.2 show respec-
tively the ROE and the REFE of the spacecraft in case the avbital system is designed with
the analytical algorithms of the AOK experiment, Eq. (4.4ear) and Eq. (4.54) (LQR). The
REFE are computed at the ascending nade-(0). In Fig. 5.1 only the orbital elements influ-
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Figure 5.2.: REFE (in-plane control)

enced byAvr are shown. Table 5.3 collects the parameters used for tigndefthe linear reg-
ulators (Egs. (4.39), (4.57) and (4.58)). The maneuver dytie imposed in all the simulations

was two orbital periods i.e. the controllers could compuitgé @@mmand maneuvers once every
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Table 5.3.: Regulators design parameters

AOK Linear LOR
8Ly, .y [M] 5 10 10
(dSLy/dt),, . [mis] - 100/86400  200/86400
AVR, A x [M/S] - - 10-¢
Avr,, .5 [M/S] - 1073 1073
AV ax [M/S] - - 107°

third orbit. The execution of the maneuvers takes placeesaasitending node for the analytical
controller and is placed with the rule of Eq. (4.43) for theelr regulators. Figures 5.1 and 5.2
show how the phase difference vector comporent is maintained in its control window by
means of along-track maneuvers which change the value ajrthits semi-major axis. The
guided time evolution ofa determines that ofu and thus the timing of the real with respect to
the virtual spacecraft in passing at the ascending nodg2E2)). The different time evolution
of u with respect to that in free motion can be observed compdfiggres 3.13 and 5.1. The
drift of the phase difference vector componeét, is actually used to compensate the drift of
o1, in the control ofo L, (Egs. (2.31)-(2.33)). The correct placement of the maneuakows
the control of the eccentricity vector (and thug by the linear regulators whereas the analyti-
cal controller has no eccentricity vector control cap&pdis it executes the maneuvers only at
the orbit’s ascending node. Fig. 5.3 shows the orbital magrsucommanded by the on-board
controllers and executed by the spacecraft thrusterseablcollects the control performance
and the maneuver budget. The goal of controliig by means of along- and anti-along-track
velocity increments is achieved by the three controllethwery similar performances. The
main difference between the AOK analytical controller amel mumerical regulators is that the
AOK’s maneuvers computation is based on a long term prediaf o highly dependent on
the correct estimation of the semi-major axis decay #atelt. On the other hand, the linear
regulators compute the orbital maneuvers with a pure feddlogic based on the values of the
control gains. This fundamental difference between thedwrrol strategies is demonstrated
by examining Fig. 5.3. The linear and LQR regulators comngnodps of equal sized consec-
utive maneuvers¥ 8- 10~ m/s) at non-regular time intervals whereas the AOK contystem

commands larger maneuvers 2.5 - 10~2 m/s) at a deterministic maneuvers cycle of two days.
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Figure 5.3.: Commanded and executed orbital maneuvers
Table 5.4.: Control performance and maneuver budget witilane control

O0L,[m] Min Max Mean o RMS | Avy[m/s] Min Max  TOT
AOK -74 92 018 36 3.6/ AOK 0.0018 0.0025 0.0373
Linear -0.6 9.9 53 1.7 5.6] Linear 0.0007 0.0011 0.0379
LQR -1.2 91 48 18 b51|LOR 0.0007 0.001 0.0374

budget, if it

simulation.

The AOK algorithm has an optimal control performance, imgiof control accuracy anflv
has an accurate knowledge of the semi-maja decay rate as in the case of this
The constant value of the atmospheric densiggldor the orbit propagation was in
fact given as input to the AOK software to simulate a very aat@ion-board estimation of the

semi-major axis decay rate.

5.2.2. Realistic Simulation Scenario

These simulations were run using the parameters of Tablearsl 5.2. The regulators have
been designed with the same parameters of Table 5.3 withxtteppton of the imposition of
0Ly, .« = 15 m for all the regulators. Figures 5.4 and 5.5 show respdygtie ROE and the
REFE of the spacecraft. A RO acquisition based on the confrélLg (Sec. 1.4) has also

93



5. Numerical Simulations

Ly - N

P
ok g -
_— ? i ? =

I . I . I I . .
04/Jul  06/Jul  08/Jul  10Jul  12/Jul  14/Jul  16/Jul 18

=

i . I . I . I . .
22/dun 24/ Jdun 26/Jun 28/ Jun 30/Jun 02/Jul Jul

40 : : ;

60— ‘ ‘ ‘ ‘ PR R T R
80 22un 24lun 26lJun 28Wun 30Wun 02Wul 04Jul 06ul 08iJul

0———

-
e

<

c

-

N
=L
£

a

&

<

=

-

-

C

=

-

©

«*

Jul

PN e gt
P oy st

R s ]

. ‘ A R B . ‘ T ‘ ‘ ‘
220Jun  24/un 26/Jun 28Mun 30Wun 02Wul 04/Jul 06/Jul 08Wul 10Wul 12Wul 14iJul  16iJul 18kl
10000 : ‘

6000 - _7AOK

4000" L
2000 B ===Llnear

or R Y il Lo LQR

22/Jun  24/Jun 26/Jun 28Mun 30/Jun 02/Jul 04/Jul 06/Jul 08Jul 10/Jul 12/Jul  14/Jul 16/Jul 18/Jul
Time [d]

asdu [m]

Figure 5.4.: ROE (in-plane control)

aSLA [m]

150
L \ |
e > ol S Y SR s

22/dun  24/Jun 26/Jun 28Jun 30Jun 02/Jul 04/Jul 06/Jul 08/Jul 10/lJul 12Jul 14/Jul 16/Jul  18/Jul

z C ]
- a0, e il i :
8 20007 et

50
40
30
20
10

i —AOK

. : ==-Linear

(L mtameter N ‘ ‘ ‘ ‘ ‘ ‘ ‘ [ LGR

22/dun  24/Jun 26/Jun 28Jun 30Jun 02/Jul 04/Jul 06/Jul 08/Jul 10Mdul 12dul 14Jul 16/Jul 18/Jul
Time [d]

ash [m]

Figure 5.5.: REFE (in-plane control)

been simulated. Table 5.5 collects the control performamckthe maneuver budget during the
steady state phase following the RO acquisition. The degi@u of the control performance

with respect to the ideal case (Table 5.4) is mainly causethéyinclusion of the on-board
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Table 5.5.: Control performance and maneuver budget witilane control

6L)[m] Min Max Mean o RMS | Avy[m/s] Min Max  TOT

AOK -37.2 233 -9.8 135 16.7 AOK -0.0078 0.0107 0.0942
Linear -154 240 6.5 7.8 10.2 Linear -0.0044 0.0112 0.0946
LOR -13.3 245 3.9 75 84| LQR -0.0049 0.0114 0.1228

navigation error in the simulation model. The placementhef maneuvers with the rule of
Eq. (4.43), not optimized [44] from time to time, is not sutkict for a strict control of the

relative eccentricity vector as the solar radiation presgerturbing force is this time included
in the orbit’s perturbation forces and the orbit is not azéo eccentricity. The AOK controller
has in this case the additional disadvantage of inacclwgacithe on-board estimation of the
atmospheric drag [72,74] and for this reason has a contooiracy performance slightly worse
than the linear regulators. The reliance of the AOK anadytoontroller on a correct on-board
estimation of the atmospheric drag can be noticed compdiggres 5.3 and 5.6. The loss
of accuracy in the on-board estimation @f/dt [74] entails the loss of determinism in the
maneuver cycle. Table 5.6 offers an overview of the diffepgrie placements in open- and

closed-loop.
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The LQR is able to find an optimal placement for all the poleslevthe linear in-plane
regulator can instead place two poles only. Neverthelekspg andsg by which depend the
control of 6L, andd(dL,)/dt using along-track velocity increment are placed in a sinvilay
by both methods. Fig. 5.7 shows the mapping of the poles flentontinuous to the discrete
domain when the Tustin discretization method (Eq. (4.&L)ised. The values of the poles used
for the design of the regulators in the continuous domainajuae the system stability also in
the discrete domain. The stability in the discrete domainld/aot be kept with the use of the

Euler discretization method.
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Figure 5.7.: Mapping of continuous to discrete poles with Tlstin discretization method
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Table 5.6.: Poles

Open loop Linear in-plane LQR in-plane In/out-of-plane
si O - -8.7710-10-8.7810°1%) -
ss O - -8.7710719+8.7810719) -
s3 -2.38107'2 - -3.161072-6.1210"7 -
sy -5.711077 0 -3.161072+6.12:1077j  -3.5610~"
ss -1.94107°+4.35] -1.61107! -2.87107! -1.62:107!
s¢ -1.94107°-4.35] -7.72107° -1.93107* -1.1510~4

5.3. In-Plane/Out-of-Plane Orbit Control

Figures 5.8 and 5.9 show respectively the ROE and the REFEeddgacecraft in case of in-
plane/out-of-plane orbit control realized with the lineantroller of Eq. (4.52) and in a realistic
simulation scenario (Table 5.1). The gains were computgdgimg the limitsL,,,,, = 10 m,
(d6Ly/dt),, ., = 100/86400 m/s andi,,,,, = 40 m on the outputs andvy,,,, = 1-1073
andAvy,, ., = 1.5- 1072 m/s on the inputs. The value 6f,,, ,, was chosen to keefL,, in a
control window of 1500 m. The duty cycle imposed for the iay maneuver at the ascending
node was 4 orbital periods (6 hours) and 8 (12 hours) for theobplane maneuvers placed
atu = w/2. Unlike the case of the previous section, all the three statedi, and ju are
controlled as all the poles are placed on the left of the imegyi axis (Table 5.6). As expected
the out-of-plane velocity increments allow the controbaf,. The same considerations of the
previous section regarding the in-plane control are vaticehIn Fig. 5.8 one can also observe
thatdi,. is not influenced at all byAvy as the out-of-plane maneuvers are executed only when
u = /2 (Eq. (A.5)). Fig. 5.10 shows the orbital maneuvers commdrule the on-board
controller and executed by the spacecraft thrusters. Alaeguaneuver cycle of the in-plane
and out-of-plane maneuvers cannot be detected.

Table 5.7 collects the control performance and the manduwdget. The in-plane control
accuracy and cost is very similar to that of the simple lineantroller of the previous section
(Table 5.5). The out-of-planAwv spent is 0.51 m/s, rather expensive compared to the in-plane

maneuver budget. These simulations results confirm thahtp&ane and out-of-plane control
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problems can be treated separately in the design of theategul
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Figure 5.10.: Commanded and executed orbital maneuvers

Table 5.7.: Control performance and maneuver budget wifilane and out-of-plane control

6L [m] Min Max Mean o RMS | Av[m/s] Min Max TOT
0Ly -175 26.3 2.4 6.7 7.1 Avy -0.0021 0.0032 0.094
0L, -153.9 1269.2 403.4 293.1 4986 Avyn -0.0044 0.0312 0.51

5.4. Discussion

The control methods presented in Chapter 4 have been validai® compared by means of
numerical simulations. The linear and quadratic regulaéme a performance similar to the an-
alytical (AOK) controller. Despite the fact that the lingagulators here considered can place
two to three poles only on the left of the imaginary axis, tipgirformance is comparable and
in some cases better than the LQR regulator. In a realistialation scenario the degradation
of the control performance with respect to the ideal caseaisiycaused by the on-board nav-
igation error. The AOK controller has in this case the addii disadvantage of inaccuracies
in the on-board estimation of the semi-major axis decay anthis reason has a performance
slightly worse than the numerical regulators. The mainedéhce between these methods is

that the maneuvers’ computation by the analytical cordgra#i based on a long term orbit pre-
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diction whereas the linear regulators compute the conttibias with a pure feedback logic
based on the values of the control gains. The accuracy ofrbie mmodel plays therefore a
critical role in the implementation of the analytical caiker. For the implementation of the
numerical feedback regulators, the critical issue is nefatediction accuracy of the model but
its reliability in defining the stability conditions of thdosed-loop system in the determina-
tion of the gains. The PRISMA analytical controller has destated in-flight to be robust,
cost-effective and capable of very good control accuratéth the on-board availability of an
accurate orbit model, this type of analytical controlles laa optimal control performance in
terms of accuracy and costs, and a deterministic maneuyele whose duration depends on
the size of the control window. On the other hand, the nurakregulators have a simpler flight
software implementation and an enhanced flexibility givethie possibility of varying the type
of on-board controller simply by uploading to the spacdatédferent gain configurations. The
type of control of these feedback systems is in fact entiaelgrmined by the type and value of

the gains.
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Architecture

The practical implementation of an on-board autonomoug odmntrol system implies the so-
lution of problems concerned with the software developmealidation and testing and its
integration in the overall spacecraft flight-software. Tdexvelopment of the control system
is driven by a compromise between control performance rements, on-board computer re-
sources limitation and mission operational constrainksés Thapter deals with the development,
testing and on-board integration of the absolute autonesnodoit control system on-board the
spacecraft MANGO of the PRISMA mission (Sec. 1.4). Though thia mission specific im-
plementation it stems from a general approach that can deedpp any other mission in LEO.
After a general description of the model-based design amprand the system architecture, the
attention is focused on the PRISMA/DLR flight software depetent and testing to which the
author of this thesis has given a fundamental contribufldre technological aspects implied by
the realization of the autonomous orbit control systenetesi-flight with the AOK experiment

are explained.

6.1. Software Design

6.1.1. Model-based Design Approach

Model-Based Design (MBD) is a mathematical and visual metbothk realization of complex

engineering systems and it is also applied in designing dddstsoftware. The MBD approach
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6. On-board Orbit Control System Architecture

[122-129] is considerably different from traditional dgsimethodology. In this method, com-
plicated systems can be created by using mathematical swa@ksenting system components
and their interactions with their surrounding environmédther than using complex structures
and extensive software code, blocks with advanced furaticmaracteristics are defined. These
blocks, assembled in a complex system model and used withaion tools, can lead to rapid
prototyping, software testing, and verification. This aygmh raises the abstraction level for
the development in order to allow an efficient handling ofraw@re complex systems. En-
gineers can continuously test the design as it evolves,katngdt against requirements and
finding mistakes earlier in development when they are easiériess costly to correct. In ad-
dition, model-based design automates code generatiohda@rmbedded system by eliminating
the need to hand-code the guidance, navigation and cotgaritams. By introduction of ad-
vanced, automated code-generation technology these snwaleblso be used as the input to an
automatic code generation tool for embedded systems. Haedin-the-loop simulations are
also enhanced by this approach and the testing of dynanactefbn the system can be done
more quickly and efficiently than with traditional designtimedology.

The MBD process consists of four main steps. The first phas#vies the definition and
design of the objective system and the identification ofesystomponents. The next step
is the implementation part in which the system componergsrathematically modelled and
a suitable software code in a selected language is genex@atetpblement the system. For
embedded systems, the preferred programming language is-CAfter the code development,
the next step is validation and testing by means of simuiatidf the tests show that there are
mistakes in the system design, then system designer shexide this design and pass it to code
developers to implement the revised system. Finally whernirtiplemented system has been
validated and extensively tested the production of emb&ddde generation can start.

A model-based design method is used for the complete ordlagplication software of the
PRISMA mission. To this end, the on-board software is implet@e in MATLAB/Simulink
blocks which are then auto-coded wieal Time Workshoand executed under the operating
system Real-Time Executive for Multiprocessor Systems (REB[Eon the on-board LEON3

processor [129,135].
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6.1.2. Design Strategy

The PRISMA on-board software main development and simulagiovironment was realized
with MATLAB/Simulinkby Mathworks. All high-level application software is imphented as
Simulink models. Furthermore, the data acquisition andihag, the telemetry and telecom-
mand interface as well as the application tasks schedudimgorporated within Simulink mod-
els. Basic software, consisting of device drivers, interhgndler etc. and other platform de-
pendent software is programmed in handwritten C/C++ [123,12& the basic software, the
Gaisler Research RTEMS Cross Compiling System [126] is useddeglopment and debug-
ging. All the hardware interfaces work via the basic sofevalhe Application Software is
as far as possible platform independent, i.e. easily paaeshother hardware platform and/or
using another real time operating system (RTOS). Criterfaragtionality, code efficiency, pre-
dictability, verifiability and simplicity have been empley in the development strategy for the
on-board software system architecture. The simplicitiedon has received special attention

in the development of the PRISMA on-board software architect

6.1.3. System Architecture

The on-board software (OBS) architecture is structured mrvain layers consisting in a Ba-
sic Software (BSW) level and an Application Software (ASW) le@mmunicating with each

other through dedicated message queues. The BSW includesipstem applications, device
drivers and I/O-utilities. The ASW includes all the top-é¢applications like spacecraft control
and telecommand (TC) and telemetry (TM). The ASW consistswimaber of application com-

ponents each one encapsulating a logically-grouped fumality. Each application component,
with its uniform internal structure and interface, is execlvia an Asynchronous Monotonic
Scheduler (AMS) with a specified sample time and prioritye External data stores provide
access to the Remote Terminal Unit (RTU) components. Thenakelata store is used for
communication between the application components. Flgsiows the internal structure of an
application core. The input section includes the procgssifnncoming TCs, the external data

e.g. from sensors, and internal data from other applicat@mnponents. The application core
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Figure 6.1.: Internal structure of an application compafi£a8]

contains most of the components’ algorithms. The output@estores the external output vec-
tor and holds a component which invalidates already exgdasensor data. The worker sends
actuator commands, housekeeping data and provides otblezadion core’s services. Finally,

the supervisor implements the failure detection isolatind recovery (FDIR) functions.

6.1.4. Guidance, Navigation and Control Application Cores

An application core is implemented as an input/output fiamctThe function retrieves the input
vector, executes its algorithms and delivers an outputove&ach application core runs with
a basic sample time. The execution time of each algorithnhenaipplication core has to be
smaller than the basic sample time. For this reason theiddge with a considerable com-
putational demand cannot be executed in application coitissmall sample times. Most of
the guidance, navigation and control (GNC) algorithms beéiedjcated to sensor data process-
ing and filtering, have limited computational requiremeautsl can therefore be grouped into
a GNC application component which runs at a rate of 1 Hz. Thwga#ion task of absolute

and relative on-board orbit determination based on GPSidatestead computationally very
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Table 6.1.: Application components for GNC software
Component Sample time [s] Features

BSW 1 Direct interface with the GPS hardware
ORB 30 Absolute and relative on-board orbit determination
GNC 1 Majority of GNC algorithms

demanding and may thus not be integrated into the GNC apiplicaomponent. The ORB
application component which runs with a sample time of 30/3QHz) has been therefore
defined. The ORB allows a proper separation of computation@hsive GNC algorithms from
less demanding ones. The software functions which interéectly the GPS hardware are
located in the BSW application component which runs at a rafeldz. The software archi-
tecture for navigation, guidance and control must thus itaticeaccount the specific application
components for PRISMA and associate functional tasks wahaghpropriate application com-
ponents. Table 6.1 resumes the main features of the apphaaimponents of the GPS-based

flight software.

6.2. Guidance, Navigation and Control Software

Architecture

6.2.1. Top-level Architectural Design

Fig. 6.2 shows the top-level architectural design of the BLEPS-based flight software on the
MANGO and TANGO spacecraft [94,143]. The application caB&V, ORB and GNC are
implemented as tasks with different priority with samplads respectively of 1, 30 and 1 s.
The software is structured into the subsystems GPS inte(fatF), GPS-based Orbit Deter-
mination (GOD), Autonomous Orbit Keeping (AOK), GPS-bagathit Prediction (GOP) and
Autonomous Formation Control (AFC), according to their fumical objectives. The depicted
architectural design emphasizes the flow of informationciwhs directed from bottom to top.
The sensors and actuators involved in the GPS-based GN@dnalities are represented in
Fig. 6.2 by the boxes GPS, SCA (star camera), ACC (acceleron&t® (magnetometer),

105



6. On-board Orbit Control System Architecture

BSW (1 s) ORB (30 5) GNC (1 s)
MANGO GPS GPS Data Orbit Data
[y A
MANGO|Attitude ! !
SCA " : y :
)
ACC MANGO Maneuvers m
CMD
MANGO
ISL v
THR
GPS
TANGO GPS
MM
TANGO Attitude
88 TANGO

Figure 6.2.: Simplified scheme of the software architecture

SS (sun sensor) and THR (thrusters). Solid lines indicata dariables which are directly
exchanged between application cores, while dashed lipgegent variables which are condi-
tioned and filtered by auxiliary on-board software modutest (ndicated).

GIF is located within the BSW application core and receivesrtiessages from the opera-
tional Phoenix-S receivers [105] on MANGO and TANGO. GIFfpans message validation,
editing, and extraction and stores the extracted raw GP&fdaaccess by the orbit determi-
nation function. GIF provides to the OBS the GPS time for oarlddime synchronization and
writes GPS data and internal status parameters to a datx bofffurther download as house-
keeping data. GPS raw measurements are read as internddyd&@D which is part of the
ORB application core. GOD implements an extended Kalman fit@rocess GRAPHIC ob-
servables as well as single difference carrier phase measmts from MANGO and TANGO.
Attitude data from both spacecraft are applied to correctiie GPS receivers antenna offset
with respect to the spacecraft center of mass. Furthermadnestory of maneuver data is pro-
vided to GOD and taken into account in the orbit determimetiaek. GOD performs a numerical

orbit propagation which is invoked after the measuremedatgand provides orbit coefficients
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for interpolation to GOP for both spacecraft. As a result,f>a@utputs MANGO and TANGO
orbit parameters which are also stored internally. Thesampeters are then accessed by GOD
in the next execution step to compute position/velocitynat successive measurement times
and by the orbit prediction function located in the GNC cdree GOP subsystem retrieves the
on-board time, or Spacecraft Elapsed Time (SCET), and theawéfficients which have been
generated by GOD. These parameters are used to compute lddtespf the MANGO and
TANGO spacecraft position and velocity at the SCET. In theedhsat orbit maneuvers have
been executed in the past interval, GOP generates a new addibfoefficients which is used
internally until a new set is provided by GOD. Auxiliary imfoation provided by GOD is ap-
plied by GOP to derive accuracy related information on theNMGO and TANGO states. Due
to the different data rates of the GPS-based navigation tesdarbit maneuvers data have to
be taken into account in both GOD and GOP. In particular gt €&C core step, the GOP task
accounts for maneuvers which have not been considered by B@i2 last orbit determina-
tion/prediction process.

Among the users of the GPS-based navigation data the AFC @kdmodules are located
in the GNC and ORB cores respectively. AOK is dedicated to teeipe autonomous absolute
control of MANGO'’s orbit whereas AFC controls the two spaedicrelative motion. The
required velocity increments computed by these two moguasch are activated only when
the spacecraft is put in AOK or AFC mode [89], are providechnan-board flight software for

the execution.

6.2.2. Subsystems Implementation

Fig. 6.3 shows the BSW, ORB and GNC application cores as theyrglemented in MAT-
LAB/Simulink. At the lowest level, the subsystems GIF, GODDE AOK and AFC, which
form the inner structure of the cores as depicted in Fig. éohsist of S-functions provid-
ing a C/C++ interface to the application software [127]. Th8skinctions are hand-coded
in C/C++ and are based on the libraries of Montenbruck and @l [n particular, C++ low
level routines, which are interfaced with MATLAB/Simulinkgh level structures, represents

the computational layer of the software system includingefcample numerical integrations,
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Figure 6.3.: Simulink subsystems implementing the BSW, ORB@NC application cores

data filtering, etc. MATLAB/Simulink provides instead thencmunication layer, including in-

put/output interfaces, complex logics, time synchronarat The prototyping of the software
as well as the related analysis and simulations are perfbifiret on a host standard laptop
PC in a MATLAB/Simulink environment. All the functions caneth be auto-coded using the
MATLAB tool Real Time Workshop and executed under the opegaiystem RTEMS on the

target LEONS3 processor. The full consistency of the fligtitvgare generation chain can thus
been verified by comparing relevant outputs generated bgdfteare running on the host and

target computer.

6.3. Autonomous Orbit Keeping Software Module

6.3.1. Top-level Architectural Design

Fig. 6.4 shows the inner structure of the ORB core which inetuthe software module GOD
and AOK. The AOK module is dedicated to the autonomous oditrol of spacecraft MANGO

and implement the analytical algorithm presented in Sec. When the spacecraft MANGO
is put in AOK mode (Chapter 7), the GOD is put in solo navigatioode and only the GPS
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Figure 6.4.: Inner structure of the ORB application core

data of MANGO are considered by the on-board orbit estimapimcess. AOK receives the
navigation data from GOD and at each ascending node passutesnbe actual value of the
LAN and compares it with the reference value. If the differebetween the real and reference
LAN has exceeded the imposed limit, an along-track maneisv@mmanded. The inputs and
outputs of AOK are listed in Tables 6.2 and 6.3. The AOK’s itgpeonsist of navigation data
and TCs. The TCs include parameters for the controller cor#tgur and a 3.2 days seg-
ment of the RO to be stored on-board the spacecraft. The tsutptiude the time and value of
the eventual commanded orbital maneuver, the telemetgnpeters for the monitoring of the
AOK module and an error diagnostics status byte. AOK, asyebeiR’s flight software mod-
ule, outputs a status bytes indicating anomalies deteatadgithe execution of the software

instructions. This functionality provides also input teespic Fault Detection Isolation and
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Table 6.2.: AOK software module input

Input variable Type(size) Description
enableFunction_DLR_AOK boolean(1) Flag for AOK activation
DLR GNC_SCET uint32(2) GPS integer and fractional seconds since

initial epoch GPS

DLR_MAIN_stateEME double(8) MANGO position and velocity in ECI

frame
DLR_GPS_UTC double(1) Leap seconds
MANGO'’s ballistic coefficient and esti-
ORB_GOD_aux double(11) mated position components vector stan-
dard deviation
ORB_GOD_status uint8(1)  GOD status byte
TC_DLR_AOK double(121) AOK telecommands

Recovery (FDIR) algorithms implemented into the on-boardvefe. The objective of this
measure is to improve robustness and continuity of the sysigerations, independent from
ground contacts. Table 6.4 shows the structure of the AOKistayte. If AOK is put inidle
mode, the execution of the software breaks and the code isaumally at the next call. If a
resetoccurs, the execution of the software breaks, the valueroédaternal variables is put to
zero and the code is run at the next call. If the input navagediata are not valid AOK is put in
idle mode (bits 0 and 1). If one of the check on the inputs resulgaitinge, AOK is automati-
cally put inresetor idle mode (bits 2 and 5) and recovered once the value of the inpststs
valid. lllegal operations (e.g. divisions by zero or squarets of negative numbers) detected
by means of checks on the variables included in a computat@onalso trigger theesetor idle
states. Bit 3 is set when an orbital maneuver has been issgedssiully whereas bit 4 is set
if the maneuver size is larger than a predefined threshold Bitlicates that the RO uploaded

from ground has been correctly stored on-board. Bit 7 ind#hat the RO stored on-board

Table 6.3.: AOK software module output
Output variable  Type(size) Description
AOK_dv double(3) Size of commanded orbital maneuvers in RBlhe
AOK_dv_time uint32(2)  Time of commanded maneuvers (stattiist pulse)
DLR_TM_AOK  double(36) AOK telemetry parameters
DLR_AOK status uint8(1) AOK status byte
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Table 6.4.: Structure of AOK status byte

Position Value
in byte  [hex]
0x01 Max. navigation error exceeded Put AOK inidle mode
0x02 Invalid navigation input Put AOK inidle mode
0x04 AOK reset -

0x05 Maneuver successfully issued -

0x10 Maneuver size is too large Reset AOK

0x20 AOK in idle mode -

0x40 RO uploaded and stored on-boarel

: : Switch to on-board RO
0x80 Stored RO is expired or AOK in idle mode

Description AOK FDIR

N oo~ wNEO

is expired. In this case AOK is put iidle mode until a new RO segment is uploaded to the

spacecraft or the on-board RO generation is switched-dmsifaption is active.

6.3.2. Basic Logic of the AOK Controller
Top-level Logic

The flowchart of Fig. 6.5 shows the top level logic of the AOKdute of the MANGO space-
craft. AOK, which runs with a sample time of 30 s, receivesent navigation data directly
from the GOD module. The orbit controller is activated onfyce per orbit at the ascending
node. A fundamental process run at each AOK call is the RO gemant. As depicted in
Fig. 6.6 this process is dedicated to extract the RO datareshby the controller at the next
AN pass and check their validity. The RO can be generatedoandbor on-ground and then
uploaded to the spacecraft. In case of on-ground generatimnstored on-board in a buffer
which contains 50 reference longitude and semi-major axiises at the ascending node and
their GPS times, corresponding to a RO segment of 3.2 dayse @mew RO segment is up-
loaded the buffer’s index is locked in the position correxting to the next AN. In case the RO
stored on-board is expired and not replaced the AOK modulggoanidle mode or switch to
on-board RO generation if this option has been activated &g of a dedicated TC. The RO
is propagated on-board using a GRACE GGMO01S 20x20 gravitdtfaid model and an initial

state given by the on-board navigation
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Figure 6.5.: Simplified scheme of the software architecture
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Maneuvers computation

Table 6.5 collects the conditions by which a maneuver is agetband commanded by AOK
and how the maneuverdwv is computed for each conditionAL 4y is the LAN deviation,
AL,,., and ALy 4x are respectively the lower and upper limits of the contraiduaiw, 7,,, is
the time elapsed from the last executed maneuvgr,:, andr have the same meaning as in
the previous sectiorf,; and7},, are the duty cycles imposed respectively for anti-aloagkr
and along-track maneuvers. The need for a maneuver andhitsutation and execution is per-
formed only at the ascending node. For the rest of the oADK controller performs routine
state and telecommands validity checks, RO managemendtapes if required and evaluates
the satellite’s position with respect to the ascending ntdeases I, Il and 1V of Table 6.5 the
maneuverAv is the sum of the maneuver required to bring the preaento null and that to
obtain theAa,. computed as in Table 6.5. In case Il the value\afis simply brought to zero.
In all casesAwv is computed by Eq. (4.5). For nominal system and environaleainditions,
conditions | and Il occur during the steady-state contralggh Condition | (II) implies that the
absolute value of the LAN deviation exceeds the upper (IpWimit of the control window, its
absolute value is increasing with time and a time greater the@ imposed duty cycle is elapsed
from the last executed maneuver. In case | Eq. (4.9) is ugettiéocomputation oA L. as the
smoothmaneuver is the cheapest one. In case Il the cheapest mangbwvimging the value
of Aa to a null value in order to invert the sign @i\ L/dt (see Fig. 4.2). Condition Il (1V)
implies that the absolute value of the LAN deviation excdaddsupper (lower) limit of the con-
trol window, the LAN deviation value tends by free motion &urn within the control window
but too slowly ag.,,,...:», > 7 and an acquisition maneuver is allowed if a time greater than

imposed duty cycle is elapsed from the last executed mane@Queadition7;, > 7 imposes that

Table 6.5.: AOK maneuvers computation

Condition Aa, AL,
. ALAN > ALJVIAX & dALAN/dt >0& T, > Td+ Eq (42) Eq (49)
1. ALANSAme&dALAN/dt<O&Tm>Td_ Aa -

. ALay > ALyax & dALan/dt < 0 & topmootn > 7 & Ty > 7 & Thy > Tys  EqQ. (4.2) Eq. (4.11)
IV. ALony < ALpin & dALan/dt > 0 & tomootn > 7 & Tn > 7 & T > Ty. EqQ. (4.2) Eq. (4.14)
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a new acquisition maneuver can be issued only after atimeslapsed from the last executed
maneuver. The accuracy of the maneuvers’ computation isrdkgmt on the correct estimation
of da/dt as can be noted considering Egs. (4.2), (4.11) and (4.14¢. s€mi-major axis de-
cay rateda/dt is estimated on-board by the AOK controller using the procediescribed in
Sec. 4.1.4.

6.4. Software Development and Testing Environment

The GPS-based flight software described in the previousosscivas tested extensively as a
standalone unit prior to its full integration into the spa@dt on-board computer. Thank to
the model based design of the PRISMA on-board software, gte tan be executed on dif-
ferent platforms in a fully consistent manner. This testapproach allows a seamless tran-
sition between offline simulations performed on a laptop R@ eeal-time hardware-in-loop
tests comprising real Phoenix GPS receivers [105] (the @&e&wers on-board the PRISMA
satellites) and a 2x12 channels Spirent GSS7700 GPS sigmalbsor [108]. Furthermore the
complete application is ported to a RTEMS environment in ®NE3 board, representative
of the PRISMA on-board computer. Figures 6.7 (a and c) givenarsatic view of the flight
software development and testing environment at DLR wiseFggures 6.7 (b and d) show the
integration and testing environment at SSC [131].

In a first phase, the flight software, wrapped through dedat&imulink S-functions, is exe-
cuted on a standard laptop PC (Fig. 6.7.a) and stimulatedffieyeht sources of raw GPS data.
The simplest simulations make use of emulated GPS measntegenerated by the Phoenix
EMulator (PEM), a software which simulates GPS data. PEMWala realistic modelling of
measurements issued by a GPS receiver in LEO. More spelgifie&lM emulates the output
messages for raw measurements, navigation solutions aaddast ephemerides generated by
the Phoenix GPS receiver. As a next step raw single frequeR& data (from JPL's BlackJack
receivers) collected during the swap phase [155] of the GRA&I&Iges (on 9-10 December,
2005) are used. During this period, both the GRACE satellitesevflying in close formation

(baseline <10 km, minimum separation around 400 m) on tvgigii different orbits. Before
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Figure 6.7.: Software development and validation at DLRYand SSC (b, d) [131]

the launch of the PRISMA satellites, this constituted they @vkilable set of real GPS data for

satellites flying in close formation.

In a second phase the flight software is validated in reat-timough the inclusion of hard-

ware in the loop. The offline software blocks in charge of nrica orbit propagation and

Phoenix receiver emulation (Fig. 6.7.a) are replaced byl2 2kannels Spirent GSS7700 GPS
signal simulator and two Phoenix GPS receivers (Fig. 6fdlb) representative of PRISMA's

flight units. The flight software is still integrated in a puvATLAB/Simulink environment

with the introduction of dedicated S-functions for datadieg/writing from/to serial ports of the

host PC. The preliminary evaluation of the memory usage angppatational load of the DLR’s

flight software is performed on a LEON-3 microprocessor FRArd which is representative
of the MANGO spacecraft on-board computer. The OBC is baseal BRARC V8 processor,
clocked at 24 Mhz, and is complemented by a GRFPU Floatingt Rbiit. All RAM blocks

116



6. On-board Orbit Control System Architecture

(cache and register-file memory) are Single Event Upset |Sittected. MATLAB/Real-
Time-Workshop is used to automatically generate C-code biteoMATLAB/Simulink tests
previously executed on the host PC. The generated code islednapd linked with the hand-
written C++ flight software libraries (i.e., the S-functiomappers) using the RTEMS cross-
compilation system (RCC).

The SCC/SATLAB (Fig. 6.7.b) is a real-time system which inésdhe two flight on-board
computers, a Target PC and the Rocket And Multi Satellite E@3é&ctrical Ground Support
Equipment) System (RAMSES). Except for the OBCs, all the hardwaits are simulated by
the real time Satellite simulator (SATSIM) [130]. The simtibn input is the control com-
mands received from the on-board software and the outpudts fdiom the simulated units,
described by sensor, actuator, power and thermal modelb.tBetspacecraft and the simulator
are commanded from the RAMSES software with help of procedaripts thereby making it
possible to automate the tests. Since the timing is handigtidscripts the tests can be re-
run, making the timing of the tests deterministic. There sgaificant advantage in using the
same control environment during both test and operatidvesflight procedures currently used
by the operational team are the same developed and used) diogitest and validation of the
two spacecraft. With this configuration there is also thespmiéty to test and attend to timing
issues of the space segment on ground before it is used to @odhthe real spacecraft pair in
orbit. The test environments of Figures 6.7.b and 6.7.c \wwegrated to form the test platform
shown in Fig. 6.7.d.

Finally, the spacecraft system level test campaign caneisa series of tests performed on
the Flight Model (FM) spacecraft and on a bench test enviemrinmvolving Engineering Model
(EM) and FM hardware. The tests are aimed towards verifyliegsy/stem level requirements.
For the GNC subsystem, the tests have two main groups: operclased-loop tests. The
open loop tests must verify the sign of all different sertseactuator loops. This is done by
stimulating the sensors and looking at the software’s nesp@nd the behavior of the actual
actuators. The closed loop tests consist of a subset of #redos performed in SATLAB.
The difference between this environment and SATLAB is thé environment uses the real

interface electronics between sensors/actuators.
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6.4.1. Software Tests

One of the greatest advantages of the software design aetbgevent approach described in
the previous sections is that it allows the test of the fligiitvgare performance directly on the
on-board spacecraft computer [132]. Different tests typials were executed at DLR for the

validation of the PRISMA’s flight software.

1. Long-term runs reproducing, on the LEON3 board in a RTEM#renment, the func-
tional tests performed on the host PC. Each MATLAB/Simulinkdelas used to auto-
matically generate C-code via RTW. The C-code is then comgitetllinked with the
handwritten C++ code (S-function wrappers) using the RTEMSscompilation sys-
tem.

2. Dynamic memory allocation tests to determine the usagffeedieap. The dynamic mem-
ory allocation of each software module (GIF, GOD, GOP, AF@ AQ®K) is monitored
to determine if memory leaks exist in the heap region of th©&NB board RAM.

3. Max-path unit tests to determine the maximum CPU load df saftware module. Each
software module is stimulated with specific constant inplié provides the maximum
computational effort on the LEON3 board.

The analysis of the software execution times [135] has speterest because it allows to verify
if the different software modules comply with the maximdbeated CPU loads. Analysis of
heap and stack allocation and software profiling can alsodmenfor the detection of eventual
software execution bottlenecks. Table 6.6 resumes the featares of the LEON3 board and
host PC used for the tests performed with the DLR’s facilitgidi=d in Fig. 6.7.a and the tools

which were required to execute the software tests at DLR.

6.4.2. Heap and Stack Tests

The goal of the analysis of the heap memory status before fé@deach call of the software
modules is retrieving the allocated and not released heepasid the number of allocation calls
without release. The RTEMS functionalloc_info(index)which is a modified version of the

function malloc_dump(void)is used to obtain information about the heap usage during ru
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6. On-board Orbit Control System Architecture

Table 6.6.: LEONS3 board and host laptop PC features

LEONS3 microprocessor
Component Description
Board model LEON FPGA GR-PCI-XC2V
CPU LEONS3FT SPARC V8 Processor (ver 0x0), 24 MHz, win8, hwbp
4, itrace 128, Iddel 1
GRFPU-lite, icache 1x8 kbyte, 32 byte/line, dcache 1x4 ke
byte/line
FT memory controller (ver 0x1), 32-bit prom, 32-bit sdram64
Mbyte, col 9, cas 2, ref 7.7 us

FPU

Memory Controller

Operating system RTEMS version 4.6.5
Host Laptop PC
Component Description
CPU 2x x86 Family 6 Model 15 Stepping 6 Genuinelntel 1994 Mhz
Intel(R) 82801G (ICH7 Family) USB2 Enhanced Host Controller
Memory Controller L 27C0
Operating system Microsoft Windows XP Professional
Host PC'’s tools required for the tests
Tool Description
MATLAB/Simulink MATLAB, Simulink, RTW, RTW Embedded Coder
Debug monitor GRMON Professional

C/C++ compiler (host) Microsoft Visual C++ .NET
C/C++ compiler (target) gcc

Standard C++ library  libstdc++.a

Linux emulator Cygwin

time for each software module. As shown in Fig. 6.8, in ordevdrify the effectiveness and
reliability of this test, it has been applied to a softwaredule that was known to cause memory
leakage problems due to an improper management of the dgmaemory (i.e.newoperator
used withoutdeletg. The information given by the test has been used to forebasituck of
the software run due to memory saturation. The rightnedsieforecast has demonstrated the
validity of the test. Fig. 6.9 shows the results of a test rver® hours. The GIF, GOD, GOP
and AFC (in guidance mode) software modules do not cause nyelemkage by allocating
and de-allocating memory in a proper way. It was also verifieed GOD is the only software
module which makes some allocations of the Heap withoutsele The Heap space allocated

by GOD remains constant during the running of the flight safev
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Figure 6.8.: Software development and validation envirents at DLR and SSC
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Figure 6.9.: Software development and validation envirents at DLR and SSC

6.4.3. Max-Path Tests

A max-path [133] is defined as a unit test that reproducesdhditons of maximum compu-

tational load of a software module via the provision of a minm quantity of constant inputs.

120



6. On-board Orbit Control System Architecture

The CPU loads are computed by dividing the maximum execuiie of each software mod-
ule by its sample time (i.e., 1 s for the BSW and GNC cores, 30 $hi®@ ORB core). The
advantage of using a max-path unit test is given by the fattttie maximum CPU load can
be assessed or reproduced through one or few calls of th@asefimodule under considera-
tion. The maximum CPU load of a software module is obtainedun the stimulation of as
many sections of the code as possible at the same time. Tatidefiof the proper inputs to
obtain a max-path unit test is mainly based on a detailed ladye of the code. Nevertheless
a careful analysis of the maximum peaks in the executiongiai¢he software during several
long-term runs represents a valuable cross-check to vlgfassumptions made on which the
test is based. An accurate analysis of the software exectitiees obtained during long-term
runs has enabled the definition of reliable max-path testsdoh DLR’s software module. The
RTEMS functionrtems_clock_get (RTEMS_CLOCK_GET_TICKS_SINCE_BOOT, &Téme)
used to estimate the execution time of each module. The ratixtpsts have been defined in
a MATLAB/Simulink environment as basic Simulink models re#ing the necessary inputs
from the MATLAB workspace. In a second step, the unit testsl@f®have been translated au-
tomatically in RTEMS applications using Real-Time Workslaog the RCC system. Fig. 6.10
shows the Simulink model of the max-path unit test for AOK.
The maximum computational load of GIF is obtained if thedwaling conditions are valid:
1. The input buffers containing F40, F62 and F14 Mitel message completely filled with
data coming from the MANGO and TANGO GPS receivers.
2. All the incoming messages are valid.
The max-path unit test consists of 2 simulation steps.
The maximum computational load of GOD is obtained if thedaihg conditions are valid:
1. Allthe channels (i.e. 12) of the GPS receivers on-boardN&® and TANGO are allo-
cated and raw GPS data are provided for all the tracked isasell
2. All the incoming measurements are considered valid bya&idFGOD.
3. The maximum possible number of impulsive orbit controheavers (i.e. 30) is included
in the navigation process.

The max-path unit test consists of 3 simulation steps.
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Figure 6.10.: Software development and validation envirents at DLR and SSC

The maximum computational load of GOP is obtained if theofeihg condition is valid:

1. The orbit polynomial coefficients have to be updated by @@Riding two orbit control
maneuvers (two is the maximum number of maneuvers that ceorts#dered at the same
time).

The max-path unit test consists of 2 simulation steps.

The maximum computational load of AOK is obtained if thedaling condition is valid in one
of the possible RO modality (uploaded RO, multi-step inképropagated RO, one-step internal
propagated RO):

1. Inthe same run step are computed the atmospheric dragdnysmnésmoothing and fitting
and the orbit control maneuver.

The max-path unit test consists of 64 simulation steps.

Table 6.7 collects the execution times and the CPU loadsradaddrom the max-paths tests

on the LEONS board for the software modules GIF, GOD, GOP ad# AThe CPU loads are

obtained as the ratio between the total execution time di eamdule and the sample time of
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6. On-board Orbit Control System Architecture

Table 6.7.: Execution times and CPU loads

App. Core  S/W Module  Task Ex. Time [ms] CPU Load [%)]
BSW(1s) GIF Proc. inputs 2
Proc. messages 104
Proc. observations 1
Proc. ephemerides 2
Proc. outputs 2
Total 111 11.1
ORB (30s) GOD Proc. inputs 9
Initialization 3379
Time update 864
Measurements update 6694
Proc. outputs 464
Total 8033 26.8
AOK Proc. inputs 1
Uploaded RO  Step comp. 61
On-board RO  Step comp. 680
AN comp. 1
Maneuver comp. 3
Proc. outputs 1
Uploaded RO Total 67 0.4
On-board RO Total 687 4.4
GNC(1s) GOP Total 68 6.8

the application core to which it belongs. Since GIF and GODegate the maximum peaks
of the CPU load with 26.8% and 11.1% respectively, the BSW and @Rfication cores
are implemented as low priority tasks on the MANGO’s OBC. A netJd&ad below 30%,
as prescribed by the requirements, ensures that the GIF @ fGnctions can be executed
within the sample time of the respective cores. The most coatipnal intensive task of GIF is
shown to be the processing of Mitel messages provided byhberix-S GPS receivers. The
computational load of GOD is proportional to the number olasw@ements to be processed
by the measurement update. When the initialization of thenal filter is required, no time
and measurement updates are performed and the total GODtiexettme reduces 3852 ms
equivalent to 7.8 % CPU load. The maximum CPU load of AOK is deteed by the RO
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6. On-board Orbit Control System Architecture

management task (Fig. 6.6). The RO can be uploaded from droupropagated on-board. In
case of on-board RO propagation the maximum CPU load of AOK4€4. The maximum

load of GOP is dominated by the incorporation of maneuvetsiwthe orbit coefficients.
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/. The Precise Autonomous Orbit
Keeping Experiment on the

PRISMA Mission

This chapter presents the flight results of the AOK experimgrich was executed success-
fully from the 18" of July to the 18 of August 2011 and has demonstrated the capability of
autonomous precise absolute orbit control. The main stiegbal of the experiment was to
demonstrate the accuracy, robustness and reliability citaonomous GPS-based on-board
orbit control for its possible routine exploitation in fuguscientific missions. The main differ-
ences with respect to similar experiments conducted in #s¢ (Gec. 1.2.2) are the extremely
tight requirements on control accuracy and the full autopateo enhanced by the possibility of
on-board RO propagation. The AOK controller adopts a guddaw for the orbital LAN and
implements the analytical feedback control algorithm akpd in Sec. 4.1. Using GPS-based
absolute navigation data, the on-board controller commarlruster activations in the orbital
frame to autonomously control the orbit within a predefineddew. The main performance
requirement of the experiment was a control accuracy of skeelating ascending node of 10 m
(1 o standard deviation) with a maneuver velocity incremertrei@ment (\v) available budget
of 0.5 m/s. The AOK software was first developed and testeausie offline and hardware-
in-the-loop test facilities at DLR (Chapter 6) which incluttie Phoenix GPS receivers and the
satellite on-board CPU LEONS. After the integration in the 8RA flight-software, AOK
was thoroughly tested at OHB Sweden by means of the Real-Tatedlif Laboratory (SAT-

LAB), a hardware-in-the-loop test facility [87]. The expeent operations were executed at the
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7. The Precise Autonomous Orbit Keeping Experiment on theSRR Mission

DLR’s PRISMA experiment control centre [74] while the missiwas operated at DLR/GSOC.
A commissioning phase of 4 days was required to verify thatctmtrol software was working
properly in all its functionalities. During this phase MANXISlew in free motion as the con-
troller was in open-loop and the orbital maneuvers were adgathon-board but not executed.
The closed-loop phase of 26 days included RO acquisitiontralter tuning and fine control

phases. In the last four days of the experiment the podgilofiexploiting a RO generated
on-board the spacecraft was tested in closed-loop. The Afp€ranent operations have also

included some remote sensing activities (Fig. 7.1).

35°N

30°N

9°E  12°E 15°E 18°E 21°E

Figure 7.1.: Remote sensing activity planning (left). Voloas Etna and Stromboli as imaged

on 10" of August (top) and on T5of August (bottom) 2011. Images courtesy of
OHB Sweden.
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7. The Precise Autonomous Orbit Keeping Experiment on theSRR Mission

7.1. The AOK In-Flight Experiment

7.1.1. Experiment Requirements

Table 7.1 summarises the AOK experiment requirements itbestcin detail in [98].

Table 7.1.: AOK experiment requirements

Requirement Description
Autonomous orbit control of the LAN by means of along-trackla
Functional anti-along-track velocity increments based on on-boar8 G&viga-
tion system
Performance Control accuracy of the LAN of 10 ml§ standard deviation)
System Impulsive orbital maneuvers performed by hydrazine prsipul sys

tem. TotalAv budget of 0.5 m/s with a resolution of 1 mm/s*

5 days open-loop commissioning phase and 25 days closed-loo
AOK operations

Initial state inherited from the previous experiment sldtke LAN
Initial and final states will be kept within 10 m from a predefined profile based on thealc
orbit
MANGO spacecraft body axes aligned with the local orbitahie
with GPS antenna used in zenith pointing

Orbit control maneuvers should be performed exclusiveYADK.
The time slot allocated for the experiment is 1 month
*At AOK experiment start the\v resolution was 0.4 mm/s

Operations

Attitude guidance

Constraints

7.1.2. Reference Orbit

The RO of the AOK experiment was generated once at the begjrofithe operations using
as initial state the position and velocity vector of MANGQ04t00 UTC on 18 of July 2011
as estimated by the GPS based POD process at GSOC/DLR [83]orbltas the product
of a numerical orbit propagation over one month. GRACE GGMO&8H=gravitational field
model up to 70x70 degree and order has been used and the oahmaegrator employed is
the Dormand-Prince, a member of the Runge-Kutta family of @DEers [4]. The RO is split
in blocks to be uploaded on-board the satellite periodic&ach uploaded block has a validity

of about 3.2 days corresponding to the available on-boalffétwhich contains the GPS time
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7. The Precise Autonomous Orbit Keeping Experiment on theSRR Mission

of the first reference LAN, 50 reference LAN values, and 50ismajor axis values at the
ascending node, consecutive in time. The semi-major akiesare used for atmospheric drag
on-board estimation. Each block is generated in such a warygore about 8 hours time overlap
with the contiguous ones. This RO upload strategy allowsKmoitation of 3 of the available
3.2 days of each block ensuring at the same time the avéijabfl more than 4 consecutive
passes for the upload or on-board activation of a new blobk.pbssibility of generating blocks
with different time overlaps gives a great flexibility in teeheduling and re-scheduling of RO
uploads. When a new RO block is copied in the control softwafteh the AOK’s controller
memory is deleted. The controller can thus maneuver onligeatdurth ascending node from
the new RO block activation as it needs four ascending nadeshuild its memory and thus to
have enough information to compute a new maneuver. The A@ace has the functionality
of on-board RO propagation. The RO is propagated on-boand asGRACE GGMO01S 20x20
gravitational field model and an initial state given by thebmard navigation despite of the
results of Sec. 3.2 which would recommend the use of a GRACE GI8WDx40 (or higher)
and an uploaded POD initial state for the control requiresienthe AOK experiment. This
limitation was imposed by the available on-board CPU ressiend by the fact that the TCs
interfaces could not be changed any more when the resultsechnalyses of Sec. 3.2 were

confirmed.

7.1.3. Sequence of Events

Table 7.2 and Fig. 7.2 summarise the sequence of events efitile AOK experiment. On 18
July at 10:20 UTC during orbit 5729 AOK was activated. Thetfreck of RO has been up-
loaded to the satellite during the previous pass. A comonasg phase of 4 days was required
to verify that the AOK control software was working propentyall its functionalities. In this
phase the orbit controller was in open-loop meaning thabth&al maneuvers were computed
but not executed and the MANGO satellite was thus flying i fneotion. The closed-loop
phase of 26 days started on"2®f July at 12:35 UTC and was divided in three sub-phases. In
the first 5 days of the closed-loop phase, maneuvers wereddsuacquire the RO and thus

bring the LAN deviation into the control window starting fnoa value of 300 m built up dur-
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7. The Precise Autonomous Orbit Keeping Experiment on theSRR Mission

ing the commissioning phase from an initial deviation of @20 m. A 3.5 day controller
tuning phase from the 87o the 3¢ of July was required to evaluate the correct values of the
controller’s settings for the fine control. Finally the findoid control phase started on the'30

of July and lasted until the end of the experiment. The ROKdagere always uploaded to

Table 7.2.: AOK experiment sequence of events

Task Orbit Start End Duration [days]
AOK Commissioning Phase 5727 18 Jul08:30 22 Jul 12:35 4.17
RO generation 5727 18 Jul08:30 18 Jul 09:30 0.04
GOD performance parameters and solo mode 5728 18 Jul 08:4 ul 08:45 0
Switch to AOK mode 5729 18 Jul10:20 18 Jul 10:20 0
Update AOK TCs 5729 18 Jul10:20 18 Jul 10:20 0
RO_1 upload 5729 18 Jul10:20 18 Jul 10:20 0
RO_1 active 5729 18 Jul11:00 21 Jul 16:00 3.21
Upload of RO_2, RO_3 and RO_4 5756  20Jul07:25 20 Jul 07:25 0
Start of TANGO branches override procedure 5758 20 Jul 10:4Q0 Jul 10:40 0
DVS_1-U.S.A. and Canada 5758 20Jul12:11  20Jul 12:31 0.01
DVS_2 - Europe 5760 20Jul17:31  20Jul17:51 0.01
DVS 3-U.S.A 5773 21 Jul 13:11 21 Jul 13:31 0.01
RO_2 active 5775 21Jul16:00 22 Jul12:35 0.86
AOK Closed-loop 5788 22Jul12:35 16 Aug 12:30 25
RO_2 active 5788 22 Jul12:35 24 Jul 02:41 1.59
Closed-loop TC procedure upload and activation 5788 222351 22 Jul 12:35 0
RO_3 active 5811 24 Jul03:30 27 Jul 02:21 2.95
RO_4 active 5854 27 Jul 03:00 30 Jul 02:00 2.96
DVS 4 - Utah U.S.A. 5773 27 Jul 12:30 27 Jul 12:50 0.01
Upload of RO_5, RO_6 and RO _7 5872 28Jul08:40 28 Jul 08:40 0
RO_5 active 5897 30Jul03:00 02 Aug 06:40 3.15
Disable RO_6 5933 01 Aug 14:30 01 Aug 14:30 0
Upload and activation of RO_6 5943 02 Aug 07:05 05 Aug 09:40 113.
Disable RO_7 5975 04 Aug 12:15 04 Aug 12:15 0
DVS_5 - Europe 5978 04 Aug 17:32 04 Aug 17:42 0.01
Upload and activation of RO_7 5988 05 Aug 10:02 08 Aug 07:39 9 2.
DVS_6 - Sicilia 5992 05 Aug 16:52 05 Aug 17:02 0.01
Upload and activation of RO_8 6030 08 Aug 08:00 11 Aug 07:18 972.
DVS_7 - Cleveland volcano 6031 08 Aug 10:39 08 Aug 10:39 0
DVS_8 - Chile 6034 08 Aug 16:11 08 Aug 16:21 0.01
DVS_9 - Etna volcano 6064 10 Aug 16:52 10 Aug 17:02 0.01
Upload and activation of RO_9 6073 11 Aug07:40 12 Aug08:19 031.
DVS_10 - Turkey 6078 11 Aug 16:14 11 Aug 16:24 0.01
DVS_11 - South Europe 6079 11 Aug17:49 11 Aug17:59 0.01
AOK on-board propagation mode 6088 12 Aug 08:40 16 Aug 12:30 4.16
On board propagation TC 6088 12 Aug 08:40 12 Aug 08:40 0
DVS_12 - Turkey 6092 12 Aug 15:33 12 Aug 15:43 0.01
DVS_13 - South Europe 6093 12 Aug 17:12 12 Aug 17:22 0.01
DVS_14 - Etna volcano 6136 15Aug 16:52 15 Aug 17:02 0.01
DVS_15 - Australia 6145 16 Aug 08:06 16 Aug 08:16 0.01
End of AOK experiment 6148 16 Aug 12:30 16 Aug 12:30 0
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the satellite and stored as time tagged telecommands (TTim@s¢ on-board memory. Each
stored RO block had an activation time flag indicating whdmaid to be copied into the AOK
software RO buffer. On #2August, 4 days before the end of the experiment, AOK was put
in on-board RO propagation mode. In the next sections tHerdift experiment phases are

described in detail.

7.1.4. Commissioning and RO Acquisition Phases

Fig. 7.3 shows the difference between the MANGO's real afereace semi-major axis and
LAN and the magnitude of the along-track maneuvers duriggetkperiment commissioning
and reacquisition phases. The legend notations POD and ACKg. 7.3 indicate that the
satellite state as estimated respectively by the grounddoasd on-board navigation system
has been used for the computationaf andA L. It can thus be assumed that the points noted
as POD represent the real situation at each ascending nedgaideast with an accuracy of
the sub-decimetre level) while the points noted with AOKresgnt what the on-board con-
troller actually determined on-board the spacecraft aptisgtion accuracy available on-board
MANGO was about 2 m (¥) during the entire experiment [84]. The accuracy of the oartd
estimation of the semi-major axis and therefore\af is instead 4 m1o) as it comes from a
combination of the accuracies of position and velocity.sffact has a significant impact on the
orbit control performance. An error of about 2 mm/s is introeld in the computation of the
orbital maneuvers (EqQ. (4.5)) by a 4 m error in the estimatibia. This fact has a significant
impact on the orbit control efficiency as in the ideal casehea required to keepAL in a
control window of+10 m in steady-state have a range of 2 to 8 mm/s. The navigatmmnacy

is indeed the most important cost factor of the confxolbudget. This important consideration
had already been identified in the numerical simulationfopered during the system valida-
tion. In Fig. 7.4 (top) the plots of the accuracy of the on+loastimation of the semi-major
axis and of theAa as estimated on-board and ground based have been superpbsesror of
the semi-major axis’ on-board estimation is included as@ai the on-board estimation Aia
and consequently in the computation of the maneuvers. Tlyes@nificant event during the

commissioning phase was the auto-transition to on-bodedeece propagation mode. In order
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to test this functionality, the on-board activation of RQv&s scheduled after the expiration of
the validity of RO_1 and this triggered the auto-transitioron-board reference propagation
mode that was at that time enabled.

As the controller was in closed-loop it was set up by TC to dptime LAN deviation from
300 mto 10 min 1.5 days and an along-trakk of +0.0136 m/s was executed. As shown in
Fig. 7.3 the commanded RO acquisition maneuver was veryraiecand the value oA L 4
was actually reduced to 10 m after 1.5 days. In this case tHeoard navigation accuracy
had little influence on the accuracy of the maneuver as thane)Aa. was about 30 m. The
counter-maneuver (anti-along-track) that was expectée texecuted just after passing the -10
m threshold, was instead executed with a delay of four ochitsto a mistake in the operations
planning. In fact just 30 minutes before the time the cotdralvould have commanded the
counter-maneuver, RO_3 was activated on-board by TTTC lamdnaneuver execution was
possible only after 4 ascending node passes from the new &R attivation (see Sec. 7.1.2).
The result was that when the -0.009 m/s counter-maneuveisa@asd, the LAN deviation had a
value of -60 m. A correction maneuver of -0.0015 m/s that ghtha to 0.0 m was executed 4
orbits after the counter-maneuver. The controller was #etmp to execute a RO reacquisition
maneuver as the natural motion that would have broight ; back in the control window was
considered to be too slow when taking into consideratiorréngaining time available for the
AOK experiment. The value of the new RO acquisition manewes -0.0024 m/s. The total

Awv spent during the RO acquisition phase was 0.0265 m/s.

7.1.5. Control Tuning Phase

Once the LAN deviation value was brought into the controldaw, a 3.5 day control tuning
phase was required to determine the best AOK controllengstt The maneuver duty cycle was
4 orbits for positive as well as for negative maneuvers. Tiesns that the minimum allowed
time between two consecutive maneuvers commanded was to@tietg This limitation, de-
spite the degradation in the control performance, helpechtterstand the main factors for the
control accuracy in the actual orbital perturbations fereavironment. Fig. 7.5 shows clearly

that the navigation error plays a fundamental role in thetrcbmaccuracy performance espe-

133



7. The Precise Autonomous Orbit Keeping Experiment on theSRR Mission

50 ‘ P I S ‘ ‘ ‘ ‘ ‘ o AOK (on-board)

N S O Nt PO SHNL SN SN S L b AT S SR
2 . . ¢ LI SNy ime v POD (on-ground)

:157 - £ . R
20L . ) -
550 |RO.4 RO5|°

Aa[m]
LS
o
o)
I
@

27/Jul 6 12 18 28/Jul 6 12 18 29/Jul 6 12 18 30/Jul 6

878 v ¢

ot
ot

5 &,

AL,y Im]
N
[3,]
-

3

~N®
oo
T T

oF
@

ot
o
@

27/Jul 6 12 18 28/Jul 6 12 18 29/Jul 6 12 18 30/Jul 6 12

Maneuver Av [m/s]
9

27lul 6 12 18  28lul 6 12 18 29ul 6 12 18  30Mul 6 12
Time [h]

Figure 7.5.: Semi-major axis deviation (top), LAN deviatigniddle), maneuvers (bottom)

cially in the presence of small atmospheric drag (see Appddy It can be noticed in Fig. 7.5
that the value of\a on 28" at about 00:00 UTC computed using the on-board navigatian wa
smaller than the actual one (POD). As a consequence the maneammanded was smaller
than that required to bring the value 4z to 0.0 m in order to stop the evolution &L 4y
towards larger (in magnitude) negative values. In this phihs controller was not allowed to
perform RO acquisition maneuvers and this means that bggts It could command only posi-
tive maneuvers for positivAa to bring its value to 0.0 m. Thus a new correction maneuver was
not issued until 20:00 UTC on #8July. This delay was due in large part to the fact that AOK
could see a negative or null value Af: despite the real one was positive and in smaller part
to the 4 orbits duty cycle that prevented issuing a maneuves:40 UTC. The result was that
at the time the new corrective maneuver was executed the @l L .y was already -50 m.
On 29" of July, AOK was again set up to command RO acquisition magaeuand the value of
AL 4y was brought back into the control window. Two important tesswere learned during
the control tuning phase. The first was that the duty cycleetiniposed for anti-along-track
maneuvers had to be only 1 orbit. In this way the possibilitgaor accuracy of an anti-along-

track maneuver could be compensated by the freedom givéxe tori-board controller to make
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small corrections at each orbit. The second lesson lear@edttre confirmation that a small
decay rate of the semi-major axis implies a slow dynamichefrtear parabolic evolution of
the AL ,n. The impact of the on-board navigation accuracy on the cbpgrformance was
less significant in case of positiveL as in this case maneuvers are issued for either positive or

negative values of\a. The totalAv spent during the control tuning phase was 0.016 m/s.

7.1.6. Fine Control Phase - On-ground Generated Reference Orbit

On 30" of July, as the RO acquisition was completed, the fine coptrate officially started and
lasted until the end of the AOK experiment. Table 7.3 coiebe values of the most significant

controller’s parameters during this experiment phase. latggest maneuver allowed\@ ;4 x)

Table 7.3.: AOK controller settings during the fine contrbbpe

TC Value

Avprax [m/S] 0.008
ALy ax [m] S

Ty [S] 15000
T,_ [s] 5000

Maneuver delay [s] 120

On-board RO auto-transition 0

was set to 0.008 m/s as a base value and was later increas€d tmf3. In case AOK issues a
Av maneuver whose magnitude is larger tism, 4 x, the maneuver is not executed and AOK
resets. The LAN control window was imposed to £ m in order to allow the controller
enough time to maintain th& L 4y absolute value within the required 10 m. The imposed duty
cycle for along-track maneuvers was 15000 s so that AOK wawedl to issue a positivAv
maneuver every 3 orbits. The imposed duty cycle for antivgdvack maneuvers was 5000
s. In this way AOK was allowed to command maneuvers at eaci forbnegative A L 4n’S.

The maneuver delay was imposed to be 120 s and no auto-ipartsibn-board RO generation
was allowed in case of expiration of the validity of the ugled on-board RO. Fig. 7.6 depicts
the control tracking error during the fine control phase vgtbund based generated RO. In

this steady-state control phase a regular maneuver cyoleotde identified. This lack of
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Figure 7.6.: Semi-major axis deviation (top), LAN deviatigmiddle), orbital maneuvers
(bottom)

determinism is due to the fact that withdal0 m control window the noise in the estimation
of Aa due to the on-board navigation accuracy is not negligibléh wespect to the order of
magnitude of theAa, required for the control. The on-board estimationdaf dt by means
of data-fitting was not exploited by the controller regutaat expected due to implementation
issues related to the re-initialization of the: filtering buffer and Eq. (4.17) was employed
more often for the on-board estimation of the atmospherag diTable 7.4 collects the most
significant control statistics during this phase. The mimmvalue ofAv is defined here as its
minimum absolute value. The 10 m ¢lstandard deviation) LAN control requirement is fully
satisfied. During this entire steady-state fine control pithe magnitude of the maneuvers
issued was 0.002 to 0.004 m/s with peaks of 0.006 to 0.008ThistotalAv spent during the

control tuning phase was 0.0857 m/s.

Table 7.4.: Most significant control statistics

Parameter Min Max  Mean o RMS
AL,y (POD)[m] -25.9 14.1 -3.6 9.0 10.2
Av [m/s] 0.0006 0.0094 0.0005 0.0034 0.0034
Man. cycle [h] 1.7 38.4 11 8.3 13.7
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7.1.7. Fine Control Phase - On-board Generated Reference Orbit

On the 12" of August AOK was put in an on-board generated RO mode foradke4 days
section of the experiment. As the RO was propagated on-hesirdy a GRACE GGMO01S
20x20 gravitational field model (Sec. 7.1.2), the goal of #xperiment phase was to validate
this software functionalities more than a comparison ofdatrol performance with on-board
and ground-based RO generation. Fig. 7.7 depicts the daraoking error with respect to the
on-board RO. The controller settings of Table 7.3 were raaied. At the moment AOK is set
in on-board RO propagation mode, its propagator takes talisiate the first valid navigation
state given by the on-board navigation filter. Table 7.5ex# the most significant control

statistics during this phase in which the tofal spent was 0.0065 m/s.

Table 7.5.: Most significant control statistics

Parameter Min Max Mean o RMS
ALy (POD)[m] -23.2 14.0 -9.3 11.7 14.9
Av [m/s] 0.0008 0.003 -0.0007 0.003 0.003
Man. cycle [h] 8.3 76.7 33.3 37.7 50.3
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Figure 7.7.: Semi-major axis deviation (top), LAN deviatigmiddle), orbital maneuvers
(bottom)
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7.1.8. Overall AOK Experiment Review
Control

Fig. 7.8 gives an overview of the most significant controlgpaeters during the experiment’s
different phases described in detail in the previous sestidable 7.6 collects thAv budget
pertaining to each experiment phase and to the entire enpeti TheAvy grro is the sum of
the Avs with their signs. The total amount of maneuver spent for the accomplishment of the
AOK experiment was 0.1347 m/s corresponding to 27% of trezatedAv budget (Table 7.1).
The flight results of the AOK experiment have been comparetthéonumerical simulations
performed during the system validation phase confirminghilglh degree of realism of the

simulations results [75, 73].

Navigation

Before the start of the experiment new settings were uplobgddC for MANGO’s GPS-based
on-board navigation filter. MANGO'’s navigation filter wag sp to have the best performances

after the evaporation of the PRISMA formation.
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Table 7.6.: ManeuveAv budget

Experiment Phase |AV| in M/s]  |AV]yax IM/s] Avnerrom/s] |AV|pop [m/s]
Commissioning 0.0015 0.0137 0.0008 0.0265
RO acquisition 0.0007 0.0065 -0.0030 0.0160
Fine control - uploaded RO 0.0006 0.0094 0.0160 0.0857
Fine control - on-board RO 0.0008 0.003 -0.0002 0.0065
Entire experiment 0.0006 0.0137 0.0136 0.1347

TANGO was put in safe mode at a safe distance and the formgéometry configured with
collision avoidance criteria [143,146]. Fig. 7.9 depidts faccuracy of the on-board estimated
absolute position during the entire experiment. The ndMgaaccuracy is evaluated in local
orbital frame (R axis in radial, N anti-cross-track and Trgjdrack oriented) with respect to
the POD products that are accurate at the sub-decimetrke [Ehe effect of the inclusion of
the executed orbital maneuvers on the navigation accukate noticed in Fig. 7.9 especially
on the radial component. During the entire experiment thbaard estimated semi-major axis
had an average accuracy of 4 i) as can be appreciated in Fig. 7.10. The spikes in the plot
of Fig. 7.10 are well correlated with the execution of orbiteaneuvers. The only significant
event during the AOK control tuning phase was an outlier @rtvigation accuracy on 2&f
July at about 17:00 UTC (Fig. 7.9).

Two on-board navigation problems are to be reported dutiegfine-control experiment
phase (Fig. 7.9). The first one, that took place 8nA&igust at about 13:45 UTC, was a loss
of track of GPS satellites. This problem was initiated byessive pseudo-range values that
trigger in the Phoenix GPS receiver’s logic a progressigs laf signals. The on-board naviga-
tion filter could thus not perform the GPS measurements gddatbout 60 minutes and went
in orbit propagation mode. This event had no major consezpgean the navigation accuracy.
AOK went in idle state only for 2 minutes as in such cases tleegthte is triggered. At the mo-
ment of the ascending node at 14:20 UTC, AOK kept working despe on-board navigation
was degraded and this caused a degradation in the estinedtida but no degradation in the
estimation ofAL 4y as shown in Fig. 7.6. This event had no consequences on theicas
at the moment it occurred the valueAf. 4,y was inside the control window and no maneuver

was to be issued. The second on-board navigation problerohwhused a major degradation
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in the navigation accuracy for 30 minutes, took place @mM8gust at 18:24:40 UTC and ended
at about 20:45 UTC. In this case the estimatiolMafand AL 4,y made by AOK were consid-
erably degraded as can be noticed in Fig. 7.8 where outliens sip in the plots in that date.
This event was a Singular Event Upset (SEU) most probablyaloerrupted GPS receiver data
possibly caused by an ongoing geomagnetic storm (see AppBidAs this occurrence was
not detected as a navigation problem by the on-board namghlter, AOK had no protection
from it but no wrong maneuver was issued as the navigation &gurred inside a maneuver
duty cycle. Nevertheless AOK would have commanded an agetmnot issuing any maneuver
as the computed\v would have had the order of magnitude of 0.06 m/s far largen ttme
maximal allowedAv (Avy ax in Table 7.3) set to 0.008 m/s. Settidgy,4x to the smallest
possible value compatible with the LAN control window anmyudie is indeed one of the ways
to avoid or at least restrain the catastrophic effect of angrorbital maneuver due to a navi-
gation SEU. It is interesting to notice that though the Piroena Commercial Off The Shelf
(COTS) GPS receiver that has no proper protection to the sgdaceomagnetic environment,

its performance is in some cases superior to space proof&d&eivers [113].
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8. Conclusions

The main purpose of this research is the analysis, developame implementation of a precise
autonomous orbit control system for a spacecraft in lowlEarbit. The study of this topic

stems from the author’s persuasion that in the near futisee¢bhnology will be exploited on a
routine basis for the precise orbit maintenance of rematsisg satellites very high resolution
optical systems and synthetic aperture radars. The discuisscarried out through the thesis’
chapters in a step-wise way from the parametrization usedoidel the problem, through the
theoretical achievements and their practical implemanrta©One of the milestones of this work
Is the realization of a flight-ready space-borne autononoolit control system which has been

integrated into the PRISMA technology demonstration missiod has been validated in flight.

8.1. Discussion

8.1.1. A Qualitative Cost Analysis

Starting from the assumption that the autonomous orbitrobtéchnology is nhow mature to
be used on a routine basis, a major driver in choosing whetlgeound-based or an on-board
orbit control system is its cost. At this stage, only a qadilie cost analysis is possible since
the data about the four autonomous orbit control experimehifable 1.3 cannot represent a
significant statistics. The cost of an orbit control systemmainly determined by the control
accuracy required and its reliability. The control accyrac = e.(e,, e, eqy) depends on
the navigation accuraay,, the maneuvers erroes, and the dynamic model uncertaintieg

which increase when the spacecraft’s altitbogecreases. It is assumed here that the accuracy
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Figure 8.1.: Ground-based vs on-board orbit control systeost

of the control cannot be better than that of the navigatienit.is alwayse,, > ¢,. The value

of e, required at a certain altitudie determines the value of the maneuvers duty c¥¢le=
Tau(ec.-h). The total cost of the control system can be expressed@as7y,) = ¢ +cops +¢,
wherec;, cops andc, are respectively the implementation, operations and pegoce cost.
The performance cos}, quantifies the additional on-board thrusters’ fuel constimnpwhich
results from a non-optimal computation of the maneuvers. optimal computation of the
orbital maneuvers will yield thereforg, = 0. In general it can be stated that the development
and implementation costs,, of an on-board orbit control software are larger than thescos
¢i,,, fequired by the realization on-ground, (, > c¢;,,,). This is due to the greater effort
for the implementation, validation and testing of a on-ldoaontrol software compliant with

all the standard safety criteria. The operations cests; .. of a ground-based orbit control

ong

system are instead larger than those of a on-board system (, > cors,,,). Finally the
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availability of an optimal maneuvers’ computation proceassground will result in a smaller
fuel consumptiond, , > c,,,). Fig. 8.1 depicts the result of this qualitative cost asaly
The functiong = g(cror/te) represents the orbit control system cost considering tddotial
exploitation timet, during the mission lifetime. The two curvegor,,, andcror,,, are plotted
as a function ofl};, assuming that the orbit control system is exploited comtirsly during
the entire mission lifetime. The valug,yz represents the sum of the cagts required for
the implementation of the ground segment and the implertientaf the autonomous control
flight software. The cosjqs is required irrespective of the control type. Assuming th&0D
process cannot be implemented on-board and:that e,,, 7, . representsthe minimum duty
cycle and thus the minimum value @f achievable with the available navigation accuracy. The
value ofcror,,, andcror,,, tends asymptotically respectively ges andgons by increasing
the value offy,. This is justified by the assumption that for an infinite vabiel;;, there are

no operations costs required for the orbit control. The egst-

ong

of the ground-based orbit
control system is supposed to increase asymptotically byedsing the value af. since the
smaller is the value df,, the larger is the number of ground station contacts and W
required. The functiomror, , increases by decreasing the valu€f as well. This is due to
the fact that the on-board maneuvers’ computation erraeases by increasing the navigation
error (Sec. 7.1.4). The three missions PRISMA [73], Sentind@l21] and TerraSAR-X [44] are
inserted in the cost analysis of Fig. 8.1 considering thety dycle which is respectively about
1, 2 (TBC) and 8 days, for required control accuracies of 10,r&D250 m at the altitudes of
700, 700 and 400 km respectively. For valuedaf smaller thariZ};,,, an autonomous orbit
control system is the more convenient option. The on-boantirol options is considered more
convenient for a mission like Sentinel-1 assuming thattégdinology is nowadays ready to be

used on a routine basis.

8.1.2. Achievements of this Research

This thesis work represents a step forward in the theotdtoaalization and implementation
of an on-board orbit maintenance system. Autonomous oaitrol finds its natural exploita-

tion in the frame of low-Earth-orbit missions which requsteict constraints on the maximum
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allowed deviation of the real from the nominal spacecraijt®uind track and altitude. This tech-
nology has nowadays reached a sufficient level of maturibetapplied routinely to such space
programs. The research must proceed now towards the dafirafia general and rigorous
formalization of the models and control requirements aredstindy of new control methods.

The analytical approach developed from the state-of-therses the so called operation
parameters as controlled quantities. The operationalnpetexs lack of the rigorous, gen-
eral and compact mathematical formalization of a coorématystem. For this reason a new
parametrization, the relative Earth-fixed elements, has etroduced. The problem of the
autonomous absolute orbit control can in fact be formaled specific case of two spacecraft
in formation in which one, the reference, is virtual and etiéel only by the Earth’s gravita-
tional field. The relative Earth-Fixed elements descrilbe rislative motion of the real and
reference sub-satellite points on the Earth surface andeanapped directly into relative or-
bital elements with a coordinates transformation. Thigeggh allows the direct translation of
absolute orbit control requirements in terms of relativieitocontrol. The methods developed
for the formation-keeping can thus be used for the orbitrbmif a single satellite. This for-
malization allows also the straightforward use of modemtic® theory numerical techniques
for orbit control. Indeed, a bridge between the worlds oftoartheory and orbit control is built
by this formalization. As a demonstration, a linear and algaiéc optimal regulators have been
designed and tested. The state-space representationdragdsl for the mathematical formu-
lation of the problem. The system to be controlled has besgrieed by means of a linear
dynamic model including thd, zonal coefficient of the Earth’s gravitational field and thie a
mospheric drag perturbation force. These two numericarobmethods have been compared,
by means of numerical simulations, with the analytical atgm.

The main difference between these methods is that the margwomputation by the ana-
lytical controller is based on a long term orbit predictiohexeas the linear regulators compute
the control actions with a pure feedback logic based on theeseof the control gains. The
accuracy of the orbit model plays therefore a critical rol¢hie implementation of the analyti-
cal controller. For the implementation of the numericaltegck regulators, the critical issue is

not the prediction accuracy of the model but its reliabilityefining the stability conditions of
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the closed-loop system in the determination of the gaing artalytical controller has demon-
strated in-flight to be robust, cost-effective and capableoy good control accuracies. With

the on-board availability of an accurate orbit model, thigetof analytical controller has an op-
timal control performance in terms of accuracy and costd,aadeterministic maneuvers cycle
whose duration depends on the size of the control window. H@rother hand, the numerical
regulators have a simpler flight software implementatiott an enhanced flexibility given by

the possibility of varying the type of on-board controllenply by uploading to the spacecraft
different gain configurations. The type of control of thesedback systems is in fact entirely
determined by the type and value of the gains.

This research presents the most advanced to date demmmstrfed complete guidance, nav-
igation and control system for autonomous absolute orlmitroh The implementation of this
system for the PRISMA mission has been described in detaie ADK experiment on the
PRISMA mission, which was executed successfully from th& aBJuly to the 18 of Au-
gust 2011, has validated in flight the analytical orbit coh#iigorithm developed in this thesis
(Sec. 4.1). Using GPS-based absolute navigation data,ttmard controller commanded
thruster activations in the orbital frame to autonomousintool the satellite’s longitude of
ascending node within a predefined window. The main perfoo@aequirement of the experi-
ment was a control accuracy of the longitude of ascending nd@0 m (o standard deviation).
The control accuracy requirement was fulfilled. The nawayaaccuracy has shown to be the
most important cost factor of the contrly budget as highlighted also by the numerical sim-
ulations performed during the system validation. The maeers execution error had a mean
value of about 5% during the experiment and did not cause agsadation on the control ac-
curacy. This on-board orbit control system can compute aenar only once every orbit at
the ascending node and the on-orbit place for the executiammaneuver can be imposed by
telecommand with the value of the maneuver time delay fraragtending node pass time. For
this reason it can be concluded that an autonomous orbitattemtof this type could be fully
compatible with the optimal planning of missions with vegneanding payload activity and
strict orbit control requirements. The main differencethwespect to the experiment carried

on by Demeter (Sec. 1.2.2), the most similar performed irptist, are the extremely tight re-
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guirements, a better on-board navigation accuracy, thetsie of the GNC architecture which
has separated orbit control and navigation software meduokalled in the spacecraft’s on-
board computer, and the possibility of on-board RO germmnafi he better control performance
achieved during the AOK experiment can be attributed to #teebnavigation performance and
to the available provision of small velocity incrementsttie order of magnitude of 1 mm/s) by
the spacecraft’s thrusters.

The flight software development and testing platform at DORdpter 6), developed in the
frame of the PRISMA mission, has demonstrated to be a powanidireliable simulation tool
for the design and validation of the orbit control softwafiée high degree of realism of the
numerical simulations is also emphasized by comparing timeemical results of Fig. 5.5 and
Table 5.5 for AOK with the flight results of Fig. 7.8 and Tabl&.7The final maneuver budget
of the numerical simulation is 0.09 m/s whereas that of th#élight experiment is 0.13 m/s.
This values are comparable considering that during thaghtfexperiment the RO acquisition
was from an initial LAN deviation of 300 m and that a caliboatiphase preceded the fine
control phase. The simulation results obtained for thesesnario of TerraSAR-X (Table C.1)
can be compared with the flight data as well. The simulatiordees orbital maneuvers of
about 0.017 m/s with a maneuver cycle of about 10 days whéhnedBght data shows a mean
maneuvers’ value of 0.01 m with a mean maneuver cycle of abBaldays. The more cost-
effective performance of the orbit control system of TSX igedo the fact that the value of
the maneuvers computed on-ground is the output of an ogtiaiz process which has the
availability of space environment data collected on thelperiod, the most precise navigation

data and practically no constraints on the computatiorsalueces.

8.2. Future Work

The theoretical and practical achievements of this rebe@an certainly be considered an im-
portant milestone in the road-map to precise autonomouswetkrbit control. Many technical
challenges have been faced and overcome in the developmeteémentation and operations of

the PRISMA mission and the execution of the flight dynamicseeixpents. From this starting
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point some new research paths can be opened.

The mathematical formalization can be further developelde final goal should be to use
the same formalization for the analytical and numericalhods. Indeed starting from the fol-
lowing equation, derived from Eqgs. (2.28), (2.30) and (Awhich relates the REFE and the
velocity increments in the orbital frame, the absolute todointrol can be defined as a con-

strained optimization problem.

0F = TBAwv (8.1)
27(a — 1) T[—3u + 40] M—l—Tsinu( 1, _ ! >
sin R tanig  tant
1 o
T(u) =~ | 2sin ir(a—1) sinig|[—3u+ 45] cosirf + sinu <cos iR — — ZR) (8.2)
n tane
Jé] 2[1 — a] 0

where 7 = (lwg — Qr|/n)\/1 — (sinusini)?, a = sinGsinu + cos@cosu and § =
Sin u cos u — cos U sin u.

The constraints of this problem are the specific missionterk@quirements. Each type of
requirement can be formalized with a linear combinationhef telative Earth-fixed elements.
The closed analytical solutions of the problem identify tipimal on-orbit place, direction and
number of maneuvers. The numerical regulators can also$igreel by means of Egs. (8.1)-
(8.2) using the REFE as states.

The design of a predictive control system using the virtoatfation model could join the
deterministic behaviour of an analytical algorithm and flegibility of a numerical regulator.
For the realization of a performing system, the predictiapability of the on-board analytical
model has to be improved and eventually replaced by a nuaigniopagator.

The analytical algorithm validated on PRISMA, can be congdea ready-to-fly tool for
autonomous orbit control. Nevertheless, the experienagedaluring the autonomous orbit
keeping experiment on PRISMA, was invaluable for the idesaitfon of major improvements
for the control performances and the operations. The omnghbaavigation filter can be tuned to
reach the meter level accuracy on the estimation of the segor axis. One of the improve-

ments should regard the prediction model used by the PRISMBoand absolute orbit control
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software which should include, in addition to the semi-majds’ decay rate, the rate of change
of the orbit’s inclination. The on-board estimation of trers-major axis’ decay rate should
be improved eventually with the inclusion of on-ground restied perturbation environment
parameters (e.g. solar fluxes, geomagnetic indices, etighveould be uploaded periodically
to the spacecraft. The effect of the navigation errors omthaeuvers computation can be re-
duced by using a smooth and filtering technique similar todkad for the on-board estimation
of the semi-major axis’ decay rate. By using a 70x70 Earthés/igational field model, and
eventually the third body perturbation, in the on-boardtqubopagator, the RO could be gen-
erated on-board without any loss of accuracy. The PRISMArobsbftware could be easily
further developed also for the control of the orbit’s ecdeity and inclination. Some improve-
ments to ease the ground operations for the software morgtooncern also the on-board RO
management and the telemetry.

A further development is also the combination of autonomalosolute and relative orbit
control. As a first step the DLR’s autonomous formation andtortaintenance systems on
PRISMA could be made to work at the same time. The results ohtimeerical simulation
performed for the evaluation of the formation behaviour pr@mising. A big step forward
would be then the mathematical formalization of the probéard the minimization of the fuel
consumption by an optimal allocation of the absolute anakired control tasks among the two

spacecraft.
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A. Linearized Orbit Model

A.l. Model Matrices

A.1.1. Gravity Field
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A. Linearized Orbit Model

A.1.2. Atmospheric Drag
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A. Linearized Orbit Model

A.1.3. Control Matrix

0 2 0
sinu  2cosu 0
1 —cosu 2sinu 0
B=— , At=1s (A.5)
nAt 0 0 cosu
0 0 sin v
-2 0 —sinu/ tani
A.2. Characteristic Polynomial
ST — Al = 5% + p15° + pos® + p3s® +pus? =0 (A.6)

P1 = —ay11 + a + ass
P2 = a11(ao2 + as3) + o33 — Aaelez — 36063 — G332
P3 = a26(a62a33 - a63a32) + a36(a63a22 - a23a62) - CL11(CL22CL33 — Q26062 — A36A63 — G23G32)

Ps = —a11[a26(a62a33 - a63a32) + a36<a63a22 - a23a62)]

A.2.1. Near Circular Orbits
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A.2.2. Near Circular Orbits and no Drag

In casee ~ 0 and the atmospheric drag perturbation force is not corsid@er; = 0, as = 0,
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A.3. Transfer Function
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B. Navigation Accuracy in Numerical

Simulations

Figures B.1 and B.2 and Tables B.1 and B.2 show the accuracy ofrtli®ard estimated

absolute position in the RTN orbital frame and of the orletaments in the realistic simulations

scenario.

120 ‘ ‘ ' ‘ ‘ 1 ' ‘ ]
£ o \ M L A A Ml f“\n e st oA
z SV AN T AMAVWWA R W ARV
is ' | !

“12f

6= 9 12 15 18 21 21IJun‘ 3 6 9 12 15 18 21 22IJun‘ 3 6
— 12~
E 9
e )
s 3 i i {
g ookl Cor % R T LA o vt & N A
A T A e I A R L W\,WW‘*“V WY
L 6 ;
< £, ‘ ‘ ‘ L

-9 9 12 15 18 21 21/Jun 3 6 9 12 15 18 2‘1 22/Jun 3 6
— 4_‘ ' i A‘ ' ' -
£
S 2 AN AN A P A A A A .
g , _f' \.”“f VNIV A A VAN I\/\r'\;u/\v} JR'AAVAY, \Am
B V YV VMV VA Y YV v §
S 4 v | ]
o 7\ L L L L L L L L

8 9 12 15 18 21 21/Jun 3 6 9 12 15 18 21 22/Jun 3 6

Time [h]

Figure B.1.: Accuracy of the on-board estimated positionTINR
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B. Navigation Accuracy in Numerical Simulations

Table B.1.: Navigation error - Position and velocity in RTN

R[m] T[m] N[m] Pos.3D[m] wvg[m/s] vyt [m/s] wvn[m/s] Vel 3D[m/s]

Mean 0.86 -0.30 -1.13 3.04 30— -3.5107° -2.3107° 4.3510°°
o 2.32 151 1.42 1.60 303 3.71073 21073 2.71073
RMS 2.47 1.54 1.81 3.43 303 3.71073 21073 5.11073
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Figure B.2.: Accuracy of the on-board estimated orbital eets

Table B.2.: Navigation error - Orbital elements
afm] aex[m] ae,[m] i[deg] Q[m] u [deq]
Mean 2.78 -0.18 0.01 30°° -3.8107* 2.7107°
o 3.94 2.99 3.71 2207 6.110%* 5.6107°
RMS 4.82 2.99 3.71 2207 6.1107* 5.61073
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C. Numerical Simulations of
Combined Autonomous Absolute

and Relative Orbit Control

This chapter is dedicated to the analysis of the combinednaatous absolute and relative
control of a two spacecraft formation in LEO using differéyyies of on-board feedback con-
trol. One of the two spacecraft keeps its orbit's parametgisn the control windows imposed
around nominal values which characterize a reference.ofbi¢ other spacecraft controls in-
stead the relative motion. A distributed control tasksgrgsient over time is suggested in order
to keep the mass of the two spacecraft as similar as pos¥iitle this approach the differential
drag, and thus the fuel consumption, can be minimized ananiksion lifetime maximized.
The autonomous formation control is meant to meet the pdylequirements and to keep the
required formation geometry safe from a collision risk. Todlision avoidance criterion used
Is the maintenance of a (anti-)parallel alignment of thatre¢ eccentricity and inclination vec-
tors [143,146]. In this context the autonomous control readded value as it allows a prompt
reaction to unexpected events. The secular non-keplegenrpation forces acting on both
satellites alter the nominal formation configuration. Theshcritical change is the clockwise
drift of the relative eccentricity vecta¥e that tends to the perpendicular of the relative incli-
nation vectordz, thus increasing the collision risk. As a consequence, dhadtion must be
controlled to maintain the predefined orientation of the wectors. A ground-based control has
to regularly keep the formation configuration by commandimall orbit correction maneuvers.

In most cases the ground station contacts are limited dueetgeographic position of the sta-
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tion and the costs for contact time. A ground station pladea raiddle latitude allows about
two scheduled contacts every twelve hours for a LEO saeliinly the availability of a polar
ground station guarantees a contact at each orbit. Whildithition is usually not critical
for single satellite operations, the visibility constrgimletermine the achievable orbit control
accuracy for a LEO formation if a ground based approach is@moAn autonomous relative
orbit control system can provide a robust formation keepimgroving the control performance
as the orbital maneuvers are planned and executed moresfrifgguThe combination of au-
tonomous absolute and relative orbit control can thus esentire overall control performance,
reactivity in case of contingency and reduce the ground@ugfforts and costs.

Analytical and numerical control methods have been constle The overall strategy is
verified using the TerraSAR-X/TanDEM-X formation (Sec. 1aS)case study. This is the typ-
ical LEO remote sensing mission which could take advantégieeoautonomous orbit control
discussed here. In the simulations, run over 30 days, th@wbsorbit of spacecraft TSX is
controlled by the AOK analytical controller (Sec. 4.1 andor)an in-plane linear regulator
(Sec. 4.3.1). These absolute orbit control methods are r@ulwith the autonomous rela-
tive analytical controller validated with the SAFE expeeinh [92,143] on the PRISMA mis-
sion. The initial state of Table 3.9 has been used for TSX. rEltetive initial state of TDX
is (da, ade,, adey, adi,, adi,, adu) = (0,0,300,0,—400,0) m in compliance with the collision
risk minimization criteria of parallel/anti-parallel ematricity and inclination vectors [143-145].
The goal of the relative control is to keep this initial sabeniation geometry. The simulation
parameters and the physical properties of TSX and TDX, densd identical spacecraft, are
collected in Table 3.8. No navigation or actuator errorsiactided in the numerical simula-

tions.

C.1. SAFE Closed-Form Analytical Control

Depending on the required orbit control accuracy, aloaghkyradial and cross-track maneuvers
(in the form of single or double pulses) are executed at egdirhe intervals in a deterministic

fashion according to the following solutions [92].
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An arbitrary correction of the relative inclination veci@i can be realized through a single

cross-track maneuver of sizevy at locationu,,, given by

Avnnal||6t,p — Otpes|| = nal|AdZ|| at w,, = arctan(Adi,/Adi,) (C.1)

where the superscripisft and bef denote relative orbital elements immediately before and
after the maneuver under consideration. Eq. (C.1) represeatminimum delta-v solution for
out-of-plane control.

The minimum delta-v solution for in-plane control providas arbitrary correction of the

remaining relative orbital elements according to the feitay double-impulse scheme

Avp, = na(Ada+ ||Adel|)/4 at w,,, = arctan(Ade,/Ade,) (C.2)

Avr, =nalAda/2 at Uy, = Uy, + 7 (C.3)

where along-track maneuvers in flight or anti-flight direntare separated by a half-orbit (the
subscripts 1 and 2 indicate the first and second maneuvehe afame pair). Here\da and
Ade represent the desired corrections computed before thaigoe®f the each individual
maneuver of the pair.

An alternative approach for in-plane control is based onettexution of radial maneuvers

separated by a half-orbit given by

Avg, = na(AdN+ [|Adel)/2, Avy, = na(Ada/4) at u,,, = arctan(Ade,/AdefE.4)

Avg, = —nalAd\/2 | Avp, =nalAda/2 at g, = Uy, + 7 (C.5)

The choice of the most appropriate in-plane control stratieg. the usage of Egs. (C.2)-(C.3)
or Egs. (C.4)-(C.4) is mission and application dependanttsRditangential-only maneuvers
ensure minimum propellant consumption, but when used fatirre formation-keeping, cause
unintentional drifts in along-track direction due to theniouous corrections of the semi-major
axis. Pairs of radial maneuvers do not affect the semi-neisrand can realize smaller correc-

tions of the relative orbital elements, due to the doublédelconsumption and the consequent
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longer burn times. The autonomous formation control (AFG@\&re module used during the
SAFE experiment on PRISMA features two modes: the closep-édong-track mode (CL-T)
based on Egs. (C.2)-(C.3) and the closed-loop radial mode (CGhaBgd on Egs. (C.4)-(C.4).
CL-T is mainly used for large reconfigurations in along-traalections in rendezvous scenar-
ios, whereas CL-R is preferred to accurately control the &iiom for tight reconfigurations at

short separations in fly-around and inspection phases.

C.2. Combination of the AOK and SAFE Analytical

Controllers

C.2.1. AOK Absolute Orbhit Control

Figures C.1 and C.2 show the ROE and REFE (computed at the asgemdie), and the along-
track control maneuverdvr executed by spacecraft TSX in case the orbit control systeta-
signed with the algorithms of Eq. (4.2) (AOK control). Thenow| window iSd L, ,, = +250
m. The same general considerations of Sec. 5.2 and Chap. 64DHKis features are valid here.

Fig. C.2 shows that the control 61, is characterized by a strict determinism. Three along-
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Figure C.1.: Relative orbital elements (AOK)
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Figure C.2.: Relative Earth-fixed elements and executedabri@dneuvers - AOK

track maneuvers of about 0.17 m/s are executed with a maneysie of 8 days. The vertices
of the parabolas which characterize the time evolutiof/gfare not placed in proximity of the
lower bound of the control window at -250 m. This is due to et that the long term prediction
of 6L\ = k101, + koL, (EQs. (2.31)-(2.33)) on which the maneuvers’ computatsobased,
does not include the contribution 6f, to the variation oféi, (see Egs. (2.11), (4.2), (2.28)
and (4.26)) but only that ofa. This approximation of the model used by the AOK control
system is highlighted by this test case in which the contyolecis 8 days. Indeed the weight
of the contribution ofyi,, to the variation off L, increases with the duration of the maneuver
cycle. Table C.1 collects the control performance and theemnaar budget. The totaélv spent

is 0.05 m/s.

Table C.1.: Control performance and maneuver budget of AOKrabn

6L [m] Min Max Mean o RMS

0Ly -101.97 269.71 40.87 100.31 108.31
oL, -17938.72 2688.1 -8074.03 5923.36 10013.8
oL, -16.63 6.11 -6.15 4.65 7.71

Av [m/s] Min Max TOT

Avy 0.01663 0.01703 0.0504
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C.2.2. SAFE Relative Control

Figures C.3 and C.4 show the ROE and REFE of TDX with respect to WBeh the absolute
orbit of TSX is controlled by the AOK controller and the reNatorbit of TDX is controlled by
the SAFE controller working in along-track mode (Egs. (Q@)3)). The REFE are computed
at the ascending node. The control windowdefand §i are respectively 5 m and 2 m. The
control is characterized by a strict determinism with arplisme maneuver cycle of 6 hours
during the steady-state phases as can be observed in Figolybone out-of-plane maneuver
of 0.002 m/s is executed when, exceeds the maximum allowed deviation of 2 m. The SAFE
controller reacts to the absolute orbit control maneuveisSX which causes a sudden change
of da, de, andde, and re-acquires the formation configuration in about 1.5sdakable C.2
collects the statistical quantities of the values assunyed R, 6L, andd L;, during the steady-
state phase between theé @nd 1% of July. The quantity L., indicates the difference between
the actual and the nominal values of the on-ground baséline /0L + 0 L2 formed by the
spacecraft TSX and TDX. The control accuracies bf, 6 L, andd L, in the steady-state phase
are respectively 1.5, 168 and 6 m. The tatal spent for the formation keeping during the

simulation time of one month is 0.4 m/s. Fig. C.6 shows the #@vaution of the on-ground
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Figure C.3.: Relative orbital elements AFC-AOK
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Figure C.5.: Executed formation control maneuvers AFC-AOK

baseline) L. computed at the ascending node. The baseline, controlkdawiaccuracy of 7 m
(1 0) has a nominal value of 742 m and reaches a minimum and maxlength of respectively

400 and 950 m during the formation re-acquisition phases.
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Table C.2.: Control performance and maneuver budget of ARivelcontrol

6L [m] Min Max Mean o RMS
0L, -445.35 -442.99 -444.14 0.51 444.14
oL, -845.89 821.31 -573.96 148.32 592.81
6Ly -8.44 59.55 0.58 5.21 5.25
0L.p, 9.1 16.15 3.71 6.01 7.06
Av [m/s] Min Max TOT

Avry -0.0155 0.0201 0.3997
Avy 0 0.0022 0.0022
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Figure C.6.: Earth-fixed baseline TSX-TDX

C.3. Combination of Linear and SAFE Controllers

C.3.1. Linear Absolute Orbit Control

Figures C.7 and C.8 show the ROE and REFE (computed at the asgemdie), and the along-
track control maneuverduv; executed by spacecraft TSX in case the orbit control sysgem i
the linear regulator of Eq. (4.40). The maneuver duty cysl24 hours and the parameters for
the calculation of the gains a@ L, ,, = 30, a(6Ly/dt)yrax = 30/(86400), (Avry, .y )61 =
0.004 and (Avr,, .y )sr/ae = 0.001.  Unlike the case of spacecraft MANGO (Fig. 5.4), the
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Figure C.8.: Relative Earth-fixed elements and executedabrbiineuvers - Linear regulator

maneuver placement rule of Eq. (4.43) is effective in cdimigpthe components of the relative
eccentricity vector because at the altitude of TSX the galdiation pressure perturbation force

is weaker and the spacecratft flies in a frozen eccentriclijt.ofable C.3 collects the control
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performance and the maneuver budget. The thtaspent is 0.12 m/s.

Table C.3.: Control performance and maneuver budget of inegiaear control

oL [m] Min Max Mean o RMS

6L, -22.6 76.44 23.42 16.07 28.41
oL, -19108.0 505.68 -8562.02 5533.0 10194.23
6Ly, -13.33 16.59 1.85 6.07 6.34

Av [m/s] Min Max TOT

Avr -0.0062 0.0108 0.1189

C.3.2. SAFE Relative Control

Figures C.9 and C.10 show the ROE and REFE of TDX with respect ¥owl&n the absolute
orbit of TSX is controlled by the linear regulator and theat®de orbit of TDX is controlled by
the SAFE controller working in along-track mode (Egs. (QR)3)). The REFE are computed
at the ascending node. The control windowdefand §: are respectively 5 m and 2 m. The
lack of determinism in the absolute orbit control of TSX ifleeted by the relative control as
can be observed comparing the absolute and relative orlmiéuvers displayed in Figures C.8

and C.11.

45 30 ;
30 _ 20 I :
E it ot bt E o g
b3 L L L el 1L Tl g -10 V |
s -15 U u [ =20
-30 -30
03/Jul  08/Jul 13Jul 18Jul 23/Jul 28/Jul 02/Aug 03/Jul  08/Jul 13Jul 18MJul 23Jul 28Jul 02/Aug
Time [d] Time [d]
320 . p 0.8
305 | o 4 0.6
= = pr — 0
E o T E o
>
27 260 = 02
& 245 [ 0
230 0.2
03/Jul  08/Jul 13Jul 18Jul 23/Jul 28/Jul 02/Aug 03/Jul  08/Jul 13Jul 18MJul 23Jul 28Jul 02/Aug
Time [d] Time [d]
-399 2400
-400 ~ 1800 i
E -401 \I\VA\IP\\ |\'\ \\II\\“\\I 21200 ﬂ
> =402 AN s 600 A ” & A
% -403 ™ (] 0_\!‘\ A\ v.:\/\“_!\'__’_1«‘11\ )\rL__‘ N
-404 -600 v V
03/Jul  08/Jul 13Jul 18Jul 23/Jul 28Jul 02/Aug 03/Jul  08/Jul 13Jul 18MJul 23Jul 28Jul 02/Aug
Time [d] Time [d

Figure C.9.: Relative orbital elements SAFE-Linear
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Figure C.11.: Executed formation control maneuvers AFC-&ine

The SAFE control system has to react to the orbital maneuwemtanded by the linear
regulator on-board TSX once per day. Table C.4 collects thtesstal quantities of the values

assumed by L,, éL,, 0L, and{dL,.,, during the entire simulation. The control accuracies
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of 6Ly, 0L, andd L, are respectively 21, 340 and 10 m. The baseline is contreliduan

accuracy of 134 m (&) and reaches a minimum and maximum length of respectivedyahl

1400 m. The total\v spent is 0.53 m/s.

Table C.4.: Control performance and maneuver budget of ARivelcontrol

6L [m] Min Max Mean o RMS

6Ly -477.38 -312.3 -439.62 18.39 440.0
oL, -1089.65 1383.03 -528.86 276.17 596.62
6L, -38.64 44.94 0.4 8.42 8.43
0Ly, -338.72 676.17 -1256 1339 134.48
Av [m/s] Min Max TOT

Avry -0.0377 0.0269 0.5166
Avy 0 0.0038 0.0128
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D.1. Orbit Perturbation Forces Environment

The AOK experiment was conducted in condition of minimumasahagnetic activity as it
took place during the first phase of solar cycle 24 started)i®82 The small mean value of
index F10.7 in comparison with other solar cycle phases eaappreciated in Fig. D.1. The
F10.7 index is a measure of the solar radio flux per unit fraquet a wavelength of 10.7 cm
near the peak of the observed solar radio emission while Kpnsarizes the global level of
geomagnetic activity. The F10.7 and Kp indices’ values age@d reference in evaluating the
variation of the atmospheric drag that is the main pertiohdbrce at the altitude of MANGO.
In fact the increase of the atmospheric drag is well coreelavith solar Ultra Violet (UV)
output and additional atmospheric heating that occursndugeomagnetic storms. For this
reason most drag models use the radio flux at 10.7 cm wavélesgt proxy for solar UV flux
while Kp is the index commonly used as a surrogate for stesn+atmospheric heating due to
geomagnetic storms. In generdal 0.7 > 250 and Kp > 6 result in detectably increased drag
on LEO spacecraft. Fig. D.2 shows the evolution of solar flwdides F10.7 and Kp during
the AOK experiment. A peak in the value of index F10.7 can bicad in the first days of
August when a geomagnetic storm took place as a consequétioe unleashing of M class
flares by three sunspots. An analysis of MANGO'’s free moti@s \@one during the AOK
experiment preparation phase, in order to quantify theemite of the orbit perturbation forces
environment on the decay of the semi-major axis and the ciese increase rate of the LAN
during the AOK experiment. POD ephemerides of TANGO havenhesed for the analysis
as TANGO, whose orbit is almost identical to that of MANGOaigually in free motion not
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having any orbit control capability. The POD ephemeridelieeen compared with a reference
orbit propagated with a GRACE GGMO01S 70x70 gravity field modéhmitial state TANGO'’s
POD state as on 20of June at 06:00:00 GPS time. The period considered was f@hop
June to the 18 of July in order to exploit the most accurate TANGO'’s POD ot as after the
18" of July TANGO's GPS receiver was switched on only for one toglich day. The results

of this analysis are showed in Sec. 3.3.1

D.2. DVS Camera Activities

Digital Video System (DVS) activities have played an impaitrole in the frame of the AOK
experiment. They represent the practical demonstratiaimenfpossibility of remote sensing
activities with an autonomous orbit control system. Refgrtio Table 7.2 the most relevant
data-takes for the experiment are those made during thedirteot phase starting from the 80
of July. Each of these DVS data-takes includes 14 shots tak& minutes over about 5000
km on Earth. The DVS activities were planned by means of anmeuhat receives in input the
region and time window of interest and gives in output theesrof the data-takes possibilities
with the respective ground tracks. Two main exercises weropned in planning the DVS
data-takes. The first one was the periodical monitoring oiteao$ geological interest as an
active volcano. Fig. 7.1 (left) shows the planning of suclatadake (red tracks are during the
daylight). The main objective was the volcano Etna and isgimg was placed in the middle
of the available ground track. The activation of the DVS cearfer this data-takes (DVS_6
and DVS_9) was scheduled onl@nd 1% of August. The result is shown in Fig. 7.1 (right)
where in the picture on top the plumes from volcanoes EtneSarmmboli can be noticed. The
second exercise was the complete coverage of a certain fairgarest by different data-takes
in a limited time frame. This was done with DVS_5, DVS_6, D\M% and DVS_13 for South

Europe and the result is shown in Fig. D.3.
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Figure D.3.: South Europe fromi"4o 12" of August. Images courtesy of OHB Sweden.
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D.3. The PRISMA Formation During the AOK

Experiment

D.3.1. TANGO'’s Navigation

MANGO'’s on-board navigation system was designed to worloimglete absence of TANGO'’s
navigation data during the AOK experiment. Neverthelessg decided to switch on TANGO's
GPS receivers for one orbit each day. This was an operatammapromise to keep the inter-
satellite link MANGO - TANGO as long as possible and to hawvegbssibility to get TANGO’s
GPS data to be input in the POD process, without jeoparditiagorrect course of the AOK
experiment. In fact if the GPS interface (GIF) receives BdANGO and TANGO messages,
then it assumes that the navigation system works in duo mdtdeies thus to provide the
latest set of synchronous valid GPS measurements from atehites. If for some reason like
receiver hick-up, ISL data gaps, etc. TANGO or MANGO message delayed or absent, then
GIF provides alternatively TANGO or MANGO measurementsatepng on what has been
done at the previous step. This improves the data diverailycaverage in duo mode, but if
GOD is in solo mode it can cause a degradation of the qualith®fGIF output leading to
artificial data gaps and missed measurements updates. gatiavi issue detected and solved
in the first two days of the AOK experiment was caused by thetfeat MANGO'’s was steadily
receiving information about the GPS antenna used by TANG®aBOTANGO, in safe mode,
was continuously tumbling, there was a GPS antenna switchtavery 6 min. This antenna
switch caused an interruption of 90 sec (3 GOD calls) in theasuement update of GOD
at a rate of about 6 min. This behaviour is due to a protectiechanism to improve the
robustness of the navigation in case of antenna switches ABN®D and/or TANGO. This
problem was completely solved with the upload of the TANG@nghes override procedure
on the 2@ of July. As depicted in Fig. D.4, this procedure commandeBahGO to hold the
same information about which GPS antenna was used alsogart&sS antenna switches. The
correct information about TANGO’s GPS antennas switchesdedivered only when TANGO's

GPS receiver was on as this information is required by the p@bDess.
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Figure D.4.: TANGO’s GPS antennas switch (top) and GOD nreamsent update status
(bottom)

D.3.2. MANGO - TANGO Relative Motion

Table D.3.2 collects the requested and actual MANGO - TAN@ative initial state required
for the start of the AOK experiment. These requested ind@alditions were meant to have
TANGO drifting away from MANGO in the direction of the veldgidue to the 2 nuda with
an initial safe along-track separation of about 3000 m. Efetive eccentricity and inclination
vector had to be parallel as collision avoidance criteridf.(R43). Fig. D.5 shows the relative
position MANGO - TANGO in the RTN orbital frame during the agsjtion phase of the initial
relative state for AOK experiment. Figures D.6 and D.7 shHmswdorresponding relative orbital

elements and relative eccentricity and inclination vextofFig. D.8 shows the relative position

Rel. Orbital Elements adajm| adex[m| adey[m] adixm| adiy[m| adum]
Requested 2.0 0.0 -300.0 0.0 -400.0 -3000.0
Actual 2.9 -58.0 -272.0 -36.0 -396.0 -3205.0

Table D.1.: Requested and actual MANGO - TANGO relative ahitstate for the AOK
experiment
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Figure D.8.: Relative position MANGO - TANGO in the RTN orHifaame during the AOK

experiment

MANGO - TANGO during the AOK experiment up to the moment theSafeceiver on-board

TANGO was switched off ori0?" of August. The sudden increase of the relative drift rate
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in the along-track-direction ona2"? of July after the beginning of the 1.5 days reacquisition
maneuver can be appreciated as well as the return to a srdaftaiate after the execution of

the counter-maneuver by AOK.
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