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SUMMARY

The purpose of this study has been to develop a model
capable of evaluating existing transport systems in urban areas
and of supplying relevant information helpful for planning in the
short run, The proposed model is intended as a decision-making
tool and is developed on a modular approach in order to deal with
the different aspects of the public transport assignment process.
The demand for public transport is assumed to be completely
determined and given., The analysis is intended for studies of
transport by bus although some other modes of public transport
may be handled provided that the main assumption concerning the
independence of the arrivals of vehicles and passengers at board-

ing points is taken into account.

Given the public transport demand and information about
the corresponding supply, the model assesses the performance of
the system in terms of parameters of efficiency and generalised
costs to the users. Then, by making changes to the basic variables,
a set of alternatives to the existing system may be proposed and
evaluated in order to establish the best design or to make minor

modifications to the systen.

The assignment problem is subdivided into three different
stages: 1) the determination of individual options to make a trip;
ii) the process of loading passengers onto selected options; and

iii) the process of loading passengers onto routes and vehicles.

Six main linked submodels are used: PATH, ROUTE-2, ASSIGN, TRAVAR,

ARRIVE and SIMULA.

PATH is a matrix-notation algorithm which obtains the
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shortest paths in networks. This submodel is the basis of ROUTE-2
which deals with minimum paths for public transport networks and
to do so it uses total travel time as a measure of travel resis-
tance. Apart from the optimum options to make a trip ROUTE-Z2 is
capable of registering alternative ways to travel where these are
feasible., This submodel does not require the coding of dummy links
in order to consider the respective level of service of the walk-

ing mode.

Having obtained the different alternatives to make a trip
and given the number of people wishing to travel, submodel ASSIGN
apportions passengers among the options. To do so it is assumed
that the number of passengers taking each option is inversely
proportional to the option's total travel time, This submodel

transforms the door-to-door 0-D matrix into a stop-to-stop matrix.

The last three submodels TRAVAR, ARRIVE and SIMULA deal
with the third stage of the assignment process. This stage relies
heavily on simulation techniqﬁes which are very useful in the
analysis of complex queueing problems. For the simulation process
TRAVAR and ARRIVE play an important role., Variations in travel
time between bus stops are assumed to follow a gamma distribution
and given the mean and mimimum possible travel time between two
linked stops submodel TRAVAR estimates the respective times for
random numbers between 0 and 1, creating in this way a table and
eventually a file with the set of tables for the whole bus network.
Thus, the process of obtaining inter-stop travel times is reduced

to a simple table search given a random number,

The arrival of passengers at bus stops is assumed to follow
a random pattern which means that there is no direct association

between arrival times and expected bus departures or other pass-
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engers arrivals. Submodel ARRIVE generates exact arrival times by
transforming a random number by means of the inverse cumulative
function of the exponential distribution. Following this procedure
and with information supplied by previous submodels ARRIVE creates
a file of passenger registers containing for each passenger his
origin, destination, time of arrival and bus services to make the
journey.

Submodel SIMULA controls the simulation of the public
transport operations and the gathering of meaningful statistics.,
Buses are considered as the entities of the system and events are
represented by their arrival at bus stos. When a bus arrives at a
stop, passengers waiting for that service are placedon board on
the basis df first come first served, but always taking into
account bus seat availability. Passengers are set down according
to their destination.The fact that passengers are considered indi-
vidually until they board the bus allows the respective waiting and
total travel times to be differentiated. The passage of time in
the simulation is recorded by means of a number referred to as
clock time and this submodel guarantees that events are taken into

account in their chronological sequence.

The main data input to the model are composed of: bus stop
spacing, inter-node distances, bus frequencies, bus route descrip-
tion, O-D matrix and set of parameters. The model gives detailed
information about: minimum distances in the network and path
description, options to travel by public transport between any
two pair of nodes in the network and relevant information on the
walking mode, average bus occupancy, average walting times,
average total travel times, passengers boarding and alighting,

passengers not boarded due to seat unavailability and other factors,
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The model has been tested using real data gathered in
Springburn, a suburb of Glasgow. Taking into consideration some
limitations in the information used, the results are encouraging
and suggest that further attempts to reach a more extensive vali-

dation of the model may be successful,



INTRODUCTION

1. The importance of public transport planning in urban areas.

Transport planners have reccgnized the potential of
transport provision to shape the urban envirgnment by influenc-
ing the accessibility within urban areas, and its influence will
be proportional to the quality and quantity of service provided.
In other words, land use and traffic flow can be regarded as

inter~dependent.

On the other hand, the automobile has also influenced
the design of the city to a considerable extent and has changed
the pattern of urban life. In general, the resources which are
considered essential for a satisfactory standard of living are
dispersed and people without access to a private car find dif-
ficulty in coping with this pattern of urban design, pértly
because other modes of transport cannot serve as well the dif-

fuse pattern created by the automobile.

The increasing demand for transportation due to a grow-
ing population and to a rising standard of living has imposed
considerable strain on the existing infrasfructure. As the effi-
cient organization of a city requires the adequate provision of
access and mobility, many cities have tried to solve their
transportation problem by providing additional capacity, especial-
ly in highways. But this solution has proved sc expensive that
society must now consider whether it might be more desirable to
halt the increase in private car usage in congested areas and

to encourage public transport.
Therefore, the impracticability of providing enough road

capacity to cope with unrestrained demand, the need to provide

an alternative to the private car, the provision of adeguate



mobility to those dependent on public transport, the best use of
scarce financial resources, and other considerations have encour-

aged planners to look at public transport with renewed interest.

The primary role of a public urban transpoft system
remains that of giving people mobility, and in order to fulfil
this role adjustments to the system are continually necessary to
keep pace with the natural growth of the city.‘Where public
transport services have remained static over the years new
patterns of land use and changing travel standards necesitate
rationalisation of these services. There has been a shift in
population away from the centre of the cities to the suburbs and
therefore it is essential to adapt the transit system to these
changes and to update transport services in order to keep pace

with changes in distribution and activity levels.

Transportation demand is characterized by having cyclic
fluctuations with similar patterns over different days of the
week. As a result there are big differences between off-peak and
peak periods which make it necessary to provide additional
transport capacity in order to meet peak demands. This imbalaunce
between supply and demand usually causes under-utilization of

equipment during non-peak periods.

To meet these challenges public transport operators have
responded from a managerial point of view, trying to get a favour-
able balance between their inputs and outputs; in other words
thinking in terme of efficiency. But in most cases this approach
has not prevented permanent loss of patronage. This unexpected
result has been analysed by transport planners and no unique

explanaticn has been given, It is not completely known what

value people place on privacy, door-to-dcor service, comfort,
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and the like, but 1t seems that a rising standard of living
prlays an important role and that because of this people are

switching to private transport.

What may be drawn from this is that bus operators should
think not only in terms of efficiency but should also consider
the quality of service provided., If the previous analysis is
correct it would be desirable to improve the level of service in
oder to keep pace with rising standards of living, adjusting bus
services to the requirements of the whole community, while taking

account of operating costs.

2. Framework of the study.

The transport planning process may be regarded as con-
sisting of three different stages: inventory, forecast and
evaluation. The inventory comprises the development of the data
base for the whole process: land use data, travel pattern data
and existing transportation facilities information., The next
stage is that of forecasting the future urban land-use patterns
that the transportation system is to be designed to serve and of
trying to describe the travel patterns and the way people will
use the transport facilities. The evaluation stage attempts to
assesg whether the transportation proposals put forward satisfy
the estimated demand from the social, economic and operational
point of view. The forecasting of travel patterns and use of
transport facilities constitute the so called Transport Model
which can be seen as composed of four submodels: trip generation,

trip distribution, modal split and assignment.

Trip generation is concerned with the number of trips

b

which will bYe generated by and attracied to each’ zone of the
o o,

¢

study area. In other words, it deals with the prediction of



future levels of travel. Trip distribution seeks to establish
the links for the attracted-generated trips calculated in the
trip generztion process. Modal split is the process of alloca-
tion of trips among the available modes of transport. Assignment
is concerned with the allocation of trips to a given transport
system and to its differentrelements. The first three sub-models
are the major elements in forecasting travel demand while the
assignment process allocates this demand to the existing trans-

port facilities.

Land use, distribution of population, socio-economic
characteristics of the population and patterns of activity de-
termine the transportation demand for each mode of transport.
Furthermore, transportation demand may itself be influenced by
the installation of transport facilities and the provision of
service that may change the locational patterns of the economic
activity. In this sense it is possible to talk about effective
demand and latent demand, the latter being the potential number
of people that would use transit if different services, new or

improved, were provided.

In other words the interaction between transport supply
and demand is well defined by the level of service variables. The
volume, composition and time dependency of the demand depend upon
the level of service at which transportaticn is supplied. At the
same time the level of service depends upon the volume, composi-

ion and time variation of the demand. Therefore, the public
transport demand is affected by the service provided which in
turns depends upon the community support. Consequently, this is a
dynamic process in which variab;es constantly interact with each

other.

The 2lements of the supply of public transport could be



regarded as classified in two main groups: the infrastructure
and the transport service elements. The infrastructure consists
mainly of the street network, termini, depots, etc. The service
elements are the equipment itself and the transport network
characterised by routes and frequencies of service. The human
factor also plays an important role in public transport systems
as transport operation is usually regarded as é labour intensive

industry.

Improvement or deterioration of the transport system may
influence people's behaviour: as an immediate reaction to a
change people can either do nothing, or switch to another route
of the system, or switch to another mode of transport or be

attracted from other mode to the public transport system.

Thus, the evaluation of a public transport system could
be accomplished by analysing carefully the different impacts it
may produce. However, a conflict arises in the sense that what is
the optimum for some people may not be for another: the transport
operator usually seeks to maximise his profits, the user thinks
in terms of quality.of service and minimum costs, and society
as a whole wants a system which causes minimum congestion and
damage to the environment. As variables involved in the process
interact with each other when attempts are made to improve one

particular aspect, another is often made worse.

Therefore, as in any planning or evaluation process it is
essential first of all to define the goals of the transportation
planning process, taking intc account that certain improvément in
one particular aspect could pcssibly deteriorate another one,
Some goals could be:

- Improving urban life by providing better quality of



transportation;
- Incrceasing the economic and technical efficiency of the
system in order to reduce operating costs and transportation time;
- Improving service availability specially for those who

do not have other alternatives.

These goals may be translated into costs, which carefully
assessed can serve in the evaluation process of a public transport
system. The main costs are: operating costs, passengers general-
ised costs, time and operating costs of all other vehicles on
the street network and relevant environmental costs. The public
transport system which minimises the total of these costs may be

regarded as the optimum,

The design of alternative transportation plans which
accord with community aims and objectives meet the estimated
demand for transportation should be evaluvated in both economic
and social terms to derive the optimum solution. But =z public
transport system is so complex and there are so many varisbles
interacting that it is considered to be desirable to have a model
in order to evaluate changes and to help planners in the task of
updating services to the real requirements of the community,

within the context of providing some benefits to the operator and

good degree of mobility to the users,

The purpose of this study has been to develop a model
capable of evaluvating existing transport systems and of supplying
relevant information helpful to planners in seeking a better
match between supply of and demand for public transport in such a

way that with little or no capitél investment the system could be

[}

xisting resources uzed in the most efficient way.

¥y
O

O

improved znd the

The public transport planning process may be represented



by a diagram { see Figure 1 ). It is clsar that the effects or
impacts produced by the system will certainly have repercussions
on the subsequent levels of supply and demand as this is a
dynamic process. However,as the proposed model is to be used for
planning in the short run, it was assumed here that these impacts
will not affect the demand. A further assumﬁﬁxnﬁwas that the
demand for public transporﬁ is completely determined and given,
either by a forecasting process similar to the one explained
above or by information derived from a survey. Secondly, the
analysis was restricted to transport by bus in urban areas, though
some of the concepts could easily be applicable to other modes of

public transport.

FIGURE 1. Public transport planning process.

Land use,distribution Infrastructure
of population,socio- Bus service elements:
r~——3% economic characteristics, ~equipment P
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other modes public trans- transport

of transport port -Route network
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In the choice of criteria tn mezsure the impacts of a
bus system it is advisable to choose standards that consider the
process as a whole and are as far as possible quantifiable. There-
fore, environmental impacts such as noise and air pollution were
beyond the scope of this model. Traffic aépects, on the other
hand, were only considered indirectly as it was assumed that by
using the system in a more rational and efficient way the burden

of the street network could be diminished.

From the operator's point of view the system is evaluated
by using appropriate measures of efficiency; from the user's stand
point perhaps the most important factor is how long it will take
him to get his final destination., Then, the model concentrates in
the different components of a trip such as : walking, waiting and
riding times, and fares expressed in generalised costs. The

approach proposed is presented in Figure 2.

In order to evaluate the quality of a bus system the pro-
posed model shoﬁld be capable of representing the interaction
between the different variables and of measuring a set of
standards able to characterised the effectiveness of the whole
system, At this point of the analysis two different approacheé

might have been considered:

1) To seek the optimisation of the bus system by means of
a linear programming model and then to measure how far the exist-
ing system is from the optimum; i.e. given the public transporta-
tion demand, the question is to design an optimum route network
with a frequency of service in such a way that generalised costs
to passengers are minimised. Due to the complexity of the

sg this approach is considered to

(]

variablegs invelved in the proc

be rather difficult to carry out.



FIGURE 2. A“Approach proposed.

Bus systenm demandq Bus system supply

N ~Bus route network
~-Frequency of service -
-~Bus flect character-
istics

s
e

]Proposed public transport modeli

Evaluation criteria
-Operator:system efficiency
~User:generalised costs

2) To develop a model capable of evaluating the perform-
ance of a bus system and by means of some changes in the basic
variables evaluate a set of alternatives to the existing system
in order to implement the best design or to make minor modifica-
tions to the system in operation. Tn other words, given the
corresponding public transportation demand and information about
the supply the model assesses the performance of the system in
terms of parameters of efficiency and in terms éf generalised
costs to the users. Thereafter, by analysing reasonable alterna-
tives, the system could be either improved or kept unchanged.

By exploring a range of operating strategies the system could
be improved by either reducing the amount of resources keeping
constant the quality of service or imprcving the level of
service given a fixed amount of resources or by a combination
of both. This second approach was chosen in view of the complex

analytical relationships involved in an optimisation prccess.

It is clear that a theoretical model capable of doing

the required task could be large and complex; but the problem

could be hroken down into two stages: i) analysic of the patterns

T



- 10 -

of travel aund the way people may use the transporl system in
order to make a trip; ii) process to allocate trips to the exist-
ing transport facilities. It is worth noting that the previous
stages constitute the basic elements of a publié transport
assignment model and for the purpose of this research several
linked submodels have been used to accomplish the required

functions,

The first stage relies heavily on network anélysis
techniques as it was assumed that people choose their routes to
make a particular trip so as to minimise their total travel time.
The second stagé uses simulation techniques that have been
demonstrated to be adequate for the investigation of systems
involving queues and complex interactions between them. Further-
more, simulation is a practical approach when a large volume of
computations is required and when analytical tools are inappro-
.priate. This technique is not tc be considered as an optimisation
process by itself but as a tool to improve systems and to enablie

decisions to be taken.

Thus, the proposed model is intended as a decision-making
tool in the sense that it may provide basic information relevant
for transport operators and policy-makers involved in the public
transport planning process. The data base comprises on the one
hand the transit demand, and on the other hand the route netwerk,
frequencies of service, and bus fleet characteristics. Since the
demand is assumed to be given, the process of seeking better
alternatives to the existing transport system depends upon

changes in the supply side,.
The layout of the thesis is as follows. The first chapier

provides a revision of the main literature related to the topic;
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it also presents the main concepts of simulation techniques that
play an important role in the modelling process of this study.
The second chapter presents in detail the different steps of

the proposed model., The third chapter is devoted to the applica-
tion and testing of the model using basic data collected in
Springburn, a suburb closs to the city centre of Glasgow. Finaily,
a summary and conclusions are presented, emphaéising the possible

implications of such a study in the planning process.



CHAPTER T

REVIEW OF CONCEPTS IN MODELLING AND ANALYSLS OF PUBLIC TRANSPORT

OPERATIONS

The main purpose of this chaptef is to provide theoreti-
cal insight into the different aspects of model building and the
factors required for a better understanding of public transport
operations in urban areas. The content of the chapter is divided
into three parts for convenience and simplicity. The first part
is a basic examination of the most important principles of
simulation modelling, making particular emphasis on the main
concepts involved in stochastic simulation, its relevance and
utility for the present study. The second part covers the impacts
of a public transport system on the different sectors of society
and some important factors affecting service reliability. The
last part presents some recently developed models which deal

with a variety of facets of public transport planning.

A review of other work in this field was considered
essential for the design of the proposed model; cone relevant
factor that remains to be presented in the next chapter is that
of minimum paths in networks and its extension to public trans-

port analysis.

1. Some important concepts in simulation models.

A system may be defined as a set of interdependent or
interacting elements, acting as a unit to fulfil a specific

objective. In this context, Systems Analysis is a term used to

+
i

4]

Largs and usually complaX

¢

describe an approach to the study ¢

systens; this approach attempts to study the total unit perform-
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ance rather than to concentrate on the parts.

It must be stressed, however, that any representation or
model of a system will differ inevitably from the System itself.
There are twe different kinds of models: physical and symbolic.

A symbolic model represents a system by using mathematical or

logical termes, and according to the techniques used to solve the
mathematical models it may be classified either as analytical or

as numerical., This classification is illustrated in Figure 3.

FIGURE 3. Classification of models

A////yODELQ\\\k
PHYSICAL SYMBOLIC OR MATHEMATICAL
ANALYTICAL ' NUMERICAL
I
STATIC DYNAMIC
SIMU%ATION

Perhaps the most satisfying form of model solution is an

analytical solution. In order to apply this method it is necessary

to fulfil two general conditions:

i) that the behaviour of the elements involved and the
relationships between them can be fully described in mathematical
terms; and

ii) that a mathematical theory is available to solve the

model.

Such a solution can only be cobtained when the system to
be modelled has a very tight logical structure, and the internal
relationships are uncomplicated, When feasible, this apprcach

&

can be a cheap and quick way. of reaching a solution. However, in
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many cases the analyst is not able to formulate the model with
the mathematical precision required or to solve the model. In
some complexqueuveing models, for instance, a complete mathemat-

ical formulation of the problem does not exist.

When the previous conditions are not fulfilled the

analyst should then consider the use of numerical technigues.

The range ofqusueing models whose behavicur can be examined by
analytical techniques is very limited. Where analytical tech-
niques cannot be applied however, approximate solutions with
sufficient accuracy can often be obtained by numerical approaches.
A numerical solution manipulates numbers obtained by substituting
them for the variables and parameters of the model. Monte Carlo
and simulation techniques constitute two numerical approaches

which are in common use.

Monte Carlo techniques use random numbers tc obtain

solutions. Simulation refers to certain mathematical and logical
models that describe the behaviour of a system over a period of
time. In this way, simulation is a dynamic approach in contrast
to those static models in which time does not play any role at

all.,

A simulation where any of the inputs or outputs are
represented by a distribution of values rather than by single
numbers is said to be stochastic. Since these models use randen
numbers it could be said that a stochastic simulation is
synonymous of Mente Carlo technigues; but it is important to
clarify that the latter uses random numbers to solve determi-

nistic problems,eg. to find the value of an integral.

In the formulation of a stochastic simulation model it
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is necessary to specify very clearly the components or entities
of the system under study, the variables and vsrameters and the
functional relationships ( Naylor et al, 1968). These are

illustrated in Figure L.

FIGURE 4. Elements of a simulation model

P
Entities Output
Endogenous
Intermediate
Variables
. +
Elements of a < Exogenous : Input
simulation model Parameters
Identities
Relationships
L Operating characteristics

A component or entity is an object of interest in a
system. Variables are used to represent corresponding features
of the system and can be classified as exogenous and endogenous
variables, Exogenous or independent variables denoté characteris-
tics external to the system being modelled; in other words they
are input variables that may act upon the system while the
system does not affect them. According to the control that the
analyst has on these variables, they are classified as control-

lable and non-controllable variables,

Endogenous variables denote characteristics internal to
the system and can be classified as intermediate variables that
describe the state of the system and output variables, Therefore,
the variables of a model can be classified as input, intermediate

and output variables.

Parameters are quantities that influence the endogerous
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variables and are constants that can be derived on the basis of
statistical inference. (statistical inference deduces the
characteristics of the totality, based on the observations of

less than the totality).

i

Relationshins describe the connection between variables

and components of a system.They can be classified as identities
or definitivns, and operating characteristics that relate input
and intermediate variables to output variables normally by means

of a mathematical function.

In a stochastic simulation model at least one of the
operating characteristics is given by a probability function;
in other words, a system may be regarded either as deterministic
or stochastic depending upon the causal relationship between

input and output.

In looking at a simulation model it would be useful to
have a different view of the elements of the model, The systenm
could be viewed as a set of entities (components) which have
certain characteristics expressed by means of numerical or
logical values called attributes (variables and parameters)., On
the other hand, the entities interact with specific activities
or changes in the system according to some prescribed conditions
(relationships) that determine the sequence of interactions or

events,

The description of all the entities, attributes and

w

activities of the system as they exist at cne point in time is

called the state of the system. The dynamic behaviour of a

system implies the concept of state, Thus, simulation is a

tecnnique that can register and trace over a period of time a



- 17 -

life history which consists of a sequence of changes in the

system state.

If a bus system; for instancs, is assumed to be composed
of passengers ard huzes tfavelling along the different routes,
at any instant t the state of the system can be described by ths
instantaneous position and conditions of each Qlement. Similarly,
at any time t + @t the system can also be described, and so on,
which means that it is possible to obtain a set of instantaneous
pictures of the different states of a system over a period of
time, thus establishing the history of the system. A simulation
model can reproduce the historical state of a system and if
appropriately defined this historical state can be taken as that

of the real system.

One of the key stages in this process is to ensure that
the model accurately represents the situation to which it is
going to be applied so that the state descriptions it makes will
give a reliable indication of what will actually happen in any

given set of circumstances.

A change in one aspect of a system may produce changes
or even create the need for changes in other parts of the systemn,
and even if its individual elements are optimised a system may
be non-optimal due to interactions between the parts, so it must
be emphasised strongly that it is important to study a system
as a whole., In order to do this it is necessary to observe it
in the real world,to formulate hypctheses about the behaviour
of the system and tc reduce these to a level of abstraction
that allows the analyst to formuiate the model in a convenient

and suitavis way.
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Simulation has been widely used to solve a variety of
problems concerning existing and propcsed systems and is a
valuable tocl in scientific research. However, as with any other
technique it has advuntages and disadvantages; therefore, the
decision to use it must depend on the judgement of the analyst.
The advantages include the following:

1) It permits experimentation with:

consideration of many factors;

manipulation of several individual parameters;

ability to consider alternative policies; and

no disturbance of the actual system.

2) It enables an analysis of a system to be made in a
chronological sequence;

3) It provides operational insight;

4) It allows the use of observed distributions rather
than idealised approximations; and

5) Simulation models can be more easily understood by
noh—technicians than analytical models which may involve

sophisticated mathematical reasonings.

Among the disadvantages:

1) They may be very expensive especially because of the
time required to develop them;

2) They may require scarce and expensive resources:
data and computer processing for example; and

3) They may require extensive field studies.

Stochastic simulation involves basically four different
concepts: probablliity functions, randem number generation,

random variazbles and time keerping techaiques.
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A, Probability functions. In statistical terms, a variable is a

characteristic that can be measured; an individual measurement

O]

of a variable is called a variate. If & variable casassume
specific values it is called a discrete variahie, while a con-
tinuous variable can assume any values whatsocever between

certain limits.

Congider a discrete variable which can take I different

values,xi (i = 1,2,¢00441). The set of possible outcomes is

called the sample space and is denoted by S. If the event is

repeated n times and the numbers of occurrences of each value Xi

are defined as the absolute freguencies ni thenz ni over S is

equal to n., A relative frequency is obtained by dividing each

absolute frequency by n. For large numbers of n, the relative
frequency will approximately be equal to p(Xi) which is the

probability of occurrence of the value of Xi’ The set of values

p(Xi) is said to be a probability mass function.

A theoretical probability mass function associates a
probability with each possible outcome., In the case of an
empirical distribution (based upon actual observations), the
probability mass function associates relative frequencies with

outcomes,

The probability that a variable takes on a value less

than or equal to Xi is given by the cumulative distribution

function which in mathematical terms is simply called the dis-
tribution function., If the variable being ocbserved is continuous,
an infinite number of possible values can be taken by the
variable; therefore, the probability that the variable takes on
the value of X is to be considered zero., Thus, to describe the

variable, a probability density function f(X) is defined. The
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probability that the variable takes on a value in the range a to

b is given by:
b

p(agX<hb) =Jf(X)dX - £f7((x)> 0
a ‘

For a continuous vafiable, the cumulative distribution
function F(X) which gives the probability that the random

variable is less than or equal to X is given by:
' X

F(X) =ff(t)dt

<0
It follows by definition of the probability mass function

and the probability density function that:

I 0
;{: p(Xi) =1 and :Z:f(X)dX =1
i=1

Probability functions are summarized by certain key
parameters that can provide insight into some of the most import-

distribution is given by:

n
X
i

15

p(X,) or dicrete variables, and
i b

e

-~
|4

1
o
X

T(X)dx for continuous variables
-~ 00
The first moment, n=1, is called the mean ¥ which indi-
~cates the central tendency of the distribution, It is said that

1f & single number is to be chosen to represent the variable

without any randomness, the mean is the best one to use.

It is possible to take moments about scme constant value

such as the mean %:
I

p(X;) for discrete variables

ka,
4
Y

[<4]
~}ﬂ (x - T £{X)d¥  for continuous variables
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Moments about the mean are called central moments; the

second central moment is called the variance, and its positive

square roct the standard deviation. The standard deviation which

has the same dimensionality as the observatiors, measures the
degree to which data are dispersed from the mean. Another useful

measure of dispersion is the coefficient of variation which is

defined as the ratio of the standard deviation to the mean. The
third moment about the mean characterizes the skewness of the
distribution, while the fourth moment is the measure of Kurtosis

(flatness or peakness) of the curve.

Some of these terms are illustrated by the figures in
Table 1., This records the number of l-minute intervals in which
Xi passengers arrive at a bus stop, and gives the corresponding

probability and cumulative distributions.

TABLE 1. Probabpility and cumulative distribution of passenger

arrivals per one-minute interval,

Arrivals Number of Probability Cumulative
1-min interval distribution distribution
X n p(Xi) P(Xi)
0 30 0.32 0.32
1 31 0.33 0.65
2 18 0.19 0.84
3 9 0.10 0.9
L 5 0.05 0.99
5 1 0.01 1,00
94 1.00

Source: Calculations made by the author.
Mean X = 1.26 arrivals

2
Variance ¢~ = 1.45

Standard deviation § = 1.21
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Coefficient of variation 6 /X = 0.96

The probability mass function displayed graphically
(Figure 5) appears as a bar histogram, while the respective

cunmulative distribution appears as a step funcliion type of graph,

FIGURE 5., Relative and cumulative distributions of data in Table 1.
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The following theoretical probability functions are of
particular relevance in this study: Poisson, exponential, normal
and gamma distributions, and a brief description of their charac-

teristics follows,

Poisson distribution. The probability mass function of
the Poisson distribution is given by:

=1 -n
e

p(n) = T

where p(n) is the probability that the discrete variable takes on
integer.value n,

is the mean of the variable.

= H

n is an integer value of the variable.

A probability function may incorporate more than one
variable, An example of a multivariate function is the following.

version of the Polsson distribution:
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(At)ne—kt

nt

p(n) =

where t is the time interval over which n occurs
A is the mean rate of the occurrence of n
n=t

For the Poisson distribution mean =jt = variance.

Exponential distribution. This distribution can be

derived from the Poisson distribution when n=0, which means that

no events occur during a time interval of length t.

0 -At
(At) e =" Mo pm> t) .
0!

v
O

p(0) =

where p(h »t) is the probability that an event occurs with a

gap greater than t. Then,

p(h ¢t) =1 - IR AL F{t) t30

which is the cumulative distributicn of the exwonential function,

Thus,

dP(E) 5 -t
dt

f(t) =

If the probability that an event occurs in a small time interval
is very small, and if the occurrence of this event is independent
of the other, then the time interval between occurrences can be

represented by an exponential distribution.

Normal distribution. The probability density function of

i

the normal distributicn is given by:

N2, e 2
£(x) = ——2— o~ (XM)7/26
& Vamr

where M= mean and § = standard deviation
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This distribution is symmetric about its mean., If the
transformation 2 = (x-p)/6 1is made, the normal distribution is
. transformed te a form in which p=0 and4s =1:

2
1 e—Z /2

£(Z) = -
vair

which is the density function of the standard normal distribution.
This has the advantage of removing the complication of expressing

the variate in different units in different contexts.

Gamma distribution. The gamma distribution is described

by the following density function:

t) «F t(K-l) oot
f(t) =

(K-1) !

whre «20 and K>O for positive values of t. The exponential
distribution can be obtained from the gamma when K=1., Fer a
positive integer value of K, the gamma distribution is identical
to the so called Erlang distribution found representative of
certain types of telephone traffic. The mean and standard

deviation of the gamma distribution are given by:

I = K/«

H

€T
23

;
€ = /K7 , then coefficient of variation = 1/K

1

Whern the analyst has obtained an empirical distribution,
selection of the possible theoretical probability distributions
from which it may have derived is a matter of judgement and
experience. If the sample data do not differ significantly from
the theoretical or expected frequency, it is usually convenient

to use the theoretical distribution to represent the underlying

The analyst normally determines the main distribution
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parameters such as the mean and the variance. Thereafter, he
selects one or more theoretical distributions that he believes

might fit the sample data. Then, he can proceed with statistical

testing.

Such a test may be defined as a mathematical procedure
applied to empirical sample data for deciding on the grounds of
probability whether or not a hypothesis is tenable. The choice
of test, on the other hand, depends very much on what is known
about the population from which the sample was drawn. Two
goodness-of-fit test are widely applied: the Chi-square test and

the Kolmogorov-Smirnov test.

The Chi-square test can be applied to test avhypothesis
regarding the particular distribution from which a given set of
empirical data were sampled. The discrepancy existing between
an observed and an expected frequency is given by the statistic

pa 2 (Chi-square):

€ 2
x?- )y —r
J=1 EJ’

where O, is the observed frequency of values falling in the Jth
class;
Ej is the expected frequency of values falling in the Jth
class; and
C is the number of classes.

There are some practical restrictions on the values for Ej and C,

It is clear that the larger the value of 3(2 , the greater

is the discrepancy between the two distributions; on the other

2

hand, 3if ¥~ = 0 the observed and theoretical distributions agree

exactly.
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There are practical and theoretical reasons for believ-
ing that the arrival of people at a bus stop follows a Poisson
distribution, Nevertheless, in the previous .example (Table 1) if
the empirical data had come from a Poisson distribution the mean
and the variance would be equal, which in fact is not so. Despite
this discrepancy, on the grounds of experience it would be worth
testing statistically the hypothesis {null hypbthesis) that there
is no significant difference between the observed frequency
distribution and that of a Poisson distribution with the same

parameters.,

For the example in question, n =\t = 1.26, and the
variance 622: 1.45, so the values of the expected Poisson |
distribution could(be obtained using as mean an average value
of (1.26 + 1.45)/2 = 1.355 (Shannon, 1975). In this way:

- -1.3%55 o
p(n) = 1.355" e 1.355 _ 0.2579 x 1,3550

nt n!

and the probabilities are multiplied by 94 to get the frequencies.

TABLE 2. Q:e calculations for Table 1.

. ,
n Oj Ej (Oj - Ej) /bii
0 30 24 1.50
1 31 33 0.12
2 18 - 23 1.09
3 9] 10 0.07
y 5 515" 3 014
5 1 1
9% 9 X C=2.78

Source: Calculations made by the. author,

* Expected frequencies for each class should equal 5 or more., If
not, classes can be grouped.

Degrees of freedom v = c-l-m; where ¢ 1= the number of classes
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and m is the number of sample data populiation parameters

necessary to calculate the expected fregquencies., Here,

v = 4=1-1 = 2

From the tabulated values of 252, using a confidence
>
level of 0,90 and two degrees of freedom, }(5 = 4,61 > 2.78

which means that the null hypothesis is not rejected.

The Kolmogorov-Smirnov tes£ can &lso be used to test the
degree of agreement between the sample data and a theoretical
distribution. The test compares the respective cumulative dis-
tributions in order to obtain the largest absolute deviation,
which is to be compared to the critical values to determine if
this deviation could occur owing to random variation. For the

example‘under study Table 3 shows the respective calculations,

The largest absclute deviation is 0.06 for zero arrivals.
From the tabulated critical values, for 94 intervals, &4 =0.10,
the critical value is given by 1.22/V 94 = 0,126 > 0,060, There-

fore, there is no reason tc reject the null hypothesis.

TABLE 3. Kolmogorov-Smirnov calznulations.

n p, (1) pp(n) P, (n) P, (n) (D)

0 0.32 0.26 0.32 0.26 0.06
1 0.33 0.35 0.65 0.61 0.04
2 0.19 0.24 0.84 0.85 0.01
3 0.10 0.11 0.94 0.96 0.02
4 0.05 0.03 0.99 0.99 0.00
5 0.01 0.01 1.00 1.00 0.00

Source: Calculations made by the author.
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B. Random number generation. Random numbers form a set of

numbers produced entirely by chance or assumed to be free fronm
statistical bias for a specific purpose. In computer applications
it is possible either to read a lengthy table of random numbers
into a computer memory or to use a random number generator. A
generator may be either a hardware unit designed to produce
random numbers in specified quantities or an aigorithm capable

6f producing a sequence of numbers sufficiently random for any
desired degree of statistical accuracy. A uniform random number,
on the other hand, ranges between zero and unity and it is
assumed to be randomly selected from the uniform probability
distribution function. A very commonly used method for generating

uniform random numbers is called the congruential method, based

on the following relationship:

Ui+1 = an + ¢ | (modulus m)

-The initial value of U; is called the 'seed’, Uo; and wherea, c,
m and U0 are all non-negative integers. The (i+l)th number is
derived from the ith number by multiplying by a, adding c and
then taking the residue upon dividing by m. The method as
described above is called the mixed congruential method. If

¢ =0 it is called the multivlicative congruential method while

if a =1 it is called the additive method,

According to the definition given above where the input
Ui becomes equal as at some previous stages, the whole sequence
will start repeating itself. Therefqre, in the multiplicative
method the choice of a, UO and i is influgnced by the need to
obtain a maximum period with a minimum degree of correlation.

In order io satisfy these conditions & should be prime to m,

in other words it must be an odd number, then a is given by:



a =8t ~ 3 where t is any positive integer

For a binary computer with b digits in a word, Naylor
N e b/
et al (1968) suggests that if a is close %o 2 it will minimigce
the first order correlation between random nurh-rs, Shannon (1975)
accepts that this is true but points cut that such a value wilil
produce strong correlation between triplets. So, he recommends
that a be chosen so as to be five or mors digits and not contain

long strings of zeros and ones; at the same time, UO should be

positivé and odd.

A commonly used modulus is m = 2b and it is possible to
prove that the maximum attainable period is given by h = 2b~2
(Naylor et al, 1968), which means that only a finite number of

distinct integers can be generated, after which the sequence

repeats itself,

13

If N is defined as an integer of 32 bits, and & = 5 =
1220703125 and M = 2% = 2147483648, the following FORTRAN
subroutine generates random numbers according to the multiplica-

tive congruential method:

SUBROUTINE RANDOM (N,RN)

N=N*%A

RN = ABS(N) * M =% (-1)

RETURN

END

The multiplicative method has been found to behave

statistically well in the sense that it generates uncorrelated
énd uniformly distributed numbers., However, it is clear that a

reproducible sequence of random numbsvs whi

[}

h.has been generated

in a deterministic way is not to be taken as truly randoem. None-
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theless, on the grounds of statistical tests of randomness, a
sequence of generated numbers can be proved acceptable and are

referred tc as pseudo-random numbers. .

The multiplicative method generates pseudo-random
numbers requiring a minimum amount of computer memory, which has
the advantage of being a reproducible and fast method. One check
for the randomness of N uniform random numbers Ui is to compute

the mean and partial variance in such a way that:

N
1 ZUig 1/2
N 1:5_
and
2
1 UT ~ 1/3
N ¢, 7
i=4

As mentioned previously, the Chi-square and the
Kolmogorov-Smirnov tests are also widely used to compare the
distribution of a set of numbers generated against a uniform
‘distribution. For instance, using the uniform random number
generator mentioned above, 10,000 numbers were generated in the
range 0 to 99. It is expected that if the generator is truly
random each digit shows up about 100 times. The observed

frequencies are given in Table 4,

TABLE 4., Observed frequencies for generator under test.

108 90 118 88 112 86 105 99 119 116 92 90
86 116 92 97 100 111 96 88 108 100 117 99
105 104 122 90 105 112 92 88 89 94 91 107
92 85 91 118 121 121 9L 105 98 110 99 92
107 97 105 96 90 109 105 100 95 96 97 96
112 103 113 103 102 87 107 102 102 107 101 83
86 115 101 105 94 97 112 83 96 110 89 96

- 88 119 89 102 101 92 81 90 72 101 102 121
87 98 100 100

Source: Calculations made by the authnor,



%2 = 110.42. Using a significance levsl of 0.90, for v = 100-1
= 99 degrecs of freedom, from the table Qig = ll?.hl > 110.42.

Alternatively:

10.000
, 1 Z: U, = 0.4952 &2 0,5
T AR 1
16,000 4=
and 10.000 2
1 Z Ui = 0.3283~ 1/3

Although the previous results are quite satisfactory
they do not guarantee the complete randomness of the generator;
however, the diécussion of more complicated and diverse tests
is beyond the scope of this research, In any case, it is worth
noting that no set of tests can guarantee the complete suitabil-

ity of a sequence generated (Shannon, 1975).

C. Random variates: sample techniques. When a source of random

numbers is available, it is then necessary to have a procedure

to translate these numbers into random variates. This process of

sampling from a probability distribution is summarized as follows:

a) Obtain the cumulative distribution function and plot

it with the walues of the variate on the ¥ axis and the

probabilities on the Y axis;
b) Generate a random number between 0 and 1;

c¢) Obtain the sample value by projecting horizontally
on the Y axis the random number gensrated and where this
projection intersects the cumnlative curve, projects down in
order to get the value of the random variate (see Figure ). This

method can also be used for dicrete variables.

In the case of a discrete probability distribution or

when the function of the continuous distribution is not known
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FIGURE 6. Generation of random varistes from a continuous

distribution

F(x) ,
1.0'.' > T

random
number

[ e - - 2

X random variate

(only pair of values are available) it is necessary to design a
routine to search in a table in order to accomplish the process
explained above. table search may be made in one of the
following ways:

a) If the search is made sequentially, the best is to

organize the table selecting the intervals in decreasing order
of probability. For the example developed previously using the
Poisson distribution, Table 5 shows how to organize the

information,

TABLE 5. Sequential search for case of Table 1 using a Poisson

distribution.

X Y

frd

0.35
0.61
0.85
0.96
0.99
1.00

o NN O

Source: Calculations made by the author.

Given a random number U, the search is made from top to



bottom until the following condition is satisfied Ii>IL;Yinl.

Having organized the table in decreasing order of probability,
35% of the searches will reach only the first entry while with

the original organization the corresponding figure would have

been 26%.

b) The binary search method relies upon the items in the
table being in ascending order of sequence by key value, in this
case the cumulative distribution. The key is compared with a
midWayrvalue in the table>in such a way that one half of the
table is rejected according to whether the key is greater or
lesser than the value selected from the table. Then, the remain-
der of the table is taken and the process is repeated until the
desired value or intefval is found. The method is illustrated

by means of the example shown in Table 6,

TABLE 6. Binary search for case of Table 1.

I X(1) ) Y(1)
1 0 0.26
2 1 10.61
3 2 0.85
4 3 0.96
5 4 0.99
6 5 1.00

Source: Calculations made by the author.

For instance the generated randcm number RAND = 0.95 and the
number of classes N = 6, Initial values N1 =0, N2 = N = 6.
1) I = (N1+n2)/2 = (0+6)/2 = 3
Y(I) = ¥Y(3) = 0.85

RAND>»0.,85—~N1 =1 =3



2) 1L = (N1+N2)/2 = (3+6)/2 = 4

I

Y(I) Y(4) = 0.96

RAND <0,96 —w= N2 = T = 4

It

But N2 - N1 = 4 - 3 1, therefore th~ answer is N2 = L

which means that the value of the random variate is X(4) = 3,

In the case of a continuous distribution, besides the
table search it is necessary to make an interpolation., If the
random number generated RAND falls between Y(N1) and Y(N2) then
the random variate can be approximate by the following linear

interpolation:

X = X(N1)+ [x(Na)-x(Nl)] RAND-Y (N1 )
Y(N2)-Y(N1)

The following subroutine called SEARCH was written in

FORTRAN in order to perform a binary search,

SUBROUTINE SEARCH (RAND, N, Y, N2)
DIMENSION Y(N)

3 I = (N1+N2)/2
IF (RAND.GE.Y(I)) GO TO 1
N2 =T
IF ((N1+1).EQ.N2) RETURN
GO TO 3

1 N1 =1
IF ((N1+1).NE.N2) GO TO 3
RETURN
END

In this subroutine RAND is the random number generated previously,
N is the total number of classes or intervals, ¥ is the table
with dimensicon N, and the answer is given in N2 in such a way

that for discrete variables the random variate is X(N2), and for
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continuous variables the random variate is given by the inter-
polation mentioned above. This method iz recommended for lengthy

tables.

In addition to the table search method explained above,
there are two main methods for converting a random number into a
continuous random variate: the inverse transformation and the
rejection methods.

- Inverse transformation: if F(x) ie the cumulative
distribution function, F 1(x) is the inverse c.d.f., for the
random variable x, and U is a random number, then a randomi
variate is defined by x = F Y(U). The application of this method
depends upon the existence of F(x) in an explicit form and on
the possibility of obtaining its inverse.

| - Rejection method: if f(x) is the probability density

function of a distribution under study (see Figure 7) by means

o]

0of generating two random numbers Ul and U2’ the method is applied

in the following three steps:

1) X, = a+(b~a)U1
2) X, = cU,
3) If X5 £ f(xl) then x, is the next random variats,

otherwise repeat the process with two new uniform random numbers,

FIGURE 7. Rejection method.
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When the area under the curve f(x) is too small in
comparison with c(b-a), this method beccmes very inefficient
since a lzrge number of‘random numbers has to be generated for
every random variate. It can be seen that this method has the
disadvantage that two or even more random numbers are to be

obtained for each trial point.

Next, different methods of generating random variates
are going to be considered for the follewing thecretical dis-
tributions: Poisson, exponential, normal and gamma distributions.

Poisson distribution. A method suggested by Kahn (Martin,

1968) multiplies N uniform randem numbers Uﬁ successively until
the following inequality is satisfied:
N

Uy < e

-1

Then, the respective random variate R is equal to N-1. One test
-0of randomness for a series of M Poisson random variates is

given by:

and

FExponential distribution. The cumulative distribution
function of the exponential distribution is given by:

F(t) =1 - e~ M

as the cumulative distribution function exists in explicit form,
by means of the inverse transformation method:

SN .

1-F

t)

.

In(e=M ) = 1n(1-F(t))
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-At = 1n(1-F(t))

1 1n(1-F(£)) _ _ 1 1n(1-U)

t = - x X

where U is a uniform randcm number., The term (1-U) has value
between 1 and O, and as the values of U are uniformly distribu-
ted so are the values of (1-U). Then, it is possible to simplify

the above expression:

- k. 1nU
b

Although the appearance of the formula is very simple,
the computation time may be very long as the logarithm is obtain-
ed by means of a series that converge slowly (Gordon, 1978).
Therefore, in order to save computer time it is possible to
substitute the logarithm function by a table search, which on the

other hand means more storage capacity and some loss of accuracy.

The elements of the table will be the logarithms of
values between 0 and 1. The number of elements will depend upon
the required accuracy, taking in£o account that the more elements
the table has, the longer the search. According to the expression

for a linear interpclation:

In U = 1nU, + (U-Ul) slope

1n U2 - 1ln U

12
1

where slope
. 12 G - U

As an example Table 7 is given.

Given a random number U, the respective interval (Ul’UZ)
is obtained by means of a table search and thereafter the
intermediate value is calculated‘by means of the interpolation
expression given above. It is worth noting that the value of

slope is already tabulated and therefore it is not necessary

12



to recalculate it. The following example illustrates how to

apply the method.

TABLE 7., ‘able for the generation of the cxponential distribution,

N U -1nU slope N U ~1nU slope
1 0 00 23,0 8 0.7 .36 1.4
2 0.1 2.30 7.0 9 0.75  0.29 1.4
3 0.2 1.60 4.0 10 0.8 0.22 1.2
4 0.3 1.20 2.8 11 0.85  0.16 1.0
5 0k 0.92 2.3 12 0.9 0.11 1.2
6 0.5 0.69 1.8 13 0.95  0.05 1.0
7 0.6 0.51 1.5 14 1.00 0

Source: calculations made by the author.

U =0.63, then Uy = 0.6 and U, = O.

1
Slopelz = an:? - ln0.6 = "0036 + 0051 = 1‘5
0.7 - 0.6 0.1
1n 0.63 = 1n 0.6 + (0,63 - 0.6) x (1.5)
In 0.63 = -0.51 + 0.045 = -0.465 (real value -0,462)

One method of avoiding the séarcﬁ consists in usingva
table with number of elements equal to either 10 or a multiple
of 10 for equal intervals of probability. Consequently, for a
table of N elements and given a random number U, its logarithm

is calculated by means of the following steps:

M=NxU (integer value)
DIF = U - (M/N)
In U = Ln (M+1l) + DIF x SLOPE (M+1)
This method has been widely used thrcughout this research with

satisfactory results.

Normal distribution. Although its cunmulative distribution

function cannct be expressed in simple mathematical terms, there

is a way of generating normal variates uvsing n uniform random



numbers Ui and applying the following formula:

N
_ ;:A U, - (n/2)

-+
(n/12)?

R

where the range 6g.ng'12 is sufficient condjtion, and the dis-
tribution of the sequence of numbers generated approaches a

normal distribution with mean zero and standard deviation equal
one. A test of randomness for a aequence of N numbers is given

by the following expression:

and

The formula menticned above is very easy to progran buf
has the disadvantage of using too many uniform random numbers,
So, another useful method consists in generating two independent
‘uniform random numbers in order to apply the following equations,
which give two random variates from a standard normal distribu-

tion:

Ry

I

, 1 .
- e 8 2
{(-2 1In Ul) Cos ﬁ[b

2

it

,
- 1.2 gj
(-2 1n L1> Sin ZTTUP_

Another useful method that gives a suitable approximation
is to utilise the table of the cumulative normal distribution
in order to make a search, However, only with practical experi-
mentation is it possible to determine the trade-offs between the

different methods.

Gamma distribution. A method to generate gamma variates

is given by the following expression:

K
t = -1 (nTu,)
P 1:14 %
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where K and & are parameters of the distribution and Ui is a

uniform randcm number,

As the effect of the variability on the simulated system
is reproduced by sampiing from the appropriate probability dis-
tributions, one question that arises concerns the merit in
fitting a theoretical probability distribution to data obtained
empirically. It is reasonable to think that the use of raw
empirical data implies a simulation of a past situation, while
as was shown in this section, sometimes in the generation of
random variates it is better to apply table search techniques
rather than to use theoretical distributions due to the
inefficiency of some subroutines to evaluate the necessary

functions.

On the other hand, if theoretical functions are used it
is much easier to change the parameters of the distribution in
‘order to make a sensitivity analysis, for instance. Therefore,
it seems to be that there is no particular usefulness in fitting
a function to empirical data, and the analyst, as a matter of
judgement, should decide this especially when the fitted function

is of a simple form.

D, Time keeping techniques. As the purpose of a simulation model

is to study the behaviour of a system with the passage of time
it is essential to guarantee that all the events are taken into
account in chronological order. There are two basic methods for

updating clock time: fixed time and next event.

Fixed time method. It consists in choosing an appropriate

o

time cell dt (1 second, say) and to initialise the time to star

the simulation, t, Thereafter, time is increased in dt (time cell)
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and theevents that occur during this period are examined and
dealt with (it could be that no events occur during a time
period). This continues until the pericd tc be simulated is
completed.

Next event method. The clock is advanced to the time at

which the next event occurs, so the system is viewed as proceed-
ing from one event to another until a prescribed sequence of

events is completed,

Fixed time methods are efficient from the computational
point of view when events occur on a fairly regular basis and in
the study of systems whose events are not very well known,
specially during the initial phases of the study of the system.
On the other hand, there is a loss of information about the
behaviour of the system when the size of the interval is inap-~

propriate, eg. where events occur at one end of the interval.

Next event methods are efficient when events occur un-
evenly in time. They do not require a decision about the size
of the time increment which can be probematicai. They can save
computer time when the system is static for long periods of time,
However, the approach can be difficult to apply to complex

systems in which there are many events occurring simultanecusly.

E. Other aspects. In order to implement simulation studies on a

digital computer it is necessary to outline the technology
available. Computer languages are generally classified in two
groups: general purpose languages (FORTRAN, COBOL, ALGOL, etc)

and special purpose or simulation languages (GPSS, DYNAMO,etc).

avzilable it weould be

[0}
[¢]

Due to the diversity of langunre
& .

almost impossible to determine the best cne for a particular
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application and in general the analyst chooses a language known
by him, taking into account the hardware and software configura-

tion of the computer where the model is to be run.

However, it is important to point out cuat general
purpose languages usually require.longer programming times while
the restrictions on formats of outputs are minimal, On the other
hand, simulation languages provide reduced fiexibility for
modelling and longer running times, although they reduce the

programming time.

The usefulnesé of simulation experiments for solving
problems that are too expensive for experimental solution or too
complicated for analytical treatment is undeniable. Simulation
experiments can be conducted for a great variety of purposes such
as determining bhow good a particular design of a system performs
against some specific criteria, or comparing different designs

"in the way they carry out a specific function, etc,

However, the complexity of a simulation medsl and even
the decision whether or not to use this technique rests very much
on the consideration of costs and possible applications, Taking
into account that the validity of a simulation is measured by the
extent to which it satisfies its design objectives, the analyst
should deéide at the outset of the experiment the variables to
be used. This must be done bearing in mind that too few variables
may produce a poor representation of the system, while too many

may cause prcblems of computer storage capacity.

A simulation model is an experiment that is said to be
"run" rather than"solved"”, which means that the output obtained

is for a particular set of variables and paramecters used in the




experiment, This is because simulation is a methodology rather

than a theory of problem solving. So in determining which of the

<D

many factors are the most relevant in affecting the system

s}

performance it is necessary to run the model with different set

of values in order to meke a sensitivity analysis.

The need to run the model several times arises from the
fact that simulation experiments do not provide functional
relationships between the output and the independent variables
and parameters of the system. The consequence of this is that

an optimum solution of the model can only be found experimentally.

Finally, two significant reasons for using simulation in
public transport operations are mentioned by J.J.Browne (1967):
the first is the variability of the demand for transportation
and the second is the need for detailed evaluations of queueing
procesSes. In order to evaluate waiting times and queue lengths
in a dynamic situation where demand is permanently fluctuating,
to work with averages may not be sufficiently accurate and it

may be necessary to determine the corresponding distributions.

The following sections will show the application of
the concepts previously discussed to the different situations

arising in modelling a public transport system.

2. A public transvort system: two different points of view.

An urban bus system affects different sectors of the
community and thsse sectors can be classified intoc three main
groups: passengers, bus operators and society as a whole. If the
bus system is to be improved the impacts upon such groups should

-be carefully assessed taking intc consideration that what is

good for one sector may not be as good for another, as every



affected group will regard the system according to its own
interests. For instance, the users will look for a reliable and
comfortabie service; the operators will try to maximise their
profits; and the community will probably prefer a system that

causes least disruption to traffic.

Because of their size, relatively low power/weight ratio,
poor manoeuvrability, and because they have to stop frequently
buses are more likely to cause congestion than most other vehicles
on the road. Similarly, traffic in general may affect the
performance of the entire transportation system. Thus, traffic
can be seen as a direct consequence of the interrelation between
supply of and demand for transportation and the use of the public
transport system in a more rational way may tend to alleviate its

undesirable effects.,

On the other hand, additional effects on non-users and
the environment include physical impacts such as aesthetics,
noise and air pollution. As consideration of these factors is
beyond the scope of this study, the analysis is limited to the
first two groups, users and operators, and their appraisal of

the systen.

A basic task in any public transport planning process is
to understand how users perceive the bus service since it may
provide insight into the manner in which {they use the system.
The operator's side is important as his ability to use his
resources will affect not only himself but other sectors of the
community. Furthermore, the variability of several factors

affecting the service provided by the cperator as well as the

[e]

variability of the demand may tend te cause some degree of un-
J

certainty about the way the system will be finally utilized,
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The purpose here is to analyse the bus systen from two
different points of view, the users' and the operators', empha-
. sizing these aspects which were used in the design of the proposed
model, Where a contribution was available from one of the alter-
native models which have been developed recently this is noted,
and some of these models are discussed in greater detail later

in this chapter,

A, Relevant aspects for the users. Many transportation studies

have considered the trip-makers' socioeconomic background to be
the most important determinant of their choice of transpert mode,
i.e., family income and car ownership. However, more recent
studies direct more attention to the importance of the level of
service offered by the transport system. A general measure of
guality of service is given in terms of level of service indica-

tors and comfort and safety factors.

Level of service indicators.

i) Availability, which has two facets:
~ accessibility, in terms of distance to get
to bus stop from trip origin and ther from bus stop to trip
destination
~ frequency of service, in terms of time.

ii) Total travel time: the total door-to-door travel
time is composed of four items: walking, waiting, riding and
transfer times. Relative weights of these time intervals vary
since passengers perceive them differently.

iii) Reliability: most commonly defined in terms of

average waiting time of passengers at bus stops as users are more
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service (Chapman, 1976)

iv) Convenience: related to the route network, since
passengers generally dislike transferences and consider a
person/seat ratio which exceeds 1.0 as undesirable.

v) User cost: the fare to be paid.

Comfort and safety factors. These relate to subjective

qualities which can never be completely available in a bus
system, although licensing regulations usually set minimum
standards. Whereas improvements in level of service may actually
motivate votential travellers, it is unlikely that improved
comfort and safety will have a significant impact on patronage

(Alter, 1976).

From the passenger's point of view, perhaps the most
important factors to be considered are how long it will.take to
get his final destination and how much it will cost so that he
perceives the level of service in terms of cost in time and

money of the various trips he is likely to make,

In the context of buses one frequently used measure of
level of service that is intended to cover the broad range of
features of a system is generalised costs. Most transportation
studies have used a simplified approach owing to the difficulties
in allotting values to some elements as comfort and convenience,
For'example it 1s possible to expressa bus trip in terms of

money:

= + +
¢ CWtW ¥ CthWt * Crtr F(d) Ct t

where: t_, tw and tr are walking, waiting and riding times
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F(d) is the fare to be paid if d is the distance trevelled;

-
v

Ct costing factor for transfers made;

t number of transfers

1) Walking time. Public transport does not geuerally offer a door-

to-door service and consequently major components of journey time
are taken up in access to or egress from the network. Walking
may be considered a feeder mode to fthe bus system but it may

also compete with it of course.

Assuming a constant walking speed, walking time can be
regarded as proportional to bus stop spacing and to route spacing.
In other words, the more bus stops and routes which are available
at a particular zone, the less the time people spend walking,
vathe bus stops are evenly spaced at m stops per kilometre, u
is the average walking speed and D is the depth of the catchment
area in metres, then the average walking time 1s given by

Chapman et al (1976) as:

1 (D + 1000/2m)

14 =
AWT Em

This assumes that the network of streets is rectangular.

An alternative way of calculating the minimum walking
distance from random points to a bus stop for a grid or radial
network is given in the Bradford Bus Study (R. Travers Morgan

and partners, 1976) by means of the following expression:

s, 1

L +
b 3D

where WK is the walking distance in kilometires
L average spacing of streets intercepting the bus route in
Kms

S average spacing of bus stops in Kms

D route density in Km/Kme
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However, passengers do not always use the route which
passes closest to their origin. They sometimes walk further in
order to widen the choice of routés and to reduce the waiting
time or simply to reduce the fare. This'suggests that all bus stops
are not to be treated equally as some of them provide more accessi-

bility in terms of routes available,

2) Waiting time. The average waiting time of passengers at bus

stops is a function of the bus frequency, bus capacity and traffic
conditions, but there is no evidence that suggests how, if at alil,
waiting time may be affected by the spacing of bus stops. It is
often assumed that the average waiting time is hélf the bus
service interval and this is based on the grounds that: i) pass-
engers arrive at bus stops at random; ii) passengers can get onthe

first bus that comesj;and iii) vehicles arrive regularly.

Holroyd and Scraggs (1966) studying the average waiting
time in Central london considered the two first assumptions to be

acceptable while they did not find the third justifiable.

If hi represents the bus headway during a period of study,
where i1 varies from 1 to n, being n the number of intervals ob-
served during the whole period., If it isassumed that passengers
arrive at random, the probability that a passenger will arrive

during a length of time hi is given by:

n
hi where i:}H.ls the length of period
n 1=1
Tt

Given that a passenger arrives during an interval hi and
assuming that he can take the first bus that arrives, then the
expected walting time is hi/2 and the average waiting time during

the study interval is given by the summation:

n Y < 2

h, h, > hi

AUT = ) r i T
Ju:i }:h. Z /‘ 2 }__ hi

N kst 1= 4
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The general formula of the average waiting time may be
expressed in terms of the mean and variance of the service

interval h as:

h

w=AWT = —— (1 + var h )
2 He

This equation is inapplicable in multi-route stops where some
passengers nave the possibility of using more than one service
to do their journey., If buses arrive regularly, var h = O and
then clearly w = h/2. If buses arrive in bunches of n regular
intervals of length nh, then var h = (n-—l)ﬁ2 and w = nh/2, If
buses arrive at random, varh = 52 and w = h . Then, the more

regular the service the lower is the average waiting time and

viceversa.

In the Central London study it was found that .
var h = ARS/(4 + Hz), where A = 35 and then:

=2
- + -
w o= sArh X h

=2
2A + 2h
It was found that when service interval is below about
three minutes, w=~h, which means that there is a tendency for
both passengers and buses to arrive at random. For service
intervals between 3 and 12 minutes there is a tendency for the

buses to arrive more regularly and then w~1/2h.

O'Flaherty and Mangan (1970) consider that the expression
used by Holroyd and Scraggs (1966) cannot be applied during peak
hours as the assumption that passengers arrive randomly is
probably not valid., They obtained some data in Leeds during the
peak period and fitted a straight line regression to the cobserva-

tions:
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W = 1,79 + 0.14 h r = 0.63

It is worth noting that the slope 0,14 is less than
slopes for equations relating random arrivals to random bus
arrivals w = I , and regular bus arrivals w = i/2. This suggests
that passengers do not arrive randomly.

Seddon and Day (1974) found with good results a polyno-

mial expression to calculate the average waiting time in

Manchester, This was of the form:

2 2

h, e 2

AWT =a+bz—-—l~-c F;—l"-)
Zhi Zhi

where a, b and ¢ are constants,

This empirical expression is not applicable for multi-
route stops either and in such cases it is necessary to estimate
the proportions of passengers using each service by means of a

survey.

They concluded that for low headways {(10-12 min) the
arrival of passengers at bus stops could be regarded as random.
But for longer headways people try to time their arrival to catch

a specific bus.

Passenger waiting time at bus stops is an important
measure of the level of service provided. Passengers usually
consider the time spent walking or waiting more inconvenient than
that spent on the bus. Of course, the problem of evaluating the
waiting time becomes more complex when more than one route passes
through a specific stop, when routes multiply and traverse the
same path for parts of their lengths and when a direct journey

can be made by more than one route,
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It is important to conclude from the previous consider-
ations thatl given a random pattern of arrival of passengers at
bus stops and a bus frequency, the average waiting time will
vary basically with regularity of service, which suggests the
importance of achieving high standards of regularity in the whole

transportation systemn.

3) Riding time.The time passengers spend riding in a bus may be

regarded as composed of three elements: bus running time, bus
stop time and time due to delays. There is some evidence that
suggests that people in general prefer to spend their time more
on board a bus than walking or waiting for a service. This is the
reason why the Bradford Bus Study found that walking and waiting
times could reasonably be weighted by 1.75 and 2.25 respectively

in order to be compared with riding time.

The average riding time spent by a passenger on a bus
could be seen as a function of the distance between origin and
destination, bus stop spacing, bus route spacing, running speed
of buses, delays experienced at bus stops and traffic conditions
on the route. Time spent by the user on the system tends to be
considered in relative rather than in absolute value as that

figure is compared to the time making the trip by car instead

of by bus (Hobeika, 1975).

4) Fare. There are two main types of bus fares: those dependent
on the distancg to be travelled and flat fares., The former offer
the most direct relationship between service and price though a
~minimum charge is imposed. Flat fares provide»some advantages for

the operator of the service and those who make longer journeys.

The average price elasticity of demand for urban bus trips



is -0.3 with a range -0.1 to-0.6 (Bly, 197Y6), which means that a
fare increase of 10% will cause passenger trips to decline by 3%.
Similarly, a reduction in the price of transit service will not

attract ac many new riders as is sometimes thought. On the other

b

hand, there is some evidence that fare increases in a fare-stage
system are likely to have more effect on the total passenger-
kilometres than on the total number of trips because some people

tend to reduce the increase effect by alirhting earlier (Bly,1976).

Finally, since generalised costs are considered to be a
key determinént of passenger demand it means that any measure
which reduces walking, waiting, riding and fare costs is a poten-
tial service improvement from the user's standpoint. However, it
is essential to take into account that a public transport system
operates on a balance of costs and services and by manipulating
these elements some specific objectives may be met. Therefore,
the purpose of the following section is to present the other side

of the coin: the operator of the system,

B. The operators' view. Given certain constraints a public

transport operator is in almost total control of the manner in
which he uses his resources in order to provide a service, He
may be concerned with the awount of output he can obtain frowm a
set of inputs, and a particular combination of inputs would
determine the output/input ratio which in turns define the
efficiency of the system. In this way, efficiency refers bassi-
cally to tne operator's ability to utiiize his resources in the

provision of a service.

Although the main objective of the operator of the systen

is to maximise profits or to seek to cover ils costs, it may nct



be sufficient to guarantee the provision of a good and reliable
service to travellers. Therefore, the operator should consider
not only the efficiency of the system but also its effectiveness
in providing mcbility according to some particular conditions

and necessities.

Within this framework and taking intoAconsideration the
conflicting objectives of his task, the opzrator may define his
goals and policy with respect to the operation of the system.

He can for instance:

i) try to maximise the level of service keeping costs
constant;

ii) try to minimise his costs of operation keeping the
level of service constant; or

iii) maximise the level of service for a pre-determined
level of profit or loss.
In any case he can play with different factors which are under
his control in order to achieve his specific goals: bus route
network, bus route spacing, bus stop spacing, frequency of service,

bus size, fares, measures of traffic engineering, and so on.

The absence of a defined criterion to evaluate a bus
route network has resulted in traditional analysis being very
subjective, Some points to be considered in the design of a
route network are:

-~ Number of journeys which require transfer between
services should be minimised;

-~ Routes should be easy to understand, implying that they
should be as short as possible. Short routes are to be preferred
because long and complex ones may be difficult to onerate at

reasonable levels of schedule adherence;
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- The route system should facilitate transfers with other
modes of transport;

- The system should not have oo many routes so as to
facilitate understanding and to have an adequate frequencf of
service;

- Routes should be as direct as possible;

- Routes should cover operatim area well; and

- Routes should serve as many traffic generators as
possible, and specially try to have a traffic generator at both

ends of the line,

Distances between bus stops may affect the user's travel
time in different ways as there is a trade-off between walking
and riding times: close bus stops inply less walking and more
riding time and viceversa. However, from the operational stand-
point extra bus stops will lead to increases in operating costs
due to longer journeys. An expression to determine the number of

bus stops per kilometre is given by Chapman et al (1976):

Mopt = \/22/L

where Mont is the number of stops per kilometre

L is the length of journey in kilometres.

According to the previous expression the longer the
Journey the greater the optimum distance between stops as the
longer walking time represents only a small proportion of the
total journey time. Another measure related to stops is the
possible inclusion of limited stops services which could lead to
the provision of faster journeys for longer distance passengers
and a better utilisation of the resources at the expense of dis-

benefits to some other passengers.
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With respect to the bus route spacing Chapman et al (Sept
-1977) develouped a procedure to find the optimum spacing. To de
so they consider a corridor of travel length of L kms of such
width that it takes P minutes to cross it on foot. Then, for R
equally spaced routes the average walking time in minutes is
given by P/LR if people walk direct to the nearest route. On the
other hand,there will be M/2LR buses per route.per hour available
in each dierction if there are M bus-~kilometres per hour in the
corridor, which means an average headway of 120LR/M minutes.
Therefore, assuming random arrival of passengers at stops and
regular service, then the average waiting time is given byb
60LR/M minutes. Thus, the number of routes in the corridor which
minimises the sum of walking and waiting time is given by the

following expression:

T
= M ] N
Rt \/fn / 240L

It could be shown that the number of routes which makes
walking and waiting times equal is also given by the previous
expression., In a similar way, given some cost constraints it is
possible to make trade-offs betwsen the frequency of service and
the system accessibility, as a denser network may imply decreased
bus frequencies and viceversa. The imnmediate effect of an in-
crease in bus frequency is the reduction of the mean waiting
times and hence of the generalised costs of travel by bus for
the passenger..It usually also leads to an increase in patronage,
revenue and costs of operation. On the cother hand, the Bradford
Bus Study found that a reduction cf bus frequencies during peak
periods would yield net savings to the operator exceeding almost
5 fold the aisbenefits to the users due to increases in waiting

time.
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The size of buses can have enormous repercussions on
the whole system: if large buses are used then fewer will be
needed for a given load and therefore fares and rocad congestion
can be reduced. However, if small'buses are used it is possible
to improve the coverage and frequency of service reducing in this

way walking and waiting times.

Oving to the feeble elasticity of transport demand there
is limited advantage to the operator in reducing the fare. How-
ever, there is some evidence that suggests that low fares may
persuade people who walk or cycle to switch to the bus systenm
to make short journeys during the peak periods and they may also
encourage more shopping, social and pleasure trips that would

normally take place during off-peak periods (T.R.R.L., 1974).

Increases in the fares charged has been one of the main
components considered by the operator with the view to restoring
the profitability of the undertaking. Although this policy has
led in general to a drop in patronage in most cases it has

produced an increase in revenue (Bly, 1976).

Costs are probably the main factor for the bus operator
and for this reason he is especially concerned with operating
speeds because they affect the stock of the equipment, labour
costs, fuel maintenance, and so on. In other words they affect
the inputs to the system and therefore the attraction of pass-
engers to the service., Within this context the operator could
try to speed up the fare collection process, for instance, or
to join efforts with transport planners and traffic engineers
with the view to making more efficient the operation of the

systenm,

The bus operator working in conjunction with the trans-
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portlplanner could improve the conditions of travel by using

bus priority techniques such as bus lanes that could increase
bus running times reducing in this way the basic equipment and
drivers requirements for bus operations. However, this kind of
measures are to be taken cautiously as a recent study in
California found that separate bus lanes would actually increase
rather than decrease total person delay as the.time caved by bus
passengers is much less than the time lost by car users who are

actually denied the use of the relatively empty bus lane (Myers,

1967).

On the other hand, it is known that transport demand is
ruled by cyclic fluctuations and as a result it becomes some-
times necessary to provide a larger amount of output in order to
meet the peak demand, and usually this extra capacity is under-
employed during the rest of the day. Then, other obvious possi~
bility of improving operating efficiency is to balance, as much

as possible, peak demand with greater off-peak demands.

It could be said that any improvement in the elements
of supply such as those mentioned befeore could normally deteric-
rate the financial situation of the undertakings if there is no
guarantee of an increase in ridership. However, the bus operator
could try to use his resources in a more productive manner in
such a way that he could use saved inputs in areas of more need,
For instance, by estimating the future demand for public trans-
port and establishing the shortcomings in the actual system to
meet this future demand it would be possible to achieve an
adequate and better match between supply and demand, increasing
in this way the quality cof service and decreasing the operating

costs., An improvement in the quality of the service by these
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means will keep pace with the rising standard of living of the
population and could attract, with low capital investment, more

people to the service.

Perhaps thc aost important requirement for a public trans-
port syslem is reliability since this is reflected in the waiting
times incurred by passengers at bus stops. With an unreliable
service people have to set off earlier than otherwise in order
to avoid the possibility of being late, increasing consequently
their travel time. Unfortunately bus services tend to be un-~
reliable. This is mainly due to variations in: passenger arrival
pattern, boarding and alighting times, inter-stop travel tinme,
penalties for stopping, variables associated with crews,and so
on, In order to improve service reliability it is advisable to
reduce as far as possible variations associated with these sources
and to allow for those variations which cannct be removed com-

pletely (Chapman et al, Aug-1977)

i)Passenger arrival patterns at bus stops. The usual way

of describing an arrival pattern is in terms of tne inter-arrival
time between successive arrivals, For an arrival pattern with no
variability the inter-arrival time is given by a constant while
for arrivals that vary stochéstically it is necessary to define

the respective probability function.

With respect to arrival patterns one can distinguish
between the arrival of passengers at stops and their possibie
association with expected departure of buses and the demand
throughout the day which may have more definite patterns and
whose changes may be more easily.predicted. The first problem

will be considered here,

According to Coe and Jackson (1977) passenger arrivals
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fall into three categories: random arrivals, timed arrivals and
a third type to include those people who see a bus coming and run

to the bus stop arriving more or less coincidentially with it.

As noted eariier, it is possible to assume that passengers
arrive randomly for those services with low frgquencies (less than
12 minutes) when there is no evident assocciation between arrival
times and expected departure of buses from stops, or between

arrivals of other people.

Random passenger arrivals are usually described by means
of a Poisson distribution whose probability function gives the
probability of n arrivals during a time interval t, given a mean
rate of arrivals per unit time interval A . By generating a
uniform random number and using the Poisson cumulative distribu-
tion it 1s possible to obtain the number of arrivals during the
time period t, and by repeating this operation several times it

is possible to simulate arrivals during a period of study T.

However, if what is required is the exact time of arrival
and not the total number of arrivals per unit of time, then it is
necessary to work with the exponential distribution which is
regarded as the continuous analogue of the Poisson. The inter-
arrival times between passengers can be generated by using the
expression obtained before:

1
A

t =- InU

where U is a uniform random number,

In order to illustrate the scope of these techniques a
complete example has been developed in which the inter-arrival
times between passengers are generated.using the previocus sx-

pression for )\z 0.021 arrivals/second (taken from Table 1) The
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inter-arrival times and the respective arrival times are given
in Table & for one hour of simulation. the series of random

numbers was generated by means of a pocket calculator.

Table 8 ¥as zenerated assuming that passengers arrive
according to a Poisson distribution and it is possible to check
the validity of this hypothesis by assuming a time interval t of
1 minute so that the 60 time periods can he classified according
to the respective number of arrivals which they contain, This is
shown in Table 9, For a confidence level of 0,90 and two degrees
2
!l'

of freedom X5 = 4,61 > 0,622 which means that the sample is

consistent and can be regarded as being Poisson distributed.

ii) Boarding and alighting times. Chapman (1975) considers

that the time spent by a bus at a bus stop can be regarded as
composed of twoc elements, One is the time associated wifh opening
and closing doors, and the other is the boarding and alighting
times. Times taken by passengers to alight and to board when a
bus has arrived at a bus stop will depend on the bus design
(simultaneous or consecutive process) and on the ability of
driver and passengers.

For one-door buses:

n n
— + +
T=C+)a t2 b,
1=1 J=1
For two-door busés:
m n
T = C + max Zai) ;ij
i=1 J-q

where:

T is the stop time at bus stop

M L - 4
C i a constant

ESA]

a,is the time to alight by ith passenger; and
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TABLE 8. Example of arrivals and inter-arrival times for one

hour of simulation. (in seccnds)

Arrival Inter-~ Arrival Arrival Inter- Arrival Arrival Inter~ Arrival

No arrival time No arrival time No arrival time
time tine o time
1. 2 2 27 188 1426 52 15 2501
2 83 &5 28 29 1455 53 2 25C3%
3 114 199 29 16 1471 54 20 2525
4 4 203 30 20 1491 55 5 2528
5 62 265 31 26 1517 56 8 2536
6 199 LeL 32 141 1658 S7 20 2556
7 40 504 33 24 1682 58 16 2572
8 7 o11 34 53 1755 59 9 2581
9 L9 560 35 57 1792 60 29 2610
10 Sh 614 36 75 1867 61 99 2709
11 L 618 37 60 1927 62 77 2786
iz L1 659 38 Ly 1671 63 3 2789
13 72 751 " 39 72 2043 64 5 2794
14 2 733 L0 L 2047 65 L2 2836
15 19 752 41 14 2061 €6 150 2986
16 29 781 L2 8 2069 67 58 3044
17 6 787 L3 55 2iz22 68 8 3052
18 184 971 Lb 62 2184 69 34 3036
19 2, 995 L5 o 2184 70 51 3137
20 60 1055 L6 16 2200 71 11 3148
2l L6 1101 L7 19 2219 72 L 3192
22 31 1132 L8 77 2296 73 48 3240
23 16 1148 49 113 2409 74 2 3242
24 24 1172 50 2 2411 75 29 3271
25 21 1193 51 75 2486 76 30 3301
26 45 1238

Source: Calculations made by the author.
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bj is the time to board by jth passenger.

Sometimes it is assumed that all passengers take about
the same time to board, without taking into account the number
of passengers in the queue and their position in it. Consequently,

if boarding timc is more important than-alighting time, then:
T =C + Bn

where: B = average value of bj in other words is the marginal
boarding time

n = number of passengers boarding.

TABLE 9, Observed and expected frequencies of data gathered in

Table 8 ,
Arrivals Observed FExpected
0 19 17
1 19 21
2 13 14
3 61 6]
L 2 r 9 2 8
> —1d 0
60 60

Source: Calculations made by the author.

For a one-man operated service surveyed in Newcastle
upon Tyne, Chapman et al (1977) obtained the stop time of a bus
T, as a function of the number of passengers boarding ny by means

of the following expression:
T = 3,5 + 4,1 ny T in seconds

They also found tremendous variations in the times taken
to board a bus, for instance the time taken for four people

varies between 5 and 40 seconds. These variations are explained
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by the agility of people and their preparedness to tender their
fare, by the need for change and by the skilfulness of the
driver in dissuing tickets. By means of a similar analysis the

following expression tc find total alighting time was found:
= 7+
T =4.7 + 1.4 n

Kraft and Deutschman (1977) analysed some distributions
of passenger service time by means of photographic techniques
and then simulated, assuming an Erlang function. For this purpose,
the means and variances of the service-time distribution for each
successive person boarding a bus were calculated in ordef to
determine the mathematical function that represented the dis-
tribution. In this sense the boarding process at a bus stop is

regarded as a single-server queueing phenomenon.

The boarding time is represented by a negative exponent-

ial function, which is a special casec of the Erlang function:

K-1 ] o
p(gyt) = | ) K(t-T) / (E=7) * e/iz}“t'ﬂ/(t-")

i=o0
where:

p(g>t) is the probability that time g is greater than or
equal to time t;

K is a positive integer which was fQund.to be equal to the
number of doors of vehicles;

t ig any service time;

T is the average service time; and

7T ie the miniwmum service time, which is approximately half

} erage ice time t.
the average service time t

Then, for a vehicle with one door, the boarding time is

representel by the following function:

4

(=) (E- )
p(gyt) = e (t-71)/(2-T
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Newell and Potts (1964) suggest that the pairing of

-buses is mainly dué to the variation in time taken to load
passengers. When a bus is delayed,imore than the usual number of
people will be at stops and loading will take longer which results
in the bus becoming further and further behind schedule. On the
other side, the next bus will find less passengers to pick up
which means shorter loading times and a gain on schedule until

it eventually catchés‘the first bus. Similarly, the following
buses will tend to pair. A ratio K which reflects the strength

of the tendency of buses to pair is given by:

passenger arrival rate

K =
passenger loading rate

Potts and Tamlin (1964) found experimental support for
the suggestion that variation in loading times is the main cause
of bus pairing while inter-stop travel variation and variation

of passenger arrival rates only tend to conceal that effect.

iii) Inter-stop travel variation. Inter-stop travel

variation could be regarded as being a functicn of the technical
characteristics of the equipment, the traffic conditions affect-
ing the bus and driver's ability. However, it could be said that
between two points there is a minimal travel time which is not
possible to reduce due either to technical characteristics of

the vehicle or to traffic regulations.

A multiple linear regression made for links on a
Newcastle upon Tyne route (Chapman et al, Aug-1977) shows the
standard deviation of link travel time St’ as a function of the
mean travel time T in seconds and the length of the links 1 in

kilometres:
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S, = 9.8 +0.38% - 1431 in seconds
This relationship suggests that for links of equal length St will
increase with increases in T, while for links where T is equal

St will decrease for longer links.

Given z pair of bus stops, travel time between them wili
be equal to the average travel time plus or minus a quantity
which could be regarded as random,., Within this framework. some
models have treated the variations in travel time t by means of
statistical distributions-mainly the normal and the gamma
(Jenkins, 1976). As it is expected that buses running closely
may find similar traffic conditions then some of the models also

‘inelude a correlation factor to take into account this consider-
ation, although its inclusion remains unresolved. Jackson (1972)
and Gerrard and Brook (1 972) developed correlation factors for
their simulation models and they are presented in the next

section.,.

The models. that have assﬁmed the variations between buses
in their average speed between two nodes to be normally and
independently distributed have had to impose arbitrary bounds on t
in order to agree with the observations. Other models have assumed
that variations in t follow a gamma distribution defined by two pare-

meters t_and p: _ r _
(¢} f(t) = pZ (t"to) e P(t tO) , T = _%_ + to

where to is the minimumpossible travel time.

iv) Penalty for stopping. It is also necessary to take

into account the extra time incurred because of stopping at bus
stops., If = bug iz running frem stop I to stop J and has to stop

at both stops, then the penalty for stopping is the extra time



-.. 66 =

that . this bus takes to cover the distance in comparison with
the time this seme bus would take if no stops were made. This
extra time is given by thc following expression obtained by

Chapman et ai(Sevwt-1977),

v 1 1
2 ( a d )

1

- penalty for stopping

for v = average cruising speed : e
a = average acceleration rate

d = average deceleration rate

Finally, it may be said that there are some other factors
related to crews affecting service reliability such as indisci-
pline, impunctuality, etc that also tend to make the service more

irregular; however, they are beyond the scope of this study.

%2, Important aspects of selected models in public transport

planning.

The purpose of this section is to describe the most
relevant aspects of some selected models which have been developed
recently., The idea is not to summarize the theoretical basis of
these models but to point out the most useful facets for the
development of the proposed model which is to be explained later
on. These models range from deterministic (analytical models) to
simulation; however, no attempt at classification is made as

some of them can be regarded as a mixture.

A, Optimum bus stop spacing. Lesley (1976) studied the factors

affecting bus stop spacing from two different approaches :
i) passenger generalised cost and ii) total community cost in
providing a bus service., A bus route with equidistant bus stops

is considered in the analysis {see Figure §). The catchment arca
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surrounding each bus stop is assumed to be homogeneous and

g trips/unit area/unit time are generated.

FIGURE 8, Diagrammatic representation of a bus stop catchment

area.

TN

)

bus route

d s
~oM
[ W~

1) Passenger generalised cost.
The passenger generalised cost i1s assumed to be composed
of three elements: riding time,T; excess time,E, or walking and

waiting time and; fare, F,.

Riding time. The movements of a bus between two bus stops

are depicted in Figure 9 , assuming constant maximum speed,
acceleration and deceleration,.,Then, the total start to start

time can be expressed by:

= + + +
T 1Y% t3 b4

where: tl: acceleration stage after leaving stop,

t2= period of uniform speed,

t3= deceleration stage arriving at bus stop, and

t4: boarding and alighting time.
The average operating speed is then = 2r/9 and if 1 is the

V1
average trip length, the average riding time is given by T = l/vl.
Buses accelerate at rate & and decelerate at rate g ,

and the maximum speed is v. Then, t1 and 3 are given by:

b= v/d ty= v/p
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FIGURE 9, Descrivntion of bus movements between two stops.

Bus
speed

max speed

. | Time
L tl 4A ta____4¢—t3_4k_-t4__4

Bus leaves Bus arrives
stop at stop

The distance travelled by bus at maximum speed is s

5°
Pl
_ P AN SN o
5, 2r - (sl + 55) =2r ~ 3 ( v p)
Then t2 will be:
_2r v, 1 .1
b= - ()

If f is the frequency of service, the number of passen-

gers boarding will be:

n=:fgWr2
As it is considered that boarding time is greater than alighting

time, times at bus stop can be given by:

) 2
t, =C, +C n=C, +C_ fgirr
L -1 2= 2 8"
where: Cl = time lost, constant at each stop
62 = incremental boarding time per passenger,

Therefore, the average riding time of passengers is:
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S S R A0 P SN o 2
T"ZrljZ (o( +/9)+ v +Cl+02fg'n'r]

Walking and waiting time, E. The average walking distancs

at each end of a bus journey is 2r/3 because the catchment areas
were assumed to be homogeneous. If w is the walking speed, the
walking time is 2 (2 r/ 3w). The average waiting time was approxi-
mated by f/2. As it is considered that people prefer to be in

the bus than walking or waiting, the previocus valueé were

weighted using a factor of 2, and then the excess time is given

by:
8r

E = 3w

Fare, F. The generalised cost G' of the average journey
will then be:
G'=e (T+E) +F

where ¢ is the monetary value of time.

G = ;% [%(—i—-+%) +-§v—r—+ cy * Cgfgwraj +-%%11 + ef + F

By differentiating G' partially with respect to r it is possible

to obtain an expression of the optimum bus stop spacing: _dG'= 0

/[ ) dr
: 1c. ]
iv , 1 1 1
[[; (—:+_é_) ¥ 2 J
(1) r =
[ifgﬁ'cz . 8
2 3w

2r = optimum bus

stop spacing

ii) Community cost of bus servics.
It was assumed that the total community cost was consti-
tuted by the passsenger toitzl travel time in monetary terms pnlus

the total operating cost of the service. In other words:
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H = n,e (T+E) + D

total annual community cost of providing a bus

it

where: H
service,

D = annual operating cocts,

n2= total number of journeys made per year on the bus
route,
n, = 3600 222 ( =Ly ¥ (grrd x p = 1800 Lpgrr
2 nour er

where I, = total length of bus route

p = number of hours per year.
Now, D = Dl + DZN
where: Dl = fixed cost

D2 = incremental cost per bus

N = total number of buses on route, which is given by:

N = and then- D =D, +

Therefore, the total annual community costs are given by the

following expression:

’ 2
_ 3 v 1 1 2v + C, + C_ fgmwr 8r ,}
H = 1800 pLgmre {—— [E-(7; ) + = } 2 ]+BW + §

2r p T
2D.L
2 (v 1 1,2, . 2}
* Dy Y EEr {2(o< s vty v Gy v Cyfenr

From dH =0 the following expression was derived:
dr

3
C.D
oo s a6 W“+2{1pe¢22
(2) O =r '{CEJTJT+ 3w¥}180065ﬂ3,‘ T v 1800 + pef
D

Using typical values and the expression (1), it was found

that the optimum stop spacings were 92 metres and 196 metres for
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peak and ofi-peak periods respectively. By means of a sensitivity
analysis it was also found that the most important variables
affecting the functions were g, 02 and f in the peak period,
while v was in the off-peak period. Using expression (2), the
sensitivity analysis found f and g to be the most impertant
variables in the peak period, while g, v, e and p were in the

off-peak period.

B. Optimisation of a simple bus network. This model, developed

by Bly and 0ldfield (1974) determines the passenger generalised
cost of travel in terms of walking, waiting and triding time and
the bus fare. The bus service is defined in terms of the average
spacing between routes, the average density of buses per unit
area and the average spacing of bus stops. The optimum bus
sérvice is that which minimises the total generalised cost of

travel, C.
The average generalisced cost of travel per passenger C,
is given by the following expression:

C=Ct +C ¢t +Ct +F
wow wt wt rr

vhere: Cw’ th, and Cr = perceived cost of walking, waiting and
riding respectively,
tw’ twt’ and tr = average passenger walking, waiting and

riding time respectively,
F = bus fare in monetary teras.

t and F in terms of the

twt5 r

The model expresses tw’
different variables that affect a bus service., Within this set
of variables, the spacing between routes, the density of buses

per area and the bus stop spacings are considered to define the

bus service., Then, optimum values for these variables can be
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obtained by differentiating C with respect to each variable and

setting the derivative equal to zero.

Average walking time to and from bus stops. Here it is

assumed that the density of trip origins is constant and that the
pattern of travel is isotropic. The bus route network is square,
of spacing L Km. The walk to the bus step can only be made in

directions parallel to the route network.

If a passenger always uses the route closest to his
origin, the average walking distance to the route will be L/6.
Here it is assumed that the route selected is not necessarily the
nearest one, but the one which will take the passenger to his
specific destination, and then the average walking distance to
the route will be L/4. It is considered that the distance walked
parallel to the route will be on average a quarter of the bus
stop spacing. Then, the walking distance from origin to bus stop
will be 3/4 + fL/4 , where 1 is the average bus stop spacing and
f is a constant factor. If Vw is the average walking speed, then
the average walking time spent at both ends of the route will be:

1
2 Vy

t = (Y +fL)

W

Average waiting time at bus stops. The average waiting

time of passengers at bus stops is proporticnal to the average

bus headway H:

twt = KH where XK ig an appropriate coefficient

If Vb is the mean speed of buses along all routes including
stopped and layover times, the average separation of the buses
will be Vb}h The sum of the ssparations between all buses in the

in the area A, NVbH is equal to twice the total route length in
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the area. (Where N is the number of buses available in the area).

Considering one cell of side L, the total length of route
is 4L, and thére are A/L2 cells within the area. Therefore, the
total route length will be 1/2 (4L x A/LZ), where the factor 1/2
is included bzcause each route borders two:-cells. Then, from the

previous reasoning:

NV.B = 2 (2A/L)

n b

MLVb

where M = N/A, density of buses per unit area.

But the expression to calculate the average waiting
time does not take into account the bus capacity and then a factor
studied by 0ldfield was included:

S B e

twt
MLV Y - /S

b
where: X and Y are constants which depend c¢on the considered
sitvation,
P is the average occupancy of a bus,

S is the bus capacity.

If j is the number of trips generated per unit area per

unit time and J is the average distance travelled per passenger,

then:
jJd = (%Fl) vy , therefore
(3) p=—dd_
}1Vb

The average distance travelled in bus per passenger J, is

a function of the bus stop spacing ¥ and the route spacing L,
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because the iurther the passenger walks the shorter the distance
travelled by bus. If J' is the mean airline distance from origin
to destination and r is an appropriatc factor such as rJ!' is the
distance actually travelled on the rcad network, the average

distance travelled by bus is given by:

J

rJ!' - g X average walking distance

i

(4) J = rJ' - g/2(1 + L)

where g is an appropriate constant.

On the other hand, the mean running speed Vb depends on
the free running speed of the bus Ub’ the delay at bus stops and
the layover time at termini. Therefore, the time that a bus
takes to cover a distance D could be expressed in the following

way:

where: D/ is the number of bus stops in distance D,
a is the‘time at bus stop excluding btearding and
alighting time,
B is boarding time per distance,

Thus,

(3) L : L2
Y —(1+d)[Ub Ty +B}

where the layover time is expressed as a factor & of the total
time. Therefore, the average waiting time at bus stops is given
by the following expression:

tyt = (1 )
MLVb Y - P/S

where: V is given by equation (%)
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B is given by equation (%), and

J is given by equation (4)

Average riding time.

b= 2 g (1R (—1-—+—a=-+5)

r
Vb Ub

g

Bus fare. If b is the mean cost per unit time of providing
a bus and a crew, Mb will be the cost of providing the M buses in
the area which originates J passengers per time., Then, the average
bus fare is given by:

Mb
F=(l+'x>.____._
J
where x makes the percentage of profit to the company.

In this way, the average generalised cost of travel per

passenger can be obtained by the following equation:

C, 4e, . K « €.J Mb
C = ZVW( LHIL) + Mvab ( 1+ YoD/S ) + v + ( 1+x) EN

In order to obtain the optimum values of the average spacing
between routes L, the average density of buses per unit area M,
and the average spacing of bus stops 1, the previous equation is
differentiated with respect to each parameter and the derivatives

are set to zero, After some approximations it was obtained:

| 5 a b(1+)KC . % 2
q = 2 R -
Topt lcW ~ qcC_ IH CL*ryprs )+ 0
Mo r
Jw Vb

And the optimum values of L. and M are obtained by trial-and-error

and subsequent iteration from the simultansous solution of:
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1

( MY - D )@ (=5 - EL) + XY =0
' M
and
o
RGN < SO
M
where: ,
. (1+x)oV 8c K ( 1+ X /(Y - p/])
id b wt
D=v5 i B 3 G= V.G 4C
b we b (¥ T )
V. "V
W b

This model also considers situations where the travel
demand has peak and an appropriate expression is derived to take

into account such cases.

C. Model for Wallasey's bus service, Lampkin and Saalmans (1967)

carried out an operatiohal research study in order to replan
Wallasey's bus service which was losing about 5% of its.traffic
each year. The fcllowing factors were considered for pessible
31teration: the route network, the frequencies of service, the

timetables, the bus schedules and the crew schedules,

As it was important to achieve a reasonable economic
performance without forgetting the quaiity of service offered to
passengers, it was necessary to develop an appropriate measure

of service, Total travel time was chosen for this purpose.

After some simplifications of the problem, an algorithm
was developed to perform two specific tasks:1) to choose a set
of routes to cover the area under study, and 2) to allocate bus
frequencies to the routes. The main purpose was to design a bus
system which gave the best total travel time for the passengers,

taking into account economic restrictions.

If, 2 = tetal travel time = 7z( f £

l’ 2’ 3"00-000..fN)
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where: N = number of rcutes, and
fi = frequency on the ith route, in minutes.
Then, the approximate number of buses needed on route i to

maintain a frequency fi is given by:

where: e, = number of buses,

round trip time for route i (including layover time),

pze.
n

H
1

l?i/fé]: smallest integer greater than or equal to Rj/fi'

The choice of frequencies was obtained from:

min { 7 ( fl, fos veeenady )}
N

subject to 2: ei(fi) < F
i=1
where F is the total fleet size according to the economic restric-

tions.

In the process of designing the network of routes,
since the bus frequencies were unknown the following properties

were assumed as design criteria:

- In journeys with considerable demand, transfers should
be avoided as much as possible;

~ Routes should be reasonably direct;

- Routes should meet to facilitate trancsfers; and

-~ There should not be too many routes.

The input to the algorithm consists basically of a matrix
of demands between nodes, a matrix of shortest distances between
nodes, a list of possible termini and for each node the list of
nodes directly connected to it.

The heuristic algoritinm to choose a route network comnsists

of three main steps:
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i) Producing an initial skeleion route of four nodes.
The selection of this initial skeleton is based on a complete
combination of four-node sets in which the first and the last
nodes are termini.

ii) Inserting no&es into the skcleton in order to complete
the route. To consider initially if a node is acceptable to be
inserted between two nodes of the skeleton roufe, the distance
between the two nodes (of the skeleton route), via the inserted
one should be iess than 1.5 times the direct distance. The model
also includes test to avoid the route crossing itself or back-
tracking.

1ii) The demands satisfied by the new route are elimin-
ated from the demand matrix. The previous steps are repeated

until this matrix contains no significant demands.

An objective function has been incliuded in order to
guarantee that the route network chosen had the properties
established above. This function contains criteria to judge the

skeleton routes and the process of insertion of new modes.

A basic assumption is made to calculate the total travel
time for the system and is that buses arrive at stops independent-
ly of buses on other routes. In other words, the expected waiting
time of a passenger at a bus stop is half the inter-arrival time

if there is only one route to be taken,

The model involves the calculation of a matrix T where
each element Ti* is the average travel time from node i to ncde J.
J

As the demand matrix D is an input to the algorithm, total travel

time is given by:

D, .
ij

=
1
NN

«.™
+3
‘J.
[J)
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Ia order to calculate each elsusnt of the matrix T, it
is necessary to consider three different situations:

i) There is at least one route to travel directly from
node i to node j and by reasons of time it is not worthwhile to

walk instead of catching a bus. The average travel time is given by:

Tij = average waiting time + average bus time

It can be demonstrated by induction that if t t

1 rerteete

tN are the inter-arrival times of the N routes that join node i

and nodefj, the average time to the first bus is:

N-T45  N-T+2

ISR Z Tt lt

Jy= 2 SRR OEN B R P P Ip

N-1 (1 I‘tl‘
R BT et W
N 1l 2 py (1) (r+2)

e

where tl is the smallest inter-arrival time, If there is only one
route to travel between i and j, it can be shown that T .= 1/2 %,

as it was expected,

If X&, Yos eees XH@ are the corresponding travel times
between the two points for the N available routes, then it is
necessary to estimate the proportion of passengers using each
route. This is given by the expression:

N-i ¢_ r+l] Nersd N-Y+2
S BN N s RN T 1
i i t, r +1 ¢ A . t, t, et
i Y1 J=1 Jy=Jixd Jp=3,
g1 %xi Jesd
Then, the average bus time is given by:

N

) P ¥i
1=1
It is worthwhile tc¢ notice that if the bus times are

assumed to be equal there is no need tc estimate the proportions

. . el
of passengers using each route, and thec average bus time will be B.

ii) There is at least one route to travel directly from
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node i to uode j, but it may be sometimss better to walk, If:
w = walking time,
¥ = average bus time, assumed constant in this situation,

= time to the next arrival

<t
]

Then a passenger that arrives at a stop and consults the time-
table will wait if t + ¥g¢w, and will walk if t +¥°> w, The

proportions of passengers riding and walking will be given by:

w-x¥
Pridesx:MZ”¢N (t) dt

t,
Praiks™ f¢ y () dt
w-¥

whre 4)N (t) is the probability density function of the time to

the first arrival, and tl is the smallest inter-arrival time,

¢)N (t) is given by:

N-vid Ner+2

N .
cﬁN(t):fr(‘t)r—lT Z R Z t.t.i...t.
j

R

” T . . J
Y‘=1‘ J=t J,=9p4 Jo23_ 41 J1 Y2 N

The average travelling time is expressed by:

w-y ¢,
t=/[¥+t] drrrat+ /w ¢ (t)at

w-y
In the general case of N routes, the average journey time is

given by:

T, = [X’_w] cpN( LAED IR L S

ij
where ¢>N(t) and W N(t) are mathematical exnressions verified by

induction.

iii) No bus route joins ncde 1 to node j. At this precise
moment the matrix T contains waiting and riding times where bus
route is available, and walking or waiting and riding times when
there is any route available bul waiking should be considered, In

the remaining cells of the matrix there is no route to travel
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between node i and node j and these are filled with the corres-

ponding walking times.

g, .
Then, a procedure developed by Murchland is used in order
to look at each (i,J) cell of the matrix and czamine whether there
is a k for which the journey times i—sk, k—aJ are less than the

journey i—=j.

In order to consider the limited capacity of the buses,
maximum utilization factors were estimated for each route. To
calculate these factors the arc with maximum number of passengers
is selected and this number is divided by the capacity of the
route per hour. An initial solution was produced and by means of
random perturbations new values of f were considered in order to

improve the solution.

After solving the problem of routes and frequencies, this

model also considers timetables and bus schedules,

D. TRANéEPTEZThis model was developed for evaluating short term
changes in bus route networks, but also takes into account changes
in publiic transport demand because it considers new vassengers
attracted due to improved service and passengers switching to
another mode of transport or to another route within the service.
On the otner hand, in the long term the model can evaluate changes

in the road network and in the land use.

It is considered that a bus network provides benefits to
several groups of people, particularly to the bus operator and to
the user, and also contributes to the reduction of traffic
congestion.

Two submodels are considcesred to be the basis of the model,

One tnat vredicts the choice of transportation mode and the other
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that assigns passengers to routes. These submodels are based on
the concept of generalised cost. In order to evaluate a bus route
network in a particular time the mcdel comprises five main steps:

i) Demand for bus journeys is estimated. Demand for
travel is considered on a zone-to-zone basis and all trips in an
area are assumed to end at the zone centroid. The definition of
both zone centroids and bus stops by their grid co-ordinates

allows an easy calculation of the walking times between them.

The description of the bus network is based on the inven-
tory of bus stops. Each bus stop has a reference number and its
location is defined by means of grid co-ordinates. As many routes
run along identical sequences of bus stops, a link is defined as
a group of bus stops between which no routes start, end, join or

diverge,

An important assumption made in this model is that travel-
ling from one part of the bus network to another, all passengers

will use the same path, with minimum generalised cost.

Conventicnal highway network models find the shortest
paths between pair of nodes, meanwhile in TRANSEPT, minimum paths
are found between pairs of links. In order to reduce computation
the model only allows interchange between direct journeys, at

link ends. A modified version of Floyd's algorithm was used.

Public transport does not generally offer a door-to-door
service so that walking plays an important role as a feeder to
the bus system. In this sense, generalised costs take into account
the components of a bus trip: walking time, waiting time, riding
time, fare, interchange, and so on. The generalised cost function

has the following form (Daly, 1973):
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5
= + i
Zj aoj 5: gixij (for mode of transport j)
1=1
where: xlj = walking tinme
Xaj = waiting time
x_, . = fare
3]
X, . = riding time
] &
X-. = interchanges
5 &
aoj and a;, = appropriate parameters.

The model considers two other modes of transport in
addition to travel by bus: walking and travel by private car.
TRANSEPT uses an n-dimensional logit model to estimate the modal
split. Considering bus and private car only, the proportion of

trips by bus for a particular origin-destination interchange

p
b
is given by:
- N\Z
P, = e P
b -(?\ZC +9) --)\Zb
e + e

where Zb and 72 = generalised cost of travei by bus and car
c

A = calibrated parameter

)

1]

modal bias in favour of the car.

ii) Passengers are loaded onto buses. Passengers are
assigned to available routes by means of a public transport
assignment model, which takes into account the capacity of
buses and hence the waiting time at bus stops. As there is a
competition between routes for passengers, and between passengers
for seats, the model reproduces this dynamic relationship and
finds a stable solution,

iii) Overloading of buses is eliminéted. When there is
not encugh seating capacity, the model is able tc allocate addi-

tional buses in order to cope with the extra demand.
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iv) The network is evaluated. The main objective of
TRANSEPT is to evaluate bus route netwerks, and these are evalu-
ated from four different points of view: operational, financial,

user benefit and modal split.

The operational level predicts the loadings for every
route and link of the network, allowing the routes to be assessed
in terms of capacity. The financial level predicts revenues by
route according to particular fare policies. The model also
determines the user benefit in terms of generalised costs when
bus networks are compared. The modal split is analysed and the
economic benefits from changes can be assessed.

v) The service is improved and the recomwendations of the

study are implemented.

E, Partners in Management Model. The purpose of this model, which

was explained by Bullock (1970), was to analyse a wide range of
aspects of a bus route such as the waiting times at bus stops for
different bus schedules, routing; control strategies, design of
buses (capacity, fare collection, etc) and variation of bus stop

patterns, This model relies basically on simulation technigues.

Passengers arrivals at bus stops are generally taken to
be random according to a Poisson distribution, but in this model
no time of day variations are considered, in other words passenger

arrival rates remain constant during the run of the operations.

At the time of arrival of a bus at a bus stop, the
elapsed time since the previous bus gives the parameter to calcu-
late the number of passengers arriving at the stop. This value is

drawn at random from a Poisson. distribution,

By using an appropriate origin-destination matrix for the
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bus stop, each passenger is assigned to a destination stop
further down the route. The 0-D data are most useful expressed
in matrix form, in which the individuz} elements are the partial

probabilities.

The number of passengers boarding will depend on the
places available on the bus in question. If ¢ is the capacity of
the bus and there are r  bpassengers on board of which a are

wishing to alight, then the places to boarding passengers will

The times taken to board and alight will depend on the
number of passengers entering and leaving, and the total stopped
time will be the sum of these two times if the bus has a single

door, or the maximum of these quantities for buses with two doors.,

The departure time from a bus stop is calculated as the
time of arrival plus the stopped time. In order to calculate the
arrival time’at the next stop, the inter-stop travel time is
drawn at random from the assumed time distribution. Such distribu-
tion will almost be skew, with some minimum travel time below

which it is not possible to go due to vehicle characteristics,

In traffic free conditions there is a mean time which a
bus should take to travel between successive stops. This mean
will depend on the distance to be traveiled, the typs of terrain

and the time of day,

The input 1o this model consists mainly of the sequence
of bus stops, the probability distribution of bus running times,
the distribution of passengers arrivals, boarding and alighting

times, and origin and destination matrix.

The output includes a rscord of arrivals and departures
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of buses from bus stops, time spent running and stopped, pass-
enger loading in each sector of the route, gueue iength at stops

and number of passengers unable to board bhecause of full buses,

F, Evaluaticon of bus control strategies by simulation. This model,

which simuliates the movements of buses around a single route, was
developed by Bly and Jackson (1974) in order to analyse a specific
bus route in Bristol. The program was written in Control and

Simulation Language (CcsL).

Passengers are assumed to arrive randomly at each bus stop
which has its own mean time between passenger arrivals. The model
then takes this time as the mean value of a negative exponential
distribution, which is used to select randomly the time intervals

between successive passenger arrivals.

A matrix associated with each bus contains the number of
passengers destined for each stop. The destination of each pass-
enger is chosen randomly according to the observed distribution

of destinations appropriate to each stop.

The time taken for one passenger to board a bus is also
selected randomly from a boarding time distribution. The total
boarding time is obtained by multiplying the selected time by the
total number of passengers boarding. In a similar way, the
alighting time is selected and the total stopped time of a two-

door bus at a stop is given by:

[§ — J j o+
P = C o+ Max ( Nyty, Nt )

where: C = dead time,

b? Na = total number of passengers boarding and alighting,

ot
o+
i

boarding and alighting times
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The time taken by a bus to travel from one stop to the
next one on a route is obtained using a normal distribution from
which the inversc of thé running times are selected randemly.
This calculation can include variations with time of day. In
order to avoid the selection of unrealistic times, the process
of choosing is repeated if the time obtained'dges not fall within

some specific limits

When a bus arrives at a stop the model calculates the
average passenger arrival rate over the period since the last
passenger boarded the previous bus and this average value is used
in the new process of generation. The mean passenger inter-arrival
rate is constrained to vary relative to the base values according
to a Gaussian curve. The selection of the running time is made
in a similar way. On the other hand, a timetable is held in a
matrix in order to be consulted each time a bus arrives at a

timing point. Each row of this matrix holds the départure time.

As some sections of the route can be shared with other
services, and a fraction of the passengers may have different
alternatives or choices, the model represents these other routes
by describing extra buses which are considered in less detail.
No record'is kept of the running cof these buses, nor of the

movement of their passengers.

The input to the model includes route details (stops,
avéilable buses, bus capacity, etc), running time data, passen-
ger arrival data and variation parameters. The output consists
nmainly of passenger waiting times in histograms, bus occupancy
informaticn, bus headways, departures from schedules at timing
?oints, passenger total travel time, total bus stopped time and

information about the implementation of different control devices.
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G. Simulation model of a bus networkBa The main purpose of this

model is to test alternative schedules and route structures in
~order to provide s better service to the public. The model con-
centrates more on the study of route networks than on individual

routes, and was written in Algol.

The model assumes that passengers arrive at bus stops
according to a Poisson distribution., A sample number of arrivals
is obtained from this distribution and for a small interval dt,
and these are summed to obtain a sample number of arrivals over

any particular period.

The variation of passenger arrival patterns throughout a
period is considered by defining the arrival rates at any period
as a function of five parameters (see Figure 10) (Jackson, 1972):

i) mean arrival rate through the period:)\

ii) measure of spread of any peaking effect: §
iii) time 6f the peak: M
iv) length of the period: 2T

v) maximum arrival rate/mean arrival rate: ¥

FIGURE 1D. Variation of passenger arrival rate.

Arrival
rate F(t)

— Maximum arrival rate

Mean arrival rate A

Time (%)
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The functiQn F(t) is defined %y the addition of a curve

of a normal distribution and a constant in the following way:
F(t) = arrival rate as a function ¢f time = K [f(t) + ﬂ]

where K is a scaling factor and b is to be defined., The normal

distribution is given by:

- 3 NG

f(t) = s

1
—_—
&2
If the area under f(t) is the unity, the area under F(t) is given

by: K (1 + 2Tb) and this area is equal to Ax 2T . Then,

N= — (1 +2Tb )

2T
. . K(.(L%Qﬁ+b)
¥ = maximum observed arrival rate =
A K (L
(g +e )
(0.399 _ ¥
and then b = S el
-1

and having b, F(t) is easily calculated. Then, the arrival rate

at any time is approximated by XKF{t).

The model also assumes that the origin and destination
stops of passengers are independent of the service provided. Only
direct trips are considered here; in other words, the origin-
destination information is obtained for pair of stops which have
a direct bus service, This means that transfers will be registered
only if passengers transferring appear twice in the data and

these movements are not easily identifiable.

Where it is possible to travel between two pair of stops
using different bus services, a passenger will be assigned to the

first vehicie with place available that arrives at the stop.
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As soon as passengers arrive at bus stbps they are clas-
sified into types according to their destination. If the bus
arriving at the stop cannot accommodate all the passengers
desiring to hoard, passengers to be carried will be selected
according to the classification mentioned before and to a prob-
ability proportional to the time since the last arrival of a

passenger who was able to board a bus for each destination.

Journey times between nodes are determined by sampling
from distributions whose means depend on the individual link,
time of day, sampled journey time of previous bus and on

elapsed time since that bus.

It is assumed that there is some relationships between
the running times of two consecutive buses travelling along the
sahe section of the route. This relationship tries to express that
when there are two buses running closely or withlsmall headway
it is likely that they will experience similar conditions with
respect to traffic, weather, etc, and therefore their travelling
times will be probably similar. In order to take into account
this possible correlation, the travel time over the section for

the second bus will be:

travel time = R(tz) + e(ta)

whre: R(ta) mean running time at time t2, given by a curve,

e(ta) = qe(tl) + (l-q)S(ta), where

e(t) = estimated deviation from the mean running time for
"a bus at time t,

S(t) = sample drawn from a normal distribution with mean

zero and standard deviation §(t)=min {a(t)/},b(t)/}}

a(t) = M - R(t)
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b{e) = R(t) = m

1t

My, m = maximum and minimum observed running times.,

The values of q are chosen as follows:

Kol
H

1-h/2R(t,) if h < R(L.),
1 i

or

Ke]
i

R(£,)/2h if b R(tp)

where h = t2 - t] = headway.

The model considers vehicle overtaking, and in order to
avoid this the values of S(t) are restricted to be greater than

a specific value.,

The input to the model consists of the route network, the
passenger travel patterns which is specified by means of an origin-
destination matrix, the running times between stops and the pass-
enéer arrival rates., Time of day variations can be considered

using histograms or analytic expressions.

A wide variety of output information can be printed:
global values of average passenger waiting time, distributions of
waiting times for passengers on each route, record of bus depar-

tures from timing points, etc.

H. IBM simulation model. This model, which is a discrete stochastic

simulation model, was developed by Gerrard and Brook (1972) for
investigation of scheduling and timetabling strategies for a
group of routes in an urban corridor. For flexibility of input

and cutput the model was written in FORTRAN.

Passenger arrival at bus stops is assumed to be Poisson,
with arrival rate dependent on the time of the day. The arrival
rate k(%) for a stop varies over the peak hour period according

to some profile. If the interval (t, ’tP> represents the arrival
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times of two consecutive buses, then the expected number of

arrivals during that period is given Dby:

-t
A= | o (t)at
€y '

Then, the total number of passengers is generated using a Poisson
distribution with mean A, or which is the same with a constant

arrival rate o{e over the same period:

o(:..____é_____

e
(t, - t))

The inter-arrival times of passengers are generated and
accumulated until the time exceeds (tantl) and then the number
of passengers in the new queue segment will be equal to the

number of inter-arrival times generated.

After generating the total number of passengersg they
have to be classified by passenger type according to the route
choice available at the stop in question. If there are two routes
available, e.g. 1 and 2, one type of passengers will use route 1,
another will use route 2, and paésengers in the third group will
catch either 1 or 2. Each bus stop is assumed to have a charac-
teristic value of )aand}i, loading and unloading indices respective-

ly, for a given pattern of movement,

In order to generate the passenger type it is necessary
to calculate the probability that a passenger arriving at bus-

stop ith will be of the kth type. This probability is given by:

[r——

2 Mi

P = J & &

kST oy

Je gy

where: Gi = get of all destination stops available from stop i,

Gik = subset of Gi available to passengers of type k
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Having selecied the P the cumulative distribution is formed

ik’
in order to generate the type for each passenger.

A queue is considered to be formed by one or more segments
and each segment consists of a number of passengers classified
in exclusive types following the method'explained above, Each
segment of a gueue is processed in sequence, bgt the arrival
time of each passenger is not recorded within each segment. When
a bus arrives at a stop and there are not enough places for people
waiting to board, the model selects the passenger according to

the order of segments.

The number of passengers alighting at a stop is generated
using a binomial distribution. The probability that any given
passenger on board a bus of route r will wish to alight at stop j
is given by:

My
qu—ﬂj+%/x,
where w = remaining stops on schedule,
Then, the probability of m passengers wishing to alight at stop j

is given by:

m! m
p(m) - M! (I"I—Iﬂ) ! (er> (1"qu

where M = number of passengers on board at time of arrival.

The process of unloading shows that the model assumes the
independence of passenger origin and destination. In this sense,
the data collection was considerably reduccd because only pass-

enger loading and unloading is required., .
The pattern of passenger movement between bus stops is
expressed as an 0-D matrix and the number of. passengers travelling

from stop i to stop j 1s assumed to be given by )i_}gj, where:
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In orcder to calculate the values of ;43 and >‘i sy the following

ljoading index at origin stop, and

unloading index for destination stop.

two sets of equations are used:
%’ n
Ry = Ay Z: M i 7 1,2,4...n
1+4

J-1 . —f ‘
Cj :fij Z: }j_ J=1,250esen
]

where Ri and Cj are the number of passengers loading and unloading
respectively at stop i and j for the period under consideration.
The previous system of equations can bhe solved by fixing the

value of Mo

One of the main problems in modelling the bus movements
between bus stops is the way to represent the traffic effects on
bus journey times. For each link of the bus network a méthematical
expression is assumed to calculate the main daily trend of jour-

ney time.,

As it is expected that buses making the same Jjourney at
similar points in time would have similar journey times, a model

is assumed to represent this correlation:

2

y €

Y=DX+ (L -D

whre: Y = the excess of the travel time of a bus over the mean
travel time,
X = excess time, with respect to the mean, for the previocus
bus to travel along the same link,
D = e 2%, with values between O and 1,

a = constant

t = headway or time interval belween successive buses,
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£ = independent variavie: excess time, with

respect to the mean, for the bus in question,

The input to the model includes passenger demand, traffic
conditions, route structure, type of vehicles, frequencies of
service and criteria for assessing service performance. The output
consists of information about levels of servicg (passenger
waiting times), headways at stops, departure from schedule at
stops, journey times and total number of passengers loading and

unloading at stops.

I, Interactive graphics system for transit route optimisation,

X

A model developed by Rapp and Robert-Grandpierre (1974) optimises
the route structure of an urban transit system. The model assigns
the potential transit trips to the network in order to predict
the effects on the routing structure by means of statistical

measures cn travel times, rolling stock use and operating costs.

This model is a tool for transit operators t¢ improve the
matching of demand and supply through network and route opti-
misation, increasing the level of service and decreasing the
operating coste., It is considered that transport planners who are
familiar with the problem can find almost an optimal solution if
they have a tool that allows them to generate; evaluate and
improve alternative designs. The model was designed mainly for
finding short-term improvements in the transport'system: bus,

street, car and subway routes ( see Figure 11).

The assignment algorithm is based on the hypothesis that
travellers probably choose the path with the least resistance or
total travel times, but that all cther nonbacktracking paths

have a certain likelihood of being used.
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FIGURE 11. General diagram of interaciive graphics model.
/

Data requirements

- Transit demand:0-D matrix
- Base network:links that

potentlg}ly c?n be used by Resulis
a transit route —_—
-~ Vehicle characteristics

~ Ridership maps

As;zngenu ] ~ Operators data
—_ - Quality of ser-
Variables for each transit vice data
route :
' !
- Route:sequence of stops :
- Frequency and type of !
vehicle !
. 4 Evaluation and :
et e re e o ] generation of @---=-~----
improved designs

Dial's b multipath assignment mocdel was designed for
highwéy trip assignment and therefore requires a homogenecus net-
work, For public transport two difficulties arise:

1) total path resistance = walking time + waiting time +
riding time + transfer time (from origin to final destiration.)

ii) the principle of optimality, which is the base of
Dial's model is not straight forwardly applicable in public
transport. According to this principle if minimum path between
A and B uses route 1 (see Figure 12), the minimum path between
A and C must be A-B-C using route 1. But in the real world, the
path A-B-C~ using route 2 could be better because it is not

necessary to make a transfer at B.

By applying some stated rules that add dummy links to
the transit network, this is transformed into a homogeneous
highway network, and then it is possible to apply the Dial's

‘)
gca

™

-
H
Ao

[¢]

assignment

2]

(

multipath traffi

One limitation of this model is that transit trip assign-
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FIGURE 12. Three-bus-stop public transport network.

™~
o C
ment ighores any effects of limited capacity on passenger path
selection, However, the model has besn applied with success in
the public transport system of Lausanne and in the tramway and
bus network of Basel. The results are displayed adequately on

a computer screen.

J. Other models., The models presented above are by no means

the only ones to have been developed in the public transport
area, Some other authors who have treated similar aspects of the

problem in a different way are worth mentioning.

OMNIBUS (Reeves, 1970) is a suite of computer programs
to assist in public transport systems, This mcdel also works
in terms of generalised costs to find shortest paths through
the network and then assigns traffic flows to the links of the
network, A public transport network is assumed to consist of
nodes, centroids and links., Passengers leave and join the
system at centroids and transfer to and from other routes at
nodes, The model determines paths from centroid to centroid and

to do so all possible paths between each pair of centroids are
considered in order to form the optimum set.

Pasley and Sudgen (1972) apply analytical models to the
rationslisation of public transport services in Teesside. This

study includes a program for flows assignment and carries out
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the system evaluation at two levels: cost benefit analysis and
financial evaluation. Holm (1973) deveiovved a model to allocate
buses to a route network in an optimum way. His model assigns
passengers to the public transport system and also includes a
modal choice process. Liilienberg (1973} describes a model which
has been applied in practical planning in severél cities in
Sweden and Denmark. Erlander and Sche’ele5 deécfibe an analytical

model for optimum bus frequencies.,

Clearly, many authors have studied the public transport
planning process using a wide variety of methodologies. So, it
is worth emphasising that the topic is not new and that the model
presehted in the next chapter does not deal with untreatéd aspects
of the subject., However, as will be shown, the proposed model
tackles the problem in a different way ahd the use of several
linked submodels may be regarded as a real contribution toc the

analysis.
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CHAPTER T1I

PROPOSED PUBLIC TRANSPORT ASSIGNMENT MODEL

. The purpose of this chapter is to present in detail the
different parts of the pfoposed model which has been developed
for planning and evaluation of public transport operations in
urban areas. As explained in the Introductioﬁ above it is
assumed that the travel demand has been established so that the
problem may be reduced basically to the assignment of this
demand to the existing transport facilities. The model employs
a modular approach and consists of several linked submodels which
deal with the different aspects of the assignment process. Many
of the considerations which were involved in the design of the
model are related to the theory which was discussed in the
previous chapter and therefore no special emphasis has béen put

on them here,

The public transport assignment problem can be divided
into three different stages: i) the determination of individual
options or ways to make a tripl, in such a way that they consti-
tute reasonable alternatives for travellers; ii) process of
loading passengers onto selected options; and iii) process of
loading passengers onto routes and vehicleg, The first stage
constitutes the basis of the whole process, although the assign-

ment itself is done in the second and third steps.

When a person wants to travel from A to B using a public
transport system, he may have one of two alternatives: either

i) the nearest bus stops to A and B are connected by a direct

W

re not connected so that

route service; or ii) the two bus stops

the person must make at least one transfer,
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Of course this does not mean that a passenger making this
particular trip has to use the nearest bus stops to A and B; he
could, if he has a good knowledge of the bus network, have a
different set of options using for instance the walking mode as
a feeder to the bﬁs system. For example, 1f he does not have a
direct service from A to B, he could walk to a further bus stop

in order to get a direct service to B.

In any case, the main problem is how to identify indi-
vidual options or travel paths between any two points of a net-
work. Although there are still some deficiencies in public
transport assignment knowledge, there is little doubt that
people tend to travel in such a way as to minimise their total
travel costs., But the problem is how to express the concept of
minimum costs when, besides the distance‘to be travelled, it is
also necessary to consider walking time, waiting time at bus
stops, fare and penalties for transferring. In other words,
travel by public transport involves the user in at least two
different types of expenditure: money and time. As it was ex-
plained in the previous chapter, total expenditure is usually

referred to as generalised cost, C.

Taking into account these considerations, the first part
of this chapter deals with the development of an algorithm to
find alternatives for travelling between any two points of a

network.

Having identified the different ways of making a trip,
the second part of the model is concerned with the manner in
which people choose their option., If transport is in general
Considefed 1o be an undesirable necessity, then it is possible

to assume that travellers select their option so as to minimise



their perceived cost. This would mean that the more expensive
the option the less is the probability of its being chosen.
The second part of this'chapter wil} deal with the problem of
loading trips onto celected travelling options taking into
account these considerations,

When there is only one route available to make a journey,
a user may be assumed to catch the first bus that comes, subject
to seat availability. If there is more than one service on the
route, then once again the user will take the first bus that

comes regardless of the service. The loading of passengers onto

routes and buses is the subject of the third part of this chapter.

1. Option selection process?

This part of the chapter deals with the‘development of
a model which identifies the different alternatives for making
a trip given some characteristics of the public transport net-
work, It is divided into two sections. The first is concerned
with the main approaches to finding minimum paths in networks,
while the second treats the same problem but applied specifically

to public transport networks.

1

The first section includes a matrix model, called PATH,
that calculates shortest paths for simple networks while regis-
tering the sequeunce of nodes to be followed. The second section
describes a methdd in matrix notation called ROUTE-1 developed
from PATH, this time to deal with public transport networks.
Furthermore, ROUTE-1 serves as basis to design a more complex
model, ROUTE-2, which considers the walking mode as a feeder to

nd registers aiternative options for makin

(691

tem

Js)

the tramsnort :

871
i)

53]

hie
J

a trip besides the optimum one.
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A. Algorithms to find minimum paths in networks. The models

which are described here may be classified into two different
groups: The first group‘comprises scme of the main non-matrix
algorithms to find shortest paths in networks, whilé the second
one is composed of the matrix notatiocn mecdels. The Moore
algorithm plays a leading role in the first group, whereas the
traditional matrix approach which is the basis of the proposed

model is considered in the second group.

The following simplified network has been used extensively
throughout this work to check many programing details of the
various submodels. It is introduced here to illustrate how the
different minimum paths algorithms work and will be referred to
again later, so it is important for the reader to become familiar
with 1ts characteristics. Figure 1% shows a network in which the
figures on the links reéresent travel time in minutes between

pairs of nodes.

FIGURE 13, Sample network.

7 9 91 {10 1017
D% e )
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8 6 L5 7119
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a, Non-matrix notation methods. Given a network of N

nodes, and if minimum paths are to be found from home node H to
all other nodes, then the idea is to bmild a tree of (N-1)
directed links in such a way that the paths described by the

branches constitute the shortest ones.

E.F. Moore (1957)3who was working in the field of tele-

. communications developed a model that received his name and was
capable of finding shortest paths in networks. The method consists
initially in going from H to every connecting or adjacent node

in order to record the respective travel time, then the closest
node to H is selected and the corresponding link is placed in

the tree, Thereafter, all connected nodes to nodes already
reached are involved, and the process is repeated until all nodes

have been selected.,

If the Moore algorithm is to be applied to obtain
minimum paths from home node @,, then nodes @ and @ are initial-
1y checked and the first one being closest to home node is se-
lected. Then node G? has two connecting nodes, C@ and () , and
this time node () ie selected with a distance of 7 to home node,
This process is repeated until all nodes are reached. The

minimum tree from node (:)is shown in Figure 14.

In mathematical terms the problem consists in finding a
label [I,p(J)] for each node J of a link (I,J), where I is a
node élready labelled and p(J) is the shortest distance from
home node to J. Initially home node is labelled [ -,0) and the

next node to be labelled is found by determining the J for which:

p(J) = min [p(I) + min L(I,J)]
IeX JeX
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set of labelled nodes in the network, and

>
If

where:

set of unlabelled nodes in the network,

P<t
I

FIGURE 14, Minimum tree from node 1 .
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The process finishes when all the nodes in the network have their

15 16

corresponding label (Blunden, 1971). For the network under study
the initial conditions and the first two iterations are shown

below:

1) X ={1}

X = {2’59i‘ra5’6a7)859 }
p(J) = min {%(1) + min L(I,Jd) 1
I=1 J=2,3,4,5,6,7,8,5J

il

min {p(l) + min L(l,Z),L(l,Q)}

min {O + min {6,7]} =6 for J = 2

Therefore, node (é) is labelled [1,6] and the process is repeated

after updating sets X and ¥

ii) X = {1,2} X = {3,4,5,6,7,8,?}
p(J) = wmin {%(I) + min L(I,J) }
I=1,2 J=3,4,5,6,7,8a9
=min | p(l) + min L(1,4) L

p(2) + min L(2,3>,L(2,5)J
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min (O + 7 7%

6 + min [8,9]J

min{ 7} =7 for J = 4
R |

and then node (:)is labelled [1,7]. By working through the

process it is possible to complete the labels of the rest of the
nodes and it is easy to see that the results coincide with those

given in Iigure 14,

The Moore algorithm was used by R. Dial (1967) to develop
a transit pathfinder algorithm which will be discussed in the
second section of this chapter, The Moore algorithm was broken
down by Dial into three steps:

i) The elements of the Cumulative-time Table from home °
node to node J, CUM(J) are set arbitrarily high except for home~
node cell which is set to zero. The Link-sequencing Table,
TABLE(CT,K) contains the J-node of link whose cumulative time
is CT. TREE(J) contains the I-node of the final link in the
shortest pafh between home node and node J. The first 1link to
be entered into TABLE (0,1) is link 1-1 which is a dummy link.

ii) After a link has been selected, all other links
connected are examined in order to determine their possible
entry to the Link-sequencing Table TABLE(CT,K). The cumulative
time CT, of each new link under test is fcound by adding its
travel time to the current cumulative time. If the calculated
CT is less than CUM(J) the 1link is placed in TABLE(CT,K) while
in TREE(J} is placed the corresponding node.

iii) CT is incremented until a new J-node is found in

0

TABLE(CT,K), then the corresponding iink is selected and stegﬁi)

is repeated. This process goes on until N-1 links have been
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selected, where N is the number of nodes in the network. Then
the answer to the problem is found in TREE(J), and the respective
cumulative times are given in CUM(J). For the example under

study results are chown in Tables 10 and 11,

TABLE 10. Cumulative times via minimum path.

J ’ CUM(J) ’ TREE(J)
1 0 - home node
2 ,6 1

~3 O &\
BUR

o
R=3
'_:
o

2
1
312 }/, 4
5
4
>
8

9 | ' 6,21

Source: Calculations made by the author.

TABLE 11. Link-~sequencing Table.

TABLE(CT,K) . CT TABLE(CT,K)

¥ y
14 )4
15 F 7

Q
3

SO
Ny
s,

eI AN I Y AV i ]
st
Co

o
O
Y]
\N
o

=
]
Y
=

1é ;’ : 25

Source:; Caliculations made by the autnor.
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As defined by J.A.George and H.&. Daellenbach (1978),
dynamic programing is a computational method that breaks up a
complex problem into a sequence of easier subproblems by means
of a recursive relation which can be evaluated by stages.
According to R.P. Potts (1978) this technique can be applied to
find the shortest route between two nodes and tﬁis formulation

is convenient as a basis for the model validation.

The minimum path between nodes(@) and (2) could be found
by applying dynamic programing (Hollingdale, 1978) in the follow-

ing way:

Let gn(1—9) denote the length of the shortest route from
(:) to (:) passing through (N-1) links. To determine g4(1~9) the
principle applies as follows:
84(1—9) = min g, (1-2) + g5(2—9)

where g,(2-9) and g, (4-9) are defined in the same way:
) 3

g3(2 = min (2~3) + g2(3~9)§
(2—5) + 32(5"9).'}
83(4-9) = min g1(4—5) + g2(5—9)
g, (4-7) + g,(7-9))
g2(5 -9) = min g1(5 6) + g1(6—9) = min |11 + 7/ =9
£,(5-8) + g;(8-9)) b+ 5
( via4")
8,(7-9) =9

Consequently, having calculated the two-link paths it is
straight to determine the three-link distance and hence the four-

link distance which is the desired one,
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g3(2~9) =min }J8 + 17{= 18 A ( via @)
9 + 9)
£3(4-9) = min |5 + 9(= 14 ( via (9))
8 +9
and then,
84(1—9) = min {6 + 18/ = 21 - { via ())
7 + 14

Therefore, the shortest path frmn<:ﬁo () (see Figure 15)

is equal to the one obtained by the Moore algorithm.

FIGURE 15. Shortest path from (1) to (9).

i

7 12

g -®
16 21
Although the examples given above are easily solved, that
does not mean that the precise verification of these algorithms

is straight-forward. However, such an exercise is beyond the

scope of this study.

b, Matrix nctation methods. Any network may be represented

as a matrix in which each cell entry is used to record a relation-
ship between a pair of nodes and this relationship could be, for
instance, the travel time between nodes., Therefore, a matrix can
take information in a concise way and in an acceptable and
convenient ferm for mathematical and computing manipulation. The
respective matrix for the matrix given in Figure 13 is shown in
Table 12 below. This matrix is called Ll , Structure Matrix,and

each element or cell Ll(I,J) represents travel time betwsen I

and J,., This matrix will be used tc explain the traditional matrix
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method to find minimum paths.

TABLE 12. Matrix L,.

] 2 3 I 5 6 7 8 9
1 0 6 @ 7 0o ® © 62
2 L 0 8 o 9 (o) ® o
3 ® 5 0 ® o 10 ® © o
L4 9 ™ 00 0 5 o 8 o -
> @ 10 o 6 0 11 L
6 ® o 7 9 O o o 7
7 ©® o *® 6 v o O b
8 © o ® o 5 3 0 5
9 ® o0 o w 9 00 2 ®

Source: Based on Figure 13.

As may be seen in Figure 13, from node @ to node @
there is no link, in other words these nodes are not connected
and therefore the corresponding cell in Table 12 is set to
infinity, 0 . However, it is possible to find a path to go from

(:) to (:) making an indirect connecticn. For instance, to go first
fronx(:) to <:> and then from (:) to (E) , connection that makes a
total travel time of 6 + 8 = 14. In order to inspect all possible
connections between those nodes using at the beginning a maximum
of two links, row 1 of the Structure Matrix is faced with column

3 of the same matrix, as it is shown in Table 13,

Therefore, making a connecticn which includes two links,
the best path to go from @ to @ is via @ . Thus, by using
matrix L, which contains the minimum direct travel time between
pair of nodes, it is possible to find a new matrix LE with

shoitest distances, taking into account both direct connections
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and indirect paths of up to two links. Matrix L, is given in

2

Table 14. In mathematical terms, each entry cell of the new

matrix Lm 1s given by the following expression:

(6) Lm(I,J)‘z min {Lm-l(I’K) + Lm_l(Kﬂlﬂ
I=1,N K=1,N
J=1,N

where N = number of nodes in the network.

TABLE 13. Two-link comnections (1)—=(3)

O~  oew O-® o
(:) 6 + 8 <:> = 14 —minimum
(:) 00+ 0 (:) = (@
® 7t ® =
® 0+ ® ® = o
® W+ 7 ® = o
(:) &+ @ (:) = ®
0+ ® = o
@ @ + ® @ = @

Source: Calculations made by the author.

It is worth noticing, for instance, that a path to go
fron1<:) to <:> has to have at least three links; that is the reason
why L2(1,6) still remains equal to ® ., By following the same

procedure, matrix L, can be found (see Table 15). This matrix

3
contains the minimum travel times between pair of nodes, taking
into account both direct connections and connections with up to

four links,

It could be shown that when L =1L , then matrix L
m+l m m

contains the shortest path between any pair of nodes (Taaffe
and Gauthier, 1973). In this example. it could be demonstrated

that L5 = L, . Therefore, bearing in mind that this method does
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TABLE 14. Matrix LZ'

1 2 3 4 5 6 7 8 9
1 0 & 14 7 12 00 15 o o
2 L 0 8 15 9 18 o 13 0o
3 9 5 0 o 14 10 » o 17
4 9 15 ® 0 5 16 8 -9 o0
5 14 1 18 6 o 11 7 4 9
6 o 12 ?7 15 9 0 o 9 7
4 15 00 00 9 oo 0 L 9
8 o 15 co 9 5 14 3 0 5
9 0o o) 16 7 9 5 2 0

Source: Calculations made by the author,

TABLE : 15, Matrix L, .
_— 2

1 0 6 14 7 12 23 15 16 21
2 4 0 8 11 9 18 16 13 18
3 9 5 0O 16 14 10 21 18 17
L 9 15 23 5 16 8 9 14
5 14 10 18 6 o 11 7 L 9
6 16 12 7 15 9 0 12 9 7
7 15 19 25 9 18 0 I 9
8 18 15 21 5 14 3 0 5
9 20 17 16 11 7 9 5 2 0

Source: Calculations made by the author.

not record the paths to be followed between nodes, this matrix
approach proves to be much simpler and easier to program than

the methods explained in the first section.

The previous methcd reguires two matrices of Nx N, where
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N is the number of nodes in the network. This approach has a
serious disadvantage in that 1t does not register the correspond-
ing sequerce of nodes that constitutes a path, Acccrding to soms
authors (i.e. MacDougall, 1976) to do so would be a matter of a
trial-and-error procedure which could reguire a considerable
amount of computer storage. Another deficiency is that the method
could be too slow. Therefore, in order to overcome, at least
partially, the above disadvantages an algorithm named PATH is
proposed. This model constitutes a simplified version of the

procedure explained earlier,

In contrast with the traditional matrix approach, PATH
requires only one array of Nx N, is capable of obtaining minimum
paths in a simpler way, While at the same time registering then
in-a convenient and practical manner for retrieval. In this case
the N x N matrix records distance in time and is callecd
Structure Matrix D. For the network given in Figure 13, matrix
D is equal to matrix Ll (see Table 12). Given D, the basic

expression to find shortest paths is as follows:

(7 D(I,J) = min [.D(I,J),{min D{I,K) + D(K“Jﬁ
1=1,N K=1,N
J=1,N K$+J and K#I
14J

N = number of nodes in the network

Structure Matrix of dimension Nx N

L}
i

Given I and J, the expression {D(I,K) + D(K,J)} is
‘evaluated varying K from 1, 1 by 1, until N and the minimum value
selected is compared to the actual value of D(I,J). If this
figure is greater than the one obtained theﬂ»the cell value is

updated. It is precisely here where the difference between ex-
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pressions (6) and (7) lies, as in the first method the correspond-
ing cell is not updated. Instead, the respective value is kept

in a different matrix.

If matrix D is updated going row by rcw, then it can be
seen that D(1,1), D(1,2) and D(1,4) remain unchanged, while
D(1,3) = 14 and D(1,5) = 12 . Up to now the two methods coincide
in their results, but when a new value for D{1,6) is calculated

the difference between them beginsto appear:

D(1,6) = min -{D(1,6), min ( D(1,K) + D(X,6) )}' N
K=1,9
K46 and KXi{l
D(1,6) = min{oo, min (6+® ,14+10, 7+, 12+11, ® +®
® +®, 0 +9)}
D(1,6) = min { e 23} = 23

It is clear that in the first method the value L2(1,6) remains
at o because during its calculation valuss of L1(1,3) and
Ll(l,5) are still not updated. In the new approach cells are
being continuously updated and the solution tends to converge

more quickly.

Following this method, a new matrix D is obtained and
it can be seen that this matrix is closer than L2 to the final
solution, which in this case is obtained in the next iteration.
The new matrix D is given in Table 16, while the optimum matrix
is, of course, equal to L3 (Table 15). It can be seen that
convergence to an optimum soluticn is faster with the new approach
and in sowme cases its use could lead to savings in complete

b
iterations, #With an example studied {ekots (1968) of a network

of 11 nodes and solved with the traditional method it was necess-~
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ary to do two iterations before reachinsg the final solution,
while 1t can be proved that by using PATH only one iteration is

necessary.

TABLE 16, Matrix D before final solution {first iteration).

1 o 6 14, 7 12 23 15 16 21
2 ! 8 11 9 18 19 13 18
3 9 5 0 16 14 10 24 18 17
L 9 15 23 0 5 16 9 14
5 14 10 18 6 0 11 4 9
6 16 12 7 15 9 0 16 9 ?
vi 15 21 29 6 9 20 0 L 9
8 18 15 25 9 5 14 3 0 5
9 20 1?7 16 1 7 9 5 2 0

Source : Calculations made by the author.

For a network with N nodes, the shortest path from I to
J can contain (N-1) links at most. With the traditional approach
Lm contains the shortest paths with 2 links or fewer; L3 with 4L

links or fewer; L, with 8 links or fewer, and so on. This means

Iy
that 2m—1 glives the maximum number of links for the mth iteration.
Therefore, the shortest paths will be found at the mth iteration
m-1

when Lm= Lm+l or at most when 2 > N-1 for the first time.

For the network under study, the solution will be found
at most when 2"°1 > N-1, then 21 8, which means m = Lth
iteration at most; and in fact it was found for m = 3, Thus, for
a network with 1000 nodes, the solution will be found at most

when 2715999, then m = 11th iteration at most.

#ith PATH, the previous conceots do not apply in the

same way. Looking at Table 16 D(1,9) = 21, which happens to be
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the optimum path from@ to @ via @@ and ‘. This means

that this matrix got an optimum path with 4 links. However,
D(2,7) = 19, while the optimum path is 16 with only 3 links and
has not been obtained yet. This is because the optimum path from
@—p@ is via @, and the shortest path from @-—»@ has not
yet been obtained when calculating the whole path C)hﬂ{:>. There-
foré, this depends very much on the way matrix D is updated.

PATH updates row by row and from left to right.

Although there is no way to predict the number of
iterations to find the final scolution, it is clear that PATH
converges faster than the traditional method and therefore must

save computer time.

An important characteristic can be drawn from the
analysis of simple networks: if a minimumpath from I to J passes
through K, then the first leg of that path will be the shortest
path from I to K. For example, the minimum path from (:)to <:)

passes through and that means that the shortest path from @

to constitutes the first part of path .

On this basis it is possible to develop a procedure that
registers paths of a network by recording the last node visited
before reaching the final destination. A matrix called MT(N,N)
is set to zero at the beginning of the process and each cell
of this matrix is updated according to the following rule, for

a minimum path from I to J via K:

MT(I,J)

K if MT(K,Jd) = O

MT(I,J) = MT(K,J) if MT(K,J) # O

For the final solution of the network under study, matrix

MT is given in Table 17. It is worth noting that this matrix is
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initialized only at the beginning of the process and therefore

every cell is updated according to the rule given above.

In order to reconstruct the minimum path from I to J the
following rule applies: take value MT(I,J), make K = MT(I,J)
and get successive values of MT(I,K) until X = O, The series of
K values (except O) constitute the nodes visited in the way from
i t5 J. For example, from @ to @: MT(1,9) = 8, MT(1,8)= 5,

MT(1,5) = 4, MT(1,4) = O. Therefore the respective path is
(D (&) (5 (8) (9), with a total travel time of 21.

TABLE 17, Matrix MT for final solution.

\ 1 2 3 & 5 & 7 8 9
1 0 0 2 0] L 5 4 5 8
2 0 0 0 1 0 3 8 5 8
3 2 0 0 1 2 0 8 5 6
I 0 1 2 0 0 5 0 5 8
5 2 0 2 0 0 0 8 0 8
6 2 3 0 5 0 0 8 9 0
7 N 5 6 0 8 9 0 0 8
8 L 5 6 7 0 9 0 0 0
9 4 5 6 7 8 0 8 0 0

Source: Calculations made by the author.

The PATH algorithm requires for its programing two
matrices D(N,N) and MT(N,N) for N-node networks, where MT regis-
ters the last node visited before reaching final destination.

In this model the following variable is defined:

TODIS = p_ D(I,J)
1=1,N
J=1,N

When no cell has been updated during an iteration, then
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TODIS will remain unchanged and the final solution will have

been found. PATH was written in FORTRAN and Flowchart 1 shows

the set of operations necessary for the programing of this model,
On the other hand, Flowchart 2 shows the procedure to retrieve
minimum paths after the final solution has been reached. In order
to do so an array MPATH(N) is required, where N is the number

éf ﬁodes in the network. PATH would be worth applying when it

is necessary to find minimum paths between all pair of nodes of
a network as this algorithm works with the network as a whole.
The whole development and results of the network under con-

sideration are given in Appendix A,

B.Algorithms to find minimum paths in a public transport network.

In public transport networks it is necessary to include waiting
times at bus stops in addition to the link travelling times.
This contrasts with simple networks and is because public trans-
port networks comprise a system of fixed routes that follow a
specific path mainly at regular intervals of time, Furthermore,
the analysis of a bus network should include walking time, fares

and penalties for transferring.

The average waiting time at bus stops (AWT) may be
expressed as a function of the frequency of service., Assuming
that passengers arrive randomly at bus stops, that they can get
on the first bus that comes and that the service runs regularly,
then the AWT can be taken as half the frequency. When there is
more than one route traversing a common 1link, then AWT is given

by the following expression:

(8) AWT = —2e2
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FLOWCHART 1. PATH

KREAD N,D;
[MT = O

SWEND = .TRUE.

TODIS = O

--------»D0 3 I=1,F >

-------»{D0 3 J=1,N > J¢I

------ »{D0 28 K=1,N > K#J, K¢tI

| DS = D(I,K)+D(X,J) |

MT (N,N)

N=number of nodes

DS
FALSE,]

No

S¢O(T,aNTe8 In(T,9)=
S SWEND=.

[MT(1,d) =

MT(K,J) |

- -~ -»8) [conTINE ¢

| TopIS = TODIS+D(I,J) |
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YRITE D,
MT,TODIS
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WEND=,TRU

Yes

{Path Retrieval subroutine

END
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FLOWCHART 2. PATH retrieval subroutine

»( D0 7 I=1,N >

oo DO 7 JELN >

K =4J
IND = N

MPATH(IND) =

J#I

MT(N,N)
MPATH(N)
N=number of nodes

IND = IND-1

MPATH(IND)

WRITE (MPATH(X), K=IND,N)

y

»(7) [CONTINUE
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where: fb is the frequency of service b, in time units

S is the set of routes available in a common link.

In simple networks if a minimum path from I to J passes
through K, then the first part of that path is the minimum path
from I to K. However, this important characteristic does not
ysually apply to a transit network as is shown by the following
example (Figure 16). Roman numbers indicate routes while the
figures on the links represent travel time in minutes. The fre-

quencies of service are as follows:

Route ’ Bus/hour Frequency (min)
I 20 3
I1 » 3 20

111 6 10

FIGURE 16, Four-bus-stop network.

®

=3

IT

Given this information, total travel time between(:> and
(:) ’ and.<:>and.<:> is computed in the following way (waiting

times in brackets):

@_—_.@ via@ (3/2) + 3 + 2 + 4 = 10,5 «—shortest path
O——@® via(® (20/2) + 3 + (3/2) + 4 = 18.5
O—0) via (2) (3/2) + 3 + 2 = 6.5 «—shortest path
O——3) direct (20/2) + 3 =13

Thus, in this case, the minimum path from (:)to (:) passes

through C:)via C), using the minimum path.(jP»CD (see Figure 17).
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FIGURE 17 . Minimum paths from node (T).

L}os 6o5 1005

But if a new route III is provided to travel directly
frou1(:> to (:) , With a frequency service of 10 minutes, there
will be 9 buses per hour (3 from route II), which means an
average service interval of 6.67 minutes, and then AWT will be
3.34 minutes, Therefore, it is necessary to recalculate the

total travel time as follows (see Figure 18):

FIGURE 18. Minimum paths from 1 after including new route.

10.5

H via @ (3/2) + 3 + 2 + 4 = 10,5 «—shortest path
O——® via (3.34) + 3 + (3/2) + 4 = 11.84
O——3 via @) (3/2) +3+2 =65

H direct (3.34) + 3 = 6.34 «—shortest path

Now, the minimum path from@ to @ passes through @ but
does not use the minimum path fronl(:> to (:) . Therefore, the
important feature on which path retrieval of simple networks»is
based cannot be applied to public transport networks., However, it
could be seen that if a trip from A to B requires a transfer at

C, then the minimum path from A to C constitutes the first part
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of that trip (Dial, 1967).

Bearing in mind the previous considerations, this section
will concentrate basically on two matrix-notation models to
obtain minimum paths for a public transport network: ROUTE-1 and
ROUTE-2. The former was developed from PATH, a model already
explained in the first section of this chapter; the latter is a
furfher improvement of ROUTE~1l. This part also includes two non-
matrix algorithms, one developed by R. Dial (1967) and the other
made as part of the London Transportation Study described by

Lane, et al (1971).

For the purpose of exemplifying the different algorithms
the bus network shown in Figure 19.is proposed. The network has
nine bus stops and six routes. Figures on the links denote
riding time in minutes while roman numbers indicate bus services,
Frequencies of service are also given in minutes.Route IV for
instance, runs in this way (7)}—(4)—~(5)—(2), while route -IV
runs following the same path but in the other direction, both

routes having a frequency of 15 minutes,

a. Non-matrix algorithms for minimum paths in public

transport networks., R, Dial (1967) made an extension of the

Moore algorithm in order to consider the special characteristics
of minimum paths in a bus network. The manner Dial treated that
particular algorithm to develop a computer program has already

been considered in the first section.

Two main assumptions were considered by Dial in his path-
finder algorithm: one is that link travelling times remain
constant during the process, and the second is that waiting time

at boarding points can be approximated by half the frequency of
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FIGURE 19. Bus network example.

4 -11 5 -11,VI
ar =~Qm =)
X 6 I,II X 8 -VI,I,II )
7 9 9 10 10 7
-IT | I,II -IV,VI | |-VI,1V I,IT | |-II
AP 6 -IV,III ¢ | 9 -1II,V 1]
34,7“ 5% —>(6)
S 5 I11I,IV 1 11 -V,III 1
8116 Iy 5 7 9
-1V | I,1IV V,VI | |-VI,-V -V,I,III} |-III,V
\t_ 3 I,VI v 2 I,IIT
7= o8 I 9
L -VI ~ 5 -I11 Q)
Route I I II 111 IV v VI

Frequency(min) 10 12 8 15 10 8
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of service.

This algorithm requires a network description composed
of route frequencies and trunk-line links. Route frequencies are
given by the average number of buses per unit of time for each
route in the system. Each route has the same frequency for both
@irgctions; therefore, if the out-bound frequency is different
to the in-bound one, then the two directions must be coded as
separate routes. Route frequencies are used in the model to

assess waiting times X(8), given by the following expression:

X(3) = O.§
S F(K)

Kes

where F(K) is the frequency of route K (number of buses per unit

of time) and S is the set of routes serving the link,

A trunk-line link is said to have three different
components:

i) a pair of nodes A and B that denotes one-way flow
between them;

ii) the travelling time between A and B; and

iii) a set of routes that traverse the link A-B in the

same time.

This implies that when there 1s more than one level of
service between two nodes (i.e. bus and underground) it is
necessary to code dummy links in order to assign the routes
providing the other levels of service.

As in the Moore algorithm, the minimum path time of the

5

home node is set to zero and then this node is the first to be

extracted. After a link is extracted, all links exiting from it
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are examined in order to see if they are going to be put in the
Link-sequencing Table. Assuming that E is the extracted 1link and
G the generated one, then the total travel time will be equal

to the cumulative time plus G's link time plus a transfer
penalty factor. This factor will be equal to X(G) when there are
no common routes between links E and G, in other words when
there is a transfer involved; otherwise, this factor will be

equal to X(G) - X(E).

The column of extracted links constitutes the tree with
minimum paths from home node(:>. The first extracted link is
(:) —(:), a dummy link with a total travel time to home node equal
to zero. ¥For the network under study the generated links are
@ —@ and @- @ and their time to home node is recorded in
the Working Table (see Table 18). Then link C:) - (:) will be
extracted and the whole process repeated until N links have been
extracted, where N is the number of nodes in the network., Final
results are given in Table 19 which is theworksheet for the
example under question. Minimum paths from home node (:>are shown

in Figure 20 below.

TABLE 18, Working Table.

Time Slot LOS.TO T‘SQ L.SQT. T.SI L.S.T. T.S. L‘S.T.

@}@ 9 18 27 @7’®
8%

10 19 28

11 20 02O, 29
12 21 Ou®, 30

13 ®7@ 22 31

14 23 32
5 2L 33

1
16 @'/@ 25 (@8 34
DA 17 26 OB 35

Source: Calculations made by the author.

©C
O

o 3 0 U £ W N O
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TABLE 19, Worksheet for transit-tree-building example.

Step Extracted link Generated link Time calculation

0 - 1-1(0) 0

1 1-1(0) 1-2(I,1I) 0+6+(2.72)=8.72
1-4(-11) 0+7+(6)=13

J2 1-2(1,11)(8.72) 1-3(1,II) 8.72+8=16.72

2-5(-IV,VI) 8.,72+9+(2.61)=20.33

3 1-4(-II)(13.0) L-S(ITI,IV) 13.0+5+(2.61)=20.61
4-7(-IV) 13.0+8+(705)=2805
L 1-3{I,I1I)(16.72) 1-6(I,II) 16.72+10=26.72

5 2-5(-1V,VI)(20.33) 5-6(-V,III) 20,33+11+(2.22)=33.55

2-8(VI) 20.33+4=(2.61)+(4)=25.72
6 2-8(VI)(25.72) 2-7(VI) 25.72+3=28.72

8-9(-I1II) 25.72+5+(4)=34.72
7 1-6(I,II)(26.72) 1-9(I) 26.72+7-(2.72)+5=36.0
8 4-7(-IV)(28.5) 7-8(-VI) 28.5+4+(4)=36.5 > 25.72

9 8-9(-III)(34.72) None -

Source: Calculations made by the author.

FIGURE 20. Minimum paths from 1

(@\ 1,IT 5y I,II o3
0 / 8.72 16.72
-II -Iv,VI I,II
X
®
13.0 20,3 26,72
-1V VI
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The London Transportation Study Mocdel, which also
obtains minimum paths in a transit network, has been described
by Lane et al (1971). In this model every node of the network
has some information that constitutes its label: 1) time taken
from home node to the given node; 2) number of boardings to
reach the given node; 3) bus route or routes on which arriving;
A) hode at which bus was boarded; and 5) an indicator, either

10 or '+,

At the Seginning of the process, home node has a '+!
indicator, while all other nodes have a '0' indicator. Immediatly
after all services through home node are considered and the
nodes served by these routes change their indicators from '0' to
'+', Then the label of each node affected is updated and the
indicator of home node is set to 'O'. For the network under
study, Figure 21 shows the node labels after one boarding has

been considered.

FIGURE 21. QOne boarding.

(0,0,0,0,0) (8.72,1,(1,11), 1), +) (16.72,1,(I,I1),(1),+)
-® G

®

(13.0,1,(-11),@,+) (=y=3=3-,0) (26.72,1,(1,11),@,+)

1
D (8)= %’5 4
(51.0,235(1), (D) , ) (38.0,T, (1),(D), +) (36.0,T, (1), (D), +)
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Later on the bus services passing through a node with a
'+!' indicator are examined in the same way as it was done for
home node. Nodes not reached before are updated and their indi-
cators changed to '+' sign. On the other hand, in case of nodes
reached before, travel time 1s calculated by the new route in
order to make the appropriate changes. The process is repeated

until no further changes are required (see Figures 22 and 23)

FIGURE 22. Two boardings.

(o,o,o,<l>,o> (8.72,1,(3,%{),@@) <16.7_231,(I,II>,®, 0)

(13.0,15(-11)(D),0) (20.3,2,(-1V,VI),(D),+) (17,1, (I,11),(1),0)

(28.5,2,(-IV),@,+) (25.7,2,(v1),@,+) (3 .o,1,(1,11>,@,o)

FIGURE 23, Three boardings.

(0,0,0,0,0) (8.72,1, (I I1) o) (16.7 1,(1,11),@,0)
3

@~—%~

(13.0,1 z( 11),(1),0)  (20.372,(-1V,VI),(2),0) (26.7,1,(1,11),(1),0)

;

9
(28.5,25(-1V),(B))  (25. 7 2,(VI),(2),0)  (3437,3,(-T11),(8), +)

<:>4____

b. A matrix approach to deal with public transport net-

works. A matrix-notation algorithm called ROUTE-1 has been de-
velopelto obtain in a computer run the minimum paths between every

pair of nodes in a public transport network, PATH, algorithm
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which deals with simple networks, has been the basis for the
design ofAthis model. In order to illustrate the proposed
algorithm the same network described in Figure 19 will be con-
sidered, This bus network has only 9 bus stops and 6 routes.
Although a‘real one is bigger and more complicated, the main idea
is to develop the mathematical approach and the computing

@roéedure which will allow the study of real world networks.

As with the models explained before, ROUTE-1 also uses
travel time as the measure of travel resistance. Here total
travel time comprises riding time plus waiting time at boarding
points., The basic data input to the model are given below: three

parameters and three matrices are needed,

i) Three parameters:
- NUSTO, which gives the number of bus stops in the network., For
the example NUSTO = 9.
- NUROU, which gives the total number of bus routes in the
system. A bus route is defined as a string of bus stops numbered
uniquely with two termini at both ends of the line. In a circular
route one bus stop constitutes both termini. A bus route could
have two different directions, and in this algorithm the direc-
tion is determined by a sign, either '+' or '-' which precedes
the bus route number, On the other side, a link with no bus
service is initially allocated a route called (NUROU + 1), a
code which implies that there is no route available. Here
NUROU = 6, therefore route VII implies no service.
~ NUROC, which gives the maximum number of bus routes which

share the same link in the network. In this example NUROC = 3,

ii) Three matrices:

- a matrix of distances D(NUSTO,NUSTO) in which each element
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D(I,J) is the distance in time between I and J. When there is no
direct link between I and J the corresponding cell D(I,J) is set
to infinity or to a higher number (in this case 999). Matrix D

is equal to matrix L. given in Table 12.

1
- a matrix of routes MR(NUSTO,NUSTO,NUROC) in which each element
MR(I,J,N) is a bus route which joins I and J, where N =l,.cee.
NUROC. For example, MR(1,2,1) = I; MR(1,2,2) = II, means that
there are two routes between stops(:)and (:).Although matrix MR
has three subscripts, for simplicity it will be used with only
two to make reference to the whole set of rolites. Then, .
MR(1,2) = I,II (see Table 20).

- a matrix of frequencies FR(NUROU) in which each element FR(M)

indicates the bus frequency in minutes for bus route M (see

Table 21).

TABLE 20. Matrix MR (initial values).

1 2 3 L 5 6 7 8 9

1 - I,II VII -1 VII VII VII  VII VII
-II - -VI,I,II VII -IV,VI VII VII VII VII

3| VII -II,VI - VII VII I,II VII VII VII

41 1,11 VII VII - III, IV VII -IV  VII VII

5| VII -VI,IV VII -IV,III - -V,III VII V,VI VII

6| VII VII -I1I VII -III,V - VvII VII -V,I,III

71 VII @ VII VII I1,IV  VII VII - -VI VII

8| VII VII VII VII -vi,-V VviI I,VI - -III

9 VII VII VII VII VII -ITI,V VII I,I1I -

Source: Based on Figure 19.

Given matrix D, it can be transformed into a public trans-
port network by adding the respective waiting {t{imes at the begin-

ning of the journey., For instance, from <:)to <> riding time is



- 132 -

' @ﬁinutes and this pair of nodes is served by routes I and II
with bus services of 10 and 12 minutes frequency respectively.
By means of expression (8) (page 118), the average waiting time
is calculated as follows:

0.5 4 0.5

AWT = = 2.73 minutes

1/FR(I) + 1/FR(II) 1/10 + 1/12

TABLE 21. Bus frequencies, matrix F®,

Route | 1 11 11T 1V v VI

Frequency(min) 10 12 8 15 10 8

The function (or subroutine) which calculates the AWT (given the
bus frequencies in minutes) is called SUM(argument), where the
argunment is the list of route numbers., This means that
SUM(MR(1,2)) = SUM(I,II) = 2.73 minutes. Therefore, matrix D (see

Table 22)*is transformed by means of the following expression:

D(I,J) = D(I,J) + SUM(MR(I,J))
I1=1,NUSTO
J=1,NUSTO

for D(I,J) # O and
D(I,J) # 999 or ®

As in PATH this method also requires a matrix MT(NUSTO,
NUSTO) which will record the last transfer made from one bus
service to another, This matrix is initially set to zeros and
the way to update it will be explained later on., ROUTE-1l also
requires two vectors or working table IR(NUROC) and MPATH(N),

where thne maximum value of N is given by the expression:

NUSTO + JOURNEYS % NUROC

where JOURNEYS is the highest number of services boarded for all
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the paths obtained.

TABLE 22. Matrix D transformed into a public transport network.

1 2 3 b 5 6 7 8 9.
1 0 8.7 999 13.0 999 999 999 999 999
2 10 0 9.6 999 11.6 999 999 999 999
31 999 7ok 0 999 999 12.7 999 999 999
L 11.7 999 999 0 7.6 999 15.5 999 999
51 999 12.6 999 8.6 0 13.2 999 6.2 999
6 999 999 13.0 999 11.2 O 999 999 8.5
71 999 999 999 9.0 999 999 0 8.0 999
81 999 999 999 999 7.2 999 5.2 0 9.0
91 999 999 999 999 999 11.2 999 L.2 O

Source: Calculations made by the author.

The fundamental expression of the PATH model is given
on page 113 (expression (7)), while the rule to update matrix MT
appears on page 116. However, since a public transport network
differs from simple networks, the mathematical expression of the
ROUTE-1 model will not be so simple as is shown below. On the
other hand, it was stated before that if the minimum path from I
to J requires a transfer at K, then this path would use the minimum
path from I to K. This very important characteristic of public .
transport networks allows the model to register minimum paths by

keeping the last transfer made in matrix MT.

PATH is a model thaf inspects paths from I to J via node
K. ROUTE-1 works with the same principle in mind but taking into
account the set of fixed routes comprised by the public transport
system, Put before giving the fundamental expression of ROUTE-1,

some important aspects should be explained and this may be done
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by means of two hypothetical examples:

1) © II,IV ® ® IT1 3

The first example shows the simplest situation in which a pass-
enger can travel from I to K without transfer and can go from K
to J also directly, but if travelling from I to J via K he should
make a transfer at K since there is no common route between the

two sections.

In order to determine common routes between section . I-K
and section K-J, a new subroutine called INTER is introduced.
Given MR(I,X) = II,IV and MR(X,J) = III, this subroutine will
produce IR(N), N=1,....NUROC, where each element of IR is a '
common route between the two sections. In other words, subroutine
INTER obtains the intersection between two sets., In this example
IR = é (empty set) which means that there are no common routes

and therefore this option implies a transfer at bus stop K.

As was explained before, matrix D is transformed into a
public transport matrix by adding waiting times at respective
bus stops. For this example travel time (riding plus waiting time)

may be given by the following expression:

D(I,J) = D(I,K) + D(K,J) for (D) via(®

Furthermore, if MT is to register the last transfer of
the journey, then clearly MT(I,J) = K. Matrix MR should record

the last route or routes to be taken, so MR(I,J) = MR(K,J) = III.

11) CII,V ®) CII,IVC III o

where: IIT ; MR(K,M) = II,IV

MR(I,K)

11,V ; MR(K,J)

1]

I
"

MT(I,K) = O i MT(X,J) = M

In this case a passenger going from I to J via K could
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take route II at I, go to M where he should make a transfer in
order to get route IITI. This means that there is a common route,
II, between the two sections. But if subroutine INTER defined
above 1s to be used to get common routes beﬁween the two sections,
results will not be as predicted because MR(I,K)N MR(X,J) = é .

In fact what INTER does is to get common routes between MR(I,K)
and MR(K,JT), where JT is the next bus stop where there is a
transfer after leaving K. If there is no transfer in the second
section, as in the previous example, JT = J; but here JT = M, so
INTER gets common elements between MR(I,K) and MR(K,M), then

IR = IT

Therefore, what INTER does is to get the intersection

between two sets, so in mathematical terms:
IR(N) = MR(I,K,N) n MR(J,JT,N) N = 1,NUROC

Total travel time from I to J via K in this case cannot
be calculated in the same way as was done in the first example
because D(I,K) includes the waiting time for routes II and IV,
while in this journey only route II is involved. On the other
hand, D(K,J) also includes route V which should not be considered.
This odd situation could be overcome if travel time is calculated

using the following expression:
D(I,J) =(D(I,K) - SUM(MR(I,K))) + (D(K,J) - SUM(MR(X,JT))) + SUM(IR)

If MT is to register the last transfer made and MR to
register the last route or routes taken, then clearly MT(I,J) =

MT(K,J) = M; and MR(I,J) = MR(K,J) = III.

Therefore,in mathematical terms, ROUTE-1 is given by the

following expressions and rules:
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(9) D(I,Jd) = min [IKI,J),min (D(1,K) + D(K,J) + TK)]

I4J K=1,NUSTO
I=1,NUSTO K#J and K#I
J=1,NUSTO D(I,K)# o and D(K,J)Z®

where: D is matrix of distances already transformed into a public

transport matrix

Tx

T, = SuM [1R] - suM [ﬁR(I,Kﬂ - SUM [ﬁR(K,JTﬂ otherwise

K
som [x]= 2 9.5

beX l/FR(b)

FR is matrix of frequencies

o it IR=& ;

MR is matrix of routes

IR(N) = MR(I,K,N) N MR(K,JT,N) N=1,NUROC

JP bus stop where next transfer is made after leaving K

in the way to J. If there is no transfer then JT = J.

Rules to update MR:

MR(I,J)

MR (K,J) if T]R=J¢ or JT #4

IR otherwise

MR(I,J)

Rules to update MT:

MT(I,J) = MT(K,J) if MT(K,J) # O
MT(I,J) = K if IR = §
MT(I,J) = MT(I,K) otherwise

In the updating of MT the first rule which is satisfied
is the one which applies. It is worth remembering that MR always
registers the last route(s) to be taken; and MT registers the
last stop where a transfer ia made. Therefore, the rule mentioned

above only serve to guarantee these two properties,

When matrix of distances D has no changes between two

iterations is because the optimum paths have been reached; where

an iteration is defined as the whole updating of D, MR and
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MT. The flow diagram of ROUTE-1 is shown in Flowchart 3.

Coming back to the example under study, it can be seen,
for instance, that nodes C) and,(D are not connected which means
that D(1,3) = 999 and MR(1,3) = VII. Then,a path to go from (1)
to C) would require more than one link; for example a path
constituted by 1inks<:}—¢c> and.(j}—4(:).In this way, according
to the basic data, total travel time is calculated in the follow-
ing way, taking into amccount that a passenger doing the Journey
would take either route I or route II.

D I,II @ ::—VI,I,II G
* * _

6 8

* These distances do not include waiting time.

riding time (Da(2) + riding time (Qh(3)+

waiting time at C)

Total travel time

TTT

6 + 8 + SUM(I,II) = 14+ 2.7 = 16.7 minutes

In order to inspect all the possible vaths from<:)to C@
using up to two links, row 1 of matrix D (Table 22) is faced with
column 3 of the same matrix, as it is suggested by expression (9).
If either D(I,K) or D(K,J) are equal to 0 the insvection is not

made as it is not worth.

Therefore:
D(1,3) = min [D(I,B),min(D(l,K) + D(K,3) + TK)J
K=1,NUSTO
K#1 and K#3
D(1,3) = min [ 999,(D(1,2) + D(2,3) + Ta)]

o1

= mi [999,(8.7+9.6+SUM(1,11)-SUM(I,II)_SUM(-VI,I,II)]

= min 1999, (8,7 + 9.6 - 1.6)] = min [999,&6.Zﬁ = 16,7
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FLOWCHART 3. ROUTE-1

/ READ NUSTO,NUROU,NUROC,D,FR,MR / D(NUSTO,NUSTO)

MT (NUSTO,NUSTO)
MT = 0 MR(NUSTO,NUSTO,NUROC)
[ FR(NUROU)
__________ DO 70 I=1,NUSTO:> IR (NUROC)
DO 70 J=1,NUSTO /I4J, D(I,J)#w

)
(GO—»{SWEND = .TRUE

TODIS =0

__________ DO 3 I= 1 NUSTO
~ DO 3 J=1,NUSTO / J%I

- ---49D0 28 K=1,NUSTO> K#I, K#J, D(I,K)%®, D(XK,J)+w

o JT = MT(K,d7T)]

Subroutlne INTER
IR(N) = MR(I,K,N)NMR(K,JT,N), N=1,NUROC

SUM(IR(N) )=~ SUM(MR(I K,N))-
SUM(MR(K,JT,N)), N NUROC

D(I,J) = DS
SWEND = ,FALSE.

WMT(I,J) = K

{MT(I,J) = MT(I,K)]

..... COI\;;_‘;INUE s

TODIS = TODIS+D(I,J)

,-_---_..ngf—+ CONTINUR \\\\
¥ M/éQ;ND—\ No 1.0)

] 1N i
/ WRITE D,MR,MT,TODIS . TRUE

i1es

FSubroutine of minimum
f path retrieval ‘
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This value is equal to the result given above following a dif-
ferent approach, In this case, according to the rules to update
MR and MT, MR(1,3) = IR = I,II and MT = O. The results and the
whole development of the network under study are shown in

Appendix B.

In order to show the results obtained by ROUTE-1, the
minimum path between(i)and(:)is considered., The minimum distance
is given by D(1,9) = 34.7; last transfer is made at MT(1,9) = 8;
and MR(1,9) = -III which means that from to @ this route is
to be used., Now from @ to MT(1,8) = 2 and MR(1,8) = VI which
means that between @ and . route VI is to be used. Finally,
MT(1,2) = O (means that there are no transfers) and MR(1,2) = I,II.

Then, the optimum path from to is given by Figureilk.
p

FIGURE 24. Optimum path from @ to @ .

VI

3 -I1I K:)

Flowchart 4 shows the way to retrieve minimum paths given

matrices MT and MR; the respective paths are registered in matrix

MPATH.

This simple example shows how practical ROUTE-1 is for
registering paths and how easy it is to retrieve or recover some
needed information. This model is capable of doing what the two-
non matrix models which were described before do; however, ROUTE-1
has some disadvantages which are worth mentioning and it is worth

noting that some of them also apply to the non-matrix algorithms.

i) Total travel time between two nodes is said to be
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FLOWCHART 4. Subroutine for retrieval of minimum paths

( ROUTE-1 )

............. »(DO 2 I=1,NUSTO )

----=-------9D0 2 J=1,NUSTO >

K=2J
IND = N
MPATH(IND) = K

MT(NUSTO,NUSTO)

MR (NUSTO,NUSTO,NUROC)

MPATH (N)

N= (JOURNEYS+l) +
(JOURNEYS.NUROC)

----------wD0 7 L=1,NUROC >

4

D

IND = IND-1
MPATH(IND) = MR[I,K, (NUROC+1-L))

1
|
|
i
1
!
|
|
!
1
!
|
]
!

[IND = IND-1]
MT(I,K) = No
Yes

MPATH(IND) = I
WRITE (MPATH(L), L=IND,N)

P
\E) CONTINUE
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composed of riding time plus waiting time at boarding points.
This expression does not take into account the fare to be paid
and its inclusion into the generalised cost expression could
affect dramatically the results as is shown for instance in the
minimum path between @ and (Figure 24) which contains two
transfers, i.e. three boardings and three fares, with a total
ItraVel time of 34,72 minutes, However, taking bus route I it is
possible to travel direct from‘C:)to (:)in 36,0 minutes (only
one fare). The latter path would have been chosen the fares had

been considered.

ii) In a realistic situation people could walk a little
farther in order to catch a direct service avoiding a transfer
and possibly an extra fare, Some people could also walk towards
their destinations in order to reduce their fares and could also
walk farther in order to widen their choice of routes. Therefore,
the walking mode not only competes with the transport system but
it is its natural feeder as well, giving people more freedom
and saving in waiting time and expenditure of money..If the walk-
ing mode is to be considered then it is necessary to code
dummy links in order to provide the respective level of service.
This would mean a tremendous task.in the coding of nodes and
links and would also be reflected in the size of the matrices

to be used.

iii) ROUTE-1 works on the basis of an all-or-nothing
assignment which means that all trips between pairs of nodes are
allocated to the links forming the minimum paths between them.
Therefore, this technique could lead in some cases to a poor
assignment as some non-optimum but reascnable alternatives to

travel would not be taken into account. For instance, from C:)to
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the optimum path consists in taking route VI for a direct
journey of '22 0 minutes, while the same journey could also be
made direct with route I in 24.0 minutes., However, ROUTE-1 has

only registered the first option which is the optimum.

iv) In ROUTE-1l matrix MR(NUSTO,NUSTO,NUROC) is used
initially as an input to the model in order to describe the routes
éer&ing every pair of nodes. In other words, this model requires
a route description of every link in the network., But this
approach is a computer memory consuming 5ne and,on the other
hand, in a real size network it could be too complicated and
time consuming to give the routes in that way while it would be

very easy to make mistakes.

v) As Flowchart 3 implies, ROUTE-1 was given in an un-
refined and simple way. This means that there are several parts
open to improvement. For instance, subroutine INTER is called

too many times and this imposés a heavy burden on computing time.

Bearing in mind the previous consideratiors a new version
called ROUTE-2 was developed from ROUTE-1. ROUTE-2, which is
explained below, is considered to be the result of four main

changes made to the first version:

i) In this model as in RQUTE-1 it is assumed that link
riding times remain constant during the whole process. On the
other hand, average waiting times are also taken as half the
frequency of service and the respective expression is given in
page 118, However, in this case total travel time is given by the

following expression:

(10) TTT = t_ + W

r wt twt * ka t

Wk + F(tr ) + te



- 143 -

where: TTT is total travel time in seconds,

t ,t stand for riding, waiting and walking times

wt’twk

in seconds respectively,

r?

th and ka are the weights or scale factors for waiting
and walking times,

F(tr) = Atr + B, where A and B are appropriate constants
to give the fare in seconds,

t is the number of transfers made in a trip, in other
words t is equal to the number of boardings minus 1,

¢ 1s a constant in seconds that represents an extra

penalty for transferring.

Weight factors for waiting and walking times are used in
order to unite the time and perceived cost elements of travel
into a single measure (in this case riding time). These trade-
off rates reflect the greater reluctance normally experienced by
people to spend time waiting or walking rather than to spend the

same time on board a bus,

For the purpose of this study it is assumed that fares
rise linearly with riding time; however, where flat fares apply
the constant A should be set to zero, Similarly, when no extra

penalty for transferring is to be considered ¢ is set to zero.

ii) ROUTE~-2 will also deal with options including the
walking mode but does not require the use of dummy links., The
model works with a new matrix D2(NUSTO,NUSTO) which contains the
average walking time in seconds between every pair of nodes in
the network., Consideration of other levels of service other than

walking requires dummy links.

iii) In ROUTE-1 matrices D, MR, and MT were used to
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register minimum paths only. In ROUTE-2 basically the same prin-
ciple applies. However, as a matter of routine this model also
inspects other alternative paths while it is searching for the
optimum ones and if they are worth registering then they are
kept in a special file and when the process ends the respective

printout is produced.

iv) In ROUTE-2 every route of the system is described as
a string of consecutive stops. Although a route can have two
directions, if both directions follow the same path then it is
only necessary to describe one direction and the program assumes
the other one automatically. For example, for the network in

Figure 19 route IV goes @ 0 e , and given this

direction the model also considers the other direction (:}——+<:>
-——»(:}——-(:) , and this direction is named -1IV.

However, if there is a route with only one direction or
a route with two directions which follow different paths then
this is recogniza by the use of a special code. This is the case,
for instance, of route I described by means of the following

stops: (D—e(@D OO D—-D—(D 20

has only one direction.

The basic data input to the model are given below:

seven parameters, three matrices and a bus route description.

i) Seven parameters:

th the scale factor for waiting time

- ka the scale factor for walking time

A the slope of the linear fare function

B the independent parameter of the fare function

- ¢ the extra penalty for transferring in seconds
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- NUSTO the total number of bus stéps in the network

- DOPTIM in percentage, a figure carefully chosen.
If X is the optimum total travel time between I and J, then the
model will register all the inspected paths falling in the range

X—=X(DOPTIM + 1).

ii) Three matrices:

- Matrix D1(NUSTO,NUSTO) which initially gives riding
times in seconds between connected pair of nodes. At the end of
a computer run this matrix gives total travel times between every
pair of nodes. This recorded time takes into consideration all
the elements of expression(10).

- Matrix D2(NUSTO,NUSTO) gives the average walking
times in seconds between every pair of nodes in the network.

- Matrix of frquencies FR(NUROU) (where NUROU is
the total number of routes in the system) gives the bus frequencies
in seconds. If FR(M) is given a negative value, then route M only

has one direction.

iii) Bus route description: every route of the network

ls given as a string of consecutive bus stops.

A special subroutine called INOUT organizes the informa-
tion for the model, Having the bus route description, this sub-
routine determines the different bus routes which serve every
link of the network. For the purpose of this study a group of
routes serving a link is called Route-set and INOUT also arranges
the obtained Route-sets into matrix MCLASS(LC,NUROC) where LC
is the maximum number of Route-sets for the whole network. It
is evident that every Route-set is unique although there could

be several links in the network with equal Route-sets. On the
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other hand, LC is a number that could be increased as iterations

are passing and new Route-sets are to be taken into account.

As in ROUTE-1l, this model also requires a matrix
MT(NUSTO,NUSTO) (whose cells are initially set to zero) to: reg-
ister the last transfer made in a trip, if any. Furthermore,
matrix MR(NUSTO,NUSTO) will keep the Route-set number correspond-
ing to the last part of the journey. In other words, if MR(I,J)=X
then MCLASS(X,N) for N=1,...NUROC will give the route numbers
to go from I to J. On the other hand, this time NUROU (total
number of routes in the system) and NUROC (maximum number of
routes that share the same link in the network) are also obtained

by INOUT,

Matrix D1 contains initially the riding times and it can
be transformed into a public transport matrix by adding the re-
spective waiting time and fare., For this purpose subroutine SUM,
which was introduced in page 132 is also used, Therefore, matrix

D1 is transformed by means of the following expression:

D1(I,J) = D1(I,J) + AD1 (I,J) + SUM [&CLASS(MR(I,J),N)] + B

for  I=1,NUSTO
J=1,NUSTO
N=1,NUROC

D1(I,J) # 0 and D1(I,J) # ®
In this model every value obtained by subroutine SUM 1is
kept in the vector KSUM(LC) in such a way that this subroutine
is called only once for each Route-set., In other words, if the
model requires the average waiting time of the Route-set X for
the first time, then subroutine SUM is called and the respective
value is registered in KSUM(X); therefore, every time the average

waiting time is required the model turns to vector KSUM instead
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of calling subroutine SUM.

This model also requires subroutine INTER to obtain the
intersection between two Route-sets. However, since MCLASS is
used to register the different Route-sets, then the definition
of this subroutine is slightly different. Given two Route-set
numbers X and Y, INTER(X,Y) gives MCLASS(X,N)NMCLASS(Y,N) for
(Nzl;NUROC. When the intersection is different from empty set,
then INTER checks whethér the given set has already been regis-
tered before in MCLASS. In negative case MCLASS is updated and

the value of LC increased by one.

In order to avoid subroutine INTER being called too many
times another matrix is used to register the Route-set number
obtained, So that given X and Y, this matrix will register a
number Z which will be either zero when the intersection is the
empty set or 0 Z£ LC representing a Route-set kept in

MCLASS(Z,N),N=1,NUROC.

Bearing in mind that INTER(X,Y) = INTER(Y,X) then instead
of a bi-dimensional matrix, this model uses a vector KINT(T)
to record the value of Z where T = LC(LC-1)/2 for the maximunm
value of LC. Given X and Y where X> Y, Z will be kept in
KINT(£(X,¥)) where f£(X,¥) = ((X°-3X+2/2) + Y).

By this procedure, when the model needs the intersection
of two Route-sets for the first time subroutine INTER is called
and from then on the information required is obtained from KINT
giving thr respective Route-set numbers in such a way that the

first one is higher than the second one.

Given I and J ROUTE-1 inspects every K from 1 to NUSTO

in order to determine the best alternative, In this analysis both
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sections I-K and K-J are completely covered by public transport
so that a(bus x bus)option is obtained and called here first
option, However, apart from this ROUTE-2 analyses two further
options: i) I-K walking and K-J by bus called second option and;
ii) I-K by bus and K-J walking called third option. The following
example illustrates the three different options for the path

I-J via K:

e Vv, VI ® ®- II1 -@

i) OPTkl:(bus x bus)

Total travel time =[W x (waiting time at I + waiting time at K)]

wt.
+[(riding time I-K + riding time K-J) x (A+1)]

+ 2B

ii) OPTkE:(walk X bus)

wk
time K-J x (A+1)J+ B

TTT =[w x walking time I-K]+ﬁth X waiting time at K]+ [riding

iii) OPTkB:(bus x walk)

TTT =[EHWt X waiting time at I]+[?iding time I-K x (A+l)]+ B

+ i i -
[ka X walking time K J]

It is worth emphasising that the main purpose of this
model is to register minimum paths; within that process some
non-optimum alternatives are examined and when they are worth
considering they are registered in a file as a matter of routine.
However, this does not mean that all the paths amongst the range
(optimum) —=(optimum x (DOPTIM + 1)) are considered. The model
analyses combinations of optimum paths and hence there is no
way to examine options composed of non-optimum sections, Further-

more, there are alternatives which are eliminated because of some
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basic assumptions.

It is assumed that people can walk from A to B to take a
bus at B on their way to C even though they can catch it at A,
Some people could walk towards their destinations in order to
avoid one or more fare stages and some people could also walk
with the view to widening their choice of routes. However, the
revérse is not allowed as it is assumed that people do not get
off the bus to walk when they can cover this distance in the bus

in which they are travelling.

Another particular situation which could arise from the
application of this procedure is shown by means of the following

example:

O——O——O——0

To travel from I to J wvia K1 is the same than to travel from I

to J via K2 and according to its basic principles the model will
consider two options when in fact there is only one. In order to

avoid this the subroutine in charge of decoding the options

obtained was provided with the facility of detecting equal options.

In mathematical terms ROUTE-2 is given by the following

expressions and rules to update matrices:

(11) D1(I,J) = min D1(I,J),min {OPTkl,OPTKB,OPTki}

for I1=1,NUSTO K=1,NUSTO
J=1,NUSTO K#I and K#J
I1#J

I,J not connected

where: D1 matrix of distancss already transformed into a public

transport matrix
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OPT, 1 = D1(I,K) + D1(K,J) + T, + FA

OPT, 2 = ABS(D2(I,K)) + D1(K,J)

OPT, 3 = DL(I,K) + ABS(D2(K,J))

T, = -KSUM(NBSMR1) if NBSMRL = NBSMRX

T, = KSUM(NK) - KSUM(NBSMR1) - KSUM(NBSMRX) if NK # O
T, =0 if NK =0

NBSMR1 = ABS(MR(I,K))

NBSMRX = ABS(MR(X,JT))

JT bus stop where next transfer is made after leaving K in
the way to J. If there is no transfer then JT = J

KSUM(X) = W_, SUM [MCLASS(X,N),N=1,NUROC]

NK = 0 if MCLASS(NBSMR1,N) N MCLASS(NBSMRX,N) =‘§ for N=1,NUROC
NK = respective Route-set number otherwise
FA = ¢ when there is a transfer at K, FA = -B otherwise

D2(I,J) keeps the walking distance (in seconds) between I and

o \
J multiplied by ka

Rules to update MR (applies the first to be fulfilled)
- MR(I,J) does not change if D1(I,J) is not updated
- MR(I,J) = ABS(MR(X,J)) if either

i) OPT, 1 is the optimum and there is a transfer

k

either at K or between K and J or;
ii)OPTk2 is the optimum

- MR(I,J) = NK when OPT, 1 is the optimum and the previous

k

condition does not apply
- MR(I,J) = NUWK when OPTk5 is the optimum, Where NUWK is

the Route-set allocated to the walking mode.

Furthermore, MR(I,J) = -MR(I,J) when either OPTKZ is the

optimum or when MR(I,K)<K 0O



Rules to update MT (applies the first to be fulfilled):

MT(I,J) remains unchanged when D1(I,J) is not updated

- MT(I,J) = K when OPTkB is the optimum

- MT(I,J) = MT(K,J) if MT(X,J) # O

- MT(I,J) = MT(I,K) if there is no transfer at K

- MT(I,J) = K when there is a transfer at K., If OPT 2

k
is the optimum then MT(I,J) = K + NUSTO

The matrix MT is to register the node or bus stop where
last transfer is made, if any, while the matrix MR is to register
the last Route-set used in the journey from I to J. The rules
mentioned above will only guarantee these two important require-

ments.

Although with the advent of new technologies computer
memory and computing time are becoming less critical for the
development of complex and large models two additional steps
were considered for the sake of ROUTE-2 efficiency:

ii) Given I and J it is not worth considering every K as
its geographical position could be quite beyond a reasonable
range (e.g. from Glasgow to London there is no point inspecting
a route via Inverness). So although ROUTE-2 does not deal with
the nodes geographical position it takes them into account by
inspecting only those options which fall within the range

D1(I,Jd) > D1(I,K) + D1(K,J) - MAXW, where MAXW [th(ﬁaximum bus

il

frequency in the network / 2}@. The definition of MAXW is not
arbitrary as it considers the maximum negative value of Tk+FA

defined for OPTkl.

ii) If within the process of finding the shortest path

between I and J the value of D1(I,J) is not updated or improved,

then it is assumed that the minimum for this pair has been reached
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and if there are no alternative paths to the optimum then this
pair is forgotten for the remaining iterations. A pair which has
already reached the optimum is distinguished by giving a negative

value to its respective cell in matrix D2.

It was said before that ROUTE-2 differed from ROUTE-1
in the sense that it was able to record additional options to
£ra€el between two nodes. However, in doing so that model cannot
rely completely on matrices MT and MR as they can only cope with
optimum options. Therefore, it was necessary to use a Work File
for the process of registration and eventually the subroutine
to retrieve the information became much more complex. Despite
its complexity this subroutine works on the basis of the one
shown in Flowchart 4 which takes into account the rules to up-
date MT and MR; its inclusion was not considered relevant for the

purpose of this research.

As in ROUTE-1 when matrix D1 has no further changes
between two iterations is because the optimum options have been
reached and the process ends by itself. Flowchart 5 shows the
basis steps for the programing of ROUTE-2. From this diagram it
is possible to see that ROUTE-2 is much more complex than the

first version and therefore it has to work harder.

With respect to the outputs, ROUTE-2 produces two different
files that are to be used as inputs to the subsequent submodels
of the system:

i) a file that contains the bus route description of the
transport network and the bus routes that constitute every
defined Route-set;

ii) a file that keeps the different options to travel

between every pair of nodes in the network. Each trip is broken
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FLOWCHART 5. ROUTE-2

"
"
"
Nl
"
"
o
"
Vi
"
"
0
LR}
t
it
o

Subroutine INOUT D1{NUSTO,NUSTO)
READ NUSTO,DOPTIM,¥iK,¥WT,A,B,C,D1, D2(NUSTO,NUSTO)
D2,FR;READ bus description to get MR(NUSTO,NUSTQ)
MR,MCLASS,and to define NUROC,LC, MCLASS(LC,NUROC)
WE_and MAXW KSUM(LC)
I KINT {Lo(Le=1)/2]
NT=0 . FR(NUROC)
- KSUM=0 NUWK=walking mode
KINT=9999 WFaworking file 1 to
TODIS=0 record options
DOPTIM=DOPTIM+1 FONC(X, ¥)=((X=3X+2}/2)
, AzA+) +Y

hiel
TA=KSUM MR(I,J)).

X
DIST=TODIS
TODIS=0
REJIND WF -

SW3=FALSE
SA2=TRUE

DL(Y,J)=4.D1(T, J)+TH+B

MR(I,J)#0 and
MR(I,J)#RUWK

rw=wwr.suxpm(1 J)ﬂ
KSUM MR (T, 0)1 =TV

X:l, K#J

Q0
NBSMR1=ABS(MA(L,L))
NBSMR2=ABS(MR(K,J))

<G>

Q
J7=JT-NUSTO

{I0N=FONC {N2SVRX, NRSMR1)]

BSMRL o Yes CRTITT S 17
lBsm?x:ny RINT

X

Subroutine INT

t;iive_Route-get number

A ER to get NBSMR1IMN
i, |FK=0 when) = empty set, otherwise NK=respect

=KSUM(NK)-ESUM(NBSMR1 )~
KSUM(NBSMRX)

DIT1,J)=08
SW3=FALSE
SW2=FALSE

© KNOPT=1

EOPT=K
S=NK

L
ROP=NQP+1

WRITE WF ,I,J,K,NOPT,NK,DS
o NOPT=2

MIR=0Q

.

NBSMRX=NUWR

ABSD1=AB5(D2(1,K))
ABSD2=D1(K,J)
DS=ABSD1 +ABSD2

,NOP=NOP+1
[Write ¥T TITNODE MM, ps

ROP=NOP+1

SW1=FALSE
S¥2=FALSE
D1(I,J)=DS
ROPT=K

520
KNOPT=NOPT

¥rite AF ,I,J,K,NOPT,MIR,DS

ABSD2=ABS(D2(K,J ).

ROPT=3 or NBS ™ N

"y | NOPT = 3
:u or “K*Os ABSD1 = DI(I,K)
' .
jlommm—— - &
1 <

= OPT=2 or q - ~yJes
' 2=TRU (I,%0PT){0 =ROPL oPT=
' Sre0 “Yos T (KOPTES M, JENTKOPT, 3.
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' a8 /
. D2(T,1)=-02(T, 7N < S=D>HayFr(1,J)=KT (I, k07D
' OP=1>> Tes 5377, 7)=-D2(1,9 g
. Py BACKSPACE JF

‘ TODIS+TODIS+DI(I,J)
w3 CONTINUE

&9

Tes

fSubroutine to decode cptions recorded in WF
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down into single journeys giving the respective Route-set that
makes reference to the route services available to cover that
distance. For every option total travel time is decomposed into
its components: riding, waiting and walking times and fare. When
required this model can produce the respective printout of this

information.

With the view to showing how this model works Appendix C
gives the complete development of the network presented in Figure
19 giving arbitrary values to the parameters. As an illustration
Figure 25 shows the minimum paths from node(:> to every other
node in the network and Figure 26 shows alternative options to

travel from that node.

FIGURE 25. Minimum paths from node (D).

T I,IT () I,I7T 3

26.1 38.4
-1 IV, VI I,II
5 53, 1

35.0 66, 8
I I
7 (8) g
77.£:>$ 92,8~ 69.

In summary ROUTE-2 constitutes a simple though precise
and effective way of obtaining options to travel between any two
pair of nodes in a network. It only requires as input data: the
location of nodes and bus stops within the study area, walking
and riding distances between connected nodes, the bus route descrip-

tion where routes are given as a sequence of bus stops, the bus

service frequencies and the appropriate parameters to calculate
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{
generalised costs.

FIGURE 26. Alternative options from node(:>.

D -11 B II1,1V {5)69.3
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@ 1,11 -® VI :@5.8

2. Loading of passengers onto selected options.

Having obtained the different alternatives to make a
particular trip and knowing the number éf people wanting to
travel, then the next step is to allocate passengers to options.
In other words, if there are T passengers wishing to travel from
A to B and there are I options to make the trip then the problem
is to assign passengers to every option, the simplest case being

when there is only one option so that all users will take it.

The following example shown in Figure 27 illustrates
this situation: a passenger travelling from A to B could take
either route I or route II for a direct journey and this consti-
tutes the first option; he could also take route III to C and
then route IV to B (option 2); or he could walk to D and then

take route V to B (option 3).

A good and reasonable assumption is to suppose that
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people will travel trying to minimise their travel costs, which
means that the higher the costs of an option the less the number
of people taking it. On the other hand, travel costs for each
option are given by ROUTE-2 in terms of total travel time which

is assumed to summarize the expenditure in time and money incurred
by the passenger. Therefore, the total number of passengers taking
option i, Ti’ would be inversely proportional to the total travel
time of that option and this fact 1s expressed by the following

mathematical expression:

m
(1/TTTi)

(12) T, = =
Z (l/TTTj)m

3=4
where: TTTi is total travel time of option i
T is total number of passengers willing to travel

m constant parameter that considers passenger's

sensitivity
I
E: Ti =T
=1

FIGURE 27. Theoretical options to travel between(a)and(B)

1T /©\‘ v —  option 1

\7E9 —-—-—option 2

———
— -

wa1£‘~@-———~’v —————— option 3

In charge of apportioning people amongst the different
options is the submodel ASSIGN which works on the basis of the
theoretical framework defined above., The input data required by
this model is described below and consists mainly of three
parameters, one matrix and a file produced by ROUTE-2:

~ NUSTO: total number of nodes in the network
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- NUWK: Route-set number assigned to walking mode

- m: parameter that expresses passenger sensitivity for
expression (12) given above

- DEM(NUSTO,NUSTO): matrix of origin-destination ﬁhich
makes reference to door-to-door movements

- File of options to travel between any pair of nodes
Sroken down into single journeys and including total travel time

and its different components.

For the hypothetical example of Figure 27 DEM(A,B) = T
gives the total number of passengers wanting to travel between

s TIT,

and TTT3 are obtained and then the obtaining of Tl’ T2 and T3

is straight forward. Having calculated the number of passengers

these nodes. From the file of options the values of TTT

assigned to each option the model works with single journeys and
forgets the concept of option. This means that for instance, TZ

vassengers using option 2 are equivalent to T, people taking

2
route IIT from A to C plus ’I‘2 people travelling from C to B with
route IV, Similarly, T3 passengers using option 3 are equivalent

to T5 passengers walking from A to D plus T3 passengers travelling

from D to B in route V.,

Therefore, ASSIGN transforms the 0-D matrix given by DEM
into another matrix MOD(NUSTO,NUSTO) which contains journeys
instead of trips as it records stop-to-stop movements. This means
that the total number of trips given by DEM should be less (equal
when there are no transfers) than the total number of journeys

obtained by MOD,

Matrix MOD constitutes the main output of this model and

its information is complemented by the route services available
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to make the respective journeys. It is worth noting here that

when there are two or more Route-sets available to make a particu-
lar journey (i.e. they take different paths for a direct journey)
the model treats this situations separately, but finally for the
purpose of the file to be used by subsequent models it assumes
that people wait at bus stops for the first bus that comes irre-

spective of the path followed.

It is very important to emphasize that despite the fact
that the situation is simplified and that some of the iﬁformation
will not be used any more by subsequent models no piece of |
information is lost. Quite the reverse, the model arranges this
information in a suitable and useful way for the analyst who may
~ wish to know more about the transport facilities offered by the
network.and the manner people use them, Two different sets of
data are produced by ASSIGN:

i) Information about the walking links which are used
with more frequency by passengers and the origin-destinations
which involve more walking according to the registered number of
trips.

ii) Similar information to the one produced by ROUTE-2
with the difference that the print-out produced by ASSIGN includes
the number of people apportioned to every option. See for instance
Appendix C which contains the complete results for the bus net-
work given in Figure 19. With the purpose of organizing this

output in a different way a new variable called TYPE is defined as:

TYPE = 2NPUSeS | wyalks

where: Nbuses is the number of journeys made by bus within a

trip or option. When the number of journeys is equal
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to 1 then Nbuses is set to zero
Nwalks is the number of journeys made walking within an

option.

The definition of TYPE implies that the higher its value
the more complex the option analysed. For instance, for an option
with one bus and one walk TYPE = 2, while for an option with
ihrée buses and no walks TYPE = 8 , Taking into account these
concepts SORTASSIGN classifies the options according to their
complexity and the number of trips. This output could be useful

for the analyst in order to define policies related to transfer-

ences within the transport system for instance,

3, Loading of passengers onto selected routes and buses.

Having transformed the door~to-door matrix into a stop-
to-stop matrix the next problem is to assign passengers to routes
and buses, If there is only one route available to make a
journey a user 1s supposed to catch the first bus which arrives
subject - : to seat availability. Similarly, when there is more
than one route available people are supposed to take the first

bus regardless of the route number?

In general terms, when there are N bus routes to make a
journey, and each route runs buses every fi"(i=1,2,...N) minutes,
where fi is the bus frequency of route i, then the number of
buses per hour per route i will be 6O/fi = bhi’ Therefore, the

probability that a bus of route i arrives at a bus stop is given by:

N
p. = bh, / S bh, where bh = buses per hour route j
i i 4 J j
Jai
For two routes sharing the same section the respective probability

will be Py and P5 » where p, = l-pl . This means that if there are
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P passengers wanting to make a journey, then it may be expected

that Ppl people will take route I, while the rest P(l-pl) will

take route I, approximately.

The previous expression does not take into consideration
the bus capacity which could be critical in some circumstances
and it does not allow to obtain useful information such as average
Qaiﬁing times at bus stops, total travel times, passengers not
boarded because of seat unavailability and relevant factors in
bus service operation. As the analytical formulation of the
. problem to get that information would have been too complicated
it was considered that simulation would constitute an adequate
way to tackle this question. It was also chosen because of the
variability of transport demand and the need for evaluation of

complex queueing processes.

Since the simulation of a system requires the generation
of an artificial experience (which can be considered to be
characteristic of the situation) then before the process itself
is presented two relevant topics will be discussed: the pattern
of arrival of passengers at bus stops and the model describing

the time that buses take moving between stops.

A. Passenger arrival process. The pattern of arrival of pass-

engers at bus stops may be regarded either as dependent upon the
schedule of buses and the knowledge of passengers about it or

as random which means that there is no evident association between
the arrival times and the expected departure of buses from stops,

or even between the arrival of other passengers,

The assumption of random arrivals could be fairly realistic

for short bus headways (less than about ten minutes), while for



_ 161 -

longer frequencies of service people would try to time their
arrival in order to catch specific buses (Jenkins, 1976). There-
fore, for the purpose of this study it was assumed that people
arrive randomly at bus stops. This means that an arrival can
occur at any time subject only to the fact that the mean arrival
rate has some given value, In more formal terms, the time of the
next arrival is independent of the previous bus or passenger

arrivals and the probability of an arrival in an interval At is

proportional to At.

A random arrival pattern can usually be described by
means of a Poisson distribution (Gordon, 1978) which states that
the number of arrivals in any interval of time is independent of
the number of passengers who arrived during the previous time
interval., Thus, as was explained in the first chapter, by gener-
ating a uniform random number and using the cumulative distribu-
tion of the Poisson function it is possible to obtain the number

of arrivals for a period of time %.

However, in order to generate the exact times of arrival
of passengers at bus stops the model, called ARRIVE, uses the
exponential distribution which is regarded as the continuous
analogue of the Poisson distribution. This procedure will allow
the model to record very easily individual waiting times. The

cumulative function of the exponential distribution is given by:
F(t) = 1 - e MF

where Ais the mean rate of arrival per unit of time and t is

the time interval.

The problem of sampling from any distribution can be

regarded as that of transforming a random uniform number by means
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of the inverse cumulative distribution function (Tocher, 1963).
The inverse cumulative function of the exponential distribution

is given by:

(13) t =———%—-an

‘where U is a uniform random number. Therefore, knowing the
average rate of arrival and using a random number series it is
possible to generate the inter-arrival times with the view to

determining the exact time of arrival of passengers at bus stops.

The main inputs to ARRIVE are the stop-to-stop O-D matrix,
MOD(NUSTO,NUSTO), where NUSTO is equal to the number of nodes in
the network, and the respective bus routes to make the respective
journeys., On the other hand, random numbers are generated by -
using the NAG library mounted on the ICL-2976 of the University

of Glasgow.

If there are MOD(A,B) people wishing to travel from A
to B, then A= MOD(A,B)/T, where T is the period of time of the
0-~D matrix, value which is also to be supplied to the model. By
using random numbers arrivals are generated for a time period
TS which is directly related to the time the simulation is going
to last, In this way ARRIVE creates a file which keeps information
about every passenger who has arrived. A passenger register
contains his origin, destination, time of arrival and bus routes
for a direct service between origin and destination. As the
simulation requires this file to be classified by bus stop origin
and arrival time, submodel SORTING organizes the information

accordingly.

As was suggested in the first chapter, the appearance of

expression (13) is very simple but the calculation time can be
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high as the natural logarithm is obtained by means of a series
that converges slowly. Therefore, ARRIVE was given the possibil-
ity of working with either natural logarithms given by the
computer or with a table search. The latter saves computer time
at the expense of more storage requirements and some loss of

accuracy. The respective table can be created by submodel LOGAR.

B. Inter-stop travel variation submodel, One variable

which is a function of the technical characteristics of the
equipment, the prevailing traffic conditions and the qualities

of the driver is the inter-stop travel variation. However, between
two specific bus stops there is some minimal travel time which

is not possible to reduce due to either the characteristics of

the vehicle concerned or traffic regulations, On the other hand,
buses can incur delay because of stopping due to decelerating to.
and accelerating from bus stops. Additional delays can occur

when re-entering the traffic stream.

The variations in travel time between bus stops can be
assumed to follow a gamma distribution with parameters to and p

(Jenkins, 1976) given by the following expression:

£(t) = pa(t _ to) 0Pt -to)

where: tO is the minimum possible travel time
p=2/(F - t))

t is the mean travel time

The respective cumulative function can be obtained by the

following integer:
_ 4 - pt_ _-pt
F(t) = f(x)dx =1 + e" "0 e " '(pt_ - pt - 1)

and from here:
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(14) 1in [1 - U] - pto = 1ln [l + pt - pto] - pt

Therefore, by means of a trial and error procedure, giving p, to

and U it is possible to calculate the travel time t,

Given t, and t, submodel TRAVAR working with expression
(14) estimates values of t for random numbers U between 0-1,
creating the respective table, Thus, the whole process is reduced
to a table search in which giving a random number it is straight-

forward the obtaining of t.

It is expected that buses between two stops will experi-
ence similar traffic conditions if they are running closely,
which means that they will probably spend the same time to cover
this particular distance. If buses are running farther apart they
will probably face different traffic conditions and their travel
times are likely to be more independent; however, this does not
~necessarily mean that they cannot be equal., For this reason this
model includes a correlation factor developed by the IBM (Gerrard

and Brook, 1972) which is a function of the bus headway h:

(15) D=c¢e

where a is an appropriate constant. Having obtained a travel time
for bus m, t'm , by means of the table provided by TRAVAR, then
the excess time over the mean travel time T is calculated by the

following expression:

(16) Y = DX + ‘[(l - D) e

where:X = excess time for the previous bus along the same link,
then = _.-
e X tm—l t
e = excess time for the bus in question, e = t' - t ; and
then, b =T+ Y
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This means that if the pair of buses in question are

running close together then h~0 and DX 1, and therefore tﬁ: t'm—l'

On the other hand, for a longer headway D=0 and then tmcft'm

which means that the travel times are not correlated.

C. Simulation of public transport operations. The sub-

models explained in the previous sections of this chapter are
used to prepare the input data to submodel SIMULA whose main
functions are: i) the execution of the cycle of actions involved
in carrying out the simulation of the operations of a public
transport system in an urban area and; ii) the gathering of
meaningful statistics during the simulation process and the

preparation of an output report.

In SIMULA buses are considered to be entities in the
system to be simulated. The characteristics or attributes of the
buses are expressed by means of the input variables to the model
and it is assumed that events are represented by the arrival of
buses at stops. One special kind of stop is the route terminal

where buses start and end their jJjourneys.

The inputs to the model comprise the following information:

i) Bus route description and number of routes in the
system (NUROU). Every route is described as a sequence of bus
stops.

ii) Frequencies of services for each route of the system
in seconds. FR(R), R=1l,...NUROU.

iii) Inter-stop travel variation tables to determine bus
travel time between any two pair of stops in the network,

iv) Time of arrival of passengers at every bus stop of the

network giving their destinations and bus services to be taken,
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As it was considered there was no iteraction between these
arrivals and the events of the system it is possible to create
a sequence of arrivals in preparation for the simulation (Gordon,
1978).

v) Number of buses per route BPR(R), R=1,...NUROU.

vi) Bus capacitys.

vii) Parameter a for correlation factor given by ex-
pression (15).

viii) Crew recovery time for buses arriving at stop

termini,

Having given the number of buses per route, every bus of
the system is completely identified by a code number and the
route service to which it belongs. This easy identification allows

SIMULA to keep a record of every bus with the following data:

Bus capacity
- Number of passengers on board

Bus position given as a bus stop number

Journey direction, either 1 or 2

- Number of passengers alighting at every bus stop of

the route served by the bus.

Initially, the number of passengers on board for each bus
is assumed to be zero, In order to complete the initial condition
of the system the model assumes that for every route R,BPR(R)/2
buses are initially at stop terminal 1 ready to start journey in
direction 1. Similarly, there are[BPR(R) - BPR(R)/2] buses at
terminal 2 to start journey in direction 2. With this information

the initial state of the system is completely defined,

The passage of time in the simulation is recorded by the

model by means of a number referred to as clock time which at the
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beginning is set to zero and subsequently indicates how many
seconds6<3f simulated time have passed since the start of the
simulation process. Then, the next step is to define the sequence

of events.

Clearly, if there are N buses in the transport system,
then at any point in time there are N events which are due to
occﬁr in the near future, SIMULA works with a special subroutine
called EVENTQUEUE which keeps events organized according to their
future chronological occurrence., All that remains is to establish
the time of occurrence of the different events of the systen.
Considering the assuméd initial conditions it is therefore
necessary to determine the time buses will be leaving their re-

spective termindlin order to start their journey.

For every route R at every terminal it is assumed that
the first bus will be arriving at the first stop7<3f the route
at time FR(R), the second bus at 2FR(R), the third at 3FR(R) and
S0 for%h. Working on these basis subroutine EVENTQUEUE organizes
the different events in chronological order, which clearly means
that the first event to occur will involve a bus of the route with

the highest frequency of service (lowest headway between buses).

The model considers that the first event to occur will be
the arrival at a bus stop of a specific bus on a specific route,
and therefore it updates the clock time to equalize the relevant
arrival time. Having the bus position the model checks the number
of people alighting there in order to update the number of pass-
engers on board. If there is room for more people then SIMULA
reads the arrival file in order to board the passengers who have
arrived before the bus departure time and who are waiting for

that particular service. People are boarded on the basis of first
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come first served but always taking into account the bus seat
availability. Considering the passengers destination the array
which stores the information of the number of people alighting at

each stop is updated accordingly.

Average waiting times are easily calculated by obtaining
the difference between boarding times and passenger arrival times.
fhevmodel also considers the passenger arrival times in order to
work out the total travel time. It is worth mentioning that as

soon as passengers are allocated to a bus they loose their

identity and will not be treated individually any more.

Boarding time is assumed to be equal to(pb x Ab), where
pbis the number of passengers bocarded and Ab is the average
boarding time. Similarly,(pa xAa) gives the alighting time ,
where pa 1is the number of passengers getting off and Aa dis the
average alighting time, It is assumed then that the time spent
at bus stops by any bus depends upon the highest time of the
boarding and alighting processes. Consequently, knowing the
arrival time at the stop the departure time will be completely

defined.

Having the bus position and its direction, the model
checks the route description in order to determine the next stop
to be visited. By using the tables of the inter-stop travel
variation SIMULA estimates the travel time between the bus actual
position and the next stop. Thus, adding this travel time to the
departure time the arrival time at next stop will be determined,
In other words the time of the next event for the bus under
consideration will be known, Then, the bus position is updated

accordingly.
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If the bus is already full when arriving at the stop or
if it becomes full in the process of boarding, then the model
checks the passengers' queue in order to determine the number of
people left behind because of seat unavailability. Then, this bus
will be given its departure time and accordingly its arrival time
at next stop. The number of people on board when buses leave the
étops is used in the statistical process to determine the average

occupancy between stops.

Having work out the arrival time at next stop then sub-
routine EVENTQUEUE finds the position for this activity within
the queue of events, always taking into account their chronological
oder of occurrence, SIMULA is ready once again to deal with the

first event in the queue after updating the clock time.

One specialvevent which 1s considered differently is the
arrival of a bus at a stop terminal. At these stops people get
off the bus but there are no passengers boarding. Having the bus
frequency FR(R) of route R, then SIMULA determines the next
departure time in order to maintain a desired schedule, However,
this departure time may not be the final one as it is essential
to consider the time from which the bus is available for departure
that is given by the arrival time at the terminal plus the re-
spective alighting time plus crew recovery time. The latter is then
compared with the schedule departure time in order to define the
true departure time and gather the respective statistics. Next,
the bus journey directioﬁais changed; the respective schedule is
updated and the estimated departure time is assumed to be equal
to the arrival time at the first bus stop of the route. Then,
considering this event time, EVENTQUEUE finds the appropriate

place for this event in the queue of event occurrences.
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The clock time is used to guarantee that the process is
simulated for as long as it is desired. However, it is clear that
there is a bias in the statistics collected in a process like the
one previously described due to the way buses are allocated
initially. To remove this bias SIMULA allows the use of two
different processes:

i) Buses can be moved through the network following exact-
ly the same principles explained before but without loading and
unloading passengers. This 1s a fast process which implies that
the clock time continues being equal to zero and eventually no
statistics are gathered.

ii) To simulate formally during a certain period of time.
Stop the process and leaving passengers and buses where they are
restart the simulation gathering fresh statistics from the point

of restart (Gordon, 1978).

SIMULA gathers meaningful information at three different
levels: stop, route and the whole transport system. The main
statistics are given below:

- Average occupancy in percentage between stops, per
direction and for the system;

- Average waiting time at bus stop, per direction and
for the system;

- Total travel times per route and direction and for the
system;

- Passengers boarding at each bus stop, per direction
and for the system;

- Passengers alighting at each bus stop;

- Passengers not boarded due to bus seat unavailability

at every bus stop, per direction and for the system.and;
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- Average differences between the expected and the actual

departure time at bus termini and summary for the system.

Flowchart 6 shows diagrammatically the logical relation-
ships between the successive steps in the simulation process.
SIMULA constitutes a basic model for the simulation of bus oper-
ations in urban areas. Although for the purpose of this study
the model is considered to be rather adequate it is worth noting
that the completion of several subroutines whose parameters are
already considered in the program will allow to analyse other
aspects of bus operations such as sources of irregular headway,
tendencies of some buses to overtake vehicles of the same route,
etc. Illustration of how SIMULA displays results will be shown

in the next chapter,

In summary, the proposed public transport model attempts
to describe the travel patterns of people in an urban area using
a series of linked submodels and may be considered to be a
description of the decision-making process which an average pass-
enger might be expected to follow when he considers making a bus
journey. Flowchart 7 shows the different submodels of the model

9

and the way they ére interrelated,.

A1l the computer programs were written in FORTRAN with
the exception of SIMULA, SORTING, and SORTASSIGN that were written
in COBOL, In the programming and testing of the programs the large
scale ICL-2976 computer of the University of Glasgow was used.

This computer provides both batch and interactive access.

The following chapter is devoted to the application of the
model in a real situation in order to see whether it can produce

results consistent with the observed data.
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FLOYCHART 6., Basic steps of SIMULA

[Tnput and initialization of variables|]

Y
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Iclock time = O]
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te to Flowchart 7.

Bus stop spacing and inter-node distance; average and maximum
bus speeds; average walking speed
Matrix of walking times
Bus frequencies
Bus route description (I)
Intermediate file
0-D matrix
Transformed O-D matrix; matrix of Route-sets
Cumulative distribution function for inter-stop travel time
Passengers arrivals per 0-D
Table with natural logarithms between 0-1 (optional file)
Passenger arrivals per bus stop
Bus route description (II); route set description
Parameters; options to travel between stops
Numerical Algorithms Group Library (random number generation)
1~ Set of parameters such as fare, weighting factors for
walting and walking, etc.
2- m, power for assignment function
3- Length of simulation; use of file PP; etc
L- Bus capacity; number of buses per route; layover time; etc
5- Required statements to modify respective files
Printout with minimum distances and path description between
every pair of nodes of a network
Printout with set of options to travel by public transport
between every pair of nodes of a network
Printout similar to P-2 but includes the number of people
taking every option
Printout similar to P-3 but classified according to option
complexity and number of people taking every option
Statistical tests made to the process of passenger arrivals
at bus stops
Summary of simulation per route and direction and for the
whole system of buses
Changes made to files; approximate number of buses needed

per route
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NOTES TO CHAPTER IT.

1) A trip refers to door-to-door movement, therefore it may com-
prise one or more public transport journeys and possibly journeys

made by another mode of transport, for instance walking.

2) The following definitions and concepts are considered of
particular relevance for a better understanding of this chapter:
Aﬁ aigorithm is a method of solving a problem by following a
sequence of precisely stated successive steps.

A network consists of a number of nodes, each one being connected
to one or more nodes by links. Two nodes are said to be connected
i1f there is a link that joins them; and two links are connected

if there is a node common to both.

A path is a sequence of distinct nodes and direct links joining them.
A cycle is a path in which the initial and final nodes coincide.

A network is said to be connected when each of its nodes is
connected to every other node. A tree is a connected network with-

out cycles.

%) Moore, E.F., The shortest path through a maze. International
Symposium on the Theory of Switching Proceedings, Harvard

University, April 2-5 1957.

L) It is assumed that with the exception of service frequency the

routes provide a similar level of service.

5) The program allows to work with two different bus capacities

per route.
6) Unit of time chosen for SIMULA.

7) Evidently the first stop position coincides with the terminal

position,
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8) When a bus arrives at a terminal is initially given a
provisional journey direction, either 6 or 7 according to its

real direction.

9) Submodel CHANGE provides facilities to make modifications to
files containing basic data such as inter-node distances, bus
stop spacing, bus frequencies, bus network description, origin-
aesfination information. It also gives an initial estimate of

the number of buses per route in order to run a desired frequency

of service.



CHAPTER IITI

A CASE STUDY

Model validation or verification is considered to be one
of the most critical problems in computer modelling and simula-
tion and can be regarded in two stages: validation of model
.concepts and validation of model implementation., A model may be
assumed to be valid if it produces results which are meaningful
when properly interpreted and it measures what it is supposed
to measure, However, in strict terms to validate a model means
to prove the model to be true ( Naylor, et al, 1968) and this
question involves such a complicated set of criteria that it
could hardly be said that the purpose of the work described in
this chapter was to validate the model whose theoretical frame-

work has been discussed in the previous chapter.

Therefore, the main objective here was to test the
computer package in a real situation and to show whether it
could produce logical and meaningful results. The first section
of the chapter gives a brief description of the Study Area, the
section summarizes the survey and assumptions used, and the

third section presents the results and conclusions obtained.

1. The Study Area.

In order to test the model an area of approximately 20
square miles and a population of 82,000 was chosen. This area
includes the districts of Cadder, Possilpark, Hamiltonhill,
Lambhill, Milton, Possil, Cowlairs, Port Dundas, Colston, St
Rollox, Springburn, Balornock, Barmulloch and parts of Ruchill
and Auchinairn. Map 1 shows the Study Area in relation to

Glasgow.
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Map 1

Study Area in relation to City of Glasgow
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Springburn, the core of the Study Area, which is 2% Km
north of the Glasgow City Centre,grew up out of the railway boom
of the mid-nineteenthcentury. It was the centre of the North
British Locomotive Company, one of Glasgow's greatest engineering
industries, and eventually became the most important place in
Britain for locomotive design and railway construction. The
closure of this industry in 1963 with the immediate loss of
employment was generally regarded as a disaster for Springburn,
which after being an important and busy industrial centre became

a poor and deprived area with high unemployment.

N¥ith respect to the transport system the Springburn area
contains 37 routes. The Scottish Bus Group operates 23 which
basically radiate from the centre of the city of Glasgow. Of the
14 routes which the Greater Glasgow Passenger Transport Executive
( GGPTE ) operates only one ( route 8 ) runs completely inside
the area, having both termini within it. Apart from the bus net-
work, there is an electric rail service which links Springburn

with Glasgow city centre.

Most of the information needed for this study was taken
from the Public Transport Survey carried out in 1975. However,
in order to complete the data set required it was necessary to
turn to several sources and studies made in other cities of

Britain as there was no available information for Springburn.

2. Data input to the study.

The Springburn Public Transport Survey was carried out
in April 1975 for the GGPTE as part of the Executive policy to
find out whether any modification to the bus route network in
Glasgow was required. Springburn was chosen by the GGPTE for

study as there was a need to review transport facilities in the
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area because of the proposed construction of the Springburn
Expressway and the future comprehensive redevelopment of the
area that would include a District Shopping Developmént with a

bus terminal.

The Springburn Survey began on the 14th of April and
lasted for four weeks. One bus service was surveyed on each day
Iof the week (except Tuesdays) and the objective was to record
every Jjourney starting within the Study Area between 0700 and
1900 hours, and when this was impractictable then the results were
expanded accordingly. The data produced were:

i) Number of passengers boarding and alighting at each
bus stop per hour.

ii) Number of passengers using each section of bus route
per hour.

iii) Number of passenger-miies on each section of route,

iv) Origin-destination matrices per hour and purpose of

trip.

Temporary survey staff recruited for the purpose were in
charge of recording the passengers movements., They issued a card
to passengers boarding a bus inside the Study Area indicating
the bus stop at which they had boarded by means of a code number,
These cards were collected and placed in a pocket file correspond-
ing to the alighting bus stop when passengers left the bus.

Cards of passengers still on board when the bus crossed the area
boundary were placed in a special pocket of the file. This data
was the basis for preparing the matrices of boarding and alight-
ing movements and eventually served to yield information on |
passengers travelling on each section of route and passenger-
miles carried.

In oder to obtain 0-D data, one card in four handed out
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by the survey staff had a questionnaire printed on the reverse,
Since the data related only to a sample of passengers on a
sample of buses in the day an expansion was necessary. The
factors considered in the expansion of the 0-D data took into
account the total number of passengers boarding each service per

hour and the total number of buses run in each hour.

For the 0-D matrices the Springburn area was divided in
39 internal zones and in order to consider internal/external
trips 38 additional external zones were considered outside the
Study Area. Map 2 shows the internal zoning and public transport
network in the area. Taking into account the 77 zones a total of
52,765 trips per day were made and of them 20,690 trips were made
completely inside the area. It is important to note that the
77 x 77 matrix does not represent the total movements through
the Study Area as for instance a passenger travelling from
Glasgow to Springburn would not have been surveyed unless he had
made a transfer within the Study Area. Furthermore, someone
travelling between two external zones would not have been

surveyed at all.

Given the constraints of the 77 x 77 matrix the present
study was restricted to movements with both origin and destina-
tion inside the Springburn area and therefore only the matrix of
39 x 39 zones was considered. The main goal was to try to re-
produce the pattern of transport inside the area between 0700
and 1900 and to compare the results obtained with the information

given by the survey.

The O-D matrix constituted the transport demand within
the area of study, but for the purpose of this study it was

necessary to concentrate the demand at points whose geographical

positions could be established easily. This step was essential
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for the bus route description and for the determination of
riding and walking distances between nodes of the network. As
the main intention was to design a regular size network, easy
to handle and suitable for the purpose of this study, 44 nodes
were considered (then NUSTO = 44) from which there were 35 bus
stops and 9 nodes connected to stops by walking links. However,
in this process land use considerations and the 0-D matrix were
also taken into account., Table 23 shows how the 39 zones were

grouped and concentrated into the 44 nodes.

TABLE 23 .Grouping and concentration of zones into nodes.

Node Zones Node Zones Node Zones
1 1 16 16 31 31,32,23
2 17 17 32 -

3 3 18 18 33 -

L 4,11 19 19 34 34

5 5 20 - 35 35,36
6 6,13,14 21 21 36 -

7 7 22 22 37 37439
8 8 23 23 38 38

9 9,20 24 2l 39 -

10 10 25 25,26 40 -

11 12 26 - 41 -

12 - 27 27 Le -

15 - 28 28 43 -

14 - 29 29 Li -

15 15 30 30

Source: Grouping made by the author based on Map 2.

Then, in this way the O-D matrix of 39 zones was trans-
formed into a 44 x 44 matrix. On the other hand, in some cases
it was necessary to reassign passengers to different 0-D as the
ones given by the transformed matrix were unsuitable for the way

the model requires its inputs. This was the case, for instance
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for trips with same origin and destination (travel within the
same zone), or trips between two connected nodes when there was
only a walking link between them. In these situations the 0-D
was modified accordingly taking into account the zones involved,

the bus network and the location of real bus stops in the area.

As in general for the Scottish Bus Group services board-
ing’is not permitted within the Study Area on inward journeys,
nor alighting on outward journeys then these services were not
considered and only the 14 routes operated by the GGPTE were
taken into account.l In other words it was assumed that all
movements inside the area were made using the GGPTE services.
This is not a strong assumption as apart from the restrictions
for boarding and alighting inside the area the SGB services

have in general very low frequencies as is shown in Table 24.

*

TABLE 24. Off-peak frequencies of SGB services. ( in minutes )

Route Freq. Route Freq. Route Freqg.
14 60 175 30 191 30
20 30 177 30 192 30
27 120 180 ** 193 20

170 20 181 ** 194 30
171 30 182 20 195 30
172 30 183 60 196 %%
173 infrequent 184 60 197 *x
174 30 198 %%

Source: GGPTE, Greater Glasgow Transport Map.

* At peak periods there may be in many instances a more
frequent service.

** Only peak periods.
In order to get the bus frequencies of the services
operated by the GGPTE, the total number of buses dispatched per

route from both termini between 0700 and 1900 hours was considered.
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Table 25 shows the bus frequencies in seconds for each route;

both directions having the same frequency.

TABLE 25 , Bus frequencies for GGPTE services.

Route Dispatched buses Frequency

(0700-1900 hours) (seconds)
L 135 640
8 131 660
16 116 745
18 229 377
28 200 L32
32 145 596
35 100 864
37 217 398
45 201 430
47 208 415
52 167 - 517
53 180 480
54 178 485
55 128 675

Source: Springburn P.T. Survey, 1975 and author's elaboration.,

Map 3 shows the network of 44 nodes and the bus routes
that were considered in the case study. On the other hand,
Table 26 shows the bus route description given as input to the

model.

With the purpose of giving the matrix of riding dis-
tances between connected nodes, the distance in metres between
them was measured, and assuming an average bus travel speed of
21.2 Km/hour (The Bradford Bus Study (BBS), 1976 and Chapman,
1976) it was transformed into seconds. For the walking distapces
the procedure was similar and it was assumed an average walking
speed of 1 m/sec (Chapman, 1976). It is worth mentioning that

walking links were basically restricted to main streets and
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established paths as there are several obstacles that impede

access such as depots, works areas and rail tracks.,

TABLE 26 . Bus route description.

Route Bus stop sequence
L 11 4 26 32 20 9 13
8 30 40 42 43 16 27 25 6 S5 4 26 24 33 20 9
14 21 34 31
16 11 4 26 24 33 20 9 14 21 34
18 35 28 16 44 1
28 25 27 16 43 42 40 30
32 25 6 5
35 11 4 26 32 20 9 14 21
37 11 4 5 3
45 11 4 5 3 112
47 25 27 28 36 39 41
52 25 27 28 16 44 1
55 25 6 5 3 1
Sk 25 27 28 36 37 38
55 11 4 26 24 33 23 22 21

Source: Author's elaboration based on GGPTE routes and Table 23.

In order to standarize units weighting factors for
waiting and walking times were used, These values, taken from
the Bradford Bus Study (1976), were the result of a behavioural
analysis made on a sample of 180 people which concluded that
walking and waiting times could reasonably be weighted by 1.75

and 2,25 respectively.

Due to lack of empirical evidence two variables were
given arbitrary values. They were DOPTIM whose value was assumed
to be 15% and ¢, here called extra penalty for transferring,l
whose value was set to zero. However, it is important to notice
that the DOPTIM value was taken relatively low ia order to avoid

the registration of options that could include backtracking.
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Routes run by the GGPTE operate basically a stage system
with a maximum fare for any journey over four stages for adults
and over two stages for children., Therefore, the fare was
calculated according to the distance covered by the passengers
in the form of stages, being the average distance between two
fare stages of approximately 0.55 miles. The fare structure in

‘operation at the time of the study is presented in Table 27.

TABLE 27 . Bus fare structure in Glasgow. (January-June 1975)

N° of stages Fare in pence
1-2 6
3-4 12
over 4 15

Source: GGPTE,

One important addition to the stage fare system was the
Transcard which was introduced in 1974 to bénefit both the
regular traveller on bus/underground services and the operator,
This facility allows the user of GGPTE bus and underground
services freedom of travel at any time and on any service other
than the premium night services. The Transcard price was based
on the cost of 4O journeys per four-weekly period at the maximum
fare, less a discount of a fixed amount. Two cards were in

operation, one for adults and another for juveniles.

It is also worth mentioning that at the time of the
Public Transport Survey there was a concessionary travel scheme
for pensioners who were paying a 1 penny fare on Glasgow

Corporation vehicles.

4

The relationship between fare and distance travelled is

given in Figure 28 , taking into account three different groups:
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adults, juveniles and pensioners. Then, with the view to
considering these groups the fare function was estimated Dby
regressing the fare on the distance travelled and the following

expression was obtained:
Fare = 3,16 + 1.80 D

where D is given in kilometres and fare in pence.

FIGURE 28 . Relationship between fare and distance travelled.

Fare }
(p)
18
adults
12 + FE T =TT - - - — - juveniles
:
)
i
|
t
(Y N — )
-— - = = = — - - - - — — - - —-—-—— Dpensioners
1 é 3 A Disggnce

Source: GGPTE and author's elaboration.

As for the purpose of this study the fare should be
expressed in units of time (seconds) then a behavioural value
of ride time of 38 pence per hour at September 1975 prices was
used (BBS, 1976). This means conversion of fares at the rate of
94.7 seconds per penny, and once again assuming an average
travel speed of 21.2 Km/hour, then the fare would be given by

the following function:
Fare = 300 + 1.0 D

whereFare and D are given in seconds. Therefore, variables A and



- 190 -

B of submodel ROUTE-2 are given by 1.0 and 300 respectively.

Given a set of options to travel between two nodes, the
probability that a person chooses option 1 was given by the

expression: n
(1/¢,)

p; =
s (1/c )"
JF=1

where Ci generalised costs option i;
I number of options; and
m parameter expressing traveller's sensitivity.
For this particular run it was assumed that m = 2 as
there was no empirical evidence that suggested something
different. For traffic assignment based on attractivity Overgaard

suggests a figure between 5 and 6.2

Seating capacity per bus per service was taken from the

transport survey and is given in Table 28 ,

TABLE 28 . Bus capacity per route.

Route Capacity (passengers)
4,8,16,18,28,32,37,45,47,53,55 76
52 70
35,54 65

Source: Springburn Public Transport Survey.

In order to get the approximate number of buses per
route, the bus journey time was divided by the bus route fre-
quency. The bus journey time was considered to be made up of
three components: travel time between bus stops, time at bus
stops and time at termini., But since neither the time spent at
bus stops nor the time at termini were known it was assumed that

the bus journey time was approximately equal to 1.2 times the
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travel time between stops. The calculation was made by submodel
CHANGE which was introduced in the previous chapter and the
results given in Table 29. It is worth remembering that only

route 8 runs completely inside the Study Area and the other routes
are cut before they cross the Study Area boundary. Therefore,

the number of buses obtained by CHANGE do not have to correspond
‘exactly to the number of buses in operation for those particular

routes,

TABLE 29 . Number of buses per route,

Route Number of buses Route Number of buses

4 3 37 3

8 8 45 L
16 L L7 5
18 L 52 3
28 6 53 b
32 3 Sh i
35 3 55 b4

Source: Calculations made by'the author.

It was assumed that when é bus arrives at a bus terminal
after completing a journey then its next departure will be pro-
grammed according to a schedule requirement, In other words, if
the bus arrives late then there will be no time of recovery for
the driver and if it is early then he will wait in order to

comply with the particular schedule.

Time spent by buses at stops depends basically on board-
ing and alighting times. An average boarding time of 3.28 seconds/
passenger was obtained as the mean of a set of values given by
Chapman (1976) for different cities in Britain. On the other
hand, an average alighting time of 1.2 seconds/passenger was

assumed (Chapman, 1976).
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Finally, with respect to the correlation between suc-
cessive journey times this model assumed the form D = e'ah where
a is an appropriate constant and h is the bus headway. The value
of a was assumed to be 8/60 = 0.133 (Gerrard and Brook, 1972)

which means that in five minutes the correlation would be reduced

by about half.

One important aspect is worth mentioning before the
results of the model are presented., This concerns the options
obtained by ROUTE-2 to travel between two nodes of the network.
It is clear that this submodel selects options with the lowest
total travel time and this is perfectly consistent with its
purpose, However, this does not mean that all the options found
will be considered reasonable from the traveller's point of view,
This situation is illustrated by means of the following example:
one possibility for travelling between@ and@ (see Map 3),
given the data set used in this case study, consists in taking
a bus from @ to@ (routes 8, 16, 35), then walking to node @
to take either route 8 or 28 to reach the final destination. This
option has a total travel time of 4794 seconds made up of 284
sec. of'riding time, 571 of waiting time, 3055 sec. of walking
time and 884 sec of fare equivalent. The optimum option to make
that trip is to take route 8 for a direct journey having a total
travel time of 4260 seconds, made up of 1609 sec. of riding

time, 742 sec of waiting time and 1909 of fare equivalent.

Although both options were consistent with the theoreti-
cal framework of the model and both were registered by ROUTE-Z2,
only the second one was considered by submodel ASSIGN. the first
option was eliminated on the grounds that a traveller would be

more prepared to do the whole journey on foot rather than taking
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two different buses and walking more than half the total distance.
Therefore, submodel ASSIGN was provided with the ability to make
a further selection of options taking into consideration the
proportion of walking time to total travel time. Due to lack of
empirical evidence the criteria to eliminate options had to be
established after a careful examination of both the results
lobtéined by ROUTE~2 and the bus route network. Then, the follow-
ing type of options were eliminated by ASSIGN:

i) Options in which walking time was more than 50% of
the total travel time;

ii) Options with any single walk of more than 1200
generalised seconds;

iii) Options with more than three buses and zero walks;

for instance three buses and one walk.

3. Results and conclusions.

Examination of the results of the test runs can be
considered as an intuitive procedure based mainly upon judgement,
with the help of several measures of performance borrowed from
applied mathematics and statistics. Here, three measures of
performance were utilized to examine the results:

i) Graphic comparison. This is a simple and commonplace
way of analysing results and consists in plotting on a graph
observations of the prototype and the corresponding estimates
given by the model. This procedure allows the analyst with his
own Jjudgement to visualize how well the model compares to the
real world.

ii) Root mean square (rms) or standard deviation. This

is a method of measuring the difference which exists between the
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prototype and the results of the model. The rms is given by the

following expression:

Zﬁ
VZE(XO - %)

n

§ = rms =

where:XO is the observed value

Xe is the expected value

n is the number of observations
The rms is used to determine the percentage of error or coef-.
ficient of variance V which is given by the expression:

rms

X
O .

V =

This coefficient measures the relative difference between the
cbserved and expected data. Although the values given by rms
and V could be interpreted differently by different analysts,
a key rule is that for a good model rms and V should be low; for
a perfect fit e&idently V should be zero ( Catanese, 1972).

iji) Chi-square test which was already discussed in a

introductory chapter.

»As a matter of procedure results will be presented in the
same chronological order as they were obtained from the different
submodels, the same suggested by the General Flowchart of the
Proposed Public Assigment Model: PATH————ROUTE-E —»ASSIGN —=

SORTASSIGN——=LOGAR——>ARRIVE —» SORTING —TRAVAR — SIMULA.

To begin with, an illustration of how ROUTE-2 and
ASSIGN produce their results is shown in Table 30, The first
example gives three different options to travel between<:>and
CEZ. It should be noted that the second and third alternatives

differ in the sense that in the latter the traveller instead of



Table 30

Examples of results obtained from ROUTE-2 and ASSIGN ( in seconds)

TTTime RTime W.Time Wk.Time  Fare  Passengers Opfion Description

From @’ro@
33wk T2 1020 0 1612 8 @ 31us Q) 18152 @) 5. G
3338 726 286 0 1326 8 @ s @ s @G

3,88 bbb 755 84S 1244 7 @ wak (5832/532) 5. GD
From @ to @ | |

1646 K03 540 0 703 30 @ 53 _@

1834 47T 580 0 77 25 @ 52 O

Abbreviations: T.T. = total travel ; R. = riding ; W. = waiting ; Wk. = walking



..]_96_

waiting at(:>for route 8 walks to node<:>where he widens his
choice and so reduces his waiting time and fare. The second
example produces two direct alternatives to make a trip between
é{>‘and<:)using two different ways or paths. In the first case
there are 23 people wishing to travel from(Z)to(zz and submodel
ASSIGN apportions them according to the rule that the higher the
/totél travel time the less the number of people choosing that
option. In the same way, there are 55 passengers wanting to
travel fon:(jg to(:>and ASSIGN distributes them accordingly

between the different options,

From Table 30 and in general from the results obtained
by ROUTE-2 it is interesting to note how this submodel in addi-
tion to deriving the optimum option for travelling between two
points can produce, where possible, meaningful and rational
alternatives for making the trip. It is also worth noting how
it decomposes a trip into single journeys breaking down total
travel time into its components: riding, waiting and walking

time, and fare,

- Another input to submodel ASSIGN is the O0-D matrix that
refers to total movements inside the Study Area (door-to-door).
This matrix gives a total number of trips of 20,690, and
according to the survey data the total number of journeys inside
the area is 26,491; meaning that approximately 25% of the people
take more than one bus to complete their trip. Then, with the
decomposed options obtained by ROUTE-2, ASSIGN transforms the
0~D matrix into a new one that only registers existing service
movements (stop-to-stop). The total number of journeys obtained
was 24,356, meaning a difference of about 8% with respect to the

total given by the survey. This point will be discussed below
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after presenting the results of SORTASSIGN,

According to the way ROUTE-2 decomposes a trip into
single journeys, an option could be classified according to the
number of buses and walks constituting it. For instance, in
Table 30 the first option has three buses, the second two buses
and the third two buses and one walk, etc. It is evident that if
lan 6ption has one bus then the maximum number of walks will be
two; similarly, for two buses there should be no more than three
walks, and so forth. Taking into account these considerations
submodel SORTASSIGN classifies the options according to their
complexity and number of people taking them, These results could
help the analyst in the understanding of the transport network
and the way people use it. A summary of the results is presented

in Table 31.

Having obtained the first results it is worth analysing
the differences with respect to the survey data. Assuming that
the expanded 0-D matrix is correct then the number of Jjourneys
obtained by the model is lower than the observed figure and the

discrepancies could in part be explained by the following reasons:

i) The aggregation of zones and the location of nodes
and bus stops in the Study Area.

ii) The inability to measure travel times and the other
elements of perceived cost to a high degree of accuracy. One
factor that could be critical is the weighting of the walking
mode, as this mode apart from being a feeder to the public
transport system sometimes competes with it. On the other hand,
the fare used could also be an important source of discrepancy
since for higher fares people tend to substitute other modes of

transport, such as walking, for public transport, taking into
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account the elasticity of demand.

iii) The parameter m that expresses the user's sensitivity
in the process of distribution of passengers between options.
This variable is crucial as the higher its value the less the
number of people apportioned to the non-optimum options and
therefore the higher the number of passengeré assigned to the
‘optimum option.

iv) The fact that the model works with average perceived
costs when in fact people could assess the value of the

parameters in a different way.

TABLE 31 . Composition of trips obtained by the model.

Number of buses Number of walks Trips Journeys
1 0 9290 9290

1 1 7056 7056

1 2 866 866

2 0 1368 2736

2 1 1614 3228

2 2 308 616

3 0 188 564

TOTAL 2G690 24,356

Source: Calculations made by the author.

However, another source of discrepancy which cannot be
completely ruled out is the possibility of deficiencies in the
expanded O-D matrix either because the information used was
incorrect or the expansion itself was faulty. According to the
critique to the survey methodologyB, about one-third of the
questionnaire cards were completely unusable, for several
reasons: insufficient time to complete questionnaire, inability
of passenger to read or understand questionnaire, refusal to

cooperate in survey, illegibility of writing, etc. The remainder
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of the cards, about 8000 in total, although not entirely complete
were considered to contain enough information for the purpose
of the survey. Therefore, some doubts can be held about the

credibility of the survey data.

As the results obtained by submodel ROUTE-2 and ASSIGN
are to be used as input to the following submodels then the
ﬁreﬁious considerations, and specifically an underestimated 0O-D
matrix produced by ASSIGN, should be taken into account when

analysing the final results.

Assuming a Poisson distribution for the arrival of
passengers at bus stops, the transformed O-D matrix is the basis
for the generation of arrival times. Although the 0-D matrix
represents movements between 0700 and 1900 hours, for the
purpose of this study case ARRIVE only generated enough arrival
times for one hour of system simulation plus a pre-simulation

period to allow buses to take position in the network,

Generation of pseudo-random numbers plays an important
role in the arrival process and for this purpose the NAG 1ibrary4
was used. Although it is assumed that a generator like this one
has already beén widely tested some additional tests were under-
taken. The Chi-square test is often applied and here the dis-
tribution of the set of numbers generated was compared to the

uniform distribution, obtaining satisfactory results at a 90%

significance level.

The Chi-square test was also applied to measure the
difference between the observed 0-D matrix and the number of
arrivals generated using pseudo-random numbers., The computed CEZ
was 123.0 for 208 degrees of freedom. This means that the prob-

ability that there is no difference between the observed data
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and the model results is high or in other words, there is no

significant difference between the observed and generated values.

Finally, working basically with the bus frequencies, the
bus route description, the cumulative distribution function for
inter-stop travel time, the passengers arrivals per bus stop,
the bus capacity and the number of buses per route, the simula-
tion was run with a view to reproducing the pattern of movements

within the area,

Having the number of buses per route to run a particular
schedule, SIMULA assumed that half that number were in one
terminal and half in the other, In order to remove this initial
bias the following procedure was used:

i) Buses were allowed to run during 20 minutes without
picking up passengers. This was done to locate them in different
positions of the network. In this process no statistics were
gathered by the model.

ii) The simulation was then started, and stopped after
another 20 minutes. This time passengers were loaded and un-

loaded.

Having done this, both buses and passengers in the
system were left where they were when the process was halted
after the 20 minutes of simulation, and the simulation was re-
started with statistics being gathered from the point of re-
start. Finally, the model simulated bus operations in the Study

Area during 60 minutes.

In oder to compare results it was once again necessary
to turn to the survey data which gave the number of passengers

carried inside the area per route and direction during the 12
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hours of survey. Then, for comparison it was assumed that one-
twelfth of the total number of passengers carried in 12 hours
was equal to the total number of passengers boarded in one hour.5
Figure 29 shows the total number of persons boarded in one hour

per route and direction for both the survey and the simulated

results,

In order to measure the difference between observed and
simulated data two tests were applied: the root mean square and

the Chi~-square. The results obtained were as follows:

rms = § = standard deviation = 17.5 passengers
V = coefficient of variance = 22.2%
Zz= 104 > 40,1 (for 27 degrees of freedom and 95%
significance level)
From Figure 29 and the application of the previous tests

several conclusions could be drawn:

i) In general the results given by the simulation are
quite close to the observed data, with the exceptions of routes
55 and 32 direction 1 and routes 4, 8 and 45 direction 2.

ii) Although the statistical results are not so satis-
factory as might be desired, it is worth commenting that for the
computation of the Chi-square test, the routes mentioned above
(18% of the total) are to blame for 55% of its value,

iii) Taking into account the fact that SIMULA has to
work with outputs produced by other submodels and that they did
not completely correspond to the observed data mainly for
reasons discussed above, it is then possible to conclude that in

general the results are very encouraging.

Bearing in mind that one of the main objectives of the

simulation submodel is to gather statistics and to organize them
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in a suitable way to help planners in policy making, then
SIMULA also produces additional information useful for assessing
the performance of the public system, such as:

i) Average occupancy of buses between stops per route
and direction, and summary per direction and for all transport
syatem.

ii) Average waiting times per bus stop per route and
direction, and summary per direction and for all transport
systen.

iii) Passengers not boarded due to capacity constraint
per bus stop per route and direction, and summary per direction
and for all transport system.

iv) Average time between bus arrival at terminal and
next schedule departure per terminal, and summary for all trans-

port system.

Figures 30 and 33 present for instance the bus occupancy
between stops for route 8 directions 1 and 2 respectively compared
to the observed data. As for the observed values total capacity
between bus stops was unknown then the average capacity was used
to estimate the percentage occupancy and therefore the results
are not strictly comparable. However, it is possible to observe
from these figures that specially the eastwards direction follows

a very acceptable tendency.

There was no information available to compare additional
results obtained by the simulation; however, it is worth showing
a sample of tables produced by SIMULA. Table 32, for instance,
illustrates inter-stop information for route 8 in both directions
after one hour of simulation. Position, passengers on board and

alighting matrix are displayed for each bus of the route when the
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the simulation was halted. Table 33 shows the summary per route

and direction for the whole bus system.

TABLE 33. Summary per route and direction and for the whole bus

system.
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Abbreviations: DIR=direction ; TER= terminal ; OCC= occupancy ;

AWT=average waiting time ; TTT=total travel time;
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time ; P.BOARD=passengers boarded; N,BOARD= pass~
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In summary, taking into account

i) the complexity of the proposed public transport assign-
ment model which implies the use of several variables interacting
in the different submodels;

ii) the possibility of deficiencies in the information
used;

iii) the need to borrow from a wide variety of sources
because of the unavailability of data for the Springburn area and;

iv) the time limitation which prevented study of the vi-
ability of using different parameters compatible with the Study
Area, or even to modify the bus stop location and the aggregation

of zones,

Then it is possible to conclude that the results of the
application of the model to the data set gathered are very encour-
aging as they are in general meaningful and consistent with the

prototype which they are intended to simulate.

The computing time for the application of the model in the
Springburn area was approximately 4.5 minutes of Order Code Processor

(0CP), Of this time ROUTE-2 used almost 50%.

Subsequently, it was decided that some additional tests
were necessary to complete this initial validation process. The

details are recorded overleaf.
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For a given setbof parameters the sampling error in a
‘simulation model of this type can be reduced in one of two ways
(Naylor‘et al, 1968): either the run length.caﬁ be increased or
repeated runs df a given length can be made using different sets
of random numbers,

It was decided to use the latter method to extend the
validation tests here by running the simulation model ( ARRIVE-
SORTING-SIMULA) an'additional seven times. Sample averages of the
eight runs are included in Figures 29,30 and 31, The Chi-square
_was recalculated using the average of these runs and the value
obtained was 69.5 which was still not completely satisfactory but
" much lower than the one achieved before. The coefficient of variance
was 18.6% , also lower. The following Table shows the variability

of the results of the eight runs. »

Summary for the whole bus system.

Run 0CC(%) AWT (min) TTT{(min) S~A{min) P.boarded
1 775 2.57 9.92 7.09 2058
2 777 3.63 9.56 7.27 1991
3 7.66 3.7k 9.77 7.37 1964
L 7.70 3.61 9.37 7.28 2029
5 7.71 3463 9.43 7.09 2040
6 772 3.64 9.88 7.07 2044
7 7.83 3.71 9.81 7.0k 2034
8 7.72 3.61 9.67 7.00 2066
AVERAGE 7.73 3,64 9.68 7.15 2028

This result was considered to be particularly satisfactory.
Had the results shown greater variation it would not have been
possible without further work to detect which part of the whole model
was faulty. These results, however,do give confidence that no serious

flaws exist.
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NOTES TO CHAPTER III.

1) Only services 174, 177, 172 (inward) and 182 (outward) have

no restrictions.

2) Overgaard, K.R.? Traffic estimation in urban transportation

planning. Acta Polytechnica Scandinavica, 1966, Copenhagen,

3) GGPTE, Survey Study, volume 1, 1975.

4) Numerical Algorithms Group (NAG) Library is an application
software already mounted on the ICL-2976 of the University of
Glasgow. It consists in a collection of algorithms for the

solution of numerical problems on computers,

5) For a long period of time (i.e. 12 hours) the total number of
people carried tends to be equal to the total number of pass-

engers boarded,




CHAPTER IV

SUMMARY AND CONCLUSIONS

A public transport system.affects different sectors of
the community and each sector regards the system in a different
Wway according to‘its own interests, Transport planners have
considered generalised cost to be a good measure of the way
people perceive the level of service provided by the system as
it embraces cost in time and money of the trip to be made. Any
measure which reduces generalised cost can be regarded, therefore,
as a potential improvement of the system from the users' point

of view,

The bus operator in control of his resources can combine
them in such a way that specific objectives are met, taking into
account that the system operates on a balance of costs and ser-
vice and that for a fixed amount of input improvements in some
aspects may affect other sectors of the operation adversely un-

less there is an increase in productivity or ridership.

The use which the operator makes of his resources cannot
be guaranteed to produce a good service as the influence of some
external factor may affect the reliability of the system, such
as the pattern of arrival of passengers at bus stops. Although
there may be no way of avoiding such influences the operator

may try to allow for them by the use of extra inputs,

The interdependent action of the different elements
involved in the operation of bus services suggests the need for
analysing the system as a whole, Within this framework, the

purpose of this study was to develop a model capable of evaluating
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the operation of the entire system and of giving useful informa-
tion to planners and operators in their task of improving the
productivity of the service and of spreading benefits to the

users.,

Given a specific level of demand, the proposed model can
/be used to evaluate a public transport system in such a way that
service alterations can quickly and accurately be tested before
decisions are taken. The approach used was to assign the trans-
port demand to the existing transport facilities and in doing
so three different stages were considered: i) determination of
individual options to make a trip; ii) process of loading pass-
engers onto selected options; and iii) process of loading pass-
engers onto routes and buses, The model was composed of several
linked submodels and a major goal was the formulation of a model
which was capable of yielding an accurate description of the

system while minimising computing time.

The process of determining options to make a trip relied
basically on matrix network analysis as it was assumed that
people chose their routes so as to minimise their total travel
time. The process of loading passengers onto routes and buses
was accomplished by using simulation techniques which have proved
to be very useful in the analysis of complex gqueueing processes

and interactions between them.

The basic data for the model consisted of:

i) Bus stop spacing and inter-node distances; average
and maximum speeds; average walking speed;

ii) Bus frequencies in seconds;

iii) Bus route description in which each route was given

as a string of consecutive bus stops with two termini;
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iv) 0-D matrix that constituted the transport demand
within the area of study and which was assumed to be concen-
trated either at nodes or at bus stops;

v) Random number generator;

vi) Set of parameters such as:

- scale factors for waiting and walking times;

- slope and independent term of the linear fare
" function;

- extra penalty for transferring;

- number of nodes in the network;

- percentage parameter which defined the range of
options to be recorded;

- power for assignment function;

- length of simulation in time and unit time of
0-D matrix;

- bus capacities;

- number of buses per route;

- layover time at termini;

- correlation factor for inter-stop travel variation.

The main outputs of the model consisted of:

i) Minimum distances and path description between every
pair of nodes in the network.

ii) Set of options to travel by public transport between
every pair of nodes in the network and number of people taking
every option.

iii) Walking links which were used with more frequency
by passengers and the origin-destinations that involved more
wvalking according to the registered number of trips.

iv) Statistics collected at three different levels: stop
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(or inter-stop), route and entire transport system:

- average bus occupancy in percentage;

- average waiting time;

- total travel time;

- number of passengers boarding and alighting;

- passengers left behind because of seat unavail-
ébiiity when bus arrived at bus stop;

- average differences between expected and actual

departure time at termini.

Some characteristics and advantages of the submodels
which have been developed are particularly noteworthy, and it is
worth noting their differences from other models which accomplish
similar tasks. Submodel PATH, for instance, constitutes an im-
provement upon the the traditional matrix approach for obtaining
minimum paths in a network in the sense that is faster and can
register the sequence of nodes in a convénient and practical way
for retrieval., This submodel was the basis of ROUTE-1, a first
version of a matrix algorithm dealing with minimum paths in
public transport networks and which in turn was the basis of a

more sophisticated model, ROUTE-Z2.

Submodel ROUTE-2 constitutes a simple though effective
and precise way of obtaining public transport options to make
a trip between any two pair of nodes in a network. This submodel,
like some other non-matrix algorithms of this kind, works on the
basis that total travel time is an adequate measure of travel
resistance although the generalised cost function is more complex
since it also involves walking time, fare and extra penalties for
transferring. However, it is worth noting that the fact that

people perceive costs in a different way could be regarded as a
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limitation of models which use average generalised costs.

By contrast with other algorithms, this submodel does
not require dummy links to be coded in order to provide the
respective level of service of the walking mode. ROUTE-2 works
on the basis that this mode not only competes with the transport
system but is also its natural feeder, so that this submodel can
/obtéin options which include the walking mode by using the matrix

of minimum walking distances.

The fact that matrices can keep informaticn in a concise
and convenient way make them very suitable for mathematical and
computing manipulation. Some other important features of ROUTE-2
depend on.this characteristic:

i) By running the computer program once it is possible
to obtain the minimum paths between any pair of points in a net-
work. This characteristic may be very useful in applications
similar to the one made in this study; however, when paths for
only a few pair of points are required other approaches could

be more useful and practical.

ii) Apart from the optimum option to make a trip, this
submodel is also capable of registering alternative paths, where
these are feasible. Therefore, ROUTE-2 constitutes an improvement
upon the other algorithms presented in this study which have to
work on the basis of anall-or-nothing assignment.

iii) The process of retrieving information is simple and
works on the basis that if a trip from A to B requires a transfer
at C, then the minimum path from A to C constitutes the first

part of the trip.

With respect to the kind of options which this submodel

is capable of recording, it may be worth emphasising two impor-
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tant aspects:

1) ROUTE-2 selects options with the lowest total travel
time but this does not mean that all recorded options to make a
trip may be found reasonable from the passenger's point of view.
In fact some options could even be ludicrous., However, this is
not to be considered a disadvantage of the submodel though
criteria to eliminate undesirable options should be established
after a more detail study of this topic and the proportion of
walking, riding, waiting time and fare equivalent in total travel
time,

2) ROUTE-2 registers all inspected paths falling iﬁ the
range defined by the optimum total travel time and a percentage
figure given in the input process which denotes the acceptable
range. Though the definition of this range may look rather
simple its specification requires a good knowledge of the travel
pattern in the area of study. The higher the value of that figure
the greater the probability of registering options which include
backtracking; therefore, a careful examination of this aspect

may be advisable in future studies.

Having obtained the different options for making a trip
between two nodes, submodel ASSIGN assumes that the higher the
total travel time of the option the less the number of people
taking it. The fundamental expression of this submodel includes
a constant parameter mM, which reflects passenger sensitivity.

In mathematical terms, the higher the value of W the more the
concentration of passengers onto lower travel time options, in
other words the less the importance of higher travel time options.
Given the relevance of this parameter in the assignment process

it is important to determine it in a precise way.
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Two different simulation model developed for general
studies of the operation of bus route networks in urban areas
were presented in the first chapter of this study. Although there
are many similarities between those models and the simulation
presented here, there are also important differences, principally
the representation of passengers and the way with which queues

at bus stops are dealt.

The simulation model developed by Jackson (1972) obtains
the number of arrivals at a bus stop for a small interval of
time dt sampling from a Poisson distribution, and these numbers
are summed in order to get a sample over a particular period,.
This model considers only direct trips and the 0-D information
for pair of stops with direct service is given as Prg» the
probability that a passenger boarding at stop I will alight at
stop J. Then, the number of arrivals is distributed among the
potential destinations using the probabilities Prge Passengers
are classified into types according to their destinations and
when a bus cannot accommodate all the people wishing to board at
a stop, then those to be carried for each destination are selected
according to a probability proportional to the time since the
last arrival of a passenger who was able to board a bus for that
destination.This means that this model takes no stricf account

of the order of passengers in the queue.

In the model developed by Gerrard and Brook (1972), pass-
enger inter-arrival times between arrival times of two coﬁsecutive
buses are generated according to a Poisson distribution. The
number of passengers generated is equal to a new queue segment.
Passengers are classified by passenger type according to the route

choice available at the stop in question. As a queue may be formed
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by one or more queue segments, when a bus arrives at a stop and
there are not enough places for people waiting to board, then
each segment is processed in sequence. Passenger arrival times are
not recorded within each segment., The number of passengers

alighting at each stop is generated using a binomial distribution.

The proposed model here deals with the aspects mentioned
Iaboﬁe by means of submodels ARRIVE and SIMULA. The first one
works with the exponential distribution in order to generate the
exact times of arrival of passengers at bus stops. To do so this
submodel assumes that if there are P people wishing to travel
from I to J during the period of time T, then the mean rate of
arrival per unit of tinme )\is equal to P/T. Then, by using the
stop-to-stop 0-D matrix and the respective bus routes to make
direct trips a file which stores information about every pass-
enger is created where each register contains his origin, des-
tination, time of arrival and bus services for the journey. This
file is classified by stop, ordgin and arrival time in order to

be input to submodel SIMULA.

When a bus arrives at a bus stop and can accommodate
more people, then the created file is read in order to board the
passengers that have arrived before the bus departure and that
were waiting for that particular route service. People are
boarded én the basis of first come first served but taking into
consideration bus seat availability. Given the destination of
the people boarded, the array which keeps information on the
number of passengers alighting at each bus stop is updated
accordingly. In this way, these two submodels, in contrast with

the two simulation models developed elsewhere, consider passengers

individually until they get on the bus which makes easy to work
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out waiting and total travel times.,

Apart from the advantages of using simulation in the
analysis of complex systems, it is worth emphasising that SIMULA
works with outputs created by other submodels which means that in
some sense this submodel also serves for the evaluation of the
previous processes. This could be particularly useful when there

is ﬁo data to test or validate the results of the other submodels.

At thispdnt it is worth reconsidering two important
exercises on public transport planning which were presented in
the first chapter in order to highlight the general approach of
these models with the one developed in this study. Other import-
ant models also reviewed fall by and large within the scope of

these two exercises.

Lampkin and Saalmans (1967) developed a heuristic
algorithm to design a bus network system which minimised total
travel time to the passengers, taking into account restrictions
of financial order. TRANSEPT on the other hand, was developed
by the Local Government Operational Research Unit for evaluation
of bus route networks, This complex model can take into account
changes in public transport demand and in the long term can
evaluate changes in the road network and in the land use., It
includes a modal split process between car, walking mode and
public transport, This model assumes that people travel between
two points using the path with minimum generalised cost and
passengers are assigned to routes and buses by means of a dynamic

relationship which tries to find a stable solution,

With respect to the first model, the proposed model

differs fundamentally in the sense that it is not an optimisation
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process., The proposed model was designed for the evaluation of
alternatives to the existing system in order to recommend minor
changes or even the implementation of a new design. Therefore,
the model presented in this study falls much more within the
scope of TRANSEPT although they differ basically in three main
points. First there is, of course, the wider aspects covered by
TRANSEPT; secondly there is the algorithm developed here for
obtaining minimum paths in public transport networks; and
thirdly there is the use of simulation techniques in the process
of loading passengers onto routes and buses,; whereas TRANSEPT

Uses analytical techniques.

Thus, it may be concluded that the proposed model consti-
tutes a-different approach to the analysis and evaluation of
public transport systems in urban areas., Its basic data are input
to the model in a simple way and the results obtained, which
tend to cover the main aspects of the operation, are presented
in a suitable manner to the analyst. It is clear,however, that
some of the information needed may prove to be difficult to
collect as sometimes may happen with such models., This is the
case, for instance, of the door-to-deoor O0-D matrix and some

parameters which were mentioned earlier in this chapter,

This study has been concerned mainly with bus systems
in urban areas; however, it should be emphasised that the proposed
model would also allow consideration of other modes of public
transport such as tramcars, underground and the like. It is
important to note, however, that one of the main assumptions
here concerns the independence of vehicles and passengers
arrivals at boarding points and this may be a reason not to

consider some kind of urban trains within the analysis.
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The set of submodels designed in the present study was
tested in a real situation using data gathered in a suburb of
Glasgow. The results obtained may be considered to be rather
satisfactory taking into account some possible limitations in
the data used. However, those results suggest the need for further
work in order to reach a more extensive validation of the model.
Thié might well be complemented with further analysis of some
aspects of the planning process and collection of further data
on specific items, Some examples of these topics were suggested
earlier in this chapter; in particular the way people use the
transport system in order to make a trip and how they behave
when they have several options to choose from require further

study.

Finally, it is evident that every person tends to
conceptualise a given problem in a different way which explains
much of the difference between this and previous exercises, and
hopefully this study may be regarded as a new contribution tQ
knowledge in public transport planning. However, since model
building forces the analyst to organise, evaluate and examine
the validity of his thoughts, perhaps the most important result
of this research is its effect on the author who now realises

that he may hardly have begun to explore all the possibilities,
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ITERATION NO. .1 APPENDIX A = 2
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APPENDIX A = 5
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jeNeNeNelololelolo]

*NUSTO : 9 *NUROU

999.0 -

APPENDIX B.

(IN MINUTES)

Network example: ROUTE-1.

7.0 999.0 999.0
999.0 9.0 999.0
999.0 999.0 10.0

0.0 5.0 999.0

6.0 0.0 11.0
999.0 9.0 0.0

6.0 999.0 999.0
999.0 5.0 999.0
999.0 999.0 9.0

15.0
7 0
-6 1
0 o
7 0
7 O
-2 0
7 0
7 0
7 0

6

1

COoOoOQOUNG

FR (IN MINUTES)

0.0

|
NN N AD NN

1
COFrUNOOOE

*NUROC

8.0

QOO0 OO0OO0O

999.0
999.0
999.0
8.0
999.0
999.0

0.0
- 3.0
999.0

1 1
~N O NS~
ownwosrooo

[}
~N o
1
QW

APPENDIX B - 1

999.0
999 .0
999 .0
999 .0

4.0

NGO e~
I
OO0 o

coooCcooo
1
WN~NOW -~

1

99
99
99
99
99

VOO0 O0OWDONOO

9.0
9.0
9.0
9.0
9.0
7.0

[en]i ¥, e}
[ ]
OO0

QOO0

NRQNNANNN

QO OOOaQ

[om Y e s [ o0 B 0 [ oo e [ o B o ]

|

m OSSNV N NN

WOoOOoOooOOQo

(oo s Bl oo [ oo I o B o oo B o W o0

O W~ NN~~~

O00-=200000

COOoOWODOOOQOo

- 422 -



APPENDIX B - 2

1

ITERATION NO.

MINUTES)

MATRIX OF DISTANCES D (IN

MOOOVDIDINONS

(A 2 d Ll ol L ol
QOoOOOVWOoOooO
LI I T I 2 D R T
MANDWOONNE O
Ll ol g V] - Ll ol

MATRIX OF ROUTES MR

- 228 -

COOoCOoOMOOTCO

COO0COCO~000

[ od (o]

M M M MY NN N
[ | [ I N T B |
OO O

OCOoOOovoMoam

666551..001..

OO OO0 o

COoO0O0COOOWVWO

41...446601.1.
1 [ |

COO0OCOOQOoO

NNNOMNMO Mo N

e OnNn N
} [ I |

[y B v I o I oo I o I o B o v}

ODOOJJDI».OD

QDT MM ™=

NN N
U I P
ONOOSOODOMO

Ne=eONDOOOO

~ OO = ON™- OnN
i (] |

CO0O0DOOOO0O

NOOVNSTODOOO

1021621-.%,.0
t bt

oo ocgoo

COONNDOOO

O NN = (™
i |

MATRIX OF TRANSFERS MT

XD
NOQDWNWODOOO
TTITOONOOO
ODO0OOCO0OODWVNWOO
NOOOODODOO®
OOoQOOOOOOoO
T COO0ODOOOYW

CooOoYToOoOQOQo

T245.93 MINUTES

-
-

TOTAL DISTANCE



APPENDIX B - 3

26.7
20.7
12.7
20.0
13.2

0.0
26.0
18.0
11.2

13.0 20.3
17.0 11.6
22.0 18&.0
0.0 7.6
.0

11.2

13.0

7.2

T1.4

16.7
9.6
0.0

2
MATRIX OF DISTANCES D (IN MINUTES)

MATRIX OF ROUTES MR

ITERATION NO.

- 229 -

oo oOoOMooC

OO0~ 0COC

(=]

M Moes NN N
ot [ I S S R |
COOUULOOoOLoo

coovovcwowMmMoomMm

666551%01

OO0 QCUOOoO

OO0 OQVWO

1.4661.._.61011.

COCTOo0O00OO

NNNOMODDODOoOWNn

: )

OO0 0COO0OOO O

VOO TONo

14 Vot
DOCOOCOQ

[*al"a}
[
S LOMOMODO.
o
oo

OﬂununuJJD,qnuD

NNNOST M ™ =
(I (|

ONnNO@OMOOCOO e - JN= < B ow B~ 0 IR+ o B vt B¢ o B o I v
NeDODNQODOO NOOWNOOOOO
[

OO0 O0COO0O = QOO0 O0OO0OVOO
w
NOOUNTOOOO n_R.. NOOOOOQOO®
U
“ ON™ ONYVOY 1) oo 0COooooOoOoo

| U T R I | M
(o B e I o = o J v o i en e o TSODOOCOoCOw
[
OCOONNDOOO ..nru.. OO0 OO0
O NN =N e = > CQCOQCOTOOO0O0
L i =t
o
-
<€
-3

1209.49 MINUTES

TOTAL DISTANCE
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ROUTET : FINAL RESULTS APPENDIX B - &4
DIST(MIN) PATH DESCRIPTION
8.7 @D 1+ 2 1 @
6.7 @1 2 o B
13.0 @-2 o o @
20.3 1 2 0o @-+ 6 0o (5
26.7 @A 1 2 o (¢
28.5 -2 9 0 W-+ 0o 0o @
25.7 @1 2 o @ ¢ o o @®
34.7 @ 1 2 0 @ ¢ o o @
10.0 @ -2 o o @
9.6 @ - 1 2 3
17.0 @ -2 o o (&
1.6 & -« 6 3 (5
20.7 @ 1 2 a3 (s
20.0 @ 6 o o @
17.0 @ 6 0o 0o (&
26.0 @ ¢ o o -3 0o 0o (©
15.0 -2 o o @
7.4 G -2 6 0o (2
22.0 G -2 o o @&
18.0 @ 6 o o (5
12.7 G 1 2 o (&
25.0 @ s o a2 @
22.0 G ¢ o o (8)
22.0 Gy 1 0o o (5
11.7 @ 1 2 o (O
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APPENDIX B = 5

: FINAL RESULTS

ROUTE1

PATH DESCRIPTION

DIST(MIN)

17.7

25.7

7.6

20.0

15.5

13.8

22.8

12.6

22.0

8.6

13.2

11.0

6.2

15.2

22.0

18.0

20.0

23.0
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ROUTE1 = FINAL RESULTS APPENDIX B - 6
PIST(MIN) PATH DESCRIPTION
31.0 @ - 0o o
9.0 @ 1 « 0o ®
13.0 @ - o 0o (&
26.0 @ -6 0o 0 -3 ¢ o (®
8.0 @ - o o ®
17.0 @ - 0o o -3 0 o0 ®
23.0 1 0 o (O
19.0 - o 1 (@
27.0 ® -6 o0 ©
14.0 10 3 (@
7.2 % =5 0o (5
18.0 -z 0 0o (o
5.2 16 0o (@
9.0 3 o0 o (®
25.0 G 1 o 0o (@
23.2 ® 1 3 0o @®-6 0o 0o @
24.2 -3 s o (-2 0o o (®
16.0 ®» 1 0 o @
1.4 G 1 3 o0 - -5 0o (5
11.2 ® -3 s o (&
10.0 & 1 0 o @
4.2 ® 1+ 3 o ®



APPENDIX C, Network example: ROUTE-2 & ASSIGN.

INPUT DATA
*WWK: 1.40 *A: $.54 *B: 644 *x(C: 600 *DOP TIM:
MATRIX OF DISTANCES (IM SECONDS) WALKING
1 2 3 4 5 & 7 b3 g
1 0 2972 6936 34567 594511397 7437 792810406
2 1980 0 2963 5450 4455 8919 7928 64417 8916
3 L4458 247¢& 0 7928 6936 495410405 8919 8423
4 4458 T74632113%7 } 2476 7925 349865 a4bt 6936
5 6936 4954 8919 2972 D 5450 3457 19nu L4586
6 7928 5945 3467 7432 4458 {i Syas 4458 3467
T 7432 941412388 2972 6455 %919 TO1980 4458
8 B919 743210406 4A4SE 2475 693c 1455 0 2478
9 9910 8423 7928 5450 3467 4450 Lb4ie  $EG di
MATRIX OF DISTANCES (IN SECONDS) RIvINg
1 Z 3 & 5 I3 7 8 9
1 0 36 9939 420 $99Y 999w ULEY YGGQ Y999
2 240 G 430 9999 5S40 9%9% G993 5999 9969
2 9999 300 0 9999 999y 60 YOGy $399 §9GYG
4 540 999y 9999 O 300 999% 4na 9999 9999
S 9499 600 9999 360 0 66 9995 241 9699
6 9999 9999  4£20 9439 54 Loy 9999 420
7 9999 999G 9999 340 9999 G9Qy T 240 9999
£ 9999 9999 G999 §89y TN Y99y ) G 304
9 9999 §G9G Q9FY VGRL G9GY S84 FuwR 124 a
BUS ROUTES
K FREQ(SEQ) 1 Z 3 4 5 [ 7
1 600 1 2 3 G Y 5 7
2 721 1A 1 2 5 o
3 LEQ 4 5 o g 3
4 S0 7 4 5 ‘
5 660 9 & 5 '
& 480 3 z 5 7

APPENDIX € -
0.20 +WWT:

2 G

4 1

1

2.¢5

*NUSTO =

- ¢¢e -
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OPTION ASSIGNMENT PROCESS-FINAL RESULTS APPENDIX C - 2
Route-set classes

Route-set number Routes Route-set number Routes

-6 15 -5
-6 -5 16 1
-5 17 1
A 18 3
19 -6
-4 =3 20 -3
) 21 5

O 0 ~3 O Ul &= W
1
W

WM R W R

1 22 -2 6

-6 1 23 -4 6
10 -5 1 24 6
11 1 2 25 6
12 -6 1

27
28

[
W
N

5
1
2 26 7
6
L

}—J
=
1
N
N

* 0=0D MATRIK

1 Z 2 & = 7 “

1 0 & 45 L Za z o ®2 e IS
J o i i 50 . av 4 41 59 247
3 31 < 1 - - e 117 12 24
& . ie et L “ 55 6 zalZ
5 23 U &8 ' 27 - 2 11
& =7 7¢e { £ . G id - 233
7 44 e 57 ; 63 54 i { 1 e
& 3¢ &35 3% 1% 2 B 5 2
b ¥ R 5 el 25 3 17 § A

316 27, 2s3 st 21 Ze sz 221 TLEESE4

FOWER FOR ALSIGNMEN : 2 W/ALKING #2057 & 2



** k(O PTION ASSTGNMENT

T.T.TIME(SEL)

LR %

LR

* K ok

FROF <

3940

415¢

4576

FROM <

4uls

509%

46462

FROM <

4548
4365

FROM <

3122
3549

FROM <

2845

3072

FROM <

3308

2788

1>

1>

1>

3>

3>

4>

1o

10

70

10

10

PROCESS-FINAL

< 5

900
719
420

< 7>

1319
a0n
2158

< 8

1139

1978

1319

1079

1139

ko TIMECSECD)

* ko

& k&

kK

* kK

* kA

* ok x

W TIME(SEC)

717

1161

=3
-
[e-d

96
1822

675

946

675

i
i~
<

675

RESULTS

WK.TINE(SEC)

Q0

2476

0

0

0

0

24176

FARE(SEC)

2503

1712

1226

125%.

APPENDIX € - 3

FLSSERGEKS

1z

1

10

22

20

24

45

48

48

42

T

OPTICN DESCRIPTICN

EEE 2N S
* 1%
Ak AKR
hok A KA
* 1%
* kA kK
Ak A Ak
* 14
* Ak kK h

IS ELE)
* LK)
AR AA R
AR ARA
* 14
*okokok ok
T2 L.
* )
AkAkH

Ak ARk
* 1=
AkRNR
A kAR
* 14
Ak kA

AAhAR
A 3a
Ahhh Rk
Ak AAA
* 34
Akh ok ok

Akokok R

* T4
Ak kA
kA hk %
* 3

Ak Rk R

* ok ok ok ok
* 4 A
FEE T2
Khkk K
* 4L+
Kk hkk R

EE RN
T1x o
ARk AKR
*kok ok ok
7% 4L
Ak hk A
*okokok %
T* 4 &
AR Ak &

*h ok kk
11« 2%
kk kkh
Kk kA
T* 4 *
Ak kAR
Ak kh X
Ex T*

LE R &8

LE 2 X
11x 2+
Ak hxk
Ak kkk
Bx B

KAk ok kok

Ak hkk
27* 1%
kR AKK
AA A kK
E* 7%

* ok kK

K&k Kk kok
27 % &%
A&k kk ok
hk ok kA
8% Bx

Ak kXK

ok kk Kk
184 5%
*k kKR
*xAkK
6% Sk
X3 E;

LEE S 23

23% 5k

Ak Kk
k Ak k%
12 5+
Rk kX
AR AN
26% 5%

hARAA

LS RS
2T 7
XAKAA
RARAR
L+ 7%
*Ak ok ok

A Ak & A
27% 8%
hAk Ak

Rk kA
Z4x  Bx
*kokkk
* kok kk
24% B

LE RS J

- &6¢2 -



***QPTION ASSIGNMENT PROCESS-FINAL FESULTS o .APPENDIX C -4
CTLTLTIMEGSEC)  K.TIMECSEC) W.TIMI(SFC)  WK.TIME(SEC) FARE(SEQ FASSENGERS T OPTICN DESCKIPTION

*xx FLOM < 4> TO < B> w4k

IS SRR * ok ok Ak * kA ok ok
436 Ju0 351 1700 805 14 ¢ % b4 18x 5% 26% bw
Ak Ak ok ke ok ok ok ok & Ak KN
AkdA K kk k k¥
3491 1499 540 0] 1452 14 1T * 4> 13% d+#
hok kk K hoh kA K
*kx FROM < 5> 10 < 1> *kx
ARk ARk LEE B & 4 R kA ok ok
541 439 1141 : 0 2341 10 L o« 5% 19% 2% T4 1k
ok Ak ok hAkhkA Rk kR
* kAR Ak ok ok k ANK KK
3698 610 351 1980 967 12 2 o« 54 19x 2+ Z6x
hkkkk R ok kKK *hkk A
Ak AR R *k kA ok khk Ak
1990 200 717 0 2373 11 4 x  5x 6% Lx 114 1%
* kAR R *hk kA& AAk kK
ek FROM < 6> TO < 4> xnx
i hk Ak A Ak hk &
2569 700 540 0 1129 37 1 + b2 S5x 4
ARk K *ok ok ok
* ok kX R dk ok ok ok
* 29840 1379 675 0 1226 k2 1 % 6% Bx Lx
s R A KAk Ak kk ok
A% FROM < 7> J0 < 2> wax
*kkk A Ak khk
3254 1260 675 0 © 1323 12 ! 1 x T+ 8x 24
[EE R *k kkk
Ak dkA kK ok
* 2937 1139 540 0 1258 14 1 *  7r 1% 2%
. ok kxR *k Akk
*x* FROM < 7> 0 < I> Kk
Xk kk A *k hkk
3997 1739 675 0 1583 17 : 1 % 7% Ex 3
Ak kk ok Ak khk
*kkk &k Ak kkk
* 5676 1619 540 0 1517 29 1T % 74 1% 3%
dk ok kA Ak kAR
*xrkx FROM < 7> TO < 6> **x
* Kk kK ok dh kkok
4920 2339 675 0 1908 6 1 ko T+ Bk 6%
k ok kXK *hkkk
. &k kk A *;i*i RAK &k
464 1319 945 0 2600 4 Lo x  TH 174 Lx 13x 6%
Ak Rk A *kkk Ak AhAhkkd
kok Ak R *R kXK h Ak &k

4573 1199 B9 0

ne
v
w
(%,
-)
~

* TH 1k 5% 14x 6>

Ak Ak A LR R X AANANK

- 9¢2 -



*x kO PTION ASSIGNMEMT PROCESS-FINAL HESULTS

T.T.TIME(SEC)

kA

* kA

LA

From <

4629

L4s6

FROM <

3798

3625

LudY

FrROM <

2796

2476

FROM <

3719

3557

5034

FkOM <

26U5

7

8>

9>

9>

R.TIME(SEC)

T0

T0

T0

TO

< 6> Kikn

1079

< 6> kkk

960

439

< 2> hwk

1559

899

< 3> k%

2039

1379

960

1499

< 5> ki

e

WoTIN. (SECQ)

1070

540

1050

540

675

540

675

540

540

1109

WK.FTIME(SECQ)

1950

1980

2476

989

989

FARE(SEC)

2470

1097

2179

£05

773

1161

1097

1485

1129

1744

13R8

2405

269¢

122¢

‘APPENDIX € - 5

PASSENGERS

16

44

49

13

14

OPTICN DESCKIPTION

Kk kkh
* T
[SELE
AR Ak R
* 7*
* kA kA

Kk hkkA
* T*
AARAR
Aok Aok h
* 7 A
kK hk Kk
*hkkk A
x T

* kA& Rk

Ak Ak A
83
Ak kAN
AAAk A
* 8
Ak kok A

kAREA
* g4
Axhi R
AkhAh
* Q%

* ok kok ok

KA hh K
* g *
Ak hkh
kk kAR
* 9 *
LR R T &1
Ak Ak R
* X
Ak Kk R
kA AN A
* G4

ok Rk ok

*k ok
* G
Rkokh R

ok hk ok
1% Sx
Rk ko k
*khkk
26+ 8

AN hok ok

hkhkh
1% 8%
dk ok koA
*kokokok
26% B
hokokh ok
khhkk &
T * 8%

A kKK

Ak Ak
3 x (%
Ak kAR
Ak ok k
5% 6*
Ak Ak &

kX Akk
g 2%
*kkkok
ko hkk
26+ 8
AR Ak

ok kR K
8 x I
223 2]
Akohkk
26% Bx
LR 22
A AKR
20* 64
Ak Ak Rk
FhRAK
16* €+

LER X & 4

Rk okt k

20% 5%

hkhARK

AARAK

5« 6%
AKX KA
AAhkhh

Sk &%

A hkk A

AAAkk
54 9=
Ak ok
Ak Rk
S Q%
AAR A
AAkkk
26% 9%

AAkA*

hANA R
(K] 2%

*hk Aok

ARk Ak
1* Ix
kAR Ak
Khk kR
7x 3
AAk Ak
AR Ak
1% Ik
hhkAR

- Lee -



#xx0PTION ASSIGNMENT

T.T.TINE(SEC)

LE 81

* k&

* kA

Ak k

LR S

* & ok

* ok ok

* Kk k

*h ok

FROM <

2393

FROM <

2306

FROM <

e
i
nN
(=)

FROM <

41c1

FROM <

24069

FROM <

3627

FROM <

22t4

9>

1>

1>

2>

2>

2>

3>

PROCESS-FINAL KESULTS

R.TIME(SEC)

10

T0

10

T0

10

T0

T0

T0

T0

10

< 5
300
< 3
840
< 6>
1439
< 9>
1559
< 4>
660
< 6>
1480
< 7>
960
< 8>
780
< 9>
1499
< 1>
539

* kX

* kx

LR £ 3

* kK

& kK

W.TIMU(S5EC)

299

366

306

€05 .

210

366

540

540

675

510

WK.TIME(SEC)

99

4]

FARE(SEC)

fes]
o)
\%s

1097

1421

1647

999

1226

1161

1064

1453

935

APPENDIX C - 6

PASSENGERS

120

36

387

24

41

59

31

OPTION DESCRIPTION

Ak ok kA >k ok k Kk
* Qi 26% 8 *
AXRAA R ARk R KKk
ArAk K Ak kh*
* 14 11» Ix
Ak kok A Ak AAK
KRR A AAARA
* 1+ 11» 6%
AkAhkA AhAAR
.
AA Ak R dh ok kk
* 1% 8= 9=
Ak k A L & % 24
Ahhk R hhkhk A
* 2% Tx  Lx
A KAk R * ok ok kok
Ak A kA kA R*Kk
* 2* 11x 6*
ARRARK A LE R & 54
AR oA R R [ 323
* 2% 27T«  T*
2k Ak K kR kK
Ak ok kA A RK R
* 2% 27 % Bx
Ak Ad A ok hkk
Ak hkh Kk AHkRA
* 2% B Q*
*k kA A ok okk A
ok Rk A AhAAK

* Ix 7Tx 1%
ARk A KA *k k k&

Ak kA

2% 5*‘

EXE R 23

- g¢2 -



*kkQOPTION

T.T.TIRE(SECD)

L2 8 4

Ak ok

&bk

ko

* ok k

*k A

* ok X

kK

LE &

Kk

FHOM : <

PRV}

FROM <

chié

FROM <

2388

FROM <

2395

FROM <

3134

FROM <

2661

FROM <

3307

FROM <

2846

FROM <

1830

FROM <

.2605

3>

3>

4>

4>

4>

5>

5>

5>

R.TIMECSEC)

T0

T0

10

T0

T0

Y0

10

To

T0

T0

< 4>

959

< 3>
1380
< 6

960

< 9

1380

* Kk k

LR &

* kK

x &k

L2 3

LR Y

LA RS

* Ak

A kX

* k&

ASSEGNMENT PKOCESS-FINAL NESULTS

WoTIMUCLEC)

10

540

675

356 -

366

5S40

54q)

S40

54D

299

WK.TINE(SEQ)

0

FARE(SEQ)

1161

1097

1194

1129

1388

1161

13838

1226

8§70

" RPPENDIX €

FASSENGERS

14

63

13

12

44

66

46

27

12

-7

OPTICN DESCRIPTIQON

* ARk A
* Ta
Ak kA

AKkAKR
* Fa
AkAK

ANAAA
Y Ik
ARk AR

Ak ko Ak
~ 44
AkA

ok hk ok

* 42

Ak KRR

LEEE &1

* AR ]
Ak KKk

AKX Rk M
* 44
AR kk R

hk AN
* 54
A hkakh

A A hk A
* S
AkhkA

ARk
* 54
Rk A

LE RS &
7% 4%
Ak AAA

kAR
27%x 54
Kk kkA

*oh kohk

8 [* X1

*khhkK

Ak ok kK
11% 2%

Ak kA

hk kAN

11 3

Ak kh A

hk kkk

13+ 6+

Ak hkk

Rk ok kA

13x 9%
AAAkR

k& kA k

1 3%

dk kA ok

Ak kkh

27%  T*

LER S 24

KEAEAN
162 9%
xh kAR

- 6¢2 -



***0OPTION ASSIGNMENT PROCESS~FINAL KESULTS o B APPENDIX C ~ &
T.T.TIMECSEC) R.TIME(SEC) W.TIM-(5FC) WK.TIME(SEC) FARECSEC) PASSENGERS T OPTICN DESCRIPTIGN

A%k FROM < 6> T0 < 1> *ak

Ak AR A Ak k kR
2934 959 310 0 1161 i T + 6% T7x 1x
* A AR * ok k& ok
Are FROM < 6> TO < 2> *4kax
*hkkk A hk kK k
2561 719 210 0 107 746 1 X 6% 7x 2%
: Ak kkk * ok kK k
Akx FROM < 6> TO < 7> aEx
*ok ok ok A ok kA k
2426 719 675 0 1032 43 1 2 g% 8% T
Ak ok ok A Ak kAKX
«%x% FROM < &> TO < B> xk# '
' . LEE 2 3 * Ak ARR
1773 53¢ 279 #] 935 32 1 *x 6% 16% 8=
LR XN *hk kk &
*xk FROM < 7> TO € 1> Ax4
. Ak Ak R Tk kA k
2704 200 675 ) 1129 40 1 % 72 8% 1x
) * kA kA * ok ok kKA
kkx FROM < 7> TO € 5> *#k
*k Ak * ok hAkk
214 539 5S40 o} 935 65 1 * 7+ 1% 5%
| ) Ak Rk ok Aok k
*%x% FROM < B> TO € 1> *&k
LR RN REES 2]
2951 1080 675 0 1226 - 36 1T & 8+ B 1%
Xk Ak A *kA kR
, .
*x4% FROM < B> TO <€ 2> *kx
kA kk A * &k okok
2568 a499 . 5S40 ] 1129 61 1 » 82 1% 23
1 Ak hkk A R XL 2]
akxx FROM < B> TO < 3> axk
. *ok Ak A R kA Kk
53507 1579 540 0 13&4 59 1 * g+ 1> 3
LEE RN Ak kkk
xkx FROM < 8> TO < 4> %%
*kk koA *h kk &
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