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Abstract

Lifetime analyses in heavy flavour systems can provide excellent opportunities to make pre-

cision measurements of Standard Model (SM) parameters that probe for new physics. This

thesis presents lifetime measurements from the B0
d and B0

s mesons to the charmless two-body

hadron family of decays, known as B→ h+h−, where h can be either a kaon or a pion. A

particular interest is given to the B0
s→ K+K− decay channel.

The B0
s→ K+K− channel is interesting as it decays into a CP even final state, with a small

amount of CP -violation predicted by the Standard Model. This can be quantified using the

decay rate asymmetry parameter A∆Γ. The decay is also loop dominated, and thus sensitive

to New Physics (NP) that could enter in these processes. These effects can be studied by

constraining the values of the decay rate difference, ∆Γs, and A∆Γ from a lifetime measure-

ment of the B0
s→ K+K−.

A method used to measure the effective lifetime of the B→ h+h− channels, which removes

the acceptance bias induced by the event selection, is described. This includes fits to the

invariant mass and reconstructed lifetime spectrums, together with the methods employed

to determine the per-event acceptance functions from data and treatment of non-parametric

backgrounds.

The application of this method to two datasets is then presented. Both datasets are collected

using a centre of mass energy
√
s = 7 TeV with the first dataset from the 2010 run compris-

ing a total integrated luminosity of 37 pb−1, and the second from the 2011 run comprising a

total integrated luminosity of 1.0 fb−1. The fit methods are verified using various techniques,

primarily using a simplified MC simulation and full LHCb Monte Carlo (MC). The fit to

the mass spectrum of the B0
d→ K+π− from the 2011 dataset is used both for the lifetime

measurement, and for the normalisation in a search for the B0
d/s → pp̄ decay. As the details

of the lifetime analysis methods are subtly different between datasets, the sources of uncer-

tainty differ between the analyses. The lifetime measurement resulting from the 2010 dataset

is found to be

τB0
s→K+K− = 1.440± 0.096 ps (stat) ± 0.008 ps (syst). (1)

The resulting B→ h+h− lifetimes, measured from the 2011 dataset are found to be

τB0
s→K+K− = 1.407± 0.016 ps (stat) ± 0.007 ps (syst), (2)

τB0
d→K+π− = 1.524± 0.011 ps (stat) ± 0.004 ps (syst), (3)
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τB0
s→π+K− = 1.597± 0.056 ps (stat) ± 0.012 ps (syst). (4)

These measurements are consistent with previous measurements, with the value of τB0
s→K+K−

measured from the 2011 dataset having a greater precision than the current world average.

From this, we are able to directly measure the quantity A∆Γ for the first time, with the value

evaluated found to be

A∆Γ = −0.87± 0.17 (stat) ± 0.13 (syst). (5)

Particle IDentification (PID) of the family of B→ h+h− decays is crucial for distinguishing

the many different final states that are kinematically similar. These final states tend to overlap

in mass when reconstructed, providing considerable difficulties when making measurements

with them. The Ring Imaging CHerenkov (RICH) detectors provide the experiment with

PID capability, which allow high precision measurements from these channels to be made.

During data taking periods, it is important to monitor the performance of the many sub-

systems that allow the RICH operations to run smoothly. Two studies are presented in this

thesis that pertain specifically to RICH 2. The first studies the stability of the spherical and

flat mirrors, using the Laser Alignment Monitoring System (LAMS). A direct correlation be-

tween observed movement and temperature is found, which is in the order 10− 70 µrad/K

and agrees with estimates based on the expansion coefficients of materials and the mirror

supports. This is an order of magnitude lower than the angular resolution of RICH 2, so

does not affect the resolution or performance of the detector. The second study suggests an

alternative method to constrain the refractive index of the RICH gas. This method allows

for continuous monitoring of the refractive index, with a greater frequency in time than is

currently available. The method is purely data driven and is found to be in agreement with

the currently employed RICH method to within 1%.
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Preface

This thesis presents measurements of the beauty sector B→ h+h− lifetimes, where h can

be either a kaon or a pion, with the aim to make a high precision measurement of the

B0
s → K+K− lifetime. This allows access to the decay rate difference parameter, ∆Γs,

and the decay rate asymmetry parameter, A∆Γ, which measures the amount of CP -violation

present in the decay. The measurements are made using B→ h+h− data, specifically the

B0
s→ K+K−, B0

d→ K+π− and B0
s→ π+K− decay modes, collected during the data taking

periods of 2010 and 2011 by the LHCb experiment at the LHC at
√
s = 7 TeV. The opera-

tional performance of the Ring Imaging Cherenkov Detector (RICH) of LHCb is particularly

important for distinguishing between the B→ h+h− final states. Hence, monitoring of the

RICH performance with respect to the stability of the mirror alignment and refractive index

are also studied.

Chapter 1 presents a discussion of the particle physics theory involved in this thesis, and

is derived from various materials that are documented throughout. These primarily include

theory and experimental particle physics papers, reference text books and presentations. The

chapter begins by providing a brief review of the standard model of particle physics, in-

cluding the particle content and the standard model Lagrangian. This is followed by a more

detailed description of mixing and CP -violation, which is relevant to the physics analysis

performed in this thesis. The final emphasis of this chapter is specifically on the B→ h+h−

sector and the physics that can be inferred from measuring B→ h+h− lifetimes.

The LHCb detector is described in Chapter 2. This chapter begins by providing an overview

of the LHC complex and the main experiments contained within the accelerator ring. This

is then followed by a more detailed description of the LHCb detector, trigger system and

reconstruction software. The details given originate primarily from technical documents,

performance papers and analysis notes.

Chapter 3 presents performance studies using data from the RICH subdetector. There are

two studies performed in this chapter. The first analysis is based on monitoring data from

the laser based mirror alignment system, and involves determining the alignment constants

for each mirror. This consisted of calculating individual positions of the system components

in the correct coordinate system, vectors from component positions to their respective mir-

rors and various angles to define each plane. Calibrations of each mirror were performed

to determine their relative movement coefficients. Possible sources of movement are then
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proposed and studied, with the most probable source studied in further depth. The ray trac-

ing code used for this analysis was written and supplied by Antonis Papanestis, with which

I made further additions and updates required for the analysis. The second study proposes

an alternative method to constrain the refractive index of the gas in RICH 2. This required

monitoring data to be downloaded and then analysed in a consistent manner to extract the

refractive index. The data was combined with measurements of the molecular gas mass,

carried out by Christoph Frei at CERN with a gas chromatograph, in order to extract the

refractive index values and to compare to those currently in the database. This work was

conducted by me, unless where explicitly stated otherwise.

The method employed to separate the constituent signal and background channels within a

given dataset, and extract the effective lifetime of a particle, is presented in Chapter 4. The

method is dependent on three discrete components; a fit to the invariant mass, determination

of per-event acceptance functions and then a fit to the reconstructed lifetime spectrum. The

analysis has been developed over a number of years within the Glasgow LHCb group and

collaborators and is well documented. The main areas of work I have contributed have been

the development of the mass and lifetime fitter components for measurements of B→ h+h−

lifetimes. This chapter is meant as an overview of the method applied to data in this thesis.

The pre-analysis structure of the individual B → h+h− lifetime analyses using 2010 and

2011 data, is discussed in Chapter 5. An introduction to the experimental status of these

measurements is briefly discussed, before moving into the mechanics of how the optimum

selection criteria was determined for these data. The mass and lifetime models used to fit the

invariant mass and reconstructed lifetime spectrums respectively, as well as the reasoning be-

hind their selection, is then detailed. This is then followed by verification procedures of the

constructed fitter using a variety of methods. The majority of these studies were conducted

by myself, with the exceptions of the optimisation of the selection for the 2010 B→ h+h−

dataset and the verifications performed with D→ h+h− data.

Finally, the results of the fits to both the invariant mass and reconstructed lifetime spectrum

are presented in Chapter 6. However, before the lifetime fit results are presented, the re-

sults of the fits for the signal yields and systematic studies for the lifetime fits are discussed.

These are important to verify that all the dominant effects that could bias the lifetime are

incorporated into the fitter. The fits to the reconstructed lifetime for the 2010 and 2011

data are then presented, with a discussion on the physics implications of the measurements.

The work incorporated in this chapter has been performed by myself with the exception of
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a small number of systematics that include: D→ h+h− studies, the production asymmetry,

contributions to VELO systematics using D→ h+h− data and PID efficiency determinations.
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Chapter 1

The Standard Model of Particle Physics
and Flavour Theory

1.1 Theory Introduction

One of the most awe inspiring sights in the world is the night sky viewed from the upper-

most ridges of Mauna Kea on the Big Island, Hawaii. The sky is covered with hundreds of

thousands of stars, which can be seen as individuals, clusters and constellations. Against this

backdrop, the centre of the Milky Way can be seen and is one of the more stunning sights in

the natural world. It is from viewing this and similar sights that some of the great questions

have been proposed, such as about the meaning of life and the origins of the universe. This

thesis will only deal with one of these questions, the latter.

The fundamental constituents of matter have been hypothesised since the time of the ancient

Greeks, with the word atom arising from the assumption of the philosopher Democritus.

Democritus posed the question: if you break a piece of matter in half, and then break it

in half again, how many breaks will you have to make until you can break it no further.

These smallest pieces of matter, he surmised, would be called atoms. The theory of the

modern atom was not proposed until centuries later in 1808 by J.Dalton [1]. Experimentally,

progress was further advanced in the early 20th century with evidence of the composition of

the nucleus by E. Rutherford [2], electrons by J.J. Thomson [3] and the discovery of anti-

matter. Anti-matter was famously first predicted by the P. Dirac’s equation (1928) [4], given

by Equation 1.1, before it had been experimentally observed by Carl.D. Anderson (1932) [5].

i~
∂ψ

∂t
= (cα · p + βmc2)ψ (1.1)

This key theoretical prediction of a particle before its observation helped kick-start the ideas

behind the development of the Standard Model (SM).
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The Standard Model, from now on abbreviated as SM, is a theory to describe the fundamen-

tal components of matter and the way in which they interact. The theory was developed in

the 1960s and finalised in the 1970s once the experimental confirmation of quarks (a funda-

mental constituent of matter, discussed further in Section 1.2.1) was achieved. The ability

of the SM to predict the existence of the c-quark (1974) [6] [7], b-quark (1977) [8], t-quark

(1995) [9, 10] and ντ -neutrino (2000) [11] has also given credence that it is the correct for-

malism for nature. The recently published observation [12, 13] of a Higgs-like particle [14]

would complete the set of predicted particles of the SM (Figure 1.1).

The SM is currently believed to be a low energy ‘effective theory’, as there are many aspects

of the universe that it cannot fully explain. Two of the key experimental issues that arise from

cosmology are the failure of the SM to predict a candidate particle for dark matter, which

is believed to exist within the universe, and the baryon asymmetry observed, which differs

from the amount expected by the baryogenesis hypothesis [15].

Baryogenesis is the name given to the physical process that produced an imbalance between

the number of baryons and anti-baryons at the start of the universe. The concept can be

explained by first making the assumption that, in an ideal universe, the initial conditions

are such that the density of quarks and their corresponding antiquarks are equal. During

this period at the beginning there were two significant processes that occurred, these were

proton-antiproton annihilation and proton-antiproton production. The first of these can oc-

cur at any temperature, however the second can only occur when the energy of the protons is

large enough. This cut off is at T ≥ 2mp. Until this point, the production/annihilation pro-

cesses keep the proton and antiprotons in an equilibrium. Once the temperature falls below

2mp, production would cease and the annihilation process would become dominant until all

matter and antimatter had annihilated each other. However, we do not see this in current ob-

servations so at some point an imbalance must have occurred such that the universe became

more populated with matter than antimatter.

The set of necessary conditions needed to produce a baryon (matter/antimatter) asymmetry

was proposed by A. Sakharov (1967)[16]. These are:

• the requirement for baryon number violation;

• the violation of both C and CP symmetries;

• the previous 2 conditions must occur outside of thermal equilibrium (when T < 2mp).

With these added into our model, we can begin to understand how the history of matter and

antimatter may have proceeded in the universe. To determine the baryon asymmetry we can

simply use the equation
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η =

[
(nq − nq̄)

nγ

]

BG

(1.2)

where nq and nq̄ are the number density of quarks and antiquarks respectively and nγ is the

number density of cosmic background radiation photons. The η is an asymmetry parameter.

From this equation and deductions from nucleosynthesis constraints [17], the value of η =

(5.5±0.5)×10−10 is calculated. This differs from the SM predicted value of η ≈ 10−18 orig-

inating in quark mixing (discussed further in Section 1.3) by eight orders of magnitude [18].

The Large Hadron Collider beauty (LHCb) experiment at CERN Large Hadron Collider

(LHC) is dedicated to the further exploration of the area of CP -violation (CPV), or matter-

antimatter asymmetries, proposed in the SM. By studying heavy flavour physics at the high

energies used at the LHC, the limits of CP -violation in the quark sector can be probed to

determine the accuracy of the theory. This may also lead to new discoveries in the search

for additional sources of CP violation, which may account for the baryon asymmetry we

observe in our universe.

1.2 The Standard Model

The Standard Model of particle physics is the name given to the current consolidated knowl-

edge of the electromagnetic, strong and weak interactions. The theory attempts to explain all

the phenomena of particle physics in terms of the properties and interactions of all the fun-

damental particles, which come in distinct types (described further in Section 1.2.1). There

is one other fundamental force which is not included, this is the gravitational force. This

force is neglected due to the interaction between elementary particles being relatively small

at currently accessible energies. The SM is arguably the most successful theory ever created

and has been able to predict the existence of many particles and phenomena before their

experimental observation. A basic overview of the model will now be discussed.

1.2.1 Standard Model Particle Content

Current knowledge of the content of the Standard Model shows the composition to contain

a discrete subset of subatomic particles, which constitutes the full tapestry of particles cur-

rently observed. These elementary building blocks are the contents of all known particles

to date, coupled with the force carrier particles, which determine the interactions between

particles. These are organised and displayed in Figure 1.1.

The particles in Figure 1.1 are categorised into groups based on their spin and unique quan-

tum numbers. In addition to the particles displayed, each particle has its own anti-particle
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Figure 1.1: Known subatomic particles that make up the Standard Model [19].

which has the same mass but opposite quantum numbers. The ‘spin’ of a particle can be

more simply described as its intrinsic angular momentum, this becomes important as it de-

termines the way in which each particle interacts with each other. Fermi spin statistics [20]

describes fermions and bosons in the following way:

• The wavefunction of any system of identical integer spin particles has the same value

when the positions of any two particles are interchanged. Particles that exhibit the

property of identical wavefunctions under this exchange are known as bosons

• The wavefunction of identical half-integer spin particles changes sign when the posi-

tions of these types of particles are interchanged. Particles that display the property of

anti-symmetry under exchange are called fermions.

A simple classification of all ‘free’ particles, (quarks cannot be observed individually due to

the strong force), is provided in Figure 1.2. These can be broadly described as:

• Leptons, which are fundamental particles and classified as fermions

• Gauge boson force carrier particles, which are integer spin and therefore classified as

bosons.
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Figure 1.2: Particle classification. Note that mesons are both bosons and hadrons, and

baryons are both hadrons and fermions [21].

• Hadrons that are composed of quarks and can have both integer and half-integer spin,

so can be classified as a fermion or a boson.

A further discussion of Standard Model Fermions and Bosons is now provided in Sec-

tions 1.2.1.1 and 1.2.1.2 respectively.

1.2.1.1 Standard Model Fermions

The elementary half-integer spin fermions are shown in Figure 1.1, and can be further clas-

sified in terms of being either quarks or leptons.

There are six known quarks of different flavours: up (u), down (d), strange (s), charm (c),

bottom (b) and top (t). The u, c and t quarks have charge +2
3
e with the d, s and b quarks

having charge −1
3
e, where e is the magnitude of the charge of the electron. The quarks all

have corresponding antiparticles which are called antiquarks. The antiquarks have the same

mass, mean lifetime and spin of their respective matter counterparts, with the only measur-

able difference being the opposite charge.

The leptons also come in six flavours. These are the electron (e), muon (µ) and tau (τ ) with

corresponding neutrinos, the electron neutrino (νe), muon neutrino (νµ) and tau neutrino (ντ ).

The neutrinos have negligible mass and carry zero charge, whereas the other leptons have

large, measurable, masses and charge ±1. In addition, these fermions are split into three

generations with a quark pair and a lepton pair per generation.

(
u

d

)(
e−

ν̄e

)
,

(
c

s

)(
µ−

ν̄µ

)
,

(
t

b

)(
τ−

ν̄τ

)
(1.3)

A fundamental difference between quarks and leptons is that quarks are affected by the

strong force, whereas leptons are not. Their flavour quantum numbers are also different,
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but although we have observed flavour changes, the overall baryon and lepton number have

not been seen to be violated. However, as there is no symmetry guarding them it is believed

they can be violated, which would be required for baryogenesis.

1.2.1.2 Standard Model Gauge Bosons

The SM force carrier particles have intrinsic integer spin properties and are thus called gauge

bosons. These bosons represent manifestations of three of the four fundamental forces of na-

ture, with the known forces being the strong, the weak, the electromagnetic and gravitational.

The hypothetical exchange boson for the gravitational force, the graviton, has yet to be ob-

served and would have spin S = 2. However, as this force is seen to have a negligible impact

when considering high energy interactions, it will not be discussed in this thesis. The re-

maining three forces and their related bosons have spin S = 1 and will be discussed further,

as they all contribute to high energy interactions.

The strong force is mediated by the gluon (g) particle. It is called the strong force as it is the

strongest of all the fundamental forces, being ≈ 1038 stronger than the weakest force (grav-

ity) and ≈ 102 stronger than the next strongest (electromagnetic). This force interacts with

the quarks due to them possessing a three-fold charge called ‘colour’; leptons do not pos-

sess this and are distinguished from their fermion partners in this way. It is from this colour

charge set of interactions that the field of Quantum Chromo-Dynamics (QCD) originated.

The weak force is mediated by more than one boson, these are the W± and the Z0. These

bosons interact with all known fermions and are massive in size compared with the other

force carrying particles, with MW = 80.385 ± 0.015 GeV/c2 [22] and MZ0 = 91.1876 ±
0.0021 GeV/c2 [22]. The relatively large mass of the W± and Z0 also brings two other im-

portant aspects. The bosons have very short lifetimes with the τW± = 3.2 × 10−25s and

τZ0 = 2.6× 10−25s. More importantly they have a very short range for the interaction, with

the coupling constant of the weak force being in the range 10−7-10−6 relative to the strong

force coupling constant.

The force carrier boson of the electromagnetic interaction is the photon (γ) and couples to

electric charge even though the boson is itself neutral. Through experimental studies, the

photon is known to be massless and thus in terms of being a force mediator has infinite range

in free space. The photon in general does not decay to lighter particles due to its massless

nature, unlike the mediators for the strong and weak forces. However, in the case of a photon

with high enough energy in an external field, it could decay to a particle-antiparticle pair

such as e+e−, µ+µ− or qq̄.
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1.2.2 Gauge Theories

In order to understand the formalism of the Standard Model, we must first understand the

basic premises of Gauge Theories as the SM is built upon these foundations. A gauge theory

is a theory which obeys gauge symmetry. Gauge symmetry is a property of a field, where the

equations describing that field remain the same after one applies an operation to all particles

everywhere in space. The term gauge just means ‘measure’, such that a field with a gauge

symmetry can be remeasured (or re-gauged) from different baselines without changing any

properties of the original system.

As discussed in the previous subsection 1.2.1.2 there are three main forces of nature that

play an inherent role in high energy physics interactions. Today, these three forces can be

described in terms of unitary groups of different dimensions. This combination of gauge

groups are known as SU(3) × SU(2) × U(1). The Special Unitary (SU ) groups can be

represented by Lie group matrices with dimensions (n2 − 1). The gauge groups SU(3),

SU(2), U(1) represent the strong, weak and electromagnetic force respectively. The U(1)

acts on the photon, the SU(2) acts on the weak force bosons and the SU(3) acts on the gluon

fields of the strong force.

1.2.3 The Mathematical Description of the Standard Model

The description of the interaction between particles is best described by a Lagrangian. The

classical form of the Lagrangian takes the form

L = T − V, (1.4)

with T being defined as the system kinetic energy and V being the potential energy.

The Lagrangian formalism was introduced by Joseph Louis Lagrange in 1788 in the refor-

mulation of classical mechanics, called Lagrangian mechanics, and is one of the simplest

equations used in Physics. If the Lagrangian equation for a system is known, then the equa-

tions of motion for that system can be obtained by directly substituting the Lagrangian into

the Euler-Lagrange equation, with the one-dimensional example given by

∂L
∂x
− d

dt

∂L
∂ẋ

= 0. (1.5)

The single generation Standard Model Lagrangian can be written as

L = Lkinetic + LY ukawa + LHiggs, (1.6)
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with this relationship determining all the interactions between particles and fields within the

current framework of high energy physics.

The kinematics of the bosons and fermions are described by the first term, Lkinetic, this can be

split further into two terms to independently describe the bosons and fermions respectively.

The fermions and bosons are treated differently by the L, with the L of fermions given by

L = ψ(iγµ∂µ −m)ψ, (1.7)

and the boson L given by

L = −1

4
FµνF

µν , (1.8)

The fermion and boson L are both described in terms of vector fields, with the ψ in Equa-

tion 1.7 representing the fermion vector field and A is the representation of the boson field

in Equation 1.8 where Fµν ≡ ∂µAν − ∂νAµ.

The second term, LY ukawa, is what describes the interactions of the quarks and is the part of

the Lagrangian that is of most interest in this thesis as it is where CP -violation originates in

the SM.

The final term is LHiggs, which deals with the coupling of the Higgs field to the fermions and

bosons to give them their mass.

1.3 Flavour Physics and CP Violation

Flavour Physics can be described as the interactions between the different types, or ‘flavours’,

of quarks and leptons.

“The term flavour was first used in the particle physics in the context of the quark

model of hadrons. It was coined in 1971 by Murray Gell-Mann and his student

at the time Harald Fritzsch, at a Baskin-Robbins ice-cream store in Pasadena.

Just as ice-cream has both colour and flavour so do quarks.”

RMP 81 (2009) 1887

The work described in this chapter and later chapters will focus primarily on flavour phe-

nomenology that occurs in the quark sector, and in particular the mixing of neutral B mesons.

The idea of symmetries is discussed, followed by the introduction of extra generations into

the SM before finally moving onto the Cabibbo-Kobayashi-Maskawa matrix (VCKM) which

8
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governs the physics of quark mixing. The nature of neutral meson mixing and the key CP -

violation processes that occur through this are discussed, as they have an important contri-

bution in the B0
s→ K+K− lifetime analysis conducted through Chapters 5 and 6.

1.3.1 Symmetries in Nature

Symmetries and conservation laws play an important part in nature and are especially crucial

in the building of theories in physics. There are many different examples of continuous sym-

metries that exhibit conservation laws such as: translational symmetry that gives momentum

conservation, rotational symmetry that gives conservation of angular momentum and time

translational symmetry that gives energy conservation. These are universal laws of nature,

which are valid for all interactions.

There are other, discrete, symmetries that also arise in nature and are only applicable in cer-

tain scenarios and interactions. These can be defined as invariant if the Hamiltonian remains

unchanged by the transformation. The fundamental discrete symmetries that are of particular

interest are: Parity (P ), Charge Conjugation (C) and Time reversal (T ).

The parity symmetry, in simple terms, reflects a coordinate system through its origin which

means converting a set of right-handed coordinates into a set of left-hand coordinates. In

terms of vectors, these would change sign if parity was applied such that: ~x→ −~x, although

axial vectors would remain unchanged through the transformation: ~L = ~x × ~p → ~L. If the

parity operator, P , operates on the P eigenstate |Ψ(r, t)〉, then P |Ψ(r, t)〉 = q|Ψ(−r, t)〉 and

P 2|Ψ(r, t)〉 = q2|Ψ(r, t)〉, where the eigenvalue q = ±1. Interestingly, parity is not an exact

symmetry compared with some of those previously mentioned, i.e. rotational invariance, as

it does not hold under all closed systems. This symmetry is noticeably violated through the

weak interaction.

The second discrete symmetry of interest is the charge conjugation operation. The charge

operator, C, transforms a particle Ψ into its anti-particle Ψ̄ such that when it acts on the C

eigenstate |Ψ(r, t)〉, we see C|Ψ(r, t)〉 = q|Ψ̄(r, t)〉 and C2|Ψ(r, t)〉 = q2|Ψ(r, t)〉, where

the eigenvalue q = ±1. The particles that are transformed all keep the same state, so their

momentum, positions, etc are all unchanged and only their charge alters. As only the charge,

and therefore the magnetic moment of the particles, changes, the electromagnetic interaction

remains invariant under this operation. Charge symmetry also remains invariant under the

strong interaction, but is again violated in the weak interaction.

The final symmetry is time reversal or T invariance. This is defined as the invariance under

the transformation t→ −t and is described by applying the time operator, T , on the T eigen-

state |Ψ(r, t)〉. The T operator changes the direction of motion of a particle for example, the

probability of finding the particle at position r at time t becomes the probability of finding
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the particle at position r at the time -t in the transformed system. Similar to the P and C in-

variances, the T operation is also invariant under the electromagnetic and strong interactions

but is not conserved in the weak interactions.

In the framework of Lagrangian theory, any quantum field theory that is Lorentz invariant is

invariant under the combination of the C, P and T transformations [23]. However, CPT is

currently the only combination of these three transformations that produces an exact sym-

metry in the laws of nature.

1.3.2 Additional Generations

The Standard Model in its simplest form only contains one generation of particles, however

this differs from what is observed experimentally. It is ideal to start with the addition of a

second generation and consider the effects that emerge when this is added. The main phe-

nomenon that occurs is mixing between flavours and generations, this occurs between both

quarks and leptons. There are two mixing matrices which govern the mixing phenomenon

for these sectors, the CKM matrix [24] for quarks and the PMNS matrix [25] for leptons.

Since B-physics is the main topic of this thesis, the PMNS matrix and lepton mixing will not

be discussed further.

The first work to link strangeness violation in weak decays to the currently known quarks

(u, d and s) was performed by N.Cabibbo in 1963 [26]. His solution was to determine the

amount of strangeness violation in weak interactions by postulating that the weak eigenstate

d’ is a rotation of the flavour eigenstates d and s, such that

(
u

d′

)
=

(
u

d cos θc + s sin θc

)
(1.9)

where the Cabibbo angle was experimentally measured to be θc = 13.04◦ [22]. The Cabibbo

angle effectively quantifies the different coupling strengths between the different generations

of quarks. The Glashow-Iliopoulis-Maiani, or GIM, mechanism [27] is an extension of this

model which included the addition of the then unobserved charm (c) quark as an up-type

partner of the s quark. A new matrix mixing the d and s flavour states into the d’ and s’

weak eigenstates was postulated to explain some of the inconsistencies within the original

Cabibbo model, such as the smallness of the K0 → µ+µ− decay:

(
d
′

s′

)
=

(
cos θc sin θc

− sin θc cos θc

)(
d

s

)
. (1.10)

The charm quark was later discovered in 1974 as the bound cc state, J/ψ [6] [7].
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1.3.3 The CKM Matrix

The Cabibbo-Kobayashi-Maskawa matrix [24], VCKM, is an extension of the GIM mech-

anism which introduces a third generation of quarks, the bottom (b) and top (t) quark. As

discussed previously, the Cabibbo mixing angle is related to the relative probability that

down and strange quarks decay into up quarks (|Vud| and |Vus| respectively).

The matrix VCKM provides a link between the weak eigenstates (d′, s′, b′) with the flavour

eigenstates (d, s, b)




d′

s′

b′


 = VCKM




d

s

b


 , (1.11)

where the matrix can consequently be written as

VCKM =



Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


 . (1.12)

The naming convention of each element represents the transition between quark flavours,

with |Vij|2 giving the probability of a transition i→ j. Each element of the matrix is allowed

to be a complex number, which then attributes eighteen free parameters. Due to the require-

ment of VCKM to be a unitary matrix, the number of degrees of freedom is reduced to nine.

The application of global phase rotations to the quark fields removes a further five of the

phases, reducing the remaining number of free parameters to four. Three of the remaining

four parameters consist of mixing angles, which are analogous to the Cabbibo angle in the

three and four quark model. The fourth and final free parameter is a complex phase, which

if non-zero will cause differences between the interactions of quarks and antiquarks giving

rise to CP -violation. To view these parameters more clearly it is possible to choose an ex-

plicit parameterisation. The standard parameterisation [28] used by the Particle Data Group

(PDG) [22] is given by

VCKM =




c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12c23 − s12s23s13e

iδ c23c13


 , (1.13)

where the three mixing angles are θ12, the previously discussed Cabibbo angle θC , θ23 and

θ13. The parameters cij ≡ cos θij and sij ≡ sin θij , while the remaining parameter is the

Kobayashi-Maskawa phase, δ, which is currently the dominant source of CPV in the SM.
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The VCKM is unitary. This translates as the complex square matrix, VCKM, times by its

transposed conjugate matrix, VT∗
CKM, should be equal to the Identity matrix. The constraints

applied to the on-diagonal components are then

∑

i

|Vij|2 =
∑

j

|Vij|2 = 1, (1.14)

with i ∈ {u, c, t} and j ∈ {d, s, b}. This condition is know as weak universality which

implies that the sum of all couplings of any of the up-type quarks to all the down-type quarks

is the same for all generations. The off diagonal elements in the unitarity requirement are

given by

∑

k

VkiV
∗
kj = 0, (1.15)

where k ∈ {u, c, t} is fixed and i, j ∈ {d, s, b} with i 6= j. This gives rise to six different

relations, each containing three components which relate to triangles in the complex plane.

Three of these relations are

VudV
∗
us + VcdV

∗
cs + VtdV

∗
ts = 0, (1.16)

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0, (1.17)

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (1.18)

Each one of the six triangles is unique, however they are special in that all have the same

area. This area is related to the CP -violation phase δ, and parameterises the amount of CP -

violation in the SM. In the case where the conditions dictate that the SM has parameters that

remove CP -violation from the model, the triangle areas would reduce to zero. Each of the

three subcomponents of the six relations form the side of a triangle. Of the six triangles, the

one most commonly used is the one relating to Equation 1.18, which is know as the unitarity

triangle (Figure 1.3).

The angles in this triangle represent the level of CP -violation in the different transitions

between quark levels, with the angles given by the relationships

α = −arg

(
VtdV

∗
tb

VudV ∗ub

)
, (1.19)

β = −arg

(
VtdV

∗
tb

VcdV ∗cb

)
, (1.20)

γ = −arg

(
VudV

∗
ub

VcdV ∗cb

)
. (1.21)
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Figure 1.3: The Unitarity Triangle constructed from Equation 1.18 with parameter con-

straints applied [29].

The angles of this triangle should add up to 180◦ like any other triangle. Any deviation from

this would suggest alternative forms of CP -violation or non-unitarity, as yet unaccounted for

in the SM. Current experimental knowledge of the unitarity triangle is shown in Figure 1.3.

1.3.4 Neutral Meson Mixing

The phenomenon of neutral meson mixing has been observed to occur in the following meson

systems: K0, D0, B0
d and B0

s. These neutral mesons are unique in being able to evolve into

their anti-particle states via the weak interaction. Other neutral mesons, such as qq̄ pairs,

cannot do this as they are already their own anti-particle. These processes are particularly

interesting as they allow us to experimentally measure different types ofCP -violation, which

is discussed further in Section 1.3.5. The leading order processes that describe how the

mixing phenomenon occurs are displayed in Figure 1.4.

Studies of B0 systems that include mixing allow measurements of these neutral mesons that

are superpositions of both B0 and B̄0 states. The state of a neutral B0 meson is thus observed

experimentally to be a linear combination of its particle and anti-particle, given by
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W−

b

b
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W+





B
0

d,s

Figure 1.4: Leading order box diagrams involved in B0-mixing.

|BL〉 = p|B0〉+ q|B̄0〉
|BH〉 = p|B0〉 − q|B̄0〉, (1.22)

where the labelling L and H represent the ‘light’ and ‘heavy’ states and the complex param-

eters p and q satisfy the conditions

|p|2 + |q|2 = 1. (1.23)

The instantaneous decay amplitudes of a neutral meson system can be described by the terms

Af and Af̄ . These terms denote the decay of a particle P into a multi-body final state f or

its charge conjugate final state f̄ .

Af = 〈f |H|P〉, Af̄ = 〈f̄ |H|P〉 (1.24)

Further terms, Āf and Āf̄ , are used to describe the decays of the CP conjugate P into the

same final states f given by

Āf = 〈f |H|P̄〉, Āf̄ = 〈f̄ |H|P̄〉, (1.25)
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whereH is the Hamiltonian governing the weak interactions of the system.

The overview of neutral meson mixing provided in this section has assumed noCP -violation,

the inclusion of this will now be discussed.

1.3.5 CP Violation

As discussed previously in Section 1.3.3, CP -violation has origins in the quark sector weak

interactions, where components of the quark mixing are elements in the CKM matrix (Equa-

tions 1.12 and 1.13). This is currently the only known source of CP -violation in the quark

sector. The phenomenon of neutral meson mixing, introduced in Section 1.3.4, allows the

observation and potential measurement of three different types of CP -violation. These can

be categorised into the following:

• Direct CP -violation. This occurs in both charged and neutral decays when the ampli-

tude between a decay and its CP -conjugate process differ in magnitude.

• CP -violation in mixing. This occurs when the mixing amplitude between one state

and its anti-state have different amplitudes.

• CP -violation through interference. This can occur both with or without mixing, for an

initial neutral meson state decaying to a final state.

A neutral meson mixing decay system that incorporates two of the three specificCP -violation

mechanisms, direct and mixing, is depicted in Figure 1.5. These sources of CP -violation,

with the addition of the interference source, will now be elaborated on further.

The condition for direct CP -violation in decay is related to the instantaneous decay ampli-

tude of a particle, P, and its anti-particle, P̄, Equations 1.24 and 1.25, to a final state f . If the

ratio of the amplitudes is found to meet the condition

∣∣∣∣
Af
Āf̄

∣∣∣∣ 6= 1, (1.26)

the consequence is that the P→ f decay and its charge conjugate have different rates. This

direct CP -violation can be measured using the relationship

ACP =
N(P→ f)−N(P̄→ f̄)

N(P→ f) +N(P̄→ f̄)
. (1.27)

The second mechanism, mixing induced CP -violation, results from the mass eigenstates

being different from the CP eigenstates. This originates from the relative phase between the

M12 and Γ12 parameters, which will be discussed in Section 1.4. For now we will use the
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m
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Figure 1.5: Neutral meson mixing diagram showing the different CP -violation effects

in the system. This details the special case where the final state f is the same as the

conjugate final state f̄ .

basics of the neutral B system introduced in Section 1.3.4 to generalise the asymmetry. The

Schrödinger equation must first be solved for the eigenstates of the Hamiltonian, these take

the forms given in Equation 1.22, with the complex parameters satisfying the condition given

in Equation 1.23. If the mass eigenstates of a neutral meson are not CP eigenstates, then this

causes the rates of P→ P̄ and P̄→ P to be unequal such that

|p|2 + |q|2 6= 1. (1.28)

This manifests itself as an asymmetry between the mixing of P→ P̄.

The final source ofCP -violation that can be measured via neutral meson mixing, which is not

clearly depicted in Figure 1.4, is the interference between the direct and mixing asymmetries.

This form of CP -violation is only permissible if the final state f is accessible to both P and

P̄, and can occur even if there is no direct or mixing CP -violation in the neutral meson

system. This is possible as the processes P→ f and P→ P̄→ f share the same final states,

and so can quantum mechanically interfere. This can be described by the complex quantity

λf ≡
q

p

Āf
Af

. (1.29)

CP -violation occurs from this interference when the condition Im λf 6= 0 is met.

16



CHAPTER 1. THE STANDARD MODEL OF PARTICLE PHYSICS AND FLAVOUR
THEORY

1.4 Two-Body Charmless B Decays and B Meson Lifetimes

Analysis of the class of charmless two body final state decays commonly referred to as

B→ h+h−, where h can be either a kaon or a pion, can improve current understanding of

CP -violation and provide areas where New Physics (NP) could potentially reveal itself [30].

These areas of study include making measurements of the unitarity triangle angles, in partic-

ular the angle γ given by Equation 1.21 and displayed in Figure 1.3, measuring CP asymme-

tries and performing high precision lifetime measurements to gain access to SM parameters.

The B→ h+h− decays can proceed through many different decay routes, with specific ex-

amples provided in Figure 1.6. As the size of the parameter Vub in the CKM matrix is small

relative to the other couplings, the strength of the tree processes shown in Figure 1.6 are not

dominant. With no particular process having overall dominance, Beyond the Standard Model

(BSM) processes that are expected to appear in loops may make sizeable contributions to the

decay amplitudes of B→ h+h− decays.

The B0
s→ K+K− decay is of particular interest as a lifetime measurement can help constrain

the B0
s mixing phase Φs, decay rate difference ∆Γs and decay rate asymmetry A∆Γ. This is

possible due to the difference in lifetime between the two mass eigenstates, which provides

sensitivity to CP -violation from the measured ‘effective’ lifetime. The details of this will be

introduced using the following arguments and derivations. These deal in particular with the

neutral B0
s system, although it is also analogous to the B0

d system.

The evolving Bs − B̄s system is governed by the Schrödinger equation

i
d

dt

(
|Bs(t)〉
|B̄s(t)〉

)
=

(
Ms −

i

2
Γs

)( |Bs(t)〉
|B̄s(t)〉

)
, (1.30)

with the mass matrix Ms and the decay matrix Γs given by

Ms =

(
Ms Ms 12

M∗
s 12 Ms

)
(1.31)

and

Γs =

(
Γs Γs 12

Γ∗s 12 Γs

)
. (1.32)

The mass eigenstates |BH〉 and |BL〉 with masses MH , ML and decay rates ΓH , ΓL, are

obtained by diagonalising Ms − Γs/2. For the scope of this analysis, the quantity
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Figure 1.6: Feynman diagrams for possible B→ h+h− decay route processes.
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∆Γs = ΓL − ΓH = 2|Γ12| cos ΦM/Γ (1.33)

is of particular importance. Within the Standard Model, ΦSM
M/Γ = (4.2 ± 1.4) × 10−3 [31],

i.e. cos ΦSM
M/Γ ≈ 1 to good accuracy. It is important to note that Γ12 is dominated by CKM-

favoured b → cc̄s tree level decays and is hence likely to mask new physical phenomena.

Any NP affecting ∆Γs is expected to enter via the phase ΦM/Γ. This can be expressed as

∆Γmeass = 2|ΓSM12 | cos(ΦSM
M/Γ + Φ∆) (1.34)

and new CP violating contributions then change ∆Γmeass with respect to the Standard Model

prediction.

The mass eigenstates |BL〉 (light) and |BH〉 (heavy) at time t = 0 are defined as the linear

combination of the flavour eigenstates |Bs〉 and |B̄s〉, as shown in Equation 1.22.

Following the discussion in [32, 33], we introduce the following quantities

λf =
q

p

Āf
Af

= ηfe
−iΦM , (1.35)

where ΦM = arg(Ms 12), Af = 〈f |H|B0
s〉, Āf = 〈f |H|B̄0

s〉 and ηf is the CP parity of

CP |f〉 = ηf |f〉 that is, ηf = ±1. In addition

AdirCP =
1− |λf |2
1 + |λf |2

, AmixCP =
2Im(λf)

1 + |λf |2
and A∆Γ =

2Re(λf)

1 + |λf |2
, (1.36)

which are related via (AdirCP )2 + (AmixCP )2 + (A∆Γ)2 = 1. Additionally the parameter A∆Γ,

also called the decay rate asymmetry and measured in Chapter 6, can be related to more

easily interpretable physical quantities by the relationship

A∆Γ =
RH −RL

RH +RL

, (1.37)

where RH is the decay rate of the heavy mass eigenstate and RL the decay rate of the light

mass eigenstate. The general equation for the decay rate of the process Bs → f for untagged

B meson decays (if the final state is accessible by both the B and B̄ meson) can be written

as

Γ[f, t] = Γ(Bs(t)→ f) + Γ(B̄s(t)→ f) (1.38)

= Nf

[
e−ΓLt |〈f |H|BL〉|2 + e−ΓH t |〈f |H|BH〉|2

]
(1.39)

∼ Nf |Af |2
[
1 + |λf |2

]
e−Γt

{
cosh

∆Γst

2
+ sinh

∆Γst

2
A∆Γ

}
. (1.40)
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Taking the overall normalisation such that
∑

f BR[f ] = 1, the overall normalisation Nf can

be related to the branching ratio

BR[f ] =
1

2

∫ ∞

0

dtΓ[f, t] ∼ Nf

2
|Af |2

[
1 + |λf |2

] Γ +A∆Γ∆Γs/2

Γ2 − (∆Γs/2)2
(1.41)

and hence

Γ[f, t] = 2BR[f ]
Γ2 − (∆Γs)

2

Γ +A∆Γ∆Γs/2
e−Γt

{
cosh

∆Γst

2
+ sinh

∆Γst

2
A∆Γ

}
. (1.42)

This can be expressed as

Γ[f, t] = Nf ′
|Af |2

2

(
1 + |λf |2

) [
(1−A∆Γ) e−ΓLt + (1 +A∆Γ) e−ΓH t

]
. (1.43)

Currently, the weak phase of the CKM suppressed B0
s → K+K− decay mode is not fully

understood. However, using vertex counting it can be estimated that the b → uūs tree

diagram is suppressed. It is therefore expected that the dominant contribution to this decay

arises from penguin diagrams, with the contribution from ΓH vanishing. Hence this channel

is mainly sensitive to ΓL.

If contributions from both the light and heavy B meson states are taken into account, the

resulting double exponential distribution can be expressed as

Γ[f, t] = Ae−ΓLt +Be−ΓH t = e−Γt

[
(A+B) cosh

∆Γst

2
+ (B − A) sinh

∆Γst

2

]
. (1.44)

If this is fitted with a single exponential Γ[f, t] = Γfe
Γf t using an unbinned maximum

likelihood fit, the result for the effective lifetime τB0
s→K+K− , as shown in [34], is found to be

of the form

τ−1
B0
s→K+K− = Γf =

A/ΓL +B/ΓH
A/Γ2

L +B/Γ2
H

(1.45)

with

A = 1−A∆Γ and B = 1 +A∆Γ. (1.46)

Following the discussion in [35], this effective lifetime can be expressed as

τB0
s→K+K−

τBs
=

1

1− y2
s

[
1 +A∆Γys + y2

s

1 +A∆Γys

]
= 1 +A∆Γys + (2−A2

∆Γ)y2
s +O(y3

s), (1.47)
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where

ys =
∆Γs
2Γs

(1.48)

and

τ−1
Bs

= Γs =
Γ

(s)
H + Γ

(s)
L

2
. (1.49)

Taking the Standard Model (SM) prediction for A∆Γ(Bs → K+K−) = −0.972+0.014
−0.009

from [35] and ∆Γs/Γs = 0.123± 0.017 from [36], the ratio can be evaluated as

τB0
s→K+K−

τBs
= 0.940± 0.008 (1.50)

Combined with the measurement τBs = (1.516 ± 0.011) ps [36], the prediction for the

effective lifetime in the channel B0
s→ K+K− is

τB0
s→K+K−(SM) = (1.425± 0.016) ps. (1.51)

Figure 1.7 from [35] illustrates the dependence of τB0
s→K+K−/τBs on the Bs mixing phase

and the implication of a measurement with 1% uncertainty. The relationship between the

value τB0
s→K+K−/τBs and Φs depends on Equations 1.34, 1.47 and 1.48, which to first order

gives

τB0
s→K+K−

τBs
= 1 +

A∆Γ|Γ12| cos Φs

Γs
(1.52)

The value of Φs is varied to determine the effect on τB0
s→K+K−/τBs , with the 1% error band

dominated by the values of ∆ΓSMs /Γs.

1.5 Summary

This chapter presented a basic overview of the theoretical framework that describes particle

physics, with particular emphasis given to the area of flavour physics and the motivations

behind the primary measurements performed in this thesis. An outline of the SM is pre-

sented in section 1.2, which discusses the particle types and their interactions combined with

a short discussion of the mathematical formulation of the SM Lagrangian that facilitate these

interactions. A discussion of the key areas of flavour physics that are important to the anal-

yses performed in this thesis, are discussed in section 1.3. These include the generational

nature of fermions, specifically quarks and their relationship via the CKM matrix. A descrip-

tion of CP -violation and the phenomenon of neutral meson mixing, which is important to
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Illustration of τK+K− measurement with 1% error

Figure 4: The dependence of τK+K−/τBs on the B0
s–B̄

0
s mixing phase. Left panel: uses

∆ΓSM
s /Γs with the larger error in (41), as in (42). Right panel: illustration of the impact

of a measurement of τK+K−/τBs with 1% uncertainty (horizontal band) for ∆ΓSM
s /Γs

with the smaller error in (42). The narrow band on the curve corresponds to the errors
of the input quantities entering our prediction of A∆Γ(Bs → K+K−).

In Fig. 3 we treat φs as a free parameter and show the correlation between A∆Γ(Bs →
K+K−) and sinφs, as well as errors related to the input quantities overlayed on top of
one another and centred on the central value. It is remarkable that A∆Γ(Bs → K+K−)
is very robust with respect to the input errors for the whole range of φs.

The remaining ingredient for a determination of the effective lifetime is the width
difference ∆Γs. In the presence of CP-violating NP contributions to B0

s–B̄
0
s mixing, it

takes the following form [25]:
∆Γs = ∆ΓSM

s cosφs, (40)

where ∆ΓSM
s is the width difference of the Bs-meson system in the SM. The most recent

updates for the theoretical results for this quantity are

∆ΓSM
s

Γs

=

�
0.13 ± 0.04 [26],
0.14 ± 0.02 [27].

(41)

Using the expression in (27) with (39) and the value with the larger error in (41), we
obtain the following SM prediction of the effective lifetime ratio:

τK+K−

τBs

���
SM

= 0.9411+0.0011
−0.0006

���
A∆Γ

+0.0173
−0.0165

���
∆Γs/Γs

= 0.941+0.017
−0.017, (42)

where the errors have been added in quadrature. Combining this with the measurement
τBs = (1.477 ± 0.022) ps [12] gives a SM prediction for the lifetime of

τK+K− |SM = (1.390 ± 0.032) ps, (43)

which is fully consistent with the CDF result in (28) although the errors are too large to
draw any further conclusions at this point. LHCb is expected to achieve a precision of
2% (or better) with the data sample foreseen to be accumulated in 2011, corresponding
to 1fb−1 at the LHC centre-of-mass energy of 7 TeV [28].

9

Figure 1.7: Dependence of τB0
s→K+K−/τBs on the Bs mixing phase. This distribution

illustrates the impact of a measurement with 1% uncertainty [35].

measurements made in this thesis, is also provided. Finally, in section 1.4, the B→ h+h−

family of decays are introduced with particular focus given to lifetime measurements of the

B0
s→ K+K− decay and its relationship to the parameters ∆Γs and A∆Γ. A measurement of

τB0
s→K+K− and A∆Γ are presented in Chapter 6.

22



Chapter 2

The LHCb Experiment and Detector

2.1 The Large Hadron Collider at CERN

The Large Hadron Collider (LHC) [37] (Figure 2.1) is a particle accelerator located on the

Franco-Swiss border at the CERN research facility [38] near Geneva, Switzerland. The

accelerator uses the same tunnel as the previous LEP [39] collider, and is driven by the re-

quirement to further probe the SM of particle physics at the electroweak symmetry breaking

scale and beyond. This also includes testing new theories and determining if the recently

observed new particle at the LHC [12] [13] is the hypothesised Higgs Boson [14].

The LHC is located underground at a mean depth of 100 m, which due to geological consid-

erations has a slope of 1.4% [41], and is housed in a tunnel of circumference 26.7 km [37]

(≈ 17miles). The actual depth varies from 50 m to 175 m, with this depending on the tunnels

position relative to Lake Geneva or the Jura mountain range respectively. The accelerator

itself is a proton-proton collider that has the potential to accelerate bunches of 1.1 × 1011

particles up to a Centre of Mass (CM) energy of 14 TeV, with the world’s highest luminos-

ity of 1034 cm−2 s−1. It has also been designed to collide heavy (Pb) ions up to an energy

of 2.8 TeV per nucleon reaching a peak luminosity of 1027 cm−2 s−1. Along the collider ring

are located six main detector experiments, these are: ATLAS [42], CMS [43], LHCb [44],

ALICE [45], TOTEM [46] and LHCf [47].

ATLAS and CMS

ATLAS and CMS are two multipurpose detectors, which are designed to run at the peak lu-

minosity of 1034 cm−2 s−1. These experiments are primarily engaged in Higgs and BSM

searches. Additional topics of interest include: top physics, B physics, heavy ions and
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Figure 2.1: The LHC accelerator and experiments at CERN [40].

searching for evidence of dark matter and extra dimensions.

ALICE

ALICE is a dedicated heavy ion experiment studying the quark-gluon plasma that existed

shortly after the big bang, by colliding heavy lead ions. It aims to reach, and use, a peak

luminosity of 1027 cm−2 s−1 with 156 bunches.

LHCb

LHCb is primarily designed to focus on heavy flavour physics, in particular the study of CP -

violation and rare decays, using a peak luminosity of 2 × 1032 cm−2 s−1. A more extensive

description will be discussed in the remainder of this chapter.
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TOTEM

TOTEM is one of the two smaller experiments that is part of the LHC. Although technically

integrated with CMS, it can also be operated as a standalone experiment. Its purpose is to

measure the total pp cross-section with a luminosity-independent method, and study elastic

and diffractive scattering at the LHC.

LHCf

LHCf is an experiment dedicated to the measurement of neutral particles emitted in the very

forward region of LHC collisions. The physics goal is to provide data for calibrating the

hadron interaction models that are used in the study of Extremely High-Energy Cosmic-

Rays.

2.2 LHCb Experiment

The LHCb detector [44] is one of the four largest experiments (alongside ALICE [45], AT-

LAS [42] and CMS [43]) which have been designed to run at the LHC [44] during its op-

erational lifetime. The LHCb experiment is designed specifically to look at heavy flavour

physics, and more specifically B-physics. The main physics goals are:

• Study CP -violation in charm and beauty decays

• Precision measurements of Standard Model observables

• Study of rare decays.

All of these areas will contribute to the search for NP beyond the SM.

At the time of writing, all heavy flavour physics studies conducted by other accelerators

around the world (the TEVATRON, BABAR, BELLE, CLEO, etc) have achieved results that

largely prove to be consistent with the SM predictions and the CKM mechanism.

Due to the large bb cross section, σ(pp → bb̄X) = (282 ± 20 ± 49µb) at 7 TeV [48], the

LHCb is designed to be the most abundant source of B-hadrons in the world producing a

full spectrum of B0
d, B0

s, Λb’s and charm hadrons. At the LHCb design luminosity [49] of

2× 1032 cm−2 s−1, 1012 bb pairs are produced in 107 s which equates to one year of data tak-

ing. The impact of the luminosity cannot be underestimated, as running at a lower luminosity
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with respect to the other LHC experiments means that produced events are dominated by sin-

gle pp interactions per bunch crossing. As of 2011, the typical number of visible interactions

per bunch crossing is 1.7. This type of event is significantly easier to analyse compared with

multiple interaction events, as well as reducing radiation damage and keeping the detector

occupancy at a low level. The LHCb also has the technical capability to regulate its lumi-

nosity. The regulation is performed by displacing the beams, i.e. not colliding them head on,

around the interaction point. The focusing (β∗) is constant throughout each fill such that this

provides the optimal experimental luminosity. In 2012, the design luminosity of the LHCb

was actually exceeded as it ran at 4× 1032 cm−2 s−1, which is twice the design luminosity.

As discussed in section 1.1, the amount of matter in the universe requires a far larger level

of CP -violation than the SM currently predicts. It is therefore hypothesised that new mech-

anisms of CP -violation are needed to account for what we observe, with evidence of this

potentially being observable through heavy flavour physics analysis. Extended BSM models

of new physics include extra factors that could contribute to changes in CP violating phases,

and enhance rare decay branching fractions. These can be examined by doing high statistics

studies of common decays, which give access to the CP violating phases, and rare decays of

charm and beauty hadrons.

In order for the LHCb to fully utilise its capacity to produce B-hadrons effectively, a variety

of both hardware and software solutions must be employed. This includes reducing the large

amount of background that is produced in a high occupancy hadron collider environment, by

the introduction of both hardware and software triggers (discussed further in 2.10). Excellent

vertex and momentum resolution are also required for high precision proper-time measure-

ments, as well as identification of final state hadrons in order to cleanly reconstruct B and D

hadron decay modes. These will all be discussed in more detail in the following sections.

2.3 The LHCb Detector

The LHCb detector is a forward facing spectrometer and is designed to cover a small region

of the full solid angle around the beam line (≈ 2% [37]). Unlike the other experiments

at the LHC the collision point is not located directly in the centre of the detector, but on

one side. The configuration of the detector itself is justified by the production directions of

the bb pairs. The kinematics involved in the pp interactions in the bunch crossings cause

(26.56 ± 7.02)% [48] of all bb-hadrons produced to be in the same forward or backward

cone, see Figure 2.2. These B hadrons are highly forward (or backward) boosted such that

they are almost collinear with the beams, and within the forward acceptance region of the

spectrometer.
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Figure 2.2: bb̄ production angles, relative to the beam, from proton-proton collisions at

14 TeV [50].

Figure 2.3 shows a schematic drawing of the LHCb detector. A right handed coordinate

system is chosen, with the z-axis mapped to the direction of the beam and the y-axis being

along the perpendicular vertical.

Figure 2.3: LHCb detector geometry [44].

The detector itself has some generic detector components, much as all high energy particle

detectors generally have. These comprise the tracking detectors described in Section 2.5, a
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magnet in Section 2.6, the electromagnetic and hadronic calorimeters in Sections 2.8.2 and

2.8.3 respectively, and muon chambers in Section 2.9. However, it also has more specific

sub-detector components such as the vertex locator in Section 2.4 and the Cherenkov de-

tectors in Section 2.7. It is these that give the LHCb the capability to make high precision

measurements. Each subdetector will be discussed in the following sections.

2.4 VErtex LOcator (VELO)

The VELO subdetector is one of the main components of the LHCb tracking system together

with the Silicon Trackers (ST) described in section 2.5. These combine to provide excellent

spatial resolution and track reconstruction. Specifically, the VELO reconstructs the Primary

Vertex (PV) from the pp collisions, and the secondary vertices from long lived particles such

as B and D mesons. The VELO was constructed to be able to resolve and identify displaced

secondary vertices, which are a distinctive feature of b and c-hadron decays. It is able to

accomplish this by being located within 7 mm of the interaction point. This short distance

to the beam is important as it minimises the extrapolation distance to the vertices, thus im-

proving the spatial resolution. The B-mesons themselves have a lifetime of approximately

1.6 ps, such that they travel typically 1 cm before decaying. This configuration of the detec-

tor means they are more easily detected, with the mother and daughter decay vertices able to

be reconstructed with a higher efficiency.

2.4.1 VELO Design

The design of the VELO detector has been carefully considered due to its difficult working

environment. As the sensors are mounted perpendicular to the beam, they receive a highly

non-uniform radiation dose so must therefore be constructed of a radiation tolerant material.

The maximum radiation exposure of the sensors at nominal conditions per year is comparable

to a neutron fluence of 1.3 × 1014 neq/ cm2, where neq is 1 MeV equivalent fluence. The

material choice was n-implants in n-bulk technology, with strip isolation given by the use of

a p-spray. This material was chosen as it evolves over time until it undergoes type inversion

due to the radiation exposure. This process actually extends the lifetime of the sensors,

with close monitoring of the voltage required to maintain constant performance. Prototype

sensors made of this material were developed and qualified up to a fluence corresponding to

three years nominal conditions. The VELO is also designed to move such that the sensors,

which will be described, are retracted away from the beam during injection. The sensors

are then closed around the beam, using tracks to locate the luminous region, once collisions
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begin.

The VELO is composed of 42 individual semicircular silicon modules, Figure 2.4, with each

incorporating a measure of the r and φ coordinates required for track reconstruction. The

minimum pitch of the sensor modules is 38µm at the innermost radius of the sensors with

the size increasing linearly up to 101.6µm at the outer radius of 41.9 mm, this is illustrated

in Figure 2.5

Figure 2.4: One of the 48 VELO sensors [51].

The sensors themselves are a composite of R- and φ- sensors, see Figure 2.5, and are attached

in pairs of R and φ to the modules holding the readout electronics. The technology used for

both are identical, with both sets of sensors being 300µm thick and the readout method being

the same. The pitch of both increases linearly from the inner radius outwards given by the

following relations:

R− sensor : 40 + (101.6− 40)× r − 8190

41949− 8190
(2.1)

φ− sensor : 37.7 + (79.5− 37.7)× r − 8190

17250− 8170
(r < 17250) (2.2)

φ− sensor : 39.8 + (96.9− 39.8)× r − 17250

42000− 17250
(r > 17250) (2.3)

These modules are situated in an evacuated vessel, with the sensors separated from the beam
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Figure 2.5: rφ geometry of the VELO sensors [52].

pipe by two thin walled corrugated aluminium sheets, Figure 2.6, called RF-foils. Alu-

minium was chosen due to its low Z, such that the particles produced in the collisions have

minimal material to traverse and less energy loss will occur. Of the 42 sensors positioned

along the beam line, 21 of these are located on either side of the beam axis, with a pair

of modules opposite one another being known as a station. Geometrically, the VELO is

required to cover the same angular acceptance as the downstream detectors, thus detecting

particles in the pseudorapidity region 1.6 < η < 4.9. To cover the full azimuthal acceptance,

the two detector halves are required to overlap. The sensor halves are offset along the z-axis

by 1.5 cm, which allows the two halves to overlap when the VELO is in the closed posi-

tion. Once the VELO is closed, a track is only reconstructed when a particle has crossed at

least 3 VELO stations. The stations are densely packed around the IP to reduce the average

extrapolation distance from the first measured hit to the vertex.

The detector design was limited by a number of constraints. The requirements for the VELO

performance were:

• to aim for an initial signal to noise (S/N) ratio of > 14;

• to have an overall channel efficiency of at least 99%;

• to maintain a spatial resolution of ≈ 4µm for 100 mrad tracks that is not degraded by

30



CHAPTER 2. THE LHCB EXPERIMENT AND DETECTOR

radiation exposure.

Full details of the VELO design are provided in [44].

Figure 2.6: Inside the RF Foil [44].

2.4.2 VELO Performance

The performance of the VELO is very important to all LHCb physics analyses. The VELO

arrangement was carried out to minimise the material within its acceptance, while provid-

ing good geometrical coverage. As mentioned previously, all events that are reconstructed

must traverse at least three VELO modules. Individual resolution of the sensors has been

performed using test beams. These have shown the resolutions to be a strong function of the

projected angle and sensor pitch. The VELO performance during the delivered luminosity

of 1.2 fb−1 of data over the first two years of LHCb operation has shown a number of in-

teresting features [53]. The best single hit resolution achieved from studies of the 2011 data

is 4µm for a 40µm pitch, with the Impact Parameter (IP) resolution found to be better than

15µm for high pT tracks, Figure 2.7.

The IP resolution feeds directly into the resolution of the PVs, which is found to be below

15µm for both the x and y coordinates of the VELO (where z is the along the beam axis)

when using greater than 25 tracks in a fit. Other performance characteristics of note include;

The signal to noise of the sensors being ∼ 20 : 1, with the best hit resolution observed

at the optimal track angle. The track finding efficiency of ∼ 98% or above. The decay

time resolution observed for the channel B0
s → J/ψ φ of 50 fs, which is due to the impact

parameter resolution of 35µm for particles of transverse momentum greater than 1 GeV.
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Figure 2.7: Measurement of VELO impact parameter resolution with increasing pT,

from simulation and 2011 data [54].

2.5 The Trackers

The Silicon Trackers are part of the LHCb tracking system coupled with the VELO (sec-

tion 2.4) and consist of four planar tracking stations. The Tracker Turicensis (TT) is located

upstream of the dipole magnet with the T1-T3 stations downstream of the magnet.

As with the VELO, the TT also uses silicon strip detectors, these detectors are also partially

used in the T1-T3 downstream trackers. The Inner Tracker (IT), which covers the region

closest to the beam pipe, is part of the T1-T3 downstream trackers and uses these silicon

strip detectors. The remaining downstream trackers covering the outer region use straw

tubes. Both the TT and IT were developed commonly as the Silicon Tracker (ST) .

2.5.1 Silicon Tracker

The ST, which comprises both the TT and IT, are both silicon strip detectors as mentioned

previously, with a strip pitch of approximately 200µm. Each of the four tracker sub-detectors

has been built using four detection layers in an (x-u-v-x) arrangement, displayed in Fig-

ure 2.8. The strips are organised with vertical strips in both the first and last layers, while in

the second and third layers there is an offset rotation of−5◦ and +5◦ respectively. The single
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hit spatial resolution of these detectors is about 50µm. As with all the LHCb sub-detectors,

radiation damage must also be taken into account. For 10 years of nominal luminosity, 1

MeV neutron equivalent fluences are expected not to exceed 5× 1014 cm−2 in the innermost

regions of the TT and 9× 1012 cm−2 in the IT.

The TT is an upstream planar tracking station, with dimensions of 150 cm in width and

130 cm in height. This tracker is constructed of 143360 readout strips of length up to 38 cm,

the total active area is about 8.4 m2. The entire sub detector is housed in a large, light tight,

thermal and electrically insulated detector volume that is kept at a constant temperature of

+5◦C. This volume is also continually flushed through with nitrogen to prevent condensa-

tion on the cold surfaces within it.

The IT, being downstream and part of the T1-T3 tracking stations, covers a 120 cm wide

and 40 cm high cross shaped region in the centre of these tracking stations, Figure 2.9. This

particular tracking station is assembled with 129024 readout strips of length either 11 cm or

22 cm, with a total active area of 4.0 m2. To avoid any acceptance gaps, adjacent modules in

the detection layer are staggered by 4 mm in the z direction and 3 mm in the x direction so

as to overlap.

Figure 2.8: Tracker Turicensis Schematic [55].
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Figure 2.9: Inner Tracker Schematic [55].

2.5.2 Outer Tracker

The remaining part of the T1-T3 tracking stations comprise the Outer Tracker OT. The LHCb

OT is a drift time detector, which tracks charged particles allowing for the measurement of

their momentum over a large acceptance. For the precise determination of the invariant mass

of reconstructed b-hadrons, excellent momentum resolution is required; a mass resolution

of 10 MeV/c2 of the B0
s → D−s π

+ decay equates to a required momentum resolution of

δp/p ≈ 0.4%.

The OT is designed as an array of gas-tight, individual straw tube modules (displayed in

Figure 2.10). Each of these modules contains 2 layers of drift tube which are staggered from

each other. To introduce a drift-coordinate resolution of 200µm, a gas mixture comprising

70% Argon and 30% CO2 is used. This composition of gas also has the additional properties

that guarantee a fast drift time of below 50 ns.

2.6 Dipole Magnet

In order to measure the momentum of charged particles, the LHCb utilises a large dipole

magnet, where the schematic (Figure 2.11) is displayed on the same scale as the detector

(Figure 2.3). The forward acceptance of ±250 mrad in the vertical and ±300 mrad in the

horizontal is used to make the measurement.

A warm magnet design was used instead of a super-conducting magnet originally proposed

in the Technical Proposal [50], primarily due to investment costs and construction times. The

design for the magnet, with an integrated magnetic field of 4 Tm for tracks of length 10 m,

has to accommodate the differing requirements of the sub-detectors in the field. The RICH

requires the magnetic field strength to be less than 2 mT within its envelope, while the field

everywhere else and in particular within the region between the VELO and trackers, must
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Figure 2.10: Illustration of the tracker configuration. The TT and OT are shown in

purple, with the OT in blue and beam-pipe in red [44].

Figure 2.11: Dipole Magnet Schematic [44].

be as strong as possible. The two coils situated in the magnet yoke are saddle shaped and

have been fitted symmetrically about each other. Each of the coils are made of 15 ’pancakes’

which are then further broken up into 5 triplets. These triplets are produced from a pure
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Al-99.7 hollow conductor which has a central cooling channel to aid in thermal conduction.

Cast aluminium clamps are then used to hold together the triplets that make up the full coil

and hold it in its correct position. The pancakes that comprise the coils are left free to move

and slide around on their supports, as thermal stress is one of the main constraints within

the magnet. To keep this movement stable, only one of the coils extremities is left fixed on

the symmetric axis. The total weight of the yoke is 1500 tons with the two coils having a

combined weight of 54 tons.

One of the primary objectives for LHCb is to measure CP asymmetries. It is very impor-

tant to be able to control systematic uncertainties that are inherent to the detector, with the

primary method of correcting for this being to periodically reverse the magnetic field. How-

ever, hysteresis effects within the magnet may affect the reproducibility of the magnetic field.

Another important measurement for the magnet is the measurement of the momentum of a

charged particle. In order to achieve the required momentum resolution, the magnetic field

integral has to be measured to a relative precision of about 10−4, with the position of the

B-field peak being located within an accuracy of a few mm. To map the three components

of the magnetic field, a semi-automatic device constructed of multiple Hall probes was used

that could be positioned in both the horizontal and vertical direction to cover the areas of

interest within the field. The device itself was composed of 60 sensor cards, each containing

three Hall probes which were mounted orthogonally on a cube together with a temperature

sensor and readout electronics.

A complete measurement of the magnetic field within the tracking regions and also inside

the magnetic shielding for the RICH photon detectors was carried out. The precision of the

field measurement made within the tracking region was 4 × 10−4, with the absolute field

being reproducible for both magnet polarities to better than this value.

2.7 Ring Imaging CHerenkov (RICH) Detectors

One of the fundamental attributes required by LHCb is the ability to identify the final state

particles. Lepton final states are determined by other sub-detectors, electrons by the ECAL

and muons with the muon chambers, with light charged hadronic final states (i.e. pions,

kaons and protons) being determined primarily by the RICH detectors. These detectors

utilise the Cherenkov effect to determine the velocity of a particle within a medium.

The Cherenkov [56] effect occurs when a charged particle traverses a dielectric medium at a

speed that exceeds the local speed of light in that medium. This can be described by
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v >
c

n
, (2.4)

where v is the velocity of the particle, c is the speed of light in a vacuum and n is the

refractive index of the medium that the particle is traversing. As the charged particles traverse

the medium, they cause the surrounding medium to polarise. However, once the charged

particles have moved past the region of polarisation, the constituents of the medium rapidly

depolarise emitting a cone of electromagnetic (EM) radiation, Figure 2.12.

Figure 2.12: Emission of Cherenkov radiation cone.

This cone can be collected and focussed by an optics arrangement onto a photo-sensitive

surface. By measuring the light cone produced, the Cherenkov angle θc can be determined

using

cos θc =
c

nv
. (2.5)

Each species of particle can be determined by the radius of the light cone detected. As, for

a given p, each charged particle will produce a ring with a different radius. Thus the species

can be inferred using this information.

2.7.1 RICH Design

The LHCb incorporates two RICH detectors into its design. The first RICH detector, RICH

1, is located between the VELO and the Trigger Tracker (see Figure 2.3) with the second

RICH, RICH 2, located further downstream after the magnet and the tracking stations (see

Figure 2.3). The two detectors are required so as to cover a wide momentum spectrum

range and different polar angle regions. The momentum spectrum covered is determined

by the radiator medium used, with each RICH using a different medium in order to cover a
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specific range which overlaps with the other. RICH 1 (see Figure 2.13) uses a combination

of aerogel and fluorobutane (C4F10) as a radiator medium, this allows it to cover the softer

momentum region of approximately 1 → 60 GeV/c. This detector also covers the larger

polar angle range of ±25 mrad to ±300 mrad in the horizontal plane and ±250 mrad in the

vertical plane. The harder momentum spectrum is covered by RICH 2, it uses the radiator

medium CF4 to cover the momentum range 15→ 100 GeV/c, where the smaller polar angle

acceptance of ±15 mrad to ±120 mrad (horizontal) and ±100 mrad (vertical) is covered.
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Figure 2.13: RICH 1 (left) and RICH 2 (right) schematics [44].

To collect the emitted Cherenkov light, both RICH detectors use a combination of flat and

spherical mirrors to reflect and focus the photons out of the acceptance of the spectrometer;

this will be discussed in further detail subsequently in Chapter 3. To detect the Cherenkov

photons an array of Hybrid Photon Detectors (HPD), which are able to detect radiation in the

wavelength region 200 − 600 nm, are used. These HPDs have been specifically developed

for use in the LHCb RICH and are composed of a pixellated reverse-biased silicon detector

embedded in a vacuum photon tube (Figure 2.14). In them, a photoelectron is emitted from a

conversion process and accelerated through a potential in the vacuum tube towards the silicon

detector. The HPDs have been pixellated so as to be able to provide spatial positioning of the

detected Cherenkov photons, it is from this that the spherical cones emitted by the particle
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species are determined and resolved allowing a Particle IDentification (PID) to occur. The

HPDs are arranged and shielded from magnetic field strengths of up to 50mT. This allows

them to operate effectively in the LHCb environment.

Figure 2.14: RICH HPD schematics [44].

2.7.2 RICH Performance

The performance of the RICH detectors is conducted using data collected up to the close

of the 2011 data taking period. The principal purpose is to determine the Cherenkov angle

resolutions for both RICH 1 and RICH 2. This is done by selecting high momentum saturated

pion tracks, fitting the observed Cherenkov angle θc, and determining the offset (∆θc) of the

peak from the its expected nominal value (discussed further in Chapter 3). The θc resolutions

achieved are 1.618 ± 0.002 mrad for RICH 1 and 0.68 ± 0.02 mrad for RICH 2. The

distributions of ∆θc for RICH 1 and RICH 2, calculated for each photon with respect to the

measured track, are displayed in Figure 2.15.

Full PID is performed using the combined information from the two RICHs, the calorime-

ters (Section 2.8) and muon chambers (Section 2.9), with hadron identification using specif-

ically the RICH. The method used to identify the final state particle species is referred to as

the global pattern-recognition, this is because it considers all the radiators used in the two

RICH detectors and all found tracks for an event. The implemented algorithm is based on a

log-likelihood approach, which uses expected distributions from reconstructed tracks under

different particle hypotheses. These are compared with the hit pixels in the RICH photon de-

tectors to determine a match. While constructing this likelihood, the method is also required

to calculate the effective emission angle for all the pixel-track combinations that could be as-

sociated through Cherenkov radiation. By varying the particle hypotheses between e, µ,π,K

and p for each track, the particle species hypothesis giving the most probable match to the

39



CHAPTER 2. THE LHCB EXPERIMENT AND DETECTOR

Figure 2.15: Cherenkov angle resolution for RICH 1 (top) and RICH 2 (bottom), deter-

mined from high momentum charged particle data collected during the 2011 data taking

run. The red line describes the background and the blue line describes the signal [57].

observed Cherenkov ring is chosen. The PID performance of the RICH is demonstrated in

Figure 2.16. The requirements for each track with the kaon hypothesis is that the likelihood

of each track be greater than those with the pion hypothesis, so ∆logL(K− π) > 0. The av-

erage efficiency for the identification of a kaon in the range 2 to 100 GeV/c is≈ 95% with the

corresponding pion mis-ID of ≈ 10%. By increasing the previous requirement on the tracks

to ∆logL(K− π) > 5, the kaon efficiency becomes ∼ 85% with the pion misidentification

rate decreasing to ∼ 3% [57].
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Figure 2.16: Kaon identification efficiency and pion misidentification rate measured on

data as a function of track momentum [57].

2.8 Calorimeters

The LHCb Calorimeters play an important role in the physics analysis as good reconstruction

efficiency is required for π0 and prompt photons, in order to perform flavour tagging in CP

measurements and for reconstruction of electromagnetic final states. This also enforces the

need for good background rejection and B-decay efficiency. The Calorimeters are located

downstream of the tracking and RICH subdetectors previously discussed, and are only suc-

ceeded by the Muon chambers as displayed in Figure 2.3. The Calorimetry system has been

classically designed to incorporate the Electromagnetic Calorimeter (ECAL) followed by the

Hadron Calorimeter (HCAL). The function of the Calorimeters is to identify electrons, pho-

tons and hadrons which it is able to do by measuring their energy and position. By selecting

transverse energy hadron, electron and photon candidates to pass the first trigger level (L0)

decision, a decision on the candidate can be made within a 4µs window after the interaction

has occurred. The full performance of the Calorimeters is determined from offline analysis.

2.8.1 Calorimeter Design

Particle physics calorimeters are all designed to function using the same basic method. The

ECAL is designed to measure the energy of particles that interact primarily via the electro-

41



CHAPTER 2. THE LHCB EXPERIMENT AND DETECTOR

magnetic interaction, whereas the HCAL is designed to measure the energy of particles that

interact via the strong force. The design of the ECAL and HCAL allows these functions

to be performed, employing a variety of methods even with the imposition of demanding

conditions. The Level 0 (L0) electron trigger is required to remove 99% of the inelastic pp

interactions to enrich the data sample, this is due to the limitation of the bandwidth allocated

to it. To do this, electrons are selected with large transverse energy, ET . In order to reject

the other large background composed of charged pions a Pre-Shower (PS) detector, which is

an electromagnetic shower detector segmented longitudinally, is used and located before the

main section of the ECAL. In front of the PS, is a Scintillator Pad Detector (SPD) section

and between them both is placed a thin lead converter. The SPD is used to select charged

particles that allow the rejection of the background π0’s of high ET , with the lead converter

used to convert the particles to photons that can be distinguished later. To obtain the optimal

resolution, the full EM showers from the high energy particles must be contained, which is

why the optimal ECAL thickness was determined to be 25 radiation lengths. The HCAL

resolution does not impose any such constraints on the containment of the hadronic shower,

so its thickness is set to 5.6 interaction lengths.

The scintillation light produced in the electromagnetic and hadronic showers is transmitted

through WaveLength-Shifting (WLS) fibres to photomultiplier tubes. The SPD/PS cells use

MultiAnode PhotoMultiplier Tubes (MAPMT) wheres the ECAL and HCAL require indi-

vidual PMT tubes. To keep the transverse energy, ET , constant between both the ECAL and

HCAL phototubes, the gain is varied to be proportional to the distance between them and

the beampipe, which means the HCAL operates at a higher gain to the ECAL phototubes.

The prototype PS was tested at CERN using a test beam of electrons and pions in the energy

range 10 - 50 GeV/c momentum to study the e/π separation performance. The deposited

energy in the PS is shown in Figure 2.17.

2.8.2 Electromagnetic CALorimeter (ECAL)

The electromagnetic calorimeter was built using shashlik technology [58] [59]. This tech-

nology was chosen not only due to its known reliability, but also due to its energy resolution,

fast time response and resilience to radiation. In particular, the energy resolution gives a B

mass resolution of 65 MeV/c2 for the B → K∗γ penguin decay, and a 75 MeV/c2 resolution

for the B → ρπ decay, where the π0 mass resolution is ≈ 8 MeV/c2.

Shashlik technology refers to alternating ‘slices’ of absorber and scintillator material, where

in general the absorber material has a small radiation length (X0) such that the particle radi-

ates energy over a short distance. This energy is then picked up and converted into visible

light by the scintillator material. The ECAL is located 12.5m downstream from the interac-
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Figure 2.17: Energy Deposition of (a.) 50 GeV electrons in red and (b.) pions in blue at

the PS [44].

tion point, with the outer dimensions following the projection of the tracking system compo-

nents. These were discussed in Section 2.5, where θx < 300 mrad and θy < 250 mrad. The

hit density varies as a function of distance to the beampipe, because of this, the calorimeter is

split into three sections the inner, middle and outer sections. Each of these module sections

is composed of 2 mm thick lead followed by 120µm thick reflecting TYVEK [60] paper

and 4 mm thick scintillator tiles produced from polystyrene. They are then wrapped in black

paper to keep them light tight. The scintillator light is focussed into the WLS fibres by the

positioning of small holes in the scintillator tiles and lead plates. The light is then absorbed,

re-emitted and transported down 1.6 mm diameter fibres, which are looped through the en-

tire module twice so as to increase the light collection efficiency. The fibres are then bundled

at the rear end of the module, with the ends being polished, and the collected light being

read out by Hamamatsu R7899-20 phototubes. The number of photoelectrons differ for each

phototube due to variations in the WLS fibre density within each module and also the cell

sizes.

The performance of the ECAL is based largely on its light collection ability and energy

resolution. Of all the scintillation light produced through the electromagnetic showers, only

a few percent is actually registered by the phototubes after it is captured and re-emitted by

the WLS fibres. This is due to a large number of factors including the dependence on the

emission point of the light to the fibres, which itself depends on the mean flight path of the
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light through the scintillation tile, and the imperfect reflection of the surface of the tile edges.

The efficiency was modelled using a dedicated MC simulation that took into account the

light absorption, and propagation through the materials, in the ECAL. The inner, middle and

outer modules were scanned with a 100 GeV/c muon beam, this was performed in transverse

steps of 1 mm. The results of this showed that the global non-uniformity of the response

was measured to be negligible between the module types. The results of the full test beam

with a lateral scan of 50 GeV/c electrons are displayed for the inner and outer modules in

Figure 2.18. The module response is found to be uniform within 0.8%.

Figure 2.18: Uniformity of response to 50 GeV/c electrons of the inner (left) and outer

(right) modules. The scan was made in 1mm wide slices through the fibre positions [44].

2.8.3 Hadron CALorimeter (HCAL)

The hadron calorimeter uses a similar principle to the ECAL, except this sampling device

uses iron as the absorber material and scintillator tiles as the active material to convert the

scintillation light to photons. The unique feature of the organisation of the detector arrange-

ment is that the scintillating tiles run parallel to the direction of the beam. The absorber and

scintillation materials are placed such that there is 1 cm of iron placed between each tile as

the distance from the beam increases (Figure 2.19). Longitudinally the length of the tiles and

iron spaces corresponds to the hadron interaction length λI in steel, approximately 17 cm.

Similar to the ECAL, WLS fibres run longitudinally through the structure towards the back

region where they are brought together into light guides which focus the detected scintillator

light into photomultiplier (PMT) tubes. The general layout of the HCAL resembles a wall,
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which is located at a distance of 13.33 m from the interaction point and has dimensions of

8.4 m in height, 6.8 m in width and 1.65 m in depth. To allow ease of access to the detec-

tor, it has been vertically divided into two symmetric parts which are positioned on movable

platforms that can move away from the beam pipe for maintenance. The tile calorimeter con-

sists of three main components: the scintillating tile, the WLS fibre and a small square light

mixer located in front of the photomultiplier window. The light produced via scintillation

propagates through the 3 mm thick tile to the edges where it is collected by the WLS fibres.

Each WLS fibre collects light from 3 scintillator tiles arranged along the shower direction,

with the light then propagating via total internal reflection to the light mixer and PMT. Light

collected from tiles that are further away from the PMTs yield less light due to the attenua-

tion and scattering within the fibre. To normalise this and create a level of light uniformity

reaching the PMTs, the tile to fibre optical contact is progressively reduced based on the

different tile layers and depth. As an example, the last tile layer closest to the PMT has its

optical contact reduced by 22% compared with the first layer at the HCAL entry. The PMTs

are connected to the ends of the WLS fibres by a 35 mm long light mixer of square shape.

The PMTs, including the light mixers, are also shielded from the magnetic field of the dipole

magnet as it could have an effect on the performance. The shielding consists of a 3 mm thick

iron tube and MuMetal [61] foil.

The performance of the HCAL has been tested with the use of prototypes and test beams.

The detector response when the angle of the incoming particle beam changes has been tested

by rotating the detector around the beam axis through an angular change of 0◦ and 15◦

to be close to the average shower maximum. From a lateral scan using a pion beam of

energy 10 GeV to 80 GeV, the uniformity in response is measured to be within±3%. Further

beam tests and comparisons with MC simulation have allowed the energy resolution to be

determined, with the resolution fitted at several energies being

σE/E = (69± 5)%/
√
E ⊕ (9± 2)% (E in GeV). (2.6)

2.9 Muon System

The Muon identification system is fundamental to the LHCb, as many CP -sensitive decays

have muons present in their final states, specifically the so-called golden channels, Bd →
J/ψ(µ+µ−)K0

S and B0
S → J/ψ(µ+µ−)φ. Decays with muons in their final states play a

large role in oscillation and CP asymmetry measurements, as the muons are used to tag the

initial flavour state of B-mesons. They are also used in the study of rare decays, such as the

B0
S → µ+µ− which may reveal NP BSM and predict which extension models could be more
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Figure 2.19: HCAL schematic [44].

reliable than others.

The muon system schematic is visualised in Figure 2.20, with the system seen to be com-

posed of five separate stations. The first, M1, is located before the calorimeters with the

remaining stations, M2-M5 being located downstream of the calorimeters. The M1 station is

placed here to improve the pT measurement of the trigger. To select penetrating muons, the

M2-M5 stations have 80 cm thick iron absorber sheets placed between them, with the min-

imum momentum of muons allowed to traverse the stations being 6 GeV/c. The detectors

themselves are partitioned into rectangular logical pads which define the x and y space point

resolution of the tracks, this also provides binary information to the muon trigger and DAQ

system. The muon trigger mentioned is based on an independent muon track reconstruction

algorithm and a pT measurement which requires aligned hits in all five muon stations. The

track direction is calculated primarily from the information acquired by the M1-M3 stations,

as these have a high resolution along the x-coordinate. These stations can also calculate the

pT of these particles with a resolution of 20%. The remaining stations, M4 and M5 do not

have as good a resolution and so are used to identify the particles penetrating to their depth.

As can be seen in Figure 2.20, each muon station is also separated into four regions R1-R4

of increasing distance from the beam pipe. The dimensions of these four regions, R1, R2,

R3 and R4 and their segmentations scale in the ratio 1:2:4:8. Another aspect of this division

into regions is that different detector technologies are required due to the need for radiation

hardness closer to the beam, there are two main technologies employed: Multi-Wire Pro-
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portional Chambers (MWPC) and Gas Electron Multiplier (GEM) detectors. These will be

discussed in more detail in the following sections. The full system covers an area of 435 m2,

with the inner and outer acceptances of the system being 20(167) mrad and 306(258) mrad

respectively. As of the time of this thesis, the muon detection efficiency is above the design

requirement of 99% [62] in all 5 muon stations. This is mainly determined by the chamber

time resolution [63].

Figure 2.20: Muon chamber schematic [44].

2.9.1 Multi-Wire Proportional Chambers (MWPC)

There are 1368 MWPCs in the LHCb muon system, with studies showing that the time

resolution that can be achieved is 5 ns. Each chamber consists of two cathode plates spaced

at a distance of 5 mm apart and kept at a potential of 2.5-2.8 kV. Between the cathodes is a

gas mixture containing 40% Ar, 55% CO2 and 5% CF4. Also in this ‘gas gap’ is contained

gold-plated Tungsten wire of 30µm diameter at a spacing of ≈ 2.0 mm. These collect

and read out the accelerated electrons produced from the charged particle induced ionisation

in the gas. A cross section view of the wire chambers is shown in Figure 2.21, with this

representing the M2-M5 chambers which have four equal gas gaps stacked together. The M1

chambers consist of only two gas gaps stacked together.
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Figure 2.21: MWPC schematic [44].

2.9.2 GEM Detectors

The position within the subdetector that has the highest flux of generated particles is in the

region R1 of muon module M1, seen on Figure 2.20. It is here that the harshest requirements

are needed due to the high rate of charged particles crossing the detector, which can be up

to ≈ 500 kHz/cm2. This high rate means the technology used in this location must be par-

ticularly radiation hard and long lived in such conditions to survive up to 10 years without

significant ageing effects. Using wire chambers in this region is difficult, so an alternative

must be considered. The option chosen in this high intensity region was to use Gas Electron

Multiplier (GEM) chambers. The chambers consist of a triple-GEM detector that is com-

prised of three GEM foils sandwiched between an anode and cathode plane pair with a gas

mixture between them (see Figure 2.22).

The layout allows the detector to be used as a tracking detector with good timing and posi-

tion resolution. The technology works by having ionisation electrons, produced by traversing

charged particles, drift towards the cathode and the first GEM foil. The electrons are accel-

erated by the electric fields applied to each of the GEM foils, which then multiply them at

each step. After the final GEM foil they drift towards the anode which induces a current on

the pads. The gas composition of 45% Ar, 15% CO2 and 40% CF4 gives the detector a time

resolution of better than 3 ns in comparison with the time resolution of ≈ 10 ns obtained

from the standard gas mix of 70% Ar and 30% CO2. The optimised gap field and related
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Figure 2.22: Triple GEM sensor schematic [44].

voltages across the GEM foils are: ED = 3.5 kV/cm, ET = 3.5 kV/cm and EI = 5 kV/cm

and V1 = 440 V, V2 = 430 V, V3 = 410 V. The completed GEM component of the muon

chambers comprises of 12 chambers, each of which has two triple-GEM detectors superim-

posed to make two sensitive layers that are logically OR-ed. The individual chambers have

a total active area of 20× 24 cm2.

The performance of the GEM chambers has been conducted using cosmic rays and using a

dedicated 40 MHz test beam.

2.10 Triggers

The purpose of the LHCb trigger system is to reduce the amount of data collected by the

experiment down to a manageable amount to write to storage. The current bunch structure of

the LHCb, in combination with the luminosity, crossing frequency and visible cross section

give an event rate of 10 MHz. The trigger deployed must be able to reduce this down to

about 2 kHz, although this has been increased to 5 kHz for 2012 data taking, which is the

maximum rate at which data can be written to storage for further offline analysis. The reduc-

tion proceeds through two different levels: The hardware-based Level 0 (L0) trigger and the

software Higher Level Trigger (HLT1 and HLT2). The flow of the trigger sequences is given

in Figure 2.23. Overall the Trigger is optimised to achieve the highest signal efficiency for

events selected for the offline analyses [64]. The specific L0, HLT1 and HLT2 triggers used

for the lifetime analyses presented in this thesis are discussed in Section 5.3.1.
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Figure 2.23: Flow of the Trigger sequences for 2011 data taking. This has since been

increased to 5 kHz output for 2012 data taking [44].

2.10.1 Level-0 System

The L0 trigger system is designed to reduce the rate at which the detector reads out data

down to 1 MHz, as the full event rate is too large to record. The large mass of the B meson

means that daughter decay particles produced from collisions, often have large transverse

momentum (pT ) and energy (ET ). Knowing this information, the L0 attempts to reconstruct

the hadron, electron and photon clusters with the largestET and the two highestET muons in

the muon chambers. These, coupled with further information from the VELO and calorime-

ters, allow a large number of events that would otherwise be triggered by large combinatorics

to be rejected thus increasing the fraction of useful events flowing through the available band-

width. The L0 trigger is composed of three discrete components: the L0 calorimeter trigger,

the L0 muon trigger and the L0 pile up trigger. The calorimeter trigger system looks for

high ET particles such as electrons, γs, π0 s and hadrons while the muon trigger selects the

two muons with the highest pT for each quadrant of the muon detector. The pile up trigger is

not used to select flavour physics events, but instead aids the determination of the luminosity.

The L0 decision unit can then perform a simple logic on the signatures from each component

to come to a pass/fail decision in ≈ 2.5 µs. The full flow of the trigger sequences can be

seen in Figure 2.23

2.10.2 HLT System

The HLT system is implemented to reduce the data flow rate from the 1 MHz coming through

the L0 trigger, down to the more manageable 2 kHz. To do this, the HLT utilises the full event

data in order to pre-select candidates and filter them down pathways to specific data sets of
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interest. These paths are determined by previous L0 decisions, with the requirement that

candidates are reconstructed in the tracking stations and that they have high pT and/or large

impact parameters. These criteria are able to reduce the data flow down to 30 kHz during

the first stage. Selection cuts are then imposed in the second stage to reduce this rate from

30 kHz to 2 kHz. The HLT itself is subdivided into two parts, HLT1 and HLT2, which will

now be discussed.

2.10.3 HLT 1

The purpose of the HLT1 Trigger is to reconstruct particles from the tracking station infor-

mation that relate to L0 events. The HLT1 consists of ‘alleys’, where each alley is related

to different trigger types in the L0. Of all the events that pass the L0 conditions, ≈ 15% of

events will pass more than one trigger of the HLT1. To confirm the events that pass these

alleys a set of algorithms are used, with each HLT1 alley using a sequence of these alleys to

reduce the rate. The algorithms will not be discussed here as they are beyond the scope of this

thesis. An example of one of the alleys used is the hadron-alley. The hadron-alley running at

a luminosity of 2× 1032 cm−2s−1, with an input rate of≈ 600 kHz, contains≈ 1.3 L0hadron

objects per event. Applying a subset of the available algorithms incrementally reduces the

input rate of the alley until it its reduced to a rate of 11 kHz, with≈ 3.2 candidate secondary

vertices per event. Other HLT1 alleys use analogous methods to this.

2.10.4 HLT 2

The secondary HLT trigger, HLT2, is designed to perform a full reconstruction on the events

which have been accepted by the HLT1 alleys. This is possible due to the L0 and HLT1 event

rate reduction. The HLT2 step uses cuts on both kinematic and geometrical variables, with

the resultant selections being both exclusive and inclusive. Selections that are ‘exclusive’

require the mother particle to be fully reconstructed e.g. B0
d→ K+π−, whereas ‘inclusive’

selection only require the mother to be partially reconstructed e.g. B→ h+h−. The aim, with

either selection type, is to reduce the data rate to a much more manageable 2 kHz which is

the rate at which the data is written to storage for offline analysis. Each selection in HLT2 is

taken in a logical OR to decide whether to keep or discard an event, thus reducing the event

retention rate. Events passing HLT2 are sent to permanent storage, to be fully reconstructed

offline and used in physics analyses.
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2.11 Offline Reconstruction and Data Processing

In preparation for analysis, the raw data collected by the experiment must be processed into

a useable format. To accomplish this, LHCb employs two key pieces of software, these are

BRUNEL [65] and DAVINCI [66].

The event reconstruction is performed offline by the BRUNEL package, which takes into ac-

count information from all the subdetectors. The tracks and primary vertices of an event are

reconstructed using the raw hits and clusters registered by the VELO, with these tracks then

extrapolated upstream to be associated with the Cherenkov rings detected by the RICH. In-

formation from the calorimeters and muon stations is then included to determine a likelihood

for each track being either a π, K, e, µ or p. The output files from the BRUNEL reconstruc-

tion contain all the information regarding the fully reconstructed PVs, tracks and their PID

likelihoods. These are then saved to permanent storage.

Once the reconstruction of events is completed, the data can be searched for particles of in-

terest, such as B0
s mesons, using the DAVINCI software package. The DAVINCI software is

able to combine sets of tracks under the hypothesis that they were made by the daughters of

a single mother particle. This uses the mother particle’s momentum, and trajectory, which

is defined as the sum of those of the daughters. Immediately after the BRUNEL reconstruc-

tion is completed, DAVINCI fully reconstructs offline events and runs a set of algorithms

that are designed specifically to select different decay channels. These criteria assist in con-

firming the trigger decisions made previously, Section 2.10, while also effectively removing

background from the channels of interest. This process is know as ‘stripping’, with many

stripping lines used at LHCb for different analyses. The specific Hb → h+h− stripping line

used for the lifetime measurement in this thesis, is discussed in Section 5.3.2. Additionally,

the software can be rerun over these stripped events, applying different selection criteria, to

improve the signal purity of the data sample for individual analyses. The end user is able

to select the parameters of interest for their analysis, such as the mass and lifetime of a

candidate, which is demonstrated in Section 5.3.3.

2.12 Summary

This chapter has provided an overview of the LHCb experiment, one of the four primary

experiments at the LHC complex, CERN. A short overview of the LHC accelerator and the

main experiments it hosts is provided, before detailing the one most relevant to this thesis.

The LHCb experiment was designed to make high precision measurements in heavy flavour

physics, this requires many specialist subdetectors to contribute to this aim. A detailed de-
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scription of the major subdetectors is given, in the order of distance from the interaction

point. The detail of their purpose, design and, where possible, their performance is provided.

The performances given indicate the excellent performance of the detector as a whole. This

allows high precision data analysis, discussed further in this thesis, to be performed. An-

other key component, the trigger, which is a combination of both hardware and software

that reduces the stream of raw data down to a manageable amount, is discussed. Finally, the

reconstruction and offline processing software that provides the link between the collection

of raw data, and the extraction of useful signal events, is presented.
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Chapter 3

RICH 2 Mirror Alignment Stability and
Gas Refractive Index Monitoring

3.1 Introduction

The daily operation of the RICH subdetectors requires constant monitoring of many vari-

ables within the detector environment. Many of the monitored environmental variables al-

low re-calibrations to be automated, which allow for continuous precise measurements of

important values such as the refractive index, n. Others that are monitored are related to the

infrastructure and hardware of the RICH detectors, and so directly and indirectly affect per-

formance. This chapter provides details of two studies used to monitor the performance of

the RICH subdetectors. Section 3.2 presents a study of the Laser Alignment Monitoring Sys-

tem (LAMS) of RICH 2 that provides an independent monitor of the mechanical stability of

the mirrors. The study will describe the system setup, method of calibration for the mirrors,

analysis of possible sources of mirror movement and calculations to verify movement origin

hypotheses. The second study, Section 3.3, will detail an alternative method to determine the

refractive index used in the RICH 2 reconstruction. This method also allows a determination

of the Cherenkov angle θc directly from the refractive index, and the molecular mass< M >

of the gas used as a medium in both RICH detectors. The unique element to this method is

that it provides continuous monitoring of these values, with a greater frequency in time than

is currently performed.

3.2 Laser Alignment Studies

The RICH mirror alignment monitoring system uses a set of mirror-camera pairs in order to

measure the respective mirror movements within the RICH subdetector. The RICH design is
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described in detail in Section 2.7, however the beam splitter and monitoring camera locations

in RICH 2 are provided in Figure 3.1.

120mrad

Flat mirror

Spherical mirror

Central tube

Quartz plane

Magnetic shieldingH
P
D

enclosure

2.4 m

300
mrad

CF
4

Beam splitter 
and camera 
positions 

Figure 3.1: Top down RICH 2 schematic displaying the relative positioning of the beam

splitters and CMOS monitoring cameras. The beam splitters are mounted on the floor,

with the cameras mounted on the ceiling.

The central positions for the beam splitters and their corresponding monitoring cameras, are

provided in Appendix A.

The mechanical stability of the flat and spherical mirrors (displayed in Figure 3.1) is of high

importance as this directly affects the Cherenkov angle resolution that is able to be obtained.

Due to the size of the mirrors, which have radii of approximately 0.5 m, securing them to

the supports without causing mechanical deformations is a difficult procedure. The mirror

supports are made of an Aluminium honeycomb structure 40 mm thick (see Figure 3.2).

This material and structure was chosen because it is non-magnetic, so will not be affected

by the strong magnetic field, and it fulfils the requirements to be mechanically rigid and

lightweight [67].
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Figure 3.2: The support structure for RICH mirrors: (a) the aluminium honeycomb

panel, (b) the polycarbonate supports, (c) the mirrors [68].

To monitor potential movement of the mirrors, an alignment system has been installed in

both RICH 1 and RICH 2. The organisation of the flat and spherical mirrors of RICH 2 on

these supports are given in Figures 3.3 and 3.4

The alignment system uses a pixellated Complimentary Metal-Oxide Semiconductor (CMOS)

camera, which has pixel pitch of 6 µm, matched up to a mirror partner. A laser light source

is then fed through a bunch of optical fibre cables to a beam splitter matched to each mirror-

camera pair, eight in RICH 1 and sixteen in RICH 2. The laser light is then split by each

beam splitter into two beams, the first beam travels directly from the laser source to the cam-

era and is used as a reference beam, with the second spot directed via the partner mirror onto

the camera (see Figure 3.5). Each laser beam and CMOS detector combination is associated

to one mirror only (eight flat mirrors and eight spherical mirror segments in RICH 2).

Two beam spots are focussed on the focal plane of the camera, Figure 3.6, which are sepa-
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Figure 3.3: Flat mirror map schematic for RICH 2, including the mirror labelling.

Figure 3.4: Spherical mirror map schematic for RICH 2, including the mirror labelling.
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Figure 3.5: Schematic of the mirror alignment system for RICH 2 [69].

rated from each other by a small distance. Any change in the relative position of these two

beam spots would indicate a mirror mechanical misalignment. To accurately determine the

central position of the beam spots, a 2D gaussian fit algorithm is employed. The fit, detailed

in [70], uses an established method of fitting to a beam spot that has a Gaussian profile,

which is then performed for both the x and y dimensional variates.

There is a linear transformation relationship between changes in the mirror tilt (∆θx,∆θy)

and the observed relative movement of the beam spot positions (∆x,∆y) on the CMOS

camera [44], under the assumption of small mirror tilts (∆θx,∆θy << 1):

∆θx = A∆x+B∆y (3.1)

∆θy = C∆x+D∆y (3.2)

The A, B, C and D parameters are fixed constants for each mirror-camera setup, which are

dependent on the geometry of the system. The constants and the method used to calculate

them will be discussed in Section 3.2.1. Currently the system is able to track the movement

of these spots to within an accuracy of 0.01 mrad.
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Figure 3.6: Reflected and reference beam spots from camera 4, collected from data in

the period June 2012.

3.2.1 Mirror Coefficient Calibration

The calibration of the mirrors is performed through a variety of steps that are detailed here.

The basis for this is a ray tracing code developed for use in the LHCb software environment,

which uses RICH objects from the LHCb computing database to reconstruct the correct po-

sition of the mirrors. The beam splitter and camera positions, along with their respective

vectors to the mirrors related to them, are used as input to calculate the coefficients in Equa-

tions 3.1 and 3.2. Appendix A includes a summary of all the beam splitters, camera positions

and their respective vectors. There are two coordinate systems to account for at this stage;

the global LHCb coordinate system and the local coordinate system of the RICH mirrors

(Figure 3.7).

The beam splitter positions and vectors are all calculated in the LHCb global coordinate

system (Figure 3.7, top), as are the central camera position and camera vectors. The positions

of these are given in Figure 3.8 with the relative positions in RICH 2 given in Figure 3.1.

The corresponding coordinates and ray-trace vectors are detailed in Appendix A.

The vectors from each beam splitter to a partner mirror were all trialled to ensure they tra-

verse a position within the partner mirrors location. The reflected beam is then optimised to

intersect the camera plane close to the (0,0) position in the (x, y) coordinates of the camera.

The rotations of the RICH mirrors are performed about the axis in their local coordinate

system, given in Figure 3.7 (bottom). These rotations are performed within the limits −5→
+5 mrad in steps of 1 mrad. The qualitative results of each rotation are measured by observ-

ing the movement of the simulated beam on the defined camera plane. The observed move-
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Figure 3.7: LHCb global coordinate system (top) and RICH mirror local coordinate

system (bottom). The axes corresponding to the mirror tilt rotations used in the ray

tracing code are also shown on the mirror local coordinate system diagram (bottom).

ments are heavily dependent on the mirrors, ray-trace vectors and rotations applied, and will

vary based on the mirror studied. The resultant distributions for the spherical mirrors are

similar, with the gradients of the distributions representing the A, B, C and D parameters

for each mirror.

Figure 3.9 displays the expected variations on each coordinate on the defined camera plane

after mirror tilts around the Local Y-axis (top plots) and Local Z-axis (bottom plots). Once

these gradients are fitted based on the ∆x and ∆y values, the camera plane coordinate system

must then be transformed to the corresponding CMOS camera coordinates. This is simply

a case of transforming the camera plane z-axis to the CMOS y-axis and keeping the camera

plane x-axis aligned with the CMOS x-axis, see Figure 3.10. The gradients that correspond

to the A, B, C and D parameters in Equations 3.1 and 3.2, are shown for one mirror (mirror
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Figure 3.8: Beam splitter and focusing unit map.

25, camera 00) in Figure 3.9.

The resultant fitted parameters for each of the mirrors used are tabulated in Tables 3.1 and

3.2.

3.2.2 Data Calibration

Once the calibration parameters have been determined, they can be applied to the data taken

by the LAMS. Unfortunately, due to the strength of the magnetic field and particle fluence

during the LHCb runs, the RICH 1 cameras have all ceased to function. A preliminary

analysis based on the RICH 1 camera is found in [71]. Further discussions in this section
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Figure 3.9: Calculated spherical mirror movements for Mirror 25-Camera 00 pair for

the key coordinates based on rotations in the mirror local y and z-axis.

Figure 3.10: Transforming from the defined Camera Plane to CMOS camera coordi-

nates.

will detail only the RICH 2 cameras. Due to the same circumstances as mentioned for the

RICH 1 cameras, a subset of the RICH 2 cameras are unavailable, which are detailed in

Table 3.3 and 3.4.
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Mirror A (µrad/mm) B (µrad/mm) C (µrad/mm) D (µrad/mm)

25 −1.16× 10−3 3.01× 10−5 −5.85× 10−6 −2.90× 10−4

09 −3.87× 10−4 −6.54× 10−6 2.42× 10−6 −1.45× 10−4

21 −5.80× 10−4 1.26× 10−5 −3.37× 10−6 −2.30× 10−4

22 −5.80× 10−4 8.51× 10−6 −2.58× 10−6 −2.30× 10−4

49 −5.80× 10−4 −8.51× 10−6 2.32× 10−6 −2.31× 10−4

50 −5.80× 10−4 −1.18× 10−5 3.46× 10−6 −2.31× 10−4

38 −3.86× 10−4 7.00× 10−6 −2.31× 10−6 −1.50× 10−4

43 −5.80× 10−4 1.63× 10−5 −2.53× 10−7 −1.45× 10−4

Table 3.1: RICH 2 spherical mirror calibration constants.

Mirror A (µrad/mm) B (µrad/mm) C (µrad/mm) D (µrad/mm)

12 4.53× 10−4 0.0 −1.52× 10−7 1.73× 10−4

04 6.13× 10−4 0.0 −1.53× 10−7 1.46× 10−4

13 4.06× 10−4 0.0 −1.46× 10−7 1.70× 10−4

05 5.66× 10−4 0.0 −1.51× 10−7 1.46× 10−4

26 5.59× 10−4 0.0 1.22× 10−8 1.45× 10−4

34 4.06× 10−4 0.0 3.59× 10−8 1.70× 10−4

27 6.14× 10−4 0.0 3.59× 10−9 1.46× 10−4

35 4.58× 10−4 0.0 3.10× 10−8 1.74× 10−4

Table 3.2: RICH 2 flat mirror calibration constants.

To demonstrate the calibration of the data, one of the working cameras with a large period

of uninterrupted data taking is used. Camera 00 on the A-side of the RICH system, which

monitors the stability of spherical mirror 25 is used. The full 2011 and 2012 monitoring

data for each available camera is downloaded from the RICH database for analysis. This is

downloaded in the form of the reference and reflected beam spot data for both the x and y

coordinates on the camera. The movements for each position coordinate can then be recorded

as a function of time.

During the calendar year there are periods where the cameras stop taking data for technical

reasons, this causes periods where there is no observed movement, which can be seen in

Figures 3.11 and 3.12 for the reference and reflected beam spots respectively. To remove

this from the analysis it is useful to only select periods where there is a constant stream

of data taking, this can easily be done by selecting periods pertaining to specific months.
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RICH A-Side

Camera 00 Available

Camera 01 N/A

Camera 02 Available

Camera 03 Available

Camera 04 Available

Camera 05 Available

Camera 06 Available

Camera 07 Available

Table 3.3: RICH 2 A-side cur-

rently functioning cameras.

RICH C-Side

Camera 08 Available

Camera 09 Available

Camera 10 N/A

Camera 11 N/A

Camera 12 N/A

Camera 13 N/A

Camera 14 Available

Camera 15 Available

Table 3.4: RICH 2 C-side cur-

rently functioning cameras.

To observe the absolute movement of the mirrors it is necessary to remove effects that are

independent of the mirrors. By subtracting the movement observed on the camera from that

of the reference beam spot, it is possible to leave only the mirror movement. Trivially, this is

done by performing the subtractions:

∆θx = ∆θx reflected −∆θx reference. (3.3)

∆θy = ∆θy reflected −∆θy reference. (3.4)

As an example, the data distributions after the subtractions of Equations 3.3 and 3.4 have

been applied are shown in Figure 3.13.

The movement on camera 25 in Figure 3.13, which is of the order of 10− 40 µrad, is of

similar order to that shown by the other available spherical mirror cameras (see Table 3.5).

The discussion on the source of this movement is detailed further.
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Figure 3.11: Reference x (top) and y (bottom) beam spot coordinate data from Camera

00 off Mirror 25 for the 2011 data taking period.
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Figure 3.12: Reflected x (top) and y (bottom) beam spot coordinate data from Camera

00 off Mirror 25 for the 2011 data taking period.
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Figure 3.13: ∆θx (top) and ∆θy (bottom) movement of mirror 25 from April 2011 data.
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Side Mirror

Type

Mirror Fitted ∆θx deviation (µrad/K) Fitted ∆θy deviation (µrad/K)

A
-S

id
e Sp

he
ri

ca
l 25 46.1± 1.1 19.6± 0.3

09 - -

21 - -

22 53.8± 2.0 44.2± 1.0

Fl
at

12 17.6± 0.3 65.8± 1.3

04 - -

13 17.3± 0.1 44.8± 0.6

05 - -

C
-S

id
e Sp

he
ri

ca
l 26 49.5± 1.5 71.4± 2.0

34 - -

27 - -

35 - -

Fl
at

49 - -

50 - -

38 52.1± 1.6 29.1± 0.7

43 40.5± 1.6 11.7± 0.1

Table 3.5: Fitted relationships between ∆θx and ∆θy vs the change in temperature, ∆T ,

for each mirror. Only statistical errors from the fit are provided. Mirrors with no values

attributed did not have sufficient data, or stable periods, to perform a fit.

3.2.3 Sources of Mirror Movement

The observed movement of the reference and reflected beam spots can be converted to an

absolute movement of the mirrors, as was discussed in section 3.2.2. Therefore, the true

mirror movement may be calculated as a mirror rotation in µrad around the y-axis to obtain

the ∆θx and the x-axis to obtain ∆θy. To account for this movement three external factors

have been considered, these were

• pressure effects,

• effect of magnet polarity shift,

• the effect of temperature variations within RICH 2.

Each of these possible sources of movement are discussed independently.
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3.2.3.1 Pressure Effects on Mirror Movement

Pressure is not expected to contribute much to the movements observed on the monitoring

cameras. Previous studies [71] have shown that large variations can have an effect, with the

relationship given by

∆r = aT + bP, (3.5)

where r can be the x or y coordinate of the light spot, T and P are the temperature and

pressure respectively. The constants a and b can be extracted and used to disentangle the

movements due to the temperature and pressure. The range of pressure monitored over the

LHCb operational periods 2011-2012 should, however, have negligible impact on the beam

spot movement. To illustrate this observation, the period of April - May 2011 for mirror

25, with the corresponding monitored values of alignment ∆θx, ∆θy and ∆P (change in

pressure) is provided in Figure 3.14.

For the data range given, the pressure does increase linearly. However, no correlation be-

tween pressure variation and mirror alignment is observed.

3.2.3.2 Magnet Polarity Shift on Mirror Movement

The materials used to construct the two RICH detectors are non-magnetic. This is to avoid

distortions that would be caused by the high magnetic fields to which they are exposed.

However, correlations between the changing of the magnet polarity and observed angular

movements of the mirrors are a useful cross check to ensure that the RICH detectors remain

stable as a function of magnetic field. A limited amount of magnet polarity data correspond-

ing to the period May - July 2012 was available, which is presented in Figure 3.15 together

with the alignment deviations recorded.

There does not appear to be an obvious correlation between the changes in magnet polarity

and movements observed on the camera. This confirms that there is no magnetic dependent

movement occurring, which is what would be expected.

3.2.3.3 Temperature Effects on Mirror Movement

To determine if the movement deviation observed is related to temperature changes, it is

important to study the correlations between change in temperature ∆T and change in beam

position ∆x or ∆y. A correlation can be seen when examining Figures 3.16, with a clear

correlation between the y coordinate movement and the temperature change over the corre-

sponding period. The x coordinate tends to show an anti-correlation but is less clear than the

y data.

69



CHAPTER 3. RICH 2 MONITORING STUDIES

Figure 3.14: ∆θx with ∆P data (top) and ∆θy with ∆P data (bottom). Both datasets

are from mirror 25 and correspond to the monitoring period April-May 2011.
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Figure 3.15: ∆θx with magnet polarity data (top) and ∆θy with magnet polarity data

(bottom). Both datasets are from mirror 25 and correspond to the monitoring period

May-July 2012.
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Figure 3.16: ∆θx with ∆T data (top) and ∆θy with ∆T data (bottom). Both datasets

are from mirror 25 and correspond to the April 2011 monitoring period.

The correlation distributions of ∆θx and ∆θy against ∆T display this more clearly and can

be seen in Figure 3.17.

One of the possible sources for this movement could be due to the thermal expansion and
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Figure 3.17: ∆θx vs ∆T data (top) and ∆θy vs ∆T data (bottom). Both datasets are

from mirror 43 and correspond to the April to May 2011 monitoring period.

contraction of the materials. The mirror material, pyrex, has a thermal expansion coefficient

of ≈ 4.0× 10−6 m/K. The expansion coefficient of the aluminium mirror support is 5 times

larger at 22 × 10−6 m/K. To test this hypothesis, the ray tracing code that was previously
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used to obtain the calibration coefficients of the mirrors is used for this purpose. To simulate

the expansion of the material in the mirror plane, the y-component of each ray-trace vector is

varied such that the y position at which it intersects with the mirror plane is shifted by±1 mm

(see Figure 3.18). The code is then run to determine the intersection of the correlating beam

with the defined camera plane and the movement observed.

Figure 3.18: Schematic of how the beam splitter vectors were varied to simulate mirror

movement due to thermal expansion.

Making the assumption that the movement is primarily originating from material expansion,

it is reasonable to assume that the dominant expansion will be due to the aluminium support

plate. By combining the movement obtained from the ray tracing code with the aluminium

expansion coefficient, the resultant calculations show an expected angular variation as shown

in the ‘Al only’ column of Table 3.6 (for ∆θx) and Table 3.7 (for ∆θy) for each mirror of

RICH 2 monitored. Additionally, these calculations can be expanded to include the expan-

sion of the mirror material, which causes the expected angular variation to increase slightly

and is shown in the ‘Glass only’ column of Tables 3.6 and 3.7. A combination of the alu-

minium and glass expansions is shown as the column ‘Al and Glass’ of Tables 3.6 and 3.7.

These values are of a similar order of magnitude as what is observed in the calibrated data,

which is shown in Figure 3.16 for mirror 25, and is tabulated for all monitored mirrors in

Table 3.5.
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Side Mirror

Type

Mirror Al only (µrad/K) Glass only (µrad/K) Al and Glass (µrad/K)

A
-S

id
e Sp

he
ri

ca
l 25 67.3 12.1 79.6

09 19.8 3.6 23.4

21 40.4 7.3 47.7

22 40.3 7.3 47.6

Fl
at

12 28.8 5.2 34.0

04 30.0 5.5 35.5

13 26.0 4.7 30.8

05 28.0 5.1 33.1

C
-S

id
e Sp

he
ri

ca
l 26 27.7 5.0 32.7

34 23.0 4.2 27.2

27 30.0 5.5 35.4

35 27.6 5.0 32.7

Fl
at

49 40.3 7.3 47.7

50 40.4 7.3 47.7

38 19.8 3.6 23.3

43 37.8 6.9 44.6

Table 3.6: Expected movement in ∆θx for each mirror dependent on material expansion

of support, mirror and both combined.
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Side Mirror

Type

Mirror Al only (µrad/K) Glass only (µrad/K) Al and Glass (µrad/K)

A
-S

id
e Sp

he
ri

ca
l 25 11.3 2.1 13.4

09 4.7 0.9 5.6

21 22.5 4.1 26.6

22 24.8 4.5 29.3

Fl
at

12 13.8 2.5 16.4

04 8.3 1.5 9.8

13 13.7 2.5 16.2

05 8.4 1.5 9.9

C
-S

id
e Sp

he
ri

ca
l 26 8.4 1.5 9.9

34 13.7 2.5 16.2

27 8.3 1.5 9.9

35 13.9 2.5 16.4

Fl
at

49 24.9 4.5 29.4

50 24.8 4.5 29.3

38 24.2 4.4 28.6

43 24.0 4.4 28.4

Table 3.7: Expected movement in ∆θy for each mirror dependent on material expansion

of support, mirror and both combined.
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3.2.4 Discussion and Summary

A study of the Laser Alignment Monitoring System (LAMS), which monitors the stability

of the flat and spherical mirrors in the RICH structure, is presented. Ray tracing software

was used to determine calibration constants for each mirror, this is then used to convert

the observed beam movement on the cameras into a ∆θx and ∆θy movement for their re-

spective mirrors. Potential sources of the observed movement are then considered, these

include the monitored pressure, temperature and magnet polarity data. The deviation ob-

served is seen to correlate heavily with temperature, with measured values being of the

order of 10 − 70 µrad/K. These are approximately within the same order as calculated

values from simulation studies. The angular resolution of RICH 2 determined from data is

0.68± 0.02 mrad, which was described in Section 2.7.2 and shown in Figure 2.15. As such,

the observed angular mirror movement of ∼ 50 µrad is negligible. It can therefore be stated

that the mirror stability does not affect the RICH 2 resolution and performance.
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3.3 Refractive Index Studies

Knowledge of the refractive index, n, of the RICH gases is needed to perform the reconstruc-

tion of particle events detected in the RICH subdetectors. It is currently determined using

a method that calculates its expected value from the Cherenkov angle, θc, measured from

high momentum track data and corrected by values of pressure and temperature, which are

monitored via the RICH software. Additionally, the gas composition is determined to a high

precision approximately once every month using a gas chromatograph, but these data have

not been used by the RICH reconstruction so far. The Cherenkov angles are measured rou-

tinely, but not over specifically defined intervals. This study proposes an alternative method

to determine the refractive index of the gas radiators in the RICH subdetectors, primarily ap-

plying this method to data from RICH 2. This alternative method allows for finer granularity

in the determination of the refractive index. By using data for the Cherenkov angle, the abso-

lute molecular mass of the gas, pressure and temperature, the values of n can be interpolated

between calibration runs more accurately. This section will begin by discussing in further

detail the current method of determining the refractive index, followed by the application of

the alternative method and the differences observed between the new values of n and those

currently used from the RICH database.

3.3.1 Current Determination of Refractive Index

The refractive index stored in the RICH database when performing reconstructions is deter-

mined using a number of variables. Currently the value used from the LHCb database is

determined based on the wavelength dependence of the refractive index, assumed to follow

the Sellmeier equation [72], given by

n2(λ) = 1 +
Bλ2

λ2 − C , (3.6)

where n is the refractive index, λ is the wavelength and B and C are experimentally de-

termined Sellmeier coefficients [73]. This value of the refractive index also needs to be

corrected for changes measured in the environment of the RICH detectors, which will natu-

rally change the true value, in particular, changes in pressure (P) and temperature (T). The

RICH Experimental Control System (ECS) performs a variety of tasks [57]. These include

using predefined sequences for normal detector operation and automating actions to protect

the equipment when monitored parameters fall outside their specified ranges. The RICH

ECS also collects environmental information, in particular it logs the temperature and pres-

sure of the gas radiators in each RICH. When the values of these environmental variables

change, it is necessary to propagate them to the RICH conditions database where they are
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used to re-evaluate the refractive index of the gas radiators, which is also dependent on the

exact composition of the gas mixture. Variations of this composition in time can affect the

calculated value of n, which can then affect the performance of the particle identification

algorithms.

The primary method of calibrating the refractive index is performed using high momentum

saturated pion tracks, fitting the observed Cherenkov angle, θc, and determining the offset

(∆θc) of the peak from the expected value for the nominal refractive index n(λ). The nominal

value of n(λ) is determined from Equation 3.6 and other components, such as the quantum

efficiency, which are described in [57]. Any deviation of ∆θc from zero implies a change in

the refractive index. Examples of this for RICH 1 and RICH 2 are given in Figure 2.15.

The offset observed, ∆θc, requires a correction factor to be applied in order to pull the value

back to be equal to that of the expected value. In this case ∆θc equals zero. The correction

factor is determined from simulation where a small shift in the generated θc is applied. This

allows a linear function to be used to determine the correction factor from the offset to the

expected value. This procedure is performed on a run by run basis.

3.3.2 Alternative Method to Determine the Refractive Index

The alternative method being proposed to determine the refractive index, n, is by relating its

value to monitored data only. This allows the value to be re-evaluated based on data logged

directly by the ECS for any given time, and automatically incorporates measurement effects.

The ideal gas law equation gives the state of any hypothetical gas with respect to its pressure,

volume and temperature, and is given by

PV = nRT, (3.7)

where P is the pressure in kg/m3, V is the gas volume in m3, n is the number of moles of

the gas, R is the ideal gas constant in J K−1 mol−1 and T the temperature in K. The density

of a gas medium may be related to its refractive index, ndata, by the following relationship,

ρ = a(ndata − 1), (3.8)

where ρ is the gas density and a is a proportionality constant. The expression relating the

refractive index of the gas radiator to the environmental variables can then be given by

(ndata − 1) =
1

a

PM

RT
, (3.9)

where the constant a needs to be determined from data to be able to calculate the value ndata,

andM is the mass of one mol of the gas medium. The extraction of this constant is discussed
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in the next section.

3.3.3 Evaluation of the Refractive Index Constant

In order to accurately determine the refractive index constant a, precise measurements of

each variable at a specific time are required. Due to the ECS regular logging of temperature

and pressure, the primary data restrictions are due to limitations in data points from the gas

molecular mass and refractive index. The refractive index used in Equation 3.9 is the value

determined from the high momentum tracks as displayed in Figure 2.15. This is calculated

by using the relationship

cos θc =
1

nβ
, (3.10)

where β has the standard meaning

β =
v

c
, (3.11)

and we assume β = 1 for high momentum tracks. Days during the 2012 data-taking when

measurements of molecular mass of the gas, and the Cherenkov angles, were both available

are selected in order to calculate the refractive index. The molecular mass of the gas varies

in time and depends on the relative concentrations of the main radiator CF4 and other gases

in the mixture, such as CO2, N2 and O2. These measurements were performed using a gas

chromatograph during specific calibrations carried out by CERN personnel throughout data

taking [74]. The Cherenkov angles were determined by high momentum track reconstruc-

tion calibrations carried out regularly throughout the LHCb runs, as has been discussed in

Sections 2.7.2 and 3.3.1. The gas chromatograph is a chemical analysis instrument that is

able to separate out the relative fractions of a composite gas into its constituent components.

This allows accurate measurements of the gas components listed in Table 3.8. The refractive

index, determined from the Cherenkov angle data, for the same dates is provided in Table 3.9.
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Date O2 % N2 % CO2 % CF4 % < M > (kg/mol)

19/04/2012 0.03 0.8 5.8 93.3 0.0849

08/05/2012 0.02 0.8 4.9 94.3 0.0854

08/06/2012 0.03 0.8 4.2 95.0 0.0857

06/07/2012 0.03 0.8 5.0 94.2 0.0853

22/08/2012 0.03 0.6 5.0 94.2 0.0853

03/09/2012 0.03 0.6 4.9 94.4 0.0854

02/10/2012 0.03 0.6 3.9 95.4 0.0859

Table 3.8: Gas composition fractions measured via chromatograph and the date at which

they were measured. These measured data points have corresponding refractive index

values from data and P and T data. The values do not add exactly to 100% due to how

the fractions were determined by the chromatograph. The final column is the molecular

mass of the gas determined from the composition.

Date RICH database n Fitted n from θc data

19/04/2012 1.00043082 1.00041993

08/05/2012 1.00043253 1.00043073

08/06/2012 1.00043092 1.00042861

06/07/2012 1.00043170 1.00042931

22/08/2012 1.00043348 1.00043079

03/09/2012 1.00043385 1.00043120

02/10/2012 1.00043036 1.00043215

Table 3.9: Refractive index values for use in the calibration. The values extracted from

the RICH database as determined by the method discussed in Section 3.3.1 and the

values determined from fitting the Cherenkov angle of high momentum saturated track

data discussed in Sections 2.7.2 and 3.3.1 and displayed in Figure 2.15.

The average value for a given day of the second component of Equation 3.9 can then be

evaluated. Fitting a linear function to the distribution obtained from the (ndata − 1) vs PM
RT

gives a value for the required constant, a. This fit is displayed in Figure 3.19.
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)3 (kg/mρ
3.3 3.35 3.4

(n
-1

)

0.42

0.422

0.424

0.426

0.428

0.43

0.432

-310×

 4.204475E-05±Fit Intercept : 0.000059305 

 1.249777E-05±Fit Gradient : 0.000109938 

Refractive Index Constant Fit

Figure 3.19: Linear fit to the components of Equation 3.9 using data from Tables 3.8

and 3.9 to determine the constant of proportionality. Errors included are smaller than

size of data point symbols.

The results of the linear fit in Figure 3.19 introduces an extra term into Equation 3.9, such

that the relationship becomes

(ndata − 1) =
1

a

PM

RT
+ C, (3.12)

where 1
a

= (1.10 ± 0.13)× 10−4 m3/kg and C = (5.93 ± 4.20)× 10−5. These constants

allow the evaluation of the n, θc and the average molecular mass < M > for any logged

pressure and temperature with a valid time stamp.

3.3.4 Application of Alternative Method to Data

The full implementation of the alternative method on data allows finer granularity in the

movement of three key variables; θc from data, refractive index n and the average molec-

ular mass < M > of the gas. These three variables are displayed respectively in Fig-

ures 3.20, 3.21 and 3.22.
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Figure 3.20: Raw Cherenkov angle, θc, measured from saturated track data. The blue

distribution shows the values measured directly from data and the periods for which

they are valid, the red data shows the values determined using the method detailed in

section 3.3.2 and calibration discussed in section 3.3.3.
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Figure 3.21: Raw refractive index, n, measured from data. The blue distribution shows

the values measured directly from data and the periods for which they are valid, the

red data shows the values determined using the method detailed in section 3.3.2 and

calibration discussed in section 3.3.3.
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Figure 3.22: Average molecular mass, < M >, of the gas measured from data. The

blue distribution shows the values measured directly from data and the periods for which

they are valid, the red data shows the values determined using the method detailed in

section 3.3.2 and calibration discussed in section 3.3.3.

It can be observed in the figures that changes in the RICH environment do cause the vari-

ables to fluctuate between actual calibration measurements. These are much easier to monitor

when employing the alternative calibration method. If large fluctuations in particular vari-

ables were logged by the ECS over a short period of time, the alternative calibration method

would prove a faster method to reconstruct these distributions and would allow to re-evaluate

values of n, θc and < M > to incorporate into the database.

It is also possible to determine the offset between the values calculated using the current

method and the values determined using this alternative method. The relative difference

between the refractive index and θc values determined from the alternative method against

the values stored in the RICH database are provided in Figures 3.23 and 3.24 respectively.

The distributions of these differences over the data range in the figures given is relatively

constant, and the differences between the refractive indices and Cherenkov angles are less

than 1%.
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Figure 3.23: Distribution of the value of ∆n/ndatabase as a percentage for the period of

April to June 2012

Figure 3.24: Distribution of the value of ∆θc/θc database as a percentage for the period

of April to June 2012
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3.3.5 Summary

A second study of RICH monitoring data proposes a purely data driven method to evaluate

the refractive index of the gas radiators in the RICH. The method suggested differs from the

current determination of the refractive index by using only environmental monitoring data,

with the prior assumptions being the ideal gas law and relationship between gas density and

refractive index. An additional advantage is the ability to track, using finer measurements

in time, the fluctuations in refractive index n, expected Cherenkov angle θc and molecular

gas mass < M > that occur between current measurements of these quantities. After initial

calibration with data samples we find the values of the constants that relate n − 1 linearly

with PM
RT

to be 1
a

= (1.10 ± 0.13) × 10−4 m3/kg and C = (5.93 ± 4.20) × 10−5. The

measurements displayed excellent agreement between methods, with differences between

measured n values being of the order ≈ 1% and θc of the order < 1%. Fluctuations of the

molecular gas mass, < M >, that were not previously observed, are now much easier to

track.
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Chapter 4

Lifetime Determination Method

4.1 Introduction

A particle lifetime measurement is essentially performed by fitting some function f(x) to

the observed decay time distribution from data and extracting the parameters. In the simplest

model, the particle decay time will follow the exponential decay distribution given by

N(t) = N0e
− t
τ (4.1)

and shown in Figure 4.1. Where N(t) is the number of decay particles at the time t, N0 is

the number at the time t = 0 and the lifetime constant τ which is the mean decay time of the

particle.
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Figure 4.1: General unbiased decay time distribution, following the exponential decay

distribution given by Equation 4.1.
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In High Energy Physics (HEP) experiments, this simplistic model can be assumed to be the

basis for determining the value of the lifetime of a particle.

In the lifetime measurements detailed in Chapters 5 and 6 of this thesis we deal with both

B0
d and B0

s meson decays. These particles have relatively long lifetimes in particle physics

terms, with current world averages from the Heavy Flavour Averaging Group (HFAG) [36] of

τB0
d

= 1.519±0.007 ps and τB0
s

= 1.466±0.031 ps respectively. To select these longer decay

time events, we use cuts on quantities that are generally lifetime biasing, such as Impact

Parameter IP , Impact Parameter Chi-squared IPχ2 and Flight Distances FD. Descriptions

of these variables are provided in Section 5.3.2.

In a hadronic environment such as that at the LHC, we are forced to cut harder on such

variables due to the much larger and varied backgrounds that are produced in the collisions.

These would not be as prevalent in a cleaner leptonic collider environment, which would

allow us to apply looser cut criteria to select signal-like events.

In general, the imposition of these cuts causes the observed decay time distribution to deviate

from the standard exponential distribution given by Equation 4.1, such that we observe a

distribution similar to that shown in Figure 4.2.
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Figure 4.2: Example of an observed biased decay time distribution generated via a

simplified Monte Carlo simulation event generator (discussed in Section 5.6.1).

The event selection procedure moves through a number of stages, with each stage accruing

a bias. These stages are the trigger, pre-selection and offline selection. The conditions for

each of these stages will differ depending on the analysis, with the specific conditions used

for the analysis of the B0
s→ K+K−, B0

d→ K+π− and B0
s→ π+K− using 2010 and 2011

data detailed in this thesis, found in Chapter 5. Particle Identification (PID) criteria are only

available for offline analysis and so cannot be used in the online selections, however these
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cuts are generally not lifetime biasing. The PID cuts allow the separation of the signal modes

via the final state decay particles, which are described in further detail in Section 5.3.3.

There are a variety of methods that have been used to remove the lifetime bias introduced

by a selection. These include taking the ratio of the signal mode lifetime distribution with a

control mode lifetime distribution, this is illustrated in the relative lifetime measurement of

the B0
s→ K+K−, detailed in a recent LHCb analysis [75, 76]. The ratio method makes the

assumption that the acceptances of two kinematically similar channels should be identical

and will cancel within a high degree of precision. By performing this ratio, the acceptance

functions do not need to be calculated, leaving the lifetime of the reference channel as the

only dependency. In general this lifetime should be well known and with small uncertainties.

Another method that has been used is to determine the acceptance function from fully gen-

erated Monte Carlo (MC) events. This relies heavily upon having very accurate models for

the detector geometry combined with the hardware and software cuts that are applied to the

events. The decay time used in the generation of the signal events must also be known such

that the acceptance function (see Figure 4.3) for the signal can be determined.

The method used for the analyses performed in this thesis (Chapters 5 and 6) uses a data-

driven approach. This method calculates event-by-event acceptances that are used in the

lifetime fit to build up average acceptance functions per decay mode. The advantage of this

over other demonstrated methods is its reliance purely on the data provided, with there being

no dependency on MC or external values to calculate the lifetime.
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Figure 4.3: Average acceptance function from a B0
s→ K+K− 2011 simplified simula-

tion [76].

The methodology of this data-driven approach will be described in detail in this chapter. The

chapter begins by describing the general lifetime fit method and the motivation for factorising

90



CHAPTER 4. METHODOLOGY OF LIFETIME EXTRACTION

the fit into two components, the fit to the invariant mass and the fit to the reconstructed

lifetime spectrum. This is provided in Section 4.2. The fit to the invariant mass distribution,

which classifies the event type and determines the resultant event weightings, is detailed in

Section 4.3. Following this, the details of how the acceptance function is determined from

data is given in Section 4.4. Finally, the fit to the reconstructed lifetime distribution that

results in the average lifetime of the signal decay is discussed in Section 4.5.

4.2 General Lifetime Fit Method

The lifetime fit, including reconstruction biases, of an individual decay is obtained using

an unbinned maximum likelihood fit. This is analogous to the method used in the fit to the

invariant mass spectrum described in Section 4.3. The total probability density for measuring

the set of observables is given by

f(t, A,m) = f(t, A|m) · f(m), (4.2)

and is dependent on the reconstructed decay time t, the acceptance function A and the distin-

guishing variable massm. The decay time reconstruction is performed by the LHCb software

package DAVINCI, introduced in Section 2.11. The algorithm employed uses the primary

vertex, secondary vertex, particle momentum and measured mass as input to determine the

candidates proper time. Equation 4.2 has two main components. The first, f(t, A|m), will

be described more succinctly in Equation 4.3. The second, f(m), is the Probability Den-

sity Function (PDF) determined from the prior fit to the invariant mass where m is the mass

and also the distinguishing variable. The lifetime part of the total probability function in

Equation 4.2, can be factorised into two components given by

f(t, A|m) =
∑

class

f(t, A|class) · P (class|m), (4.3)

where P (class|m) is determined via a separate fit to the invariant mass, detailed in Sec-

tion 4.3. The component P (class|m) is the probability of an event belonging to a specific

signal class given its mass, as defined in Equation 4.10 and described in Section 4.3.3.1. The

remaining factor in the time probability density for a given class is given by

f(t, A|class) = f(t|A, class) · f(A|class), (4.4)

with the first term being the probability density of measuring time t given the lifetime ac-

ceptance function and a particular class, and the second term being the probability density of

having this acceptance function for the given class. This factorisation allows the evaluation
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of the probability per event of each event having an observed lifetime, given a particular

signal class and a given per-event acceptance function. The determination of the acceptance

function is given in Section 4.4.

4.3 Fit to Mass Spectrum

The B → h+h− channels are interesting for a variety of physics reasons overviewed in

Section 1.4. One of the difficulties involved with analysing a channel from this family is that

the invariant mass distributions tend to overlap when reconstructed. An example of this from

the CDF collaboration [77] can be seen in Figure 4.4.
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Figure 4.4: Invariant mass distribution from CDF data of Hb → h+h− signal chan-

nels [77]. The data is separated by the application of energy deposition (∂E/∂x) con-

straints that are not as clean at distinguishing the signal channels as the RICH detector

at LHCb.

As this family of decay channels are kinematically very similar, kinematic cuts designed for

one of these channels will remove many backgrounds but not the other B→ h+h− modes.
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This technical difficulty can be seen when applying kinematic cuts that are designed for the

B0
s→ K+K− decay onto Hb → h+h− selected data in Figure 4.5. The large signal peak in

the figure is a superposition of all the B→ h+h− decays in the collected data sample.
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Figure 4.5: Full LHCb 2011 data after full trigger and kinematic cuts, but no PID im-

posed. The invariant mass distribution contains all B → h+h− modes reconstructed

under the KK mass hypothesis.

Applying PID specific cuts to the B→ h+h− data, the resultant mass spectrum after fitting

is given in Figure 4.6. The spectrum is much cleaner and, in this instance, is dominated by

the B0
s→ K+K− decay channel, albeit with contamination from mis-identified B0

d→ K+π−

decays, partially reconstructed three-body decays and combinatorial background.

The first step of the general lifetime fit method detailed in Section 4.2, is a fit to the invariant

mass spectrum. This is done to determine the relative fractions of each signal channel and

also the signal and background probabilities per event. This process can be split into three

parts:

• Determining analytical models that best represent the mass distribution of each signal

class, and setting these as the models for their respective PDFs.

• Performing an unbinned maximum likelihood fit on the given data using the defined

PDF models. This determines the parameters of the PDF models and the relative

fractions for each signal class.
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• Calculating event-by-event weightings per signal class.
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Figure 4.6: Selected B0
s→ K+K− candidates from 2011 data with application of full

kinematic and PID cuts. The invariant mass distribution is shown after the mass fit,

displaying the remaining dominant signal channels under the KK mass hypothesis.

4.3.1 Mass Models

Whether or not a specific PDF is suitable for each signal class is dependent on the analysis

being performed, as will be discussed in detail in Section 5.4. The PDFs implemented in

the fits are either parametric or non-parametric. Non-parametric PDFs originate from dis-

tributions where the shape is not easily parameterised by an analytical function, whereas a

parametric PDF is one which may be described by an analytical function. Parametric PDFs

then require their respective parameters to be optimised for the observed data distributions.

4.3.2 Optimisation of Model Parameters

The optimum parameters of the invariant mass fit, which are the mass model PDF parameters

and relative signal fractions, are determined by using the maximum likelihood method. Max-

imum likelihood is a statistical method for determining the parameters of a model, such that

the values of the parameters are chosen in order to maximise the likelihood that the observed

data agrees with the model. To understand this further it is useful to begin with describing
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the use of PDFs.

In probability theory the probability density function, f(x), of a continuous random variable,

x, is a function that describes the relative likelihood for the given random variable to take a

specific value. The probability of observing the variable x in the interval [a, b] is:

P (x) =

∫ b

a

f(x)dx, (4.5)

The normalisation of the PDF enforces the condition

P =

∫ +∞

−∞
f(x)dx = 1. (4.6)

The PDF itself can take on many forms, with the most common used being a parametric PDF

that has a shape defined by an analytical function determined by a set of free variables.

The likelihood function is given by

L(θ|x1...xn) =
n∏

i=1

f(xi|θ), (4.7)

where xi represents each of the observed values, n is the total number of observed values, θ

is the vector of parameters related to the model used and L is the likelihood. The maximum

likelihood states that the best estimator for the parameter vector is given by the set of values

that maximises Equation 4.7. The method can be altered slightly such that the logarithm of

the function, known as the log-likelihood function, is maximised instead. This is given by

lnL(θ|x1...xn) =
n∑

i=1

f(xi|θ). (4.8)

The fit is performed using the software package MINUIT [78], which is incorporated into

the analysis software and offers a choice of several minimisation algorithms. Further details

of the implementation are discussed in Section 4.6. To optimise the parameter values to

attain a best fit to the data distributions, the MIGRAD algorithm is employed. This studies

the evaluated values and rate of change of lnL to try to obtain the maximum of the negative

log-likelihood ln(L). The amount by which the parameters are varied is iteratively refined

to give a high precision on their optimal values. The statistical uncertainties on these values

are determined by finding the variation in the value of each individual parameter that results

in a change in the log likelihood of ∆ln(L) = 1
2
.

4.3.3 Event Weightings

There are three primary purposes of the mass fitter. The first two, which are performed si-

multaneously, are to determine the parameters of the PDFs and the relative signal fractions
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from the data. The third is to calculate a per-event probability for each event belonging to a

particular signal class. The parameters determined for each of the mass models used, allow

the use of the correct mass PDFs to calculate these.

The two B→ h+h− analyses conducted in this thesis apply two different methods to calcu-

late these weightings. The first, applied to the 2010 B→ h+h− lifetime analyses, calculates

a per-event weighting using the Bayesian probability method. The second, which is used

in the 2011 B→ h+h− lifetime analyses, uses the sWeights [79] method to determine the

per-event weighting.

The event weights are used to separate out variable distributions in the lifetime fit, see Sec-

tion 4.5, where the Bayesian weights are applied to 2010 data and the sWeights are applied to

2011 data. There is a subtlety in the method that actually means the Bayesian probabilities

are used in both analyses, but not for variable separation in the lifetime fit. The method was

updated to include the sWeights as these were found to provide a more accurate separation

of the variable distributions [79], compared with the Bayesian probabilities.

4.3.3.1 Bayesian Probability

To determine the event weighting per signal class we must first understand the total mass

distribution PDF. The total mass probability density function f(m) can be written as the sum

of the probability density functions f(m|class) for each signal class present, multiplied by

the corresponding relative fractions of that class P (class). This is given by:

f(m) =
∑

class

f(m|class) · P (class). (4.9)

The term signal class relates to all possible components of the distribution. This includes

main signals, signal specific background and combinatorics. Using Bayes theorem, the prob-

ability of a single event to belong to a particular signal class can thus be expressed as

P (class|m) =
f(m|class) · P (class)

f(m)
. (4.10)

The values of P (class|m) calculated per event are then stored and used in the lifetime fitter.

4.3.3.2 sWeights

The sWeight [79, 80] event weighting is used as an alternative to the Bayesian probability

method detailed in Section 4.3.3.1. This approach is implemented as it is able to reproduce

the original distributions with a higher accuracy than the Bayesian approach. The fit is

performed on a discriminating variable, for this analysis the mass, which is assumed to be
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uncorrelated with the control variable, in this analysis the decay-time. The sWeights are

determined using

sPn(ye) =

∑Ns
j=1 Vnjfj(ye)∑Ns
k=1Nkfk(ye)

, (4.11)

where sPn(ye) is the sWeight per event per class with ye the set of values for the discrimi-

nating variables of event e, fj/k the PDF of the discriminating variable, Nk the number of

events expected for the signal class k, Ns the number of signal classes in the data sample and

Vnj the covariance matrix given in [79].

4.4 Determination of the Acceptance Function

The equation for the single event probability density for measuring an event at decay time t,

ignoring measurement errors, is given by

f(t|A, class) =
1
τ
e−t/τA(t)∫∞

−∞
1
τ
e−t′/τA(t′)dt′

, (4.12)

where f(t|A, class) is the probability of the observed lifetime, conditional on the acceptance

function A(t) for this class and with τ the average decay time of the decay.

The lifetime bias that originates primarily from the selection cuts and gives a decay time

distribution of the form displayed in Figure 4.2, may be corrected by using an acceptance

function A(t) in the fitter. Our method uses per-event acceptance functions, determined

from data. To do this we employ the so-called ‘swimming’ algorithm. This method was

initially developed and used at the NA11 spectrometer at the CERN SPS [81] and then fur-

ther developed within CDF [82, 83] before subsequently being studied and implemented in

LHCb [84, 85]. Previous use of the method has been complicated by the implementation of

hardware based triggers that were used in experiments prior to LHCb becoming operational.

This meant that the trigger hardware had to be simulated by custom written software in order

to rerun the triggers to determine the event-by-event acceptances. This method is largely

simplified in LHCb due to the triggers being almost entirely software based, with the hard-

ware triggers employed applying cuts that are non-lifetime biasing. Thus all that is needed

to rerun the trigger is simply to rerun the original software to determine these event-by-event

acceptances.

The per-event acceptance function is characterised by a top hat function θ(t, tmin, tmax) in

time, where
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Figure 4.7: (a) An example of acceptance intervals generated for a single event. This

example has three turning points and two acceptance intervals. (b) The decay time PDF

resulting from the acceptance function in (a) [86].

θ(t, tmin, tmax) =





1 tmin < t < tmax

0 elsewhere.
(4.13)

Implementing a single top-hat acceptance function with turning points tmin and tmax, into

the lifetime calculation gives

f(t|A) =
1
τ
e−t/τθ(t, tmin, tmax)∫∞

tmin

1
τ
e−t′/τdt′

, (4.14)

which can also be written as

f(t|A) =





1
τ
e−t/τ∫ tmax

tmin

1
τ
e−t′/τdt′

tmin < t < tmax

0 elsewhere.
(4.15)

For events with more than one lifetime acceptance region, this may be generalised to a series

of top hat functions in an analogous way. The swimming method determines the intervals

of decay time where the lifetime is accepted or rejected based on the applied cuts. This is

run for the trigger and offline selections independently to determine the intervals specific for

each. The intervals for each of these components are then merged to determine the overall

acceptance intervals per event.

The intervals are generated by re-applying the selection cuts for all hypothetical decay times,

determining if the event would have been selected at that decay time. In practice, the swim-

ming takes advantage of the fact that the decay time of the mother particle is independent of
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the daughter particle kinematics, thus by moving the primary vertex along the momentum

vector of the B particle, the intervals of decay time where the event is selected can be deter-

mined. This method is referred to as ‘swimming’. The iterative movement determines the

lifetime of the particle at each step, for which the decision on whether the candidate passes

or fails the kinematic criteria of the trigger or selections is re-evaluated. The results of the

pass/fail evaluation build up a set of binary step function(s) as a function of decay time, see

Figures 4.7(a) and 4.7(b). The decay time values where this pass/fail acceptance changes

from binary 0 to 1 or 1 to 0 are known as “turning-points”. The basics of the method are

illustrated in Figure 4.8, where as an example a lower IP cut is assumed, which translates

into a simple step function as the decay time acceptance function.

(a)

t

IP1
B

IP2

accepted?

0=no

1=yes

h+

−h’

(b)

h’

tmin tmeas
t

IP1

IP2

accepted?

0=no

1=yes

B

h+

−

Figure 4.8: Decaytime acceptance function for an event of a two-body hadronic decay.

The light blue (shaded) regions show the bands for accepting the impact parameter of a

track. The impact parameter of the negative track (IP2) is too small in (a) and lies within

the accepted range in (b). The actual measured decay time lies in the accepted region.

The acceptance intervals give conditional likelihoods used in the lifetime fit.

The per-event acceptance functions can become more complicated when multiple primary

vertices are reconstructed for a single event. Events which meet these conditions can have

more than one step function representing their lifetime acceptance intervals, similar to the

example in Figure 4.7(a). This, however, does not affect the performance of the fit.
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4.5 Fit to Reconstructed Decay Time Spectrum

The general methodology for fitting the reconstructed decay time spectrum, including accep-

tance effects, is detailed in Section 4.2. The expressions for the main signal decay time PDFs

are derived in Section 4.4, with the model parameters optimised using the methods discussed

in Section 4.3.2. The effect of detector resolution on the lifetime measurement is taken into

account in Section 4.5.1. Additionally for some of the backgrounds, for example the par-

tially reconstructed and combinatorial, there are no analytical expressions which accurately

describe the lifetime distributions. In these cases a non-parametric PDF is used, as described

in Section 4.5.2. Furthermore, a description of how the average acceptance function is calcu-

lated is provided in Section 4.5.3. This details the general method and differences between

the calculation performed in the analyses performed on 2010 and 2011 data. The full likeli-

hood function for the lifetime fit is detailed in Section 4.5.4. Finally the technical details of

the fit implementation are detailed in Section 4.6.

4.5.1 Detector Resolution Effects

As with all experimentally measured quantities, the value measured tends to be ‘smeared’

somewhat by the inherent resolution of the detector itself, and by the reconstruction soft-

ware. To include this into the modelling of the decay time, the exponential decay distribution

is smeared with a time dependent resolution function, R(t, σ). The resolution function is as-

sumed to be a single Gaussian with a width of σ, which is given using the standard Gaussian

function

R(t, σ) =
1√
2πσ

e−
t2

2σ2 . (4.16)

The excellent VELO performance currently results in a decay time resolution of ≈ 50 fs

[87], this is included to accurately describe the physical model of the measured particle

decay times. The measured decay time, tmeas, can thus be described by the ‘true’ decay

time. This follows an exponential distribution plus an additional resolution term, δt, which

follows a Gaussian with mean zero and σ equal to the average uncertainty on the measured

proper decay time. This is given by

tmeas = ttrue + δt. (4.17)

The measured time distribution of the signal classes can then be determined analytically

by convoluting the Gaussian resolution function with the exponential decay function of the

lifetime, which includes the single step acceptance discussed in Section 4.4. This leads to
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f(tmeas) =
1

τ
e−tmeas/τΘ(tmeas)⊗

1√
2πσt

e−
1
2
t2meas/σt

2

=

∫ ∞

−∞

1

τ
e−t

′/τΘ(t′)
1√

2πσt
e−

1
2

(tmeas−t′)2/σt2dt′

=
1

τ
e−tmeas/τe

1
2
σ2
t /τ

2

F

(
tmeas
σt
− σt
τ

)
, (4.18)

where Θ(t) is the Heaviside function and F is the Gaussian frequency function defined by

F (x) =
1√
2π

∫ x

−∞
e−

1
2
y2dy. (4.19)

Using this in Equation 4.15, which assumes an acceptance function that is a single top-hat

function with limits tmin and tmax, results in the final equation for the lifetime probability

density

f(tmeas|tmin, tmax, signal) =
1
τ
e−tmeas/τe

1
2
σ2/τ2F

(
tmeas
σ
− σ

τ

)

N(tmax, τ, σ)−N(tmin, τ, σ)
, (4.20)

with

N(t, τ, σ) = −e−t/τe 1
2
σ2/τ2F

(
t

σ
+
σ

τ

)
− F

(
t

σ

)
. (4.21)

The denominator in Equation 4.20 will change for events where the acceptance function con-

sists of more than one top-hat function. The resulting equation to account for this becomes

Ntot =
∑

top−hats
N(timax, τ, σ)−N(timin, τ, σ). (4.22)

In the analysis performed in Chapters 5 and 6 we include events with up to six top hat

acceptance function events, which can have up to ten primary vertices.

4.5.2 Non-Parametric PDFs for Lifetime Models

The decay time distributions of the main signal classes, B0
s → K+K−, B0

d → K+π− and

B0
s→ π+K−, are modelled using the single exponential function described at the beginning

of this chapter by Equation 4.1. The combinatorial and partially reconstructed background

classes present in the data, cannot trivially be described by an analytical PDF. These classes

cannot be accurately modelled using the exponential lifetime decay model that is used for

the main signal classes. In many lifetime measurements, finding a parametrisation for these

background lifetime distributions has been difficult, so for the analyses conducted in this

thesis and others [86] it has been deemed best to use non-parametric models.
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The analyses applied on the 2010 and 2011 LHCb datasets have subtle differences between

them. Both use the kernel method [88], however the per-event class weightings are calcu-

lated using different methods. The 2010 lifetime analysis uses a Bayesian probability to

calculate the weightings, Sections 4.3.3.1, whereas the 2011 analysis uses sWeights [79],

Section 4.3.3.2.

Another, very important, difference between the analyses is the determination of these non-

parametric lifetime models. In the 2010 analysis, there is only one non-parametric lifetime

model to determine. This is for the combinatorial background. The analysis takes advantage

of the fact that the complete measured lifetime distribution is known, as well as the individ-

ual signal channel components which are modelled by exponentials. The background time

distribution is thus obtained by subtracting all signal distributions weighted by the respective

signal class probability from the total distribution. For a single event, this can be written in

simplified form as

Total(t)−
∑

class6=bkg
f(t|class) · A(t|class) · P (class|Xi). (4.23)

The per-event weightings calculated by the two methods discussed earlier, allow the separa-

tion of the total lifetime distribution into the constituent components of each signal class. The

2011 analysis, in particular, relies on the sWeights to determine the non-parametric lifetime

models independently. In this analysis there is the combinatorial and partially reconstructed

background models, so Equation 4.23 is no longer valid.

The sWeights can be used to make an sPlot of the reconstructed decay time, which normally

takes the form of a histogram. As these are by definition binned, they can give rise to discon-

tinuities that can be smeared by using kernels. The application of the kernel method allows

us to smooth the decay time distribution so that it is well behaved in the maximum likelihood

fit. The method assigns a Gaussian kernel for each event. This is centred at the measured

decay time and with an area proportional to the Bayesian probability or sWeight, dependent

on the analyses, of the particular background class for that event. The width of the Gaussian

is a function of the total number of events (n), the resolution of the decay time (στ ) and the

estimated density of events at that value of the decay time (f0(τi)). The width determines the

level of smearing, and the value for event i suggested in [88] is

h(τi) =

(
4

3

)1/5√
στ

f0(τi)
· n−1/5. (4.24)

The density f0(τi) is estimated differently depending on the analysis. The 2010 analysis used

a histogram of the total decay time distribution, wheres the 2011 analysis uses a standard

normalised sPlot of the decay time.
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Figure 4.9: Illustration of how the kernel method reproduces the decay time distribution

using 10 (top left), 50 (top right), 200 (bottom left) and 1000 (bottom right) events. The

’true’ distribution is shown as the dotted black line is an exponential distribution multi-

plied with an acceptance function, modelled with an error function. The blue curve is the

kernel estimate of the distribution and the red curves in the top left plot are the individual

Gaussian kernels. The resolution parameter in Equation 4.24 is set to 100 fs [89].

The kernel method works over a large range of statistics for most distributions because of

this adaptive smearing. Figure 4.9 shows for illustration how a decay time distribution is

estimated using 10, 50, 200 and 1000 events. The decay time distribution is modelled as an

exponential function that is then multiplied with an acceptance function, which is described

by an error function.

When using sWeights, calculated in the 2011 analysis, the estimated distribution has to be

positive since it is describing a probability density function. As the sWeights can be both

positive and negative there is no guarantee that it will be positive for all values of the control

variable. This problem is resolved with the aid of a test distribution estimated by a different

method that guarantees it to be positive. This test distribution is made in the same way

as the sWeighted kernel distribution, but using the Bayesian signal probability shown in

Equation 4.10 as a weight instead of the sWeight.

If the signed ratio of the sWeighted kernel distribution and the test distribution is smaller than

some value ε, then the ratio is mapped from the original region [−∞, ε] to the region [0, ε].

An exponential function is used for this mapping. The corrected distribution is assigned the
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value of the re-mapped ratio times the value of the test distribution at these values of the

control variable.

The value of the ε parameter is chosen to be 10−3 and a systematic uncertainty is assigned to

the sensitivity of the exact value. Evaluation of this systematic for each analysis is detailed

in Chapters 5 and 6.

4.5.3 Determination of the Average Acceptance Function

The decay time distributions estimated with the method described in Section 4.5.2 are biased

by the trigger, stripping and offline event selections as discussed in prior sections. The fitter

uses the per-event acceptance information for all signal classes, as described in Section 4.4.

This requires an unbiased decay time distribution (fub) for the background classes that are

described by the non-parametric biased distributions. The conditional PDF for these classes,

corresponding to Equation 4.12 is

f(t|A, class) =
fub(t|class)A(t)∫∞

0
fub(t′|class)A(t′)dt′

, (4.25)

where A(t) is a series of top-hat functions describing the per-event acceptance.

The unbiased distribution is determined by dividing the observed distribution from Sec-

tion 4.5.2 with the average acceptance function for that signal class. The average acceptance

is determined from the turning points calculated by the swimming, and is derived as follows.

If Ai(t) is the series of top hat functions describing the per-event acceptance for event i, then

the observed distribution is

fobs(t) =
1

N

∑

i∈Evts
f(t|Ai) (4.26)

in the limit of infinite statistics. Expressing this in terms of the unbiased distribution gives

fobs(t) =
1

N

∑

i∈Evts

fub(t) · Ai(t)∫∞
0
fub(t′) · Ai(t′)dt′

. (4.27)

The data sample consists of several classes with the Bayesian probability or sWeights used to

classify the events. Hence the unbiased distribution for one particular class can be expressed

as

fobs(t|class) =
1

N

∑

i∈Evts

Ai(t) ·W class
i∫∞

0
fub(t′|class) · Ai(t′)dt′

· fub(t|class), (4.28)

where W class
i is either the Bayesian probability or sWeight for event i for that class. By

definition, the relation between the observed and unbiased distributions is
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fobs(t|class) = fA(t|class) · fub(t|class), (4.29)

where fA(t|class) is the average acceptance function for that class. Hence the average ac-

ceptance function can be identified as

fA(t|class) =
1

N

∑

i∈Evts

Ai(t) ·W class
i∫∞

0
fub(t′|class) · Ai(t′)dt′

. (4.30)

As can be seen in Equation 4.30, the unbiased distribution (fub(t|class)) is required to de-

termine the average acceptance. However, the reason why we need the average acceptance

function is to turn the observed non-parametric proper time distributions into unbiased dis-

tributions for the background classes.

The method for determining a first estimate of the average acceptance function for the back-

grounds is different for the 2010 and 2011 lifetime analyses.

2010 method

The definition of the average acceptance function is given by Equation 4.30. The analytical

unbiased lifetime PDF is known for the signal and therefore used in the integral. However,

it is a priori not known for the combinatorial background and so needs to be ‘boot-strapped’

using an initial approximation. An iterative method is employed where a single exponential

is used in the calculation of the first acceptance function. The background time PDF is then

determined as described in Section 4.5.2. A new acceptance function is calculated from this

PDF which is used in the next step. The iteration stops when the difference between two

determined background PDFs is smaller than a pre-defined value.

2011 method

The process is ‘boot-strapped’ initially by determining the average acceptance functions for

one of the signal classes modelled with an exponential proper time distribution. This is then

used as the first approximation to the average acceptance function for the non-parametric

signal classes, to determine a first approximate unbiased distribution. This is then used

in Equation 4.30 to determine a second approximation of the average acceptance function.

The process is then repeated until no further change in the average acceptance function is

observed.

An additional complication is that the use of sWeights can result in a locally negative average

acceptance function. This is handled by simply setting the value of the average acceptance
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function to zero in the regions where it is smaller than some value ε. The value of this param-

eter is the same as the ε parameter in the correction of negative PDF values in Section 4.5.2.

The sensitivity to the exact value of this parameter is evaluated in Chapters 5 and 6.

4.5.4 Total Likelihood Function in the Lifetime Fit

The total likelihood function used in the lifetime fit is formed by combining the functions

defined in the previous sections.

f(t, A|m) =
∑

classes

f(t|A, class) · f(A|class) · P (class)f(m|class)
f(m)

(4.31)

The first factor comes from Equation 4.25 and the last factor comes from Equation 4.10.

For the 2010 analysis we used a turning point distribution, f(A|class), for each signal class

weighted by the Bayesian weights detailed in Section 4.3.3.1. In the 2011 analysis, the

turning point distribution is determined using the sWeights, Section 4.3.3.2.

4.6 Implementation of the Fit Method

The mass and lifetime fit are both implemented as an unbinned maximum likelihood fit.

Their implementation is based on the MINT package [90] which provides an interface to

MINUIT [91]. The fit to the invariant mass spectrum is set up such that the defined PDF

mass models are fed into the maximum likelihood fit. The parameters for each PDF, and the

relative fractions of each signal class, are then optimised for the observed data. The signal

class weightings per-event per-signal class are then calculated based on the chosen method

from Section 4.3.3.1 or 4.3.3.2. The fitter is set up such that the results of the mass fit are

automatically propagated to the lifetime fit. The fit to the reconstructed lifetime spectrum

begins by feeding in analytical PDF lifetime models for the main signal classes, with mis-

reconstructed and combinatorial lifetime distributions determined using methods detailed in

Section 4.5.2. As the evaluation of Gaussian kernels to describe distributions is compu-

tationally intensive, distributions are evaluated once whenever possible and stored as high

resolution histograms to ensure minimal losses in accuracy. The fitter produces an output

file with plots that serve as visual cross-checks of the fit convergence.

106



CHAPTER 4. METHODOLOGY OF LIFETIME EXTRACTION

4.7 Blinding Procedure

In both the 2010 and 2011 lifetime analyses the measurements were performed as a blinded

analysis, albeit using different methods. The 2010 B→ h+h− lifetime analysis only per-

formed a measurement of the B0
s → K+K− lifetime. The fitter was verified on the B0

d →
K+π− control channel, prior to permission being granted to perform the full analysis on

B0
s→ K+K−. For the 2011 analysis we measure three lifetimes, τB0

s→K+K− , τB0
d→K+π− and

τB0
s→π+K− , which are all required to be blinded. For this analysis, a fit parameter is imple-

mented that is scaled internally with a random factor seeded with known input parameters.

This random factor is sampled from a rectangular distribution between 0.9 and 1.1 and it

scales both the fitted value and the uncertainty. The seeds for the random scaling of the three

measured lifetimes, τB0
s→K+K− , τB0

d→K+π− and τB0
s→π+K− are different. This allows the fitter

to be run on the data to ensure its functionality is correct without biasing the result. Both

unblinding of datasets were conducted once the analysis was fully verified on simplified and

full simulations, and after agreement from the referees.

4.8 Summary

This chapter has presented the details of a method to determine the effective lifetime of a B

decay, whilst removing the acceptance bias. An introduction is provided in Section 4.1 that

discusses a general overview of lifetime measurement methods and how biases can enter into

such analyses. The general fit method is then detailed in Section 4.2, which shows the full

fit can be factorised into two independent fits, the first to the invariant mass and the second

to the reconstructed lifetime spectrum. Each stage is then discussed in detail with respect to

the two analyses, 2010 and 2011, that they are applied to.

The mass fit stage, given in Section 4.3.1, has three main purposes. The first is to deter-

mine the parameters of the PDF models, with the second being to determine the relative

signal fractions in the dataset. These first two stages are performed simultaneously. The

third and final purpose is to determine event-by-event weightings using whichever method is

required for the analysis, Section 4.3.3. Prior to the lifetime fit, each event must have their

per-event acceptance function calculated. These are used to correct for the lifetime biasing

selection criteria that occur in the trigger and offline selection, and are determined via the

novel ‘swimming’ method that is detailed in Section 4.4. The lifetime fit, Section 4.5, is able

to differentiate the contributing signal channels and extract the effective lifetime by using

the kernel method to fit for non-parametric backgrounds that occur in the data. Finally, a

blinding method is described in Section 4.7, to ensure no user bias.
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Chapter 5

B→ h+h− Lifetime Data Selection and
Verification

5.1 B→ h+h− Lifetime Analyses

The lifetime measurements performed in this thesis will use the statistically independent

2010 and 2011 LHCb datasets. The 2010 dataset comprises a total integrated luminosity of

37 pb−1, with the complete 2011 data being much larger at a total integrated luminosity of

1.0 fb−1. Due to the size of the dataset collected during the 2010 run and the lifetime mea-

surement method used, the only lifetime measured is the B0
s→ K+K−. The measurement

of the B0
d→ K+π− lifetime acts as a control channel for the B0

s→ K+K− lifetime measure-

ment.

The onset of the 2011 data taking that followed the 2010, provides a dataset that allows for

a much higher precision measurement of the lifetimes to be made. The additional statistics,

combined with improvements to the method detailed in Chapter 4, give the potential to make

two more lifetime measurements, these are the B0
d→ K+π− and B0

s→ π+K−.

The analysis of the B0
s→ K+K− decay mode in particular provides constraints on parame-

ters in the SM and probes for NP effects, this was discussed previously in Section 1.4. The

details of the two analyses will be split over two chapters. The first part, detailed in this

chapter, will describe the current experimental status (Section 5.2), the data sample selection

(Section 5.3), the mass and lifetime models used (Sections 5.4 and 5.5) then finally verifica-

tion studies of the fit method (Section 5.6). The second part detailing event yields, systematic

studies and results, will be set out in Chapter 6.
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5.2 Experimental Status

The B→ h+h− family of decays were first observed by the ARGUS Collaboration [92],

with the various final states not able to be distinguished until later studies. The B0
d→ K+π−

channel, observed by the CLEO collaboration [93], was the first final state decay from this

family to be distinguished. This was followed by observation of the B0
s→ K+K−, together

with evidence for the B0
s → π+K−, by the CDF Collaboration [94] that was subsequently

confirmed by the BELLE [95] Collaboration.

The B → h+h− decays have been studied in detail by LHCb with measurements of the

branching fractions [96], and time integrated [97] and time dependent [98] CP violation.

LHCb has published a measurement of the B0
s→ K+K− lifetime using the 2010 dataset [76]

using two independent methods, one of which is using the method described in Chapter 4

and given as a result in Chapter 6.

LHCb has also published a measurement with the full 2011 dataset using a method that

introduces a minimal lifetime bias in the selection [99], which yields the lifetime

τK+K− = 1.455± 0.046 (stat)± 0.006 (syst) ps. (5.1)

Currently this is the most precise measurement of the B0
s → K+K− lifetime, although the

aim of the analysis presented in this thesis is to improve the precision on this measurement.

The current world average of the B0
d lifetime is [36]

τB = 1.519± 0.007 ps, (5.2)

and the current world average of the flavour specific B0
s lifetime is [36]

τB0
s

= 1.466± 0.031 ps. (5.3)

5.3 Data Sample

Each analysis is conducted using the complete dataset for that data taking period. The data

is collected with both the magnet up and magnet down polarities, with the VELO in its fully

inserted position. The energy per beam for both the 2010 and 2011 data taking periods

is 3.5 TeV. The trigger, stripping and offline selections differ between analyses, with the

details of each given in Sections 5.3.1, 5.3.2 and 5.3.3 respectively. The b candidate events

are selected via separation of the primary and secondary vertices and through cuts on their

Impact Parameters. The drawback of applying these criteria is the preferential rejection of

shorter lifetime candidates, such that the decay time distribution becomes biased as discussed

109



CHAPTER 5. B→ H+H− LIFETIME DATA SELECTION AND VERIFICATION

in Section 4.1 and shown in Figure 5.1. Before the analysis is performed, each dataset is

processed to determine their per-event acceptance functions as detailed in Section 4.4.
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Figure 5.1: The decay time (t) distribution for true reconstructed B0
s→ K+K− events

from full 2010 LHCb Monte Carlo before (black) and after (red) the full selection has

been applied [75, 89].

5.3.1 Trigger

As discussed previously in Section 2.10, the triggers are composed of three different lev-

els: a lower level hardware trigger (L0) and two higher level software triggers (HLT1 and

HLT2). During the data taking periods the luminosity of the LHC was increased, where this

was particularly noticeable in the initial run during 2010. To optimise the data taking, the

HLT trigger lines need to be varied with respect to this increase. These changes are recorded

as different Trigger Configuration Keys or ‘TCK’. The efficiency of the higher level triggers

relies on the precision vertexing capabilities of the VELO. Triggered events whose tracks do

not originate from the Bd/s candidate are known as ‘Triggered Independent of Signal’ (TIS),

whereas events that do are known as ‘Triggered On Signal’ (TOS). The TIS events are not

subject to the proper time bias mentioned previously.

The measurements discussed in this chapter, and the next, apply different trigger conditions

to select candidates for the analyses. The trigger names, provided in Tables 5.1 and Table 5.2,

correspond to specific trigger algorithms that yield an independent trigger decision. A brief
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description of the triggers used in the analyses is now provided.

The conditions for any Global trigger, L0, HLT1 and HLT2, is dependent on if the event

is selected by any other trigger line within that stage. The L0Hadron trigger selects heavy

flavour decays with hadronic final states. The HLT1TrackAllL0 trigger is executed on all

trigger lines accepted by the L0 stage, and is designed to select hadronic decays that are

significantly displaced from a PV. The final trigger line used, the HLT2B2HHDecision, is

purposely designed to select two body hadronic B-decays. These triggers are separated de-

pending on if they are TIS or TOS type events. The trigger criteria for both analyses are

provided in Table 5.1 and Table 5.2.

Cut Type Cut

HLT Cuts HLT1Global TIS=1 and HLT2Global TIS=1 or

HLT1Global TIS=1 and HLT2B2HHDecision TOS=1 or

HLT1Global T0S=1 and HLT2B2HHDecision TOS=1

Table 5.1: Trigger conditions for 2010 B0
s→ K+K− lifetime analysis.

Cut Type Cut

HLT Cuts L0Global TIS=1 or L0Hadron TOS=1 and

HLT1TrackAllL0 TOS=1 and

HLT2B2HHDecision TOS=1

Table 5.2: Trigger conditions for 2011 B→ h+h− lifetime analyses.

5.3.2 Stripping

The triggering is only the first step in selecting potential signal candidates. These data are

further processed to produce smaller, cleaner datasets for offline analyses with the process

known as “stripping”. The method involves imposing a set of optimised cuts on the trigger

selected data to maximise the signal efficiency of interest. These are organised into a set of

‘stripping lines’ that pre-select a certain family of decays. In this analysis a line developed

specifically to select two-body hadronic decays is used, with the cuts for both the 2010

and 2011 analyses detailed in Tables 5.3 and 5.4 respectively. The Hb → h+h− candidates

selected are reconstructed under the assumption that both daughter particles are π’s. There

are no requirements placed on the trigger lines in this selection. As with the trigger criteria,
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the stripping cuts bias the decay time distribution of the selected candidates.

A brief description of the variables used in the stripping, and subsequent offline selections,

is now provided in order to decipher the cuts. The variables m, τ and pT have the usual

meanings of invariant mass, decay time and transverse momentum respectively. The Impact

Parameter (IP), which is defined as the distance of closest approach of a track to a certain

point in space, i.e. the PV, is given by the variable IP with the χ2 fit of this parameter given

by IPχ2. The Track χ2/nDOF is described as the χ2 per degree of freedom of the track fit,

and FD is the flight distance of the mother particle. Finally, the DOCA variable is defined as

the distance of closest approach between all possible particle pairs, with the DIRA variable

being described as the cosine of the angle between the momentum of the particle and the

direction of flight from the best PV to decay vertex.

Cut Type Cut

Daughter Cuts min(ph+T , ph′−T ) > 700 MeV/c

max(ph+T , ph′−T ) > 2400 MeV/c

min(IP h+ , IP h′−) > 0.08 mm

max(IP h+ , IP h′−) > 0.2 mm

max((Track χ2/nDOF)h+ , (Track χ2/nDOF)h′−) < 5

Combination Cuts 4500 MeV/c2 < mcomb < 6500 MeV/c2

DOCA < 0.08 mm

Mother Cuts 4800 MeV/c2 < mB < 5800 MeV/c2

IPB < 0.06 mm

FDB > 1.8 mm

Table 5.3: Stripping 2010 Requirements for Hb → h+h− candidates.

5.3.3 Offline Selection

An offline selection is required in addition to the previous two stages of data reduction,

as the dedicated stripping line is designed to select all Hb → h+h− type candidates. The

offline selection is designed to specifically select B→ h+h− channels and maximise their

significance with respect to the combinatorial background. The selection is designed using

a set of kinematic cuts that are optimised using a multivariate analysis technique, introduced

further in Sections 5.3.3.1 and 5.3.3.1, then followed by channel specific PID cuts for the

separation of the KK and Kπ final state candidates. The kinematic and PID selections

between the 2010 and 2011 analyses are optimised independently and will be discussed
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further in the following subsections.

Cut Type Cut

Daughter Cuts min(ph+T , ph′−T ) > 1100 MeV/c

min(IP h+ , IP h′−) > 0.12 mm OR min(IPχh+ , IPχh′−) > 100

max((Track χ2/nDOF)h+ , (Track χ2/nDOF)h′−) < 5

Combination Cuts 4800 MeV/c2 < mcomb < 5800 MeV/c2

max(IP h+ , IP h′−) > 0.25 mm OR max(IPχh+ , IPχh′−) > 200

max(pT > 2500 MeV/c)

DOCA < 0.08 mm

Mother Cuts 4800 MeV/c2 < mB < 5800 MeV/c2

pBT > 1200 MeV/c

τB > 0.6 ps

IPB < 0.1 mm OR IPχB < 12

Table 5.4: Stripping 2011 Requirements for Hb → h+h− candidates.

5.3.3.1 Kinematic Selection

The offline kinematic selection is designed to maximise the B→ h+h− signal channel effi-

ciencies compared with the combinatorial background. The kinematic selection comprises

a series of simple variable cuts which are applied to the candidates in order to achieve this.

Descriptions of these variables are given in Section 5.3.2. The difference in size between the

2010 and 2011 datasets, coupled with improvements in performance of the reconstruction

software and PID performance that occurred between analyses, meant the offline selections

for each analysis were optimised independently.

Kinematic Selection for 2010 dataset

The 2010 kinematic selection was designed to run on the relatively small 37 pb−1 of data

collected during the data taking run. The cuts were optimised by using the NeuroBayes

package [100] on B0
s → K+K− MC for the signal, and sideband data for the background.

The final set of kinematic cuts used in the 2010 analysis are given in Table 5.5.

The B→ h+h− invariant mass distribution from data both before and after the kinematic

cuts are displayed in Figure 5.2.

An additional complication arises in this analysis via the ‘swimming‘ method that is applied

to all selected candidates, this is described in detail in Section 4.4. Unfortunately some of
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Cut Type Cut

Daughter Cuts min(ph+T , ph′−T ) > 700 MeV/c

max(ph+T , ph′−T ) > 2450 MeV/c

min(ph+ , ph′−) > 13500 MeV/c

min(IP χ2
h+ , IP χ2

h′−) > 80

max(IP χ2
h+ , IP χ2

h′−) > 140

min(IP h+ , IP h′−) > 0.11 mm

max(IP h+ , IP h′−) > 0.25 mm

min((Trackχ2/nDOF )h
+ , (Trackχ2/nDOF )h

′−
) < 3

max((Trackχ2/nDOF )h
+ , (Trackχ2/nDOF )h

′−
) < 4

Mother Cuts pB
0

T > 900 MeV/c

FDB0
> 2.4 mm

FD χ2
B0 > 50

IPB0 < 0.09 mm

IP χ2
B0 < 16

Table 5.5: Offline B→ h+h− selection cuts used for the 2010 lifetime measurement.

the 2010 data processed through early versions of the trigger software, are unavailable to

the swimming code. The result of this, is that per-event acceptance functions could not be

determined for the trigger selection for all 2010 data. The solution to this problem is that the

offline selection cuts are altered, such that they cut harder on all decay time biasing variables

than any of the trigger conditions used during the 2010 data taking period. It is then possible

to swim only the offline selection, having assured that the trigger does not introduce any

additional decay time bias.

Kinematic Selection for 2011 dataset

The re-optimisation of the kinematic cuts for the 2011 dataset is done via the ROOT package

TMVA [101]. TMVA provides the ability to test multiple methods via MultiVariate Analysis

(MVA) techniques, to determine an optimum set of cuts for the data. All MVA methods

were trained so as to evaluate their performances. The training data used consisted of a

‘signal’ and ‘background’ dataset. The signal dataset was produced using the full LHCb

B0
s → K+K− MC sample, which was passed through the stripping line cuts, provided in

Table 5.4, to simulate the variable distributions seen in data (Figure 5.3). The background

dataset comprised of a sub-sample of the full 2011 stripped data that was passed through
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Figure 5.2: The B→ h+h− mass spectrum of the 2010 data under the π+π− decay

hypothesis. Before (left) and after (right) the offline kinematic selection. Candidates

rejected by the offline selection are shown on the left in red [75].

the Hb → h+h− specific stripping line, discussed in section 5.3.2, outside the B0
s→ K+K−

signal peak range (4800 < mB < 5150 and 5500 < mB < 5800).

The performances of all the MVA trained methods were similar, with a modest increase in

the signal significance observed for the multivariate techniques compared to the cut-based

selections. Due to the technical difficulties to determine the per-event acceptance functions

for a multivariate selection, it was decided to implement the most optimal rectangular cuts

based method instead. The output of this is a set of simple kinematic cuts, where the cuts

are listed in Table 5.6. The re-optimisation of the selection increases the B→ h+h− signal

yield by ∼ 4%, compared with the 2010 selection. The resulting B→ h+h− mass spectrum

is shown in Figure 5.4.

Cut Type Cut

Daughter Cuts min(ph+T , ph′−T ) > 1100 MeV/c

max(ph+T , ph′−T ) > 2500 MeV/c

min(IPχ2 h+ , IPχ2 h′−) < 45

max(IPχ2 h+ , IPχ2 h′−) < 70

max((Trackχ2/nDOF )h
+ , (Trackχ2/nDOF )h

′−
) < 3.3

Mother Cuts IP χ2
B0 < 9

DIRA Own PVB0 > 0.999818

Table 5.6: Offline B→ h+h− kinematic selection cuts used for the 2011 lifetime mea-

surement.
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Figure 5.3: Signal (blue) and background (red) kinematic variables used in TMVA train-

ing.

5.3.3.2 Particle Identification Selection

After the offline kinematic selection is applied, the selected B→ h+h− dataset is split into

the different final states (KK, Kπ) using the particle identification abilities of the experiment.

The relatively clean separation of the final states is made possible in LHCb through the use

of the information from the two RICH detectors. In particular, we make use of the Difference

in Log Likelihood (DLL) PID quantities DLLKπ, DLLpπ, DLLeπ and DLLµπ for final state

pions and the quantities DLLKπ, DLLKp, DLLKe and DLLKµ for final state kaons. The

DLL distributions are derived from the difference in Log-likelihood distributions between

the relevant particles.

Since PID distributions in LHCb Monte Carlo simulations do not accurately match those

in data, a data-driven approach is applied in tuning the PID selections. However, a small

contamination from specific final state decays is expected to remain.
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Figure 5.4: The B→ h+h− mass spectrum of the 2011 data under the K+K− decay

hypothesis. Before (left) and after (right) the offline kinematic selection. Candidates

rejected by the offline selection are shown on the left in red.

KK and Kπ final state selection for 2010 dataset

The optimisation of the 2010 PID cuts for the KK final state involves fitting a Gaussian peak

to the B0
s → K+K− mass peak. This is done to determine the amount of cross contami-

nation in the sample. The presence of the largest contributing contamination background,

B0
d→ K+π−, will tend to pull the fitted mean of the Gaussian lower owing to the lower in-

variant mass of the B0
d meson. By placing stronger requirements on the likelihood that both

daughters are kaons, the fitted mass of the B0
s meson is seen to increase. Above a minimum

PID cut of 7 the B0
s mass no longer increases, thus a cut at 8 is imposed that is well within

the plateau region. In addition to the K − π separation, cuts on the K − p, K − e and K −µ
variables are also made using the same method to further reject background. The kaon PID

criteria, which are applied to both final state particles in the KK final state, are given in Table

5.7.

The Kπ final state optimisation is treated differently to the KK final state, due to the con-

tribution to the signal from a secondary Kπ peak, the B0
s → π+K−. For Kπ, the metric

chosen was the ratio of the yields of the decay modes B0
s→ π+K− and B0

d→ K+π−. The

Kπ mass spectrum was fitted with two Gaussians to model these two signals. In the event

of substantial contamination from either B0
s→ K+K− or B0

d→ π+π−, an over-estimation of

the amount of B0
s→ π+K− signal would occur since these modes have a mean mass close

to that of the B0
s → π+K− peak. One of the final state particles is required to satisfy the

kaon PID conditions determined from the previous KK optimisation, which are provided in

Table 5.7. The ratio stabilises when min(DLLh
+

Kπ,DLLh
′−

Kπ ) < −5. The full list of cuts for

the π, to be used in parallel with the K cuts for the Kπ final state, are given in Table 5.7.
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Particle PID Cuts

K DLLKπ > +8 & DLLKp > −5 & DLLKe > 0 & DLLKµ > 0

π DLLKπ < −5 & DLLpπ < 0 & DLLeπ < 0 & DLLµπ < 0

Table 5.7: PID criteria for K and π final state particles for 2010 data. These apply to

both the KK and Kπ final states.

KK and Kπ final state selection for 2011 dataset

The re-optimisation of the PID values for the 2011 data uses an analogous method to that

used for the 2010 data. The mean, sigma and peak significance of a Gaussian fitted to the

B0
s → K+K− invariant mass peak are used as a metric to determine the amount of cross-

contamination. As before, the presence of B0
d→ K+π− contamination will tend to pull the

mean of this Gaussian to lower values since the B0
d meson has a smaller rest mass than the B0

s

meson. This contamination will also cause the sigma of the peak to be larger than it would

be with just the KK final state present, due to the extra B→ h+h− modes broadening the

peak. To maximise the signal yield from the data, the significance quantity is introduced.

This is given by

significance =
S√
S +B

, (5.4)

where S is the estimated signal yield and B the estimated background yield.

An iterative procedure is employed, where all PID cuts are fixed except the one being varied.

The free PID variable is then iteratively changed between its minimum and maximum values,

and a fit to the resulting invariant mass spectrum carried out. In Figure 5.5 the fitted mass of

the B0
s meson is seen to increase, until it becomes relatively stable as stronger requirements

are made on the likelihood that both daughters are kaons. Once the mean becomes stable,

the sigma distribution can be used to determine when the peak contains a high percentage of

KK final state events. The significance is then used to optimise the yield. The significance is

highly correlated with signal yield and the percentage of signal and background in the peak.

Above a minimum PID cut of 3 the B0
s mass no longer increases, however the sigma of the

peak is still converging to its optimum value which occurs at≈ 5. A cut at 5 is thus imposed,

which is within the plateau region.

In addition to the K − π separation cut, selections on the K − p, K − e and K − µ variables

are also made to further reject background. The kaon PID criteria, which are applied to both

final state particles in the KK final state, are given in Table 5.8.

A similar technique was used to design the Kπ final state selection, with the same metrics
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Figure 5.5: The fitted mass (top), sigma (middle) and significance (bottom) of the B0
s→

K+K− peak as a function of a cut on min(DLLh
+

Kπ,DLLh
′−

Kπ ) using 2011 stripped data.

The units DLLx represent the cut on min(DLLh
+

Kπ,DLLh
′−

Kπ ), where x can take the value

of x = π,K, p, µ dependent on the PID variable studied.
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chosen. The Kπ mass spectrum was fitted with a single Gaussian to model the B0
d signal,

with the sigma and significance checked to optimise the corresponding cuts. To simplify the

iteration procedure, the re-optimised kaon cuts for the KK final state were fixed, and only

the pion specific PID cuts varied. The full list of cuts for the π, to be used in parallel with

the K cuts for the Kπ final state, are given in Table 5.8.

Particle PID Cuts

K DLLKπ > +5 & DLLKp > −4 & DLLKe > +5 & DLLKµ > +5

π DLLKπ < −4 & DLLpπ < +3 & DLLeπ < 0 & DLLµπ < 0

Table 5.8: PID criteria for K and π final state particles for 2011 data. These apply to

both the KK and Kπ final states.

5.4 Mass Model Descriptions

The mass models used for the 2010 and 2011 analyses are important as they affect the cal-

culated signal fractions and per-event weightings, detailed in Section 4.3.3. The 2010 and

2011 models differ primarily due to the statistics of each dataset available for the measure-

ment, with the value of x in each function representing the invariant mass m. These will be

discussed individually as follows.

5.4.1 Mass Models 2010

The limited statistics of the 2010 dataset allow some approximations for the models of the

primary signal classes to be used. It is also expected [76] [75] that the dominant backgrounds

for the B0
d→ K+π− measurement will be the specific B0

s→ π+K− decay mode and the com-

binatorial background, while the primary background for the B0
s→ K+K− is combinatorial.

The mass models used for the analysis of the 2010 data are described as follows.

5.4.1.1 Signal Model

For the B→ h+h− signal modes, B0
s→ K+K− and B0

d→ K+π− in the KK and Kπ spectra

respectively, a Gaussian model can be used as the approximate shape for the invariant mass

distributions. This follows the standard definition

f(x) =
1

σ
√

2π
e−

(x−µ)2
2σ2 , (5.5)

where µ is the signal mean and σ is the width of the signal peak.
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5.4.1.2 Misidentified Background Model

Misidentified decay channels are not expected to contribute heavily in this analysis. Thus no

models are included.

5.4.1.3 Partially Reconstructed Background Model

The mass ranges selected for the B0
d→ K+π− and B0

s→ K+K−, 5176 − 5800 MeV/c2 and

5272 − 5800 MeV/c2 respectively, are chosen to exclude the partially reconstructed back-

ground. Thus no models are included in this analysis.

5.4.1.4 Combinatorial Background Model

The combinatorial is fitted using a linear function given by

f(x) = ax+ b (5.6)

where a is the gradient of the combinatorial background and b is the intercept constant of the

function.

5.4.2 Mass Models 2011

The increase in dataset size accumulated during the 2011 data taking run, results in the need

to improve the definitions of the signal mass models and the addition of extra background

models that become increasingly dominant with the increased event count. The two types

of additional background incorporated into the 2011 analysis are first the partially recon-

structed background, and second the misidentified signal channels. Partially reconstructed

events consist of multi body events that are mis-reconstructed as two body decays. The mass

distribution of these B0
d and B0

s decays lie predominantly in the mass range below the B0
d

and B0
s mass peaks, however there is a small overlap which needs to be accounted for. The

misidentified backgrounds are due to a misidentification of one, or both, of the final state

particles due to PID inefficiencies. These backgrounds tend to overlap heavily with the main

signal channel.

5.4.2.1 Signal Model

The B→ h+h− signal classes, B0
s → K+K− and B0

d → K+π−, modelled with Gaussian

distributions in the 2010 analysis are redefined using a Double Crystal Ball (DCB) function.

Additionally, the B0
s→ π+K− is also modelled using a DCB for this analysis. This function
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is comprised of two separate single Crystal Ball (CB) functions [102], where there is a frac-

tional component of each CB in the total PDF. One of the CB functions has a low mass tail

component and the other a high mass tail component. The general expression for a single

CB function is given by

f(x;α, n, µ, σ) = N ·
{

exp(− (x−µ)2

2σ2 ), for x−µ
σ

> −α
A · (B − x−µ

σ
)−n for x−µ

σ
≤ −α

(5.7)

where

A = ( n
|α|)

n · exp(− |α|2
2

) ,

B = n
|α| − |α| .

(5.8)

with µ the signal mean, σ the Gaussian component width, α the boundary value between the

Gaussian and Exponential components and n the Exponential parameter. The tail parameters

are not left free to fit but are fixed to the values fitted from LHCb MC, Figure 5.6. The

values used for the B0
s → K+K−, B0

d → K+π− and B0
s → π+K− models are provided in

Appendix C.
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Figure 5.6: Fit to full LHCb B0
s→ K+K− MC using a double crystal ball mass model.

The tail parameters extracted from the fit are then fixed in the mass fit.

122



CHAPTER 5. B→ H+H− LIFETIME DATA SELECTION AND VERIFICATION

5.4.2.2 Misidentified Background Model

The misidentified specific backgrounds cannot easily be modelled parametrically, so a non

parametric PDF is produced from MC and used as the fit model, Figure 5.7. Decay modes

that are expected to contribute to each channel are included in the fits, these include: B0
d→

π+π−, B0
s→ K+K− and Λb→ pπ− for the B0

d→ K+π− channel and B0
d→ K+π−, B0

d→
K+K−, B0

s→ π+K− and Λb→ pK− for the B0
s→ K+K− channel. Simulated datasets, using

the full LHCb MC, of each background channel are produced and the full selection and PID

cuts for either B0
s→ K+K− or B0

d→ K+π− applied. Due to the limited number of MC events

passing these conditions, the remaining distribution is then smoothed before being used as

the mass template for that background class.
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Figure 5.7: Misidentified background templates from full LHCb MC. Two contributing

backgrounds to the B0
s→ K+K− signal, B0

d→ K+π− (top) and Λb→ pK− (bottom).
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5.4.2.3 Partially Reconstructed Background Model

The partially reconstructed background can be modelled using an Exponentially Modified

Gaussian (EMG) function [103], given by

EMG(x;µ, σ, λ) =
λ

2
e
λ
2

(2x+λσ2−2µ) · erfc

(
x+ λσ2 − µ√

2σ

)
, (5.9)

where the signs of the variable x and parameter µ are reversed compared to the standard

definition. The distribution has different parameters for the B0
s → K+K− or B0

d→ K+π−

selected data, with the B0
d→ K+π− background modelled using two EMG functions where

the first describes the dominant B0
d → K+π−π0 decay, and the second describes the sum

of the remaining contributing channels. The parameters for each model are extracted from

a cocktail of MC channels (a full list is provided in Appendix B) with the parameters fitted

(see Figure 5.8) provided in Appendix C. It is noted that the parameterised distribution for

the B0
s→ K+K− does not match the data as accurately as the B0

d→ K+π− distribution. To

resolve this issue, the µ and λ parameters are floated in the B0
s→ K+K− fit.
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Figure 5.8: Partially reconstructed background, modelled using an exponentially mod-

ified gaussian (EMG). Weighted sum of the contributing decay modes from 2011 MC

for the Kπ (top) and KK (bottom) mass spectra. The distributions in the Kπ spectrum

is split into the dominant B0
d→ K+π−π0 decay (top left) and the weighted sum of the

other decays (top right) [89].
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5.4.2.4 Combinatorial Background Model

The combinatorial background is modelled using the same description as detailed in Sec-

tion 5.4.1.4.

5.5 Lifetime Model Descriptions

The models used to describe the signal channels present in each dataset are a mixture of para-

metric and non-parametric models. The parametric models use a single exponential function

(Equation 4.1), with the non-parametric models determined via the method described in Sec-

tion 4.5.2.

5.5.1 Lifetime Models 2010

The lifetime analysis of the 2010 dataset consists of two signal classes, the signal and com-

binatorial background. The signal is described with a single exponential function, Equa-

tion 4.1, with the combinatorial background being a non-parametric model determined by

the method described in Section 4.5.2.

5.5.2 Lifetime Models 2011

The 2011 lifetime analysis adds additional models, with the B0
d→ K+π− and B0

s→ K+K−

datasets both composed of seven signal classes. The three primary B→ h+h− signal mod-

els, B0
s→ K+K−, B0

d→ K+π− and B0
s→ π+K−, are described using the single exponential

function as before, Section 5.5.1. Additionally there are the misidentified backgrounds and

a partially reconstructed background that also contribute, as well as the standard combina-

torial background. The misidentified backgrounds are modelled using a single exponential

function, which is fixed using the world average lifetime for the respective decay mode. The

partially reconstructed background is modelled using a non-parametric PDF, determined by

the same method applied to the combinatorial background for reproducing the decay time

distribution (Section 4.5.2).

5.6 Method Verification

Verification of the analysis method is done using a variety of techniques. The methods used

between the 2010 and 2011 analyses are similar but with some subtle differences that will be
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discussed. The methods primarily include using simplified and full Monte Carlo simulation,

and also high statistics D→ h+h− decay data.

5.6.1 Verification of the Method with Simplified Simulations

The mass and lifetime components of the fitter are verified using a simplified and stand-

alone Monte Carlo (MC) generator. The simplified MC generation, which henceforth will

be referred to as ‘toy MC’, allows us to perform multiple studies. These are chiefly to

evaluate the uncertainties of our fit results due to systematic effects, which are detailed in

Section 6.3, and to verify that the fitter converges to the correct values of the fit parameters

with correctly estimated errors. The toy MC simulation is produced using the ROOT [104]

TRandom3 generator to generate the required distributions to match the data. The toy MC

data samples generated for evaluation are a mixture of signal and background classes which

are determined by the relative fractions that are given as parameters to the generator. For each

of the analyses, a set of models are determined that best describe the data. A description of

the models used for each analysis is provided as follows.

5.6.1.1 2010 Toy MC Simulation Models

The relative small size of the 2010 dataset, 37 pb−1, means various simplifications can be

used in modelling the signal classes expected in the selected events. The B→ h+h− signal

channels, B0
s→ K+K−, B0

d→ K+π− and B0
s→ π+K−, have their invariant mass distribu-

tions modelled approximately with a Gaussian distribution [76] [75]. The generated lifetimes

of each signal class follow a single exponential function. Additionally a Gaussian distribu-

tion is used to generate the turning point, tmin, with the maximum, tmax, determined by the

maximum lifetime cut in the fitter. The lifetimes generated are required to fall in the gener-

ated acceptance intervals. The signal and background models used for each dataset in the toy

MC datasets are displayed in Figure 5.9 and detailed in Tables 5.9 and 5.10. The parameters

used for the toy MC models are provided in Table 5.13.

Signal Class Description Mass Model Lifetime Model

B0
d→ K+π− Signal Gaussian Exponential

B0
s→ π+K− Specific background Gaussian Exponential

Combinatorial Background Linear Exponential

Table 5.9: Signal channel models employed in B0
d → K+π− toy MC simulations for

2010 verification studies.
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Signal Class Description Mass Model Lifetime Model

B0
s→ K+K− Signal Gaussian Exponential

Combinatorial Background Linear Exponential

Table 5.10: Signal channel models employed in B0
s→ K+K− toy MC simulations for

2010 verification studies.
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Figure 5.9: Toy MC generated mass distributions for 2010 verification. (a) Gaussian

B → h+h− signal mass distribution, (b) Linear distribution for combinatorial back-

ground, (c) Exponential lifetime distribution smeared with Gaussian acceptance func-

tion.
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5.6.1.2 2011 Toy MC Simulation Models

The 2011 dataset is substantially larger, by approximately a factor of 30, than the data col-

lected during the 2010 data taking run. This increase in events also brings into play additional

backgrounds and requires the redefinition of the previously implemented signal models. The

mass models of the primary signal channels, B0
s→ K+K−, B0

d→ K+π− and B0
s→ π+K−,

are modelled using a double crystal ball function, as described in Section 5.4.2.1. Additional

backgrounds that were not present in the 2010 simulation, such as partially reconstructed

background and misidentified backgrounds are included. The partially reconstructed back-

ground is modelled with an EMG and has parameters similar to that of data. The misID

backgrounds are modelled using the same templates as used in the data fits, Section 5.4.2.2.

All decay time distributions are generated from an exponential distribution, with the turning

point (tmin) distribution generated from a bifurcated Gaussian distribution with parameters

from data. All acceptance intervals take the form of either a single step or top-hat function.

As previously, the generated decay time is forced to fall within the generated acceptance

interval. The signal and background models used for each dataset in the toy MC datasets are

displayed in Figure 5.10 and detailed in Tables 5.11 and 5.12. The parameters used for the

toy MC model are provided in Table 5.14.

Signal Class Description Mass Model Lifetime Model

B0
d→ K+π− Signal DCB Exponential

B0
s→ π+K− Signal DCB Exponential

B0
d→ π+π− MisID background Template Exponential

B0
s→ K+K− MisID background Template Exponential

Λb→ pπ− MisID background Template Exponential

Partially Reconstructed Background EMG Exponential

Combinatorial Background Linear Exponential

Table 5.11: Signal channel models employed in B0
d→ K+π− toy MC simulations for

2011 verification studies.
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Signal Class Description Mass Model Lifetime Model

B0
s→ K+K− Signal DCB Exponential

B0
d→ K+K− Specific background Template Exponential

B0
d→ K+π− MisID background Template Exponential

B0
s→ π+K− MisID background Template Exponential

Λb→ pK− MisID background Template Exponential

Partially Reconstructed Background EMG Exponential

Combinatorial Background Linear Exponential

Table 5.12: Signal channel models employed in B0
s→ K+K− toy MC simulations for

2011 verification studies.

5.6.1.3 Event Generation

The events from the toy MC Generator are produced through the following sequence:

• The event class is determined from a number generated randomly from a rectangular

distribution according to the required signal fractions in the parameter list.

• The decay time acceptance is modelled by generating a minimum acceptance time

(τmin) per event, from a Gaussian or Bifurcated Gaussian distribution, which is param-

eterised from data.

• The mass and decay time of the event are generated according to the distributions of

that event class. The decay time generated is rejected if the decay time does not lie in

the acceptance intervals, τmin and τmax, and a new decay time is then generated.

Hence the decay time distribution is identical to zero for τ < τmin and has a discontinuity

at τ = τmin. The default values of the parameters used to generate the 2010 B0
s→ K+K−,

B0
d→ K+π− and B0

s→ π+K− toy MC datasets are given in Table 5.13, with the additional

parameters used to generate the 2011 toy MC datasets provided in Table 5.14.
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Figure 5.10: Toy MC Generated mass distributions for 2011 verification. Double Crys-

tal Ball function for B→ h+h− signal mass distribution (a), Exponentially Modified

Gaussian function for Partially Reconstructed background (b), numerical PDF template

for B0
d → K+π− misidentified as B0

s → K+K− (c), numerical PDF template for

Λb → pK− misidentified as B0
s → K+K− (d), Linear function describing the combi-

natorial background (e).
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Parameter Default value Comment

B0
s→ K+K−

mB0
s

5366.3 MeV/c2 B0
s mass

σB0
s

25 MeV/c2 B0
s Mass resolution

τB0
s

1.477 ps B0
s average lifetime

∆Γs 0.1 ps−1 Decay width difference, BL
s vs. BH

s

A∆Γs −0.97, −0.8, −0.6 B0
s rate asymmetry

(SM value, medium and large CP violation)

B0
d→ K+π−

mB0
d

5279.5 MeV/c2 B0
d mass

σB0
d

25 MeV/c2 B0
d Mass resolution

τB 1.525 ps B0
d lifetime

Combinatorial

mbkg
min 5176 MeV/c2 Minimum background mass value (B0

d→ K+π−)

mbkg
min 5272 MeV/c2 Minimum background mass value (B0

s→ K+K−)

mbkg
max 5800 MeV/c2 Maximum background mass value
S

S+B
0.7 Signal fraction (similar to data)

∇bkg −3 · 10−6 Gradient of background mass PDF

τ bkg1 1 ps Short lifetime component

τ bkg2 5 ps Long lifetime component

Rbkg 0.8, 1.0 Fraction of short component

Lifetime

στ 50 fs Proper time resolution

τmin 1 ps Average minimum acceptance time

στmin 0.2, 0.3 ps Spread in minimum acceptance

Table 5.13: Default values of the parameters used in the toy MC generator for verifica-

tion of the fitter in preparation for the 2010 analysis. The values are from the PDG [22],

or similar to those observed in LHCb data.
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Parameter Default value Comment

B0
s→ K+K−

α
B0
s

Low 1.39 Low CB part boundary (B0
s)

α
B0
s

High 1.89 High CB part boundary (B0
s)

n
B0
s

Low 1.65 Low CB part tail (B0
s)

n
B0
s

High 6.78 High CB part tail (B0
s)

fraction
B0
s

Low 0.30 MC11a fraction of low CB part (B0
s)

KK Partial

µEMG
KK 5179± 24 MeV/c2 EMG peak

σEMG
KK 53.80 MeV/c2 EMG smearing

λEMG
KK (4.5± 0.7) · 10−4 ( MeV/c2)−1 EMG tail

B0
d→ K+π−

α
B0
d

Low 1.16 Low CB part boundary (B0
d)

α
B0
d

High 1.81 High CB part boundary (B0
d)

n
B0
d

Low 1.85 Low CB part tail (B0
d)

n
B0
d

High 8.80 High CB part tail (B0
d)

fraction
B0
d

Low 0.29 MC11a fraction of low CB part (B0
d)

B0
s→ π+K−

α
B0
s

Low 1.00 Low CB part boundary (B0
s)

α
B0
s

High 1.96 High CB part boundary (B0
s)

n
B0
s

Low 2.04 Low CB part tail (B0
s)

n
B0
s

High 5.78 High CB part tail (B0
s)

fraction
B0
s

Low 0.23 MC11a fraction of low CB part (B0
s)

Kπ Partial

µEMG1
Kπ 5137.0 MeV/c2 EMG peak

σEMG1
Kπ 20.0 MeV/c2 EMG smearing

λEMG1
Kπ (4.16) · 10−3 ( MeV/c2)−1 EMG tail

µEMG2
Kπ 5167.0 MeV/c2 EMG peak

σEMG2
Kπ 43.60 MeV/c2 EMG smearing

λEMG2
Kπ (7.3) · 10−5 ( MeV/c2)−1 EMG tail

REMG12
Kπ 11.70 Ratio of the two EMGs

Table 5.14: Additional parameters used in the toy MC generator for verification of the

fitter in preparation for the 2011 analysis. The values are from the PDG [22], fitted from

LHCb MC or similar to those observed in LHCb data.
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5.6.1.4 Verification Fit Results

The fit method and fitter are verified using the toy MC generator detailed in Section 5.6.1.

The toy MC generator generates multiple independent datasets with statistics comparable

with that of the data, and includes all expected signal classes. Each of these datasets are then

fitted individually, with the resultant fit values for each parameter and error value used to

generate a pull distribution using the equation

Pull =
(µfitted − µtrue)

σfitted
. (5.10)

It is expected that the pull quantity be Gaussian distributed, with a mean of zero if the fitter

is unbiased. If the errors are correctly estimated, the width should be one. The verification

pull distributions of each lifetime for the 2010 and 2011 verification studies are provided.

2010 Verification Pull Plots

The free parameters of the 2010 toy MC models are fitted, and the pulls of these, based on

Equation 5.10, are given in Table 5.15. The pull distribution of the B0
s→ K+K− lifetime is

shown in Figure 5.11, with the parameters fitted from the invariant mass spectrum provided

in Appendix D. These verifications were done using 1000 independently generated toy MC

datasets.

Parameter Pull Mean Pull Sigma

µB0
s

0.02352 ± 0.03444 1.046 ± 0.025

σB0
s

−0.13660 ± 0.03240 1.004 ± 0.024

fB0
s

−0.06038 ± 0.03282 1.017 ± 0.024

∇comb −0.05534 ± 0.03247 0.992 ± 0.023

τB0
s

−0.05237 ± 0.03272 1.002 ± 0.025

Table 5.15: Pulls of the free parameters in the B0
s→ K+K− toy MC simulations corre-

sponding to the 2010 lifetime measurement.

2011 Verification Pull Plots

All free parameters of the B0
s→ K+K− and B0

d→ K+π− 2011 toy MC models are fitted,

with the pull distribution for each parameter determined from Equation 5.10. The pull values

of all parameters from both the B0
s→ K+K− and B0

d→ K+π− toy MC datasets, are given

in Table 5.16 and 5.17 respectively. The lifetime pulls of the B0
s → K+K−, B0

d→ K+π−
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Figure 5.11: Pull on the lifetime from B0
s → K+K− toy MC studies using the 2010

fitter.

and B0
s→ π+K− are displayed in Figure 5.12. The remaining pulls to the mass distribution

parameters are provided in Appendix D. These verifications were done using 5000 indepen-

dently generated toy MC datasets.

Parameter Pull Mean Pull Sigma

µB0
d

−0.01457 ± 0.01397 0.978 ± 0.010

σB0
d

0.00047 ± 0.01420 0.992 ± 0.011

fB0
d→K+π− −0.01375 ± 0.01418 0.995 ± 0.010

fB0
s→π+K− 0.00439 ± 0.01366 0.957 ± 0.010

fPartial 0.01806 ± 0.01423 0.998 ± 0.010

∇comb 0.00720 ± 0.01391 0.974 ± 0.010

τB0
d

0.00275 ± 0.01472 1.021 ± 0.010

τB0
s

0.01492 ± 0.01539 1.073 ± 0.011

Table 5.16: Pulls of the free parameters in the B0
d→ K+π− toy MC simulations corre-

sponding to the 2011 lifetime measurement.
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Figure 5.12: Pull on the lifetime from toy MC studies for B0
s→ K+K− (top left), B0

d→ K+π−

(top right) and B0
s→ π+K− (bottom centre) using the 2011 fitter.
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Parameter Pull Mean Pull Sigma

µB0
s

−0.00309 ± 0.01425 0.997 ± 0.010

σB0
s

−0.01367 ± 0.01417 0.993 ± 0.010

fB0
s→K+K− −0.00637 ± 0.01410 0.990 ± 0.010

fPartial 0.01189 ± 0.01410 0.990 ± 0.010

∇comb −0.00549 ± 0.01408 0.975 ± 0.010

τB0
s

−0.01616 ± 0.01462 1.025 ± 0.011

Table 5.17: Pulls of the free parameters in the B0
s→ K+K− toy MC simulations corre-

sponding to the 2011 lifetime measurement.

5.6.2 Verification with Full LHCb Monte Carlo

The fitter performance is further verified by fitting and extracting parameters from full LHCb

generated MC. The MC is selected using the full selection, which includes the trigger, strip-

ping and offline selections, before being processed through the swimming procedure to de-

termine the per-event acceptance functions. For the combinatorial background, there is an

insufficient amount of minimum bias MC that passes the selection. As such, an equivalent

sample is generated via the Toy MC generator, described in section 5.6.1, and then com-

bined with the signal MC to replicate the data. Verification studies are performed with both

the 2010 and updated 2011 fitter methods.

5.6.2.1 2010 MC verification

Using the LHCb selection software, 4000 B0
d→ K+π− candidates are selected from the full

MC data set. The true values of the mass mean, and lifetime, used for the generation of the

B0
d→ K+π− MC were

mB0
d

= 5279.53 MeV/c2 , τB0 = 1.525 ps. (5.11)

The data set fitted contains a total of 6928 events, 3461 signal and 3467 background. The fit

performed is shown in Figure 5.13 and gives

mB0
d

= 5280.7± 0.37 MeV/c2 , τB0 = 1.514± 0.027 fs. (5.12)

The lifetime fit result returned is in agreement with the value used in the MC generation.

However the mass value deviates from the expected value by ≈ 3σ. This deviation is likely

due to the mass model used, as the single Gaussian mass model used for the B0
d→ K+π−

signal peak is only an approximation as discussed in Section 5.4.1.
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Figure 5.13: Mass (top) and lifetime fit (bottom) results for MC10 B0
d→ K+π−.
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5.6.2.2 2011 MC verification

The mass and lifetime fitter has also been verified using the B0
d→ K+π−, B0

s→ π+K− and

B0
s → K+K− datasets from the full 2011 updated LHCb MC. To simulate the way offline

selected data looks, the B0
d→ K+π− and B0

s→ π+K− MC is mixed in with a toy generated

combinatorial sample (see Figure 5.14), with the B0
s → K+K− combined only with toy

combinatorial. The mass fits to these replicated data samples are shown in Figures 5.14 and

5.15 and the lifetime fits in Figures 5.16 and 5.17.

The results of the lifetime fit to the B0
s → K+K−, B0

d→ K+π− and B0
s → π+K− MC11a

signal data is presented in Table 5.18, these fits are all within the errors of the generated MC.

MC11a Signal Class Generated τB0
d/s

( ps) Fitted τB0
d/s

( ps) Fitted τB0
d/s

error

B0
s→ K+K− 1.407 1.403 0.005

B0
d→ K+π− 1.525 1.503 0.019

B0
s→ π+K− 1.472 1.471 0.043

Table 5.18: MC11a lifetime fits results compared with generated lifetime

5.6.3 Verification with D→ h+h− Data

The fitter has also been verified using data. This was done specifically for the 2010 lifetime

analysis as the event statistics for the measurement were relatively low. The topologically

similar D → h+h− family have been used in an independent analysis [105] and can be

used in this instance as a high statistics data sample for testing. This measurement is also

suitable as a verification as it uses the same method, and fitting framework, as the B0
s and B0

d

lifetime measurements made in this thesis. The main difference between the D→ h+h− and

B→ h+h− data is the need to distinguish between promptly produced D mesons from those

produced from the decay of long-lived particles. This separation is performed using the χ2

of the impact parameter of the D with respect to the primary vertex.

Reference [105] reports lifetime measurements in tagged and untagged samples for D→ Kπ

and D→ KK for the determination of yCP and AΓ. The lifetimes for the D→ Kπ modes

are measured to be

τ eff (D0) = 410.6± 1.3 fs (5.13)

τ eff (D0) = 409.9± 1.3 fs, (5.14)
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Figure 5.14: Mix of MC11a B0
d→ K+π−, B0

s → π+K− and Toy MC combinatorial

(top), MC11a B0
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s→ π+K− and Toy MC combinatorial mass fit (middle)
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Figure 5.15: B0
s→ K+K− MC11a signal and Toy MC combinatorial mass fit (top) and

mass fit residual (bottom).
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Figure 5.16: MC11a B0
d→ K+π−, B0

s→ π+K− and toy MC combinatorial lifetime fit

(top) and lifetime fit residual (bottom)
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Figure 5.17: B0
s→ K+K− MC11a signal and Toy MC combinatorial lifetime fit (top)

and lifetime fit residual (bottom).

142



CHAPTER 5. B→ H+H− LIFETIME DATA SELECTION AND VERIFICATION

where the quoted errors being statistical only. The average of these lifetimes (410.3 ±
0.9 (stat) fs) should be compared with the current world best measurements of 410.1 ±
1.5 fs [22].

5.7 Summary

Preparation studies for the analysis of 2010 and 2011 data presented in Chapter 6 are pro-

vided in this chapter, beginning with an overview in Section 5.2 of the experimental status

for the key B0
s → K+K− lifetime measurement. Details of the selection applied on each

of the analyses are discussed in Section 5.3, including the methods used to optimise these

cuts for the kinematic and PID variables. The mass models used to describe the data evolve

between the analyses presented, as such, two sets of models are provided with the descrip-

tions and motives for their use given in Section 5.4. The lifetime model descriptions follow,

although particular handling of the non-parametric backgrounds is detailed in the previous

chapter. Verification studies of the fitter to confirm its reliability use toy MC simulation data,

full LHCb MC and high statistics data from a topologically similar data source, D→ h+h−.

All studies have shown the fitter performs reliably and converges to the correct values and

errors, with these shown in Section 5.6.
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Chapter 6

B→ h+h− Systematic Studies and
Results.

6.1 Introduction

The previous two chapters, Chapters 4 and 5, have introduced the methodology behind the

lifetime measurement followed by descriptions of the data selection, the models used to de-

fine the signals and verifications performed on the full fitter. This chapter primarily discusses

the evaluation of the B→ h+h− lifetimes mentioned throughout this thesis, both for the 2010

and 2011 data taking periods. This begins in Section 6.2 by discussing the extracted signal

yields for each dataset. The extracted signal yields are applicable to other analyses, which

will be detailed.

Following on from this, Section 6.3 discusses the sources of systematic uncertainty on the

lifetime fit and the methods used to determine them. The final fit results of the lifetime

analyses are then presented in Section 6.4. A discussion of the physics implications of the

results is then presented in Section 6.5.

6.2 B→ h+h− Event Yields

Prior to the fit to the decay time distribution, a fit to the invariant mass is performed. The

resultant signal fractions and event weightings (Section 4.3.3), are passed to the lifetime

fitter for evaluation of the reconstructed decay time distribution. The event yields for each

signal channel are determined via these signal fractions. The signal yields of the relevant

B→ h+h− channels are provided for each analysis in Sections 6.2.1 and 6.2.2. A second

analysis, which also utilises the B0
d→ K+π− event yields, is detailed in Section 6.2.3.
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6.2.1 Mass Fits to the 2010 Dataset

The 2010 LHCb dataset comprises a total integrated luminosity of≈ 37 pb−1. After applying

the full selection for both the B0
d → K+π− and B0

s → K+K− decay channels, given in

Section 5.3, the number of events remaining in each data sample is 965 and 376 respectively.

The B0
d→ K+π− mass spectrum is fitted in the invariant mass range 5176 − 5800 MeV/c2

and provided in Figure 6.1. For this analysis, the mass range selected is imposed to try to

remove the majority of the partially reconstructed three-body background in the low mass

region, with systematic studies showing that this is indeed the case [75].

The mass fit for the B0
d→ K+π− is performed both with, and without, the inclusion of the

B0
s → π+K− specific background. This was done to ensure the models used for both the

B0
s→ K+K− and B0

d→ K+π− were the same for this analysis. Both these fits are displayed

in Figure 6.1 (top and bottom).

The B0
s→ K+K− measurement utilises an analogous mass model to the B0

d→ K+π− previ-

ously detailed. The range of the B0
s mass spectrum selected for fitting, differs from the range

for the B0
d → K+π− as the daughter mass hypothesis assumes both daughters are recon-

structed as kaons rather than one kaon and one pion. The mass range is selected to remove

the partially reconstructed 3-body background with the region selected being 5272 − 5800

MeV/c2. The mass fit component of the full lifetime fit is shown in Figure 6.2.

The mean fitted mass of the B0
s peak is 0.04% lower than the value from PDG (5366.3

MeV/c2), which is compatible with the known error in the mass scale of LHCb. The mass

resolution is compatible with the mass resolution of LHCb measured in other decays. To

determine the event yield per channel, the signal fractions provided from the invariant mass

fit, Figures 6.1 (top) and 6.2, can be used. These values are provided in Table 6.1.

Signal Channel Fitted Signal Fraction Total events in data sample Signal Yield

B0
s→ K+K− 0.667± 0.037 376± 19 251± 19

B0
d→ K+π− 0.516± 0.027 965± 31 498± 31

Table 6.1: Event Yield for 2010 datasets. The signal fraction is calculated in the mass

range 5176−5800 MeV/c2 for B0
d→ K+π− and 5272−5800 MeV/c2 for B0

s→ K+K−.
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Figure 6.1: B0
d→ K+π− Mass distribution and mass fit result using the 2010 fitter. The

upper plot shows the mass taking into account only the B0
d→ K+π− signal class, which

is used in the default fitter. The lower plot also includes the B0
s→ π+K− signal class,

which is used in the cross-check fit [75, 76]
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Figure 6.2: Mass distribution and mass fit of B0
s→ K+K− using the 2010 fitter [75, 76].

6.2.2 Mass Fits to the 2011 Dataset

The 2011 LHCb dataset is significantly larger than that for the 2010 data set, with the col-

lected data having a total integrated luminosity of ≈ 1.0 fb−1. The increase in statistics

means that both the selection, Section 5.3, and signal mass models, Section 5.4, were re-

quired to be redefined for the analysis of this dataset. After applying the full selection the

number of events remaining for the B0
s→ K+K− and B0

d→ K+π− datasets were 22498 and

60596 respectively.

The composition of the 2011 datasets includes significantly more signal channels than the

previously studied 2010 data. As the precision of the measurements are due to increase with

the available statistics, subtle effects from these additional backgrounds are required to be

accounted for. These have been discussed in Sections 5.4.2.2 and 5.4.2.3.

The B0
d→ K+π− mass spectrum is fitted in the invariant mass range 5000 − 5800 MeV/c2,

provided in Figure 6.3. For this analysis, the mass range includes the partially reconstructed

three-body background in the low mass region. The profile of the partially reconstructed

background is determined from MC distributions, detailed in Section 5.4.2.3, is observed to

overlap with the low mass tail of the primary B0
d→ K+π− signal peak. Thus, its inclusion is

required to model the contamination expected from this background channel.
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Figure 6.3: Mass distribution and mass fit of B0
d→ K+π− using the 2011 fitter. The

upper plot shows the fit to the mass spectrum in a log scale. The lower plot shows the

binned residuals of the fit.
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The fit to the B0
s→ K+K− invariant mass spectrum covers the same range as the B0

d→ K+π−

fit, due to the reasons detailed previously with respect to the partially reconstructed back-

ground. As discussed in Section 5.4.2, the fit includes the dominant misidentified back-

grounds, one specific background, partially reconstructed three body decays and the com-

binatorial. The result of the fit is given in Figure 6.4 and the resultant signal fractions and

yields are provided in Table 6.2.

Further information regarding the parameters from the invariant mass fits to the B0
d→ K+π−

and B0
s→ K+K− datasets, can be found in Appendix C.
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Figure 6.4: Mass distribution and mass fit of B0
s→ K+K− using the 2011 fitter. The

upper plot shows the fit to the mass spectrum in a log scale. The lower plot shows the

binned residuals.
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Signal Channel Fitted Signal Fraction Total events in data sample Signal Yield

B0
s→ K+K− 0.4654± 0.0044 22498± 150 10471± 121

B0
d→ K+π− 0.4327± 0.0028 60596± 246 26220± 200

B0
s→ π+K− 0.0312± 0.0014 60596± 246 1891± 85

Table 6.2: Event Yield for 2011 datasets. The signal fraction is calculated in the full

mass range of 5000− 5800 MeV/c2.

6.2.3 Search for B0
d/s → pp̄ 2011

The selection of B→ h+h− events also lends itself to another analysis, the search for the

rare baryonic B-decay, B0
d→ pp [106]. The primary objectives for this analysis were the

search for the B0
d/s → pp̄ signal and either make a first observation or set new, improved,

upper limits for them. The B0
d→ K+π− is a suitable choice for the normalisation channel,

which allows an accurate extraction of the B0
d→ pp branching faction through

B(B0
d→ pp) =

N(B0
d→ pp)

N(B0
d→ K+π−)

·
εB0

d→K+π−

εB0
d→pp

· B(B0
d→ K+π−), (6.1)

where B(B0
d→ pp) and B(B0

d→ K+π−) are the respective branching fractions, N (B0
d→ pp)

and N (B0
d→ K+π−) are the respective yields and εB0

d→K+π− and εB0
d→pp are the respective

total efficiencies. The B0
d→ K+π− channel is chosen as this mode provides large statistics,

and is topologically identical and kinematically similar. The branching fraction is also very

precisely known (Appendix B). The data is processed through the same selection criteria as

that for the 2011 lifetime analysis, with the main difference being the slight alteration of the

trigger conditions applied. The trigger conditions for the B0
d→ pp includes an additional

trigger, which accepts events from an inclusive 2-body topological trigger.

An independent mass fitter was developed and verified for the B0
d→ pp analysis, with a fit

to the B0
d→ K+π− selected invariant mass spectrum given in Figure 6.5. The full table of

parameters for the fit can be found in Appendix C, with the signal fraction yields provided

in Table 6.3.

The signal yield of the B0
d→ K+π− normalisation channel has contributed to the first evi-

dence for the B0
d→ pp, with a statistical significance of 3.3σ [107]. No evidence was found

for the B0
s→ pp, but the limit on its branching ratio was improved by three orders of magni-

tude. Measurements of the branching fractions from data for both the B0
d→ pp and B0

s→ pp

are
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Figure 6.5: Mass fit to the B0
d→ K+π− normalisation channel displayed in the upper

plot using a log scale [107]. The lower plot shows the binned residuals of the fit divided

by the fit error. The parameters are extracted from an unbinned maximum likelihood fit,

the binning of the data is only for illustration.
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Signal Channel Fitted Signal Fraction Total events in data sample Signal Yield

B0
d→ K+π− 0.4304± 0.0029 58009± 241 24967± 198

B0
s→ π+K− 0.0305± 0.0014 58009± 241 1771± 82

Table 6.3: Event Yield for B0
d→ K+π− control channel using 2011 LHCb data in the

B0
d/s → pp̄ analysis.

B(B0
d→ pp) = (1.47 +0.62

−0.51
+0.35
−0.14)× 10−8, (6.2)

B(B0
s→ pp) = (2.84 +2.03

−1.68
+0.85
−0.18)× 10−8. (6.3)

6.3 Studies of Systematic Uncertainties

As well as the statistical errors on the fitted lifetime, systematic uncertainties must also be ac-

counted for in each measurement. In general, the systematic uncertainties arise from a variety

of sources, these can include incomplete calibration of measurement instruments, changes in

the environment that interfere with the measurement process and imperfect methods of ob-

servation. In LHCb analyses, the potential sources of systematics are many, however these

can be constrained and are dependent on the analysis being performed. As both the 2010

and 2011 B→ h+h− lifetime analyses are similar, a large number of these systematics will

apply to both analyses. Due to improvements in the reconstruction software, detector perfor-

mance, etc, between data taking periods, many of these systematics can be simply rerun and

updated. However, differences between the datasets also require new systematic studies to

be designed, these include effects from the detectors, designated models and the fit method.

The systematic studies are generally studied using two methods: toy MC simulation (Sec-

tion 5.6.1) and data. The toy MC datasets are composed of different signals and statistics

dependent on the analysis. Unless otherwise specified, the following conditions are used.

The 2010 toy MC B0
s → K+K− datasets contain one signal and the combinatorial back-

ground. These are generated with 400 events consisting of 70% signal and 30% background.

In the 2011 studies, there are more signal channels to incorporate. The B0
s → K+K− toy

MC datasets are composed of: 45% B0
s→ K+K−, 2% B0

d→ K+K−, 2% B0
d→ K+π−, 2%

B0
s→ π+K−, 2% Λb→ pK−, 5% partially reconstructed background and 42% combinatorial

background. Each independently generated B0
s→ K+K− data set contains a total of 25,000
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events similar to that observed in data. The B0
d→ K+π− toy MC datasets are comprised of:

42% B0
d→ K+π−, 5% B0

s→ π+K−, 2% B0
s→ K+K−, 2% B0

d→ π+π−, 2% Λb→ pπ−, 5%

partially reconstructed background and 42% combinatorial background. Each independently

generated B0
d→ K+π− dataset contains a total of 50,000 events similar to that observed in

data. The relevant systematics are discussed in detail in the following subsections, with some

additional consistency checks provided in Appendix E. A full summary of the uncertainties

from each systematic study, for each analysis, is provided in Section 6.3.9.

6.3.1 Systematic Uncertainties from the Fitter

The uncertainty on the lifetime from the fitter is determined from the precision to which it

was verified, Section 5.6.1.4. The total number of statistically independent toy MC datasets

used for the 2010 measurement is 1000, hence the statistical uncertainty of the mean and σ

of the pull distributions is approximately 0.033. For the 2011 measurements, the precision

on this statistical uncertainty is improved upon by using 5000 toy MC datasets, where this

uncertainty is found to be approximately 0.011. The conclusion is made that the verifications

are done to the level of 3.3% of the statistical uncertainty for the 2010 measurement, and

1.1% for the 2011 measurements. In addition, the verification fits to the B0
s→ π+K−, shown

in Figure 5.12 and provided in Table 5.16, are observed to have underestimated statistical

uncertainty. As such, for τB0
s→π+K− the uncertainty from the fitter, and hence the final fitted

statistical uncertainty, is scaled up by 7% to account for this effect. Thus, the uncertainty

on the 2010 B0
s→ K+K− lifetime analysis is 3.2 fs, and the uncertainties for the 2011 B→

h+h− lifetime measurements are 0.17 fs for B0
s→ K+K−, 0.11 fs for B0

d→ K+π− and 0.59 fs

for B0
s→ π+K−.

6.3.2 Systematic Uncertainties from Mass Models

The choice of models used to describe the invariant mass have an impact on the final value

of the fitted lifetime. The uncertainty based on these models differs between analyses due

primarily to the different models implemented between datasets.

For the 2010 lifetime measurement, the models used are detailed in Sections 5.4.1 and 5.5.1.

The mass model applied to the B→ h+h− signal channels is a Gaussian, this is a suitable

model to use due to the low number of events selected in the 2010 dataset. This model does

not incorporate radiative effects which reveal themselves as a tail component in the signal

profile. To determine the uncertainty on the lifetime fit due to this, the mass model is changed

to a single crystal ball function and refitted on the B0
d→ K+π− control channel data. The

difference between the lifetimes fitted using each model is then assigned as the uncertainty
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from this source, with the uncertainty for the 2010 B0
s→ K+K− lifetime found to be 1.9 fs.

The method used to determine the uncertainties from the mass models in the 2010 analysis

is altered for the 2011 analysis to deal with the updated, and additional, mass models imple-

mented for the B0
s→ K+K− and combined B0

d→ K+π− and B0
s→ π+K− datasets. The mass

models assigned to the signal, misidentified and partially reconstructed backgrounds are de-

scribed by profiles extracted from full LHCb MC, described in Section 5.4.2. Uncertainties

associated with the mass models are determined by varying each signal mass model indepen-

dently. For the B→ h+h− signal and partially reconstructed background models, described

by a double crystal ball and exponentially modified Gaussian respectively, the models are

tested by varying the fixed parameters within 5σ of their uncertainties. The misidentified

backgrounds are described by non-parametric template distributions (Figure 5.7) with their

locations in the invariant mass spectrum determined by the fitted mean of the largest sig-

nal peak. The uncertainty from these models is determined by offsetting the position of the

background by the error on the fitted µB0
s

or µB0
d
, as the misidentified background is located

with respect to the signal mean. The combinatorial background is treated slightly differently,

as the model used is unaltered between the 2010 and 2011 analyses. The combinatorial mass

is modelled using a linear function, see Section 5.4.1.4, however it could also be modelled

using an exponential distribution. This uncertainty is determined by fitting the combinato-

rial background on each dataset with both linear and exponential functions, then using the

difference in fitted lifetimes as the uncertainty from this source. The total uncertainties from

these sources for the 2011 lifetime measurements are 1.10 fs for B0
s → K+K−, 2.51 fs for

B0
d→ K+π− and 6.74 fs for B0

s→ π+K−.

6.3.3 Systematic Uncertainties from Lifetime Models

The methods used to separate and reconstruct the lifetime distributions for each signal chan-

nel spawn a number of possible sources of uncertainty. Primarily these are related to non-

parametric models that are used to describe both partially reconstructed and combinatorial

backgrounds. However, the discussion will also include sources of uncertainty from para-

metric models, used to describe the B→ h+h− signal channels.

6.3.3.1 Parametric Lifetime Model Uncertainties

In the 2010 and 2011 analysis of τB0
s→K+K− , the parametric model used to describe the life-

time distribution is a single exponential function described in Section 5.5. This is a suitable

description for the B0
d→ K+π− and B0

s→ π+K−. However, a small non-negligible amount

of CP -violation is predicted for the B0
s→ K+K− system, caused by the finite decay width
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difference ∆Γs that is described in Section 1.4. Thus, there are technically two exponential

contributions to the total lifetime distribution of the B0
s→ K+K−. The relative contribution

of each exponential to the total lifetime is determined via the parameterA∆Γ, Equation 1.43,

which quantifies the level of CP -violation predicted. If there was no CP -violation predicted,

then the B0
s→ K+K− would be purely from the |BL〉 mass eigenstate. However, there is a

small contribution from the |BH〉 mass eigenstate giving the lifetime distribution a mixture

of these two states. This source of uncertainty is also called the ‘effective lifetime bias’.

To determine how accurately the fit to the reconstructed lifetime spectrum extracts the ‘ef-

fective’ lifetime of the B0
s→ K+K− signal channel, an additional model that includes con-

tributions from both |BL〉 and |BH〉 dependent on the A∆Γ parameter, is added in the toy

MC simulation code (Section 5.6.1). The A∆Γ parameter is then set to the values: -0.6, -0.8,

-0.97, -1.0 and +1.0. The lifetime fits are then run to determine if the extracted ‘effective’

lifetime is biased, due to the inclusion of the double exponential model with different rate

contributions. The uncertainty determined from the studies was 2.8 fs for the 2010 analysis

and 1.20 fs for the 2011 analysis. It should be noted that the modelling of the effect was

improved between analyses, which contributes to the decrease in uncertainty.

The statistics accumulated in the 2011 data, moves the B0
s→ K+K− analysis into the regime

where contributions from B+
c decays become relevant. Studies of the B+

c → B0
sπ

+ system

have shown that up to 1% of all B0
s decays originate from B+

c decays [108]. This additional

effect can cause the measured lifetime to shift higher, if not properly accounted for and un-

derstood. The uncertainty from the B+
c contribution is modelled in the toy MC generator by

adding an additional lifetime contribution to represent the B+
c decays. The decay time for the

1% of decays that are assumed to originate from B+
c decays is modelled as the sum of two

exponential distributions. First an exponential distribution with the average B+
c lifetime, set

to the PDG [22] value of 0.453 ps, is sampled. This is followed by a second exponential that

generates a decay time for the B0
s. The uncertainty is determined by comparing the lifetime

fits with and without this B+
c lifetime contribution, and is found to be 1.12 fs.

A parametric model uncertainty arises from the B→ h+h− misidentified signals that are

only found in the 2011 analysis. Fixed models are assigned for the misidentified B→ h+h−

channels, as detailed in Section 5.4.2.2. The parameters for the exponential models em-

ployed for these backgrounds, are fixed to the world averages from the PDG [22]. The fixed

parameters of the models are varied within the uncertainty on their values, to determine the

magnitude of any lifetime shift. The results of the systematic study from these misidentified

sources yield the uncertainties: 0.70 fs for B0
s→ K+K−, 0.40 fs for B0

d→ K+π− and 3.60 fs

for B0
s→ π+K−.

The total systematic uncertainties for the 2011 analysis associated to the parametric uncer-
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tainties discussed are: 1.78 fs for B0
s → K+K−, 0.40 fs for B0

d → K+π− and 3.60 fs for

B0
s→ π+K−.

6.3.3.2 Non-Parametric Lifetime Model Uncertainties

As with the parametric models, non-parametric models also include systematic effects that

are equally relevant to both the 2010 and 2011 lifetime analyses. However, further studies

are included for the 2011 analyses due to the inclusion of additional non-parametrically de-

scribed backgrounds. The discussion will begin describing the systematics studies required

for both analyses, followed by more specific studies of the 2011 lifetime measurements.

There are two relatively simple studies that can be performed for all lifetime analyses in

relation to the method for reconstructing the background lifetime distributions. The first

systematic study relates to the kernel width, while the second study determines the effect of

varying a parameter, called the ε parameter, which is used to remove negative values of the

background PDFs that can occur.

The kernel method, detailed briefly in Section 4.5.2 and further in [88], effectively smoothes

the reconstructed decay time distribution of the backgrounds with the width of the smoothing

function defined by Equation 4.24. The systematic uncertainty from this source is determined

by altering the width of the distribution to double and half of its standard value. The uncer-

tainty from this source is determined to be negligible for the 2010 lifetime analysis, with the

values for the 2011 analysis found to be 0.78 fs for B0
s→ K+K−, 0.63 fs for B0

d→ K+π−

and 6.36 fs for B0
s→ π+K−.

The ε parameter is a small value that is included in the fit method to correct for negative

values of the background PDF that can occur. These negative values can arise due to statis-

tical fluctuations or incorrect fit values for the signal lifetime, and can contribute to stability

issues in the fit. The value of ε is tuned to a small positive value to remove these effects. The

systematic for this is determined by setting the value of ε to an order of magnitude higher and

an order of magnitude lower than the default value of 0.001 and observing any shift in the

fitted lifetime. For both the 2010 and 2011 lifetime measurements the observed uncertainty

is deemed to be negligible.

The sWeights method, Section 4.3.3.2, used to differentiate the signal channels in the 2011

analysis explicitly assumes that there is no correlation between mass and decay time. This

also has to be accounted for in the 2010 analysis, although Bayesian probabilities, Sec-

tion 4.3.3.1, are used instead of sWeights. This correlation is tested in the combinatorial

background using two distinct techniques. The first, applied in the 2010 analysis, removes

the 200 MeV/c2 region in the range 5600− 5800 MeV/c2 from the B0
s→ K+K− dataset. The

fit is then performed with and without the selected region, with the difference found to be
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1.5 fs and assigned as the uncertainty.

The 2011 analysis takes a slightly different approach. The invariant mass range 5480 −
5880 MeV/c2 is selected, Figure 6.6 (top), and then divided into three bins of lifetime, shown

in Figure 6.6 (bottom). Each bin has approximately the same number of events, with any

mass-decay time correlation being observed if the distributions noticeably differ. The decay

time distributions in the three mass regions are observed to be identical, hence no systematic

uncertainty is assigned.
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Figure 6.6: Top: Upper side band of the combinatorial background from the 2011 B0
s→

K+K− dataset. Bottom: Decay time distribution from B0
s → K+K− combinatorial

background in the invariant mass range 5480− 5880 MeV/c2. The decay time has been

split into 3 bins containing 1650 events in each.
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The remaining backgrounds include the partially reconstructed and misidentified B→ h+h−

backgrounds. These need to be studied to determine if they have a mass-decay time cor-

relation. Although the misidentified backgrounds are modelled parametrically, for reasons

of simplicity they are included in this particular systematic study. To determine if there is

an effect and its probable magnitude, the correlation is modelled in the toy MC generator,

Section 5.6.1. To add the correlation effect to the generated datasets, the decay time smearing

τcorr = τgen ×
massgen
masstrue

(6.4)

is added, where τcorr is the new correlated decay time, τgen the original generated decay time

determined from an exponential distribution, massgen which is the mass generated from the

mass model description and masstrue the true mean value of the signal mass. One toy MC

dataset is generated with no correlation. A second is then reproduced from this original

dataset, with the correlation given by Equation 6.4 applied to the original decay time per

event dependent on the event signal class. The difference between the fitted lifetimes of the

two datasets provides a ‘worst case’ uncertainty for this systematic source. The results of

the studies show the uncertainties to be 0.25 fs for B0
s→ K+K−, 1.44 fs for B0

d→ K+π− and

2.10 fs for B0
s→ π+K−.

The total systematic uncertainties for the 2011 analysis associated to the non-parametric

uncertainties discussed are: 0.82 fs for B0
s→ K+K−, 1.57 fs for B0

d→ K+π− and 6.70 fs for

B0
s→ π+K−.

6.3.4 Uncertainties related to the VELO

The VELO makes a vital contribution to lifetime measurements, due to its excellent posi-

tion resolution. The primary method for accounting for the acceptance introduced through

the lifetime biasing cuts is via the swimming method, detailed in Section 4.4. However,

another source of acceptance effects is the VELO. There are a number of ways the VELO

can contribute to limit the acceptance, these will be individually discussed in the following

subsections.

6.3.4.1 Finite length of the VELO

One effect that can lead to a reduced acceptance for events at high decay times, is due to

the finite length of the VELO. The daughters of B events that have long flight distances may

not register the required number of ‘hits’ in the VELO needed for reconstructed (three hits

for the offline reconstruction and five hits for the trigger reconstruction). This effect is not

accounted for in the swimming as it is the PV that is moved along the momentum vector of
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each candidate, so the tracks are not re-reconstructed at any point. However, the number of

hits can be determined analytically by computing the number of VELO stations each track

passes through, based on the position of the B vertex for a given swimming step and track

direction. Together with the per-event acceptance function determined from the selection and

trigger, this method also produces a per-event VELO acceptance function, which succeeds

only if the B daughters pass through three VELO stations (offline selection requirement) and

five VELO stations (trigger requirement). It was found that the VELO acceptance effect is

negligible for both 2010 and 2011 analyses.

6.3.4.2 Radial dependence on reconstruction efficiency

The effects of a high decay time reconstruction efficiency is studied by introducing a radial

flight distance cut around the beam axis. As the inner aperture of the VELO is 5.5 mm,

this automatically introduces a limit where we do not accept events that have traversed the

RF-foil. This study was developed primarily for the 2011 analysis as there were almost no

B0
s mesons found in the affected region using the 2010 dataset [75], hence the effect was

assumed to be negligible for that analysis.

To determine the significance of this effect, the radial cut is implemented in the fitter to

remove events which fail these cut criteria. This is tested using both a fully swum B0
s →

K+K− dataset and a toy MC simulation. Each event in the dataset is assigned a pass/fail

binary value and an additional turning point, τradialcut, as this cut limits the acceptance. The

datasets are simplified by fitting only for one signal and the combinatorial background, with

the cut varied between 0.5 and 6.0 mm. The distributions of the fitted lifetime after each

radial cut for data and simulation are provided in Figure 6.7.

The fitted lifetimes for the toy MC show that with the additional turning point the lifetime is

constant, however, the data displays an effect below 2.0 mm. This effect observed in the data

is not fully understood, however since we apply a cut at 4.0 mm on data this effect should

be avoided. Rejecting events with a large radial flight distance should reduce the decay time

dependent track reconstruction efficiency. Since we observe no lifetime shift at a radial cut

of 4.0 mm, no uncertainty is given to this source. The actual number of events rejected from

each dataset due to this cut are 59 for the B0
s→ K+K− and 174 for the B0

d→ K+π−.

6.3.4.3 Tracking efficiency acceptance

In addition to the previous two effects just described, it can also be shown that the VELO

track reconstruction imposes an additional decay-time acceptance unconnected to the VELO

length. Essentially the track finding algorithms prefer tracks which come from the beamline
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(“on-axis”) and, as B mesons are produced with transverse momentum and fly radially before

decaying, tracks originating from long-lived B decays point away from the beamline (“off-

axis”). These tracks may have a lower efficiency to be reconstructed. This effect leads

to a reduction in the reconstruction efficiency at high decay times: an upper decay time

acceptance. This is another effect that can limit the acceptance that is is not accounted for in

the swimming method, and therefore needs to be studied independently. Similar to the radial

dependence study, this study was developed primarily for the 2011 analysis as there were

almost no B0
s mesons found in the high lifetime region where this effect would be seen [75],

hence the effect was assumed to be negligible for the 2010 analysis. The track reconstruction

efficiency is parameterised by a quadratic formula

ε(DOCAZ) = α + β ∗ DOCAZ2, (6.5)

where DOCAZ is the distance of closest approach to the z-axis for a track. The parameters

α and β are determined from data and are valid for all low multiplicity events. Equation 6.5

can also be parameterised with respect to the decay time using the relationship given by

DOCAZ = γ + δ · t, (6.6)

with the parameters γ and δ determined for each event. It then follows that, for each event,

the dependence of the efficiency on the decay time is

ε(t) = α + β · (γ + δ · t)2. (6.7)

The decay time distribution including the efficiency ε(t) is shown in Figure 6.8, over the

decay time range accepted by the fitter (0.61 ps to 10 ps) in the 2011 B→ h+h− lifetime

analysis.

The distribution of ε(t) shows a decrease over the decay time range of the fitter, Figure 6.8.

To determine the magnitude of this effect, the efficiency distribution is simulated in the toy

MC generator. The efficiencies are generated per-event from Equation 6.7, with a failure

to reconstruct the variable assigned by generating a random number between 0 and 1. The

event is rejected if the efficiency is found to fall below this randomly generated value. A fit

is performed on 1000 toy MC datasets containing 100,000 events each, comprising a mix of

50% signal and 50% combinatorial background.

Since the parameters describing the ε(t) distribution are extracted from data, the result of

the fits can be used to account for this effect. The value determined from the toy MC gives

a 5.65 fs bias on the fitted lifetime, as such, this is added to the final fit value from data. A

value of half the observed bias, 2.83 fs, is assigned as the uncertainty.
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Figure 6.8: Decay-time distribution of B0
s→ K+K− 2011 data (histogram distribution)

with the corresponding ε(t) efficiency (data points with errors).

6.3.4.4 Uncertainties from Acceptance Correction

Due to the limited statistics in the 2010 dataset a reduced set of specific systematics was

evaluated. Instead, a global systematic on the acceptance correction was derived from D

decays. To determine the potential uncertainty associated with the acceptance correction,

D→ h+h− data from the same accumulated dataset is used. These data are used as it has very

high statistics compared with the B→ h+h− dataset for the same period, and is topologically

similar. An average of the measured D0 → K−π+ and D0 → K+π− lifetimes [109] is then

compared with the world average lifetime and found to be compatible [22]. The statistical

uncertainty of the two measurements is then added in quadrature, before multiplying by

the ratio of the two lifetimes (
τ
B0
s

τD0
) to provide an estimate of the maximum uncertainty on

the 2010 B0
s → K+K− lifetime. This uncertainty for the 2010 lifetime measurement is

determined to be 6.3 fs.

6.3.4.5 Uncertainties from Primary Vertex Assignment

Following on from Section 6.3.4.4, it is noted that the acceptance correction relies on the

accurate reconstruction of the primary vertex. As the number of collisions at the interaction

point increases, so does the event multiplicity. This can cause events to have multiple recon-

structed primary vertices, with incorrectly assigned ones likely to occur at an unknown rate.

For the smaller dataset size of the 2010 analysis, it is difficult to examine this effect so again

D→ h+h− data is used for the reasons given in Section 6.3.4.4. A fit to the lifetime of the
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D0 and D0 is performed on a sub-set with one, two and three primary vertices. Any observed

difference can then be scaled with mB
<pB>

/ mD
<pD>

to show the effect for the B mesons. The

uncertainty for the 2010 lifetime analysis is found to be 1.2 fs.

For the 2011 analysis, the dataset is large enough to study this effect on the B0
s→ K+K−,

B0
d→ K+π− and B0

s→ π+K− lifetimes independently. The KK and Kπ datasets are fitted

using a blinded fit and binned with respect to four categories. The four categories chosen

are: decays with one, two, greater than two but less than ten, and smaller than ten primary

vertices (the default cut used in the analysis). The resultant fits of the three lifetimes, for each

category, are shown in Figure 6.9. As the fitted lifetimes for each category, for each decay,

are consistent within the uncertainties, no systematic values are assigned to this source.

6.3.4.6 Absolute decay time scale uncertainty

The final VELO uncertainty to be discussed, is the absolute decay time scale. The uncertainty

on the absolute decay time scale has more than one source. The dominant source is related

to the knowledge of the absolute value of the decay time. This has two main contributors.

First, the imperfect knowledge of the longitudinal (z) scale of the detector contributes to the

systematic uncertainty. It is obtained by comparing the track-based alignment and survey

data and evaluating the track distribution in the vertex detector. The second contribution

comes from the knowledge of the overall momentum scale. This has been evaluated using

mass measurements of well-known resonances. Deviations from the reference values [22] are

then measured. Since both the measured invariant mass and momentum enter the calculation

of the decay time, this effect is effectively cancelled. The resulting systematic on the decay

time scale for the 2010 analysis is 1.5 fs, with the 2011 analysis being 0.41 fs for B0
s→ K+K−

and 0.43 for B0
d→ K+π− and B0

s→ π+K−.

6.3.5 Cross Contamination due to Particle Misidentification

As well as significant sources of uncertainties originating from the VELO subdetector, the

PID performance of the RICH subdetector also contributes to the total systematic uncertainty.

The PID performance of the RICH is important as the Hb → h+h− stripping selection, Sec-

tion 5.3.2, contains multiple signal channels that are kinematically similar to the B→ h+h−

signal channels being studied, but have different final states. Inefficiencies in the PID per-

formance can cause contamination from specific B → h+h− channels to enter the event

selection. The level of contamination expected cannot be determined by studying full LHCb

MC alone, as the PID performance is seen to differ significantly between this and data. As

such, a data driven method is used to determine a re-weighting scheme that can be applied
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Figure 6.9: The fitted lifetime of B0
s→ K+K− (top), B0

d→ K+π− (middle) and B0
s→

π+K− (bottom) as a function of number of primary vertices (nPV). The lifetime fitted

using nPV < 10 is performed using the default fit configuration. The data fits are all

performed blinded, with the same blinding factor, using the 2011 dataset.
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to the MC PID distributions, to allow more accurate determinations of the misidentification

rates of final state hadronic particles. This is used for both the 2010 and 2011 analyses. A re-

weighting method is performed by using a sample of calibration tracks for the RICH where

the particle identification can be determined independently of the RICH information: pions

are obtained from K0
S, D and Λ decays; kaons are obtained from D and φ decays; protons

from Λ decays. The calibration tracks are then binned into a set of variables on which the

PID is dependent. These variables are the momentum, p, transverse momentum, pT , and

the number of primary vertices, nPV , of an event. All tracks residing in a given bin will

have approximately consistent RICH PID decisions that are determined from the calibration

track sample. The PID mis-identification rates for any channel can then be determined by

considering the event distribution across these characteristic variables, and reweighting the

identification rates accordingly. The kinematic distributions of the two final state tracks in all

B→ h+h− decays are similar, and hence the process does not need to be repeated for each

signal or background. The percentage mis-identification of a final state hadronic particle is

obtained by integrating the normalised DLL distribution of the reweighted RICH calibration

data, for a given PID cut.

For the B→ h+h− family of decays studied, a detailed list of decay channels that could

contaminate is compiled and provided in Appendix B. The main contributors are expected

to be the other Hb → h+h− channels, that are collected in the stripping selection.

In the 2010 analysis, the mass model includes only two contributing signal modes: the sig-

nal and combinatorial background (Section 5.4.1), with the mass range chosen to remove

partially reconstructed background contributions. It was found that the largest Hb → h+h−

contaminants to the B0
s→ K+K− were the B0

d→ K+π− (2%) and B0
d→ K+K− (1%) chan-

nels. These models were included into the toy MC generator to determine the value of the

lifetime uncertainty from not including the models in the full fit, with the uncertainty found

to be 1.9 fs. A similar study was conducted for the partially reconstructed background dis-

tribution in this analysis. As this background model is not included due to expectation that

this is excluded through the selected mass range, the potential signal overlap region needs

to be studied for uncertainties. To estimate the proportion of partially reconstructed de-

cays required in the toy MC dataset, the combinatorial background of the full B0
s→ K+K−

dataset was fitted in the upper mass region and extrapolated to the lower mass region, Fig-

ure 6.10 (left). The excess of data events in the lower mass region is then attributed to

partially reconstructed decays. A profile for the partially reconstructed background events is

then produced from MC, using a similar method to that used in Section 5.4.2.3, and used as

the distribution in the toy MC simulations, Figure 6.10 (right). The uncertainty from this is

deduced by including this model in the fit and determining the difference between fits. The
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result of this was an uncertainty of 1.9 fs.
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Figure 6.10: Estimation of partially reconstructed background from the 2010 B0
s →

K+K− dataset. This is done by fitting to the mass band 5500 − 5800 MeV/c2 and ex-

trapolating to the lower mass region (left). The normalised B0
s → K+K− 2010 data

distribution compared with the constructed MC10 distribution with signal, combinato-

rial background and partially reconstructed events (right).

For the 2011 analysis, the contamination uncertainties for both the B0
s→ K+K− and B0

d→
K+π− datasets are minimised via the inclusion of misidentified signal models in the fit. The

relative contamination, and their uncertainties, can be constrained using two distinct meth-

ods, which are be discussed.

The increase in dataset size inherently increases the yield of each potential contamination

background, therefore any channel that could contribute at > 0.5% to the dataset is included

with a full mass (Section 5.4.2.2) and lifetime model (Section 5.5.2). The misidentifica-

tion rates from other B→ h+h− modes can be estimated from the misidentification rates

determined by the PID reweighting method described earlier, the branching ratios of the de-

cays and the relative hadronisation fractions. The yields of the cross-contamination of the

B→ h+h− is calculated relative to the yield in the main signal peak in the two spectra and is

given by

kB→h+h−
B0
d→K+π− =

fx
fd
× B(B→ h+h−)

B(B0
d→ K+π−)

× ωB→h+h−
Kπ

ε
B0
d→K+π−

Kπ

(6.8)

and

kB→h+h−
B0
s→K+K− =

fx
fs
× B(B→ h+h−)

B(B0
s→ K+K−)

× ωB→h+h−
KK

ε
B0
s→K+K−

KK

(6.9)

for the Kπ and KK fits respectively. The relative hadronisation fraction is given by fx
fd,s

, the

misidentification rate is given by ωB→h+h−
Kπ,KK and the PID efficiency is given by εB

0
d→K+π−

Kπ and

ε
B0
s→K+K−

KK respectively. The misidentification rates to the Kπ and KK final states, and the
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relative yields, are given in Appendix B.

Applying this method to determine the relative contamination and its respective uncertainty

from the Λb→ pK− contribution to the B0
s→ K+K−, causes this to become the dominant

systematic. This is due to the predicted central value of the relative contribution from Equa-

tion 6.9, combined with the large uncertainties on the measured branching ratio and proton

misidentification rate (Tables B.1 and B.2 respectively). Thus, a second method is employed

to determine the contamination rate directly from data. This method is performed by apply-

ing a set of identical kinematic cuts, Table 5.6, in selecting both Λb→ pK− and B0
s→ K+K−

candidates simultaneously from a subsample of the 2011 data comprising 865 pb−1. A set

of specific PID cuts are applied on the Λb→ pK− candidates to select pK final state particles,

these are given in Table 6.4.

Table 6.4: PID criteria for K and p final state particles. These cuts are used to select

Λb → pK− candidates to determine their relative contribution to the B0
s → K+K−

channel using 2011 data.

Particle PID Cuts

K DLLKπ > +5 & DLLKp > −4 & DLLKe > 5 & DLLKµ > 5

p DLLpK > 10 & DLLpπ > 10 & DLLpe > 0 & DLLpµ > 0

The yield Λb→ pK− in the KK spectrum relative to the B0
s→ K+K− can be expressed as

NKK
Λb→pK−

NKK
B0
s→K+K−

=
Npk

Λb→pK−

NKK
B0
s→K+K−

× ωΛb→pK−
KK

εΛb→pK
−

pK

, (6.10)

where NKK,pK
Λb→pK−,B0

s→K+K− is the number of events of the respective decay reconstructed with

KK or pK PID selection, and ε and ω are the PID efficiencies and misidentification rates.

The yields from the two fits on this dataset are

NpK
Λb→pK− = 1 665± 55 (6.11)

and

NKK
B0
s→K+K− = 9 047± 111. (6.12)

These yields, together with the PID efficiencies and misidentification rates given in Ta-

ble B.2, are used to calculate the ratio given in Equation 6.10. The ratio of yields of the

two decays in the KK spectrum calculated from these numbers is

NKK
Λb→pK−

NKK
B0
s→K+K−

= 2.52± 0.93× 10−2. (6.13)
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This second method is not exclusive to the Λb→ pK− background. Where it is possible, the

method can be applied analogously to the other background channels, potentially reducing

the uncertainties determined from the first method. The results of these additional fits are

provided in Table B.3.

These two methods determine the relative cross contamination from the dominant misidenti-

fied backgrounds to each decay. However, the uncertainties on each of the relative contribu-

tions must then be converted into an uncertainty on the fitted lifetime. For the B0
s→ K+K−

channel, the contributing backgrounds are the B0
d→ K+π−, B0

d→ K+K−, B0
s→ π+K− and

Λb→ pK−, and for the Kπ channels the backgrounds are B0
d→ π+π−, B0

s → K+K− and

Λb→ pπ−. To determine the respective uncertainties from these backgrounds, the relative

fraction of each background is varied within ±1σ of the uncertainties given in Table B.3,

with the observed shift in fitted lifetime taken as the systematic uncertainty for each back-

ground. The uncertainties related to the B0
s→ K+K− misidentified backgrounds are found to

be 1.03 fs for B0
d→ K+π−, 3.40 fs for B0

d→ K+K−, 0.16 fs for B0
s→ π+K− and 3.16 fs for

Λb→ pK−. The uncertainties for the B0
d→ K+π− from the Kπ misidentified backgrounds

are 0.02 fs for B0
d → π+π−, 0.03 fs for B0

s → K+K− and 1.30 fs for Λb → pπ−, with the

uncertainties for the B0
s→ π+K− being 0.13 fs for B0

d→ π+π−, 0.72 fs for B0
s→ K+K− and

5.89 fs for Λb→ pπ−.

The total uncertainties from these sources for the 2011 lifetime measurements are 4.76 fs for

B0
s→ K+K−, 1.30 fs for B0

d→ K+π− and 5.94 fs for B0
s→ π+K−.

6.3.6 Detector Resolution Effects

As discussed in Section 4.5.1, the decay time resolution of the VELO is≈ 50 fs. The physical

model of the decay time used in the fitter is defined as a single Gaussian distribution with

a width of 50 fs. The sensitivity to this assumption is investigated by re-running the fitter

with 40 fs and 60 fs decay time resolution. The largest variation observed from changing

the value of the resolution is taken as the uncertainty. This is found to be negligible for both

the 2010 and 2011 lifetime analysis.

6.3.7 Minimum Accepted Lifetime

This cut is required by the background estimator, described in section 4.5.2, and studies the

sensitivity to the minimum accepted lifetime cut. The study was only performed for the 2010

analysis due to the limited statistics available in the dataset. Toy MC datasets are generated

with a minimum lifetime cut set at the start of the acceptance, which is at the lower end of the

turning point distribution. The datasets have the cut varied between 0.6 ps and 0.8 ps, with
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the observed lifetime shift in the fitted lifetime found to be 1.1 fs. The uncertainty assigned

to this source is thus 1.1 fs.

6.3.8 Production Asymmetry

Initial assumptions in Equation 1.43 suggest that B0
s and B0

s mesons are produced in equal

quantities at LHCb. However, since the LHC collides protons the production of particles

versus antiparticles is asymmetric. The production asymmetry can be defined as

Ap =
RB0

s
−RB0

s

RB0
s

+RB0
s

, (6.14)

where RB0
s

and RB0
s

are the rates of B0
s and B0

s production at LHCb. The presence of such

an asymmetry can alter the measured proper decay time distribution of B0
s → K+K− and

have an effect on the measurement of the effective lifetime τB0
s→K+K− . Ignoring the effects

of decay time resolution and acceptance the effective lifetime, τB0
s→K+K− , is simply

τB0
s→K+K− =

∫∞
0
t · Γ[KK, t]dt∫∞

0
Γ[KK, t]dt

. (6.15)

The effect of Ap is determined from the following equations, derived in [89],

∫ ∞

0

t · Γ[f, t]dt = N ′
{

1−A∆Γ

Γ2
L

+
1 +A∆Γ

Γ2
H

+ 2Ap
[
AdirCP

Γ2
s −∆m2

(∆m2 + Γ2
s)

2
+AmixCP

2Γs∆m

(∆m2 + Γ2
s)

2

]}
(6.16)

and
∫ ∞

0

Γ[f, t]dt = N ′
{

1−A∆Γ

ΓL
+

1 +A∆Γ

ΓH

+ 2Ap
[
AdirCP

Γs
∆m2 + Γ2

s

+AmixCP

∆m

∆m2 + Γ2
s

]}
. (6.17)

Equations 6.16 and 6.17 allow us to calculate the bias on the effective lifetime originating

from the production asymmetry, but require numerical values for the parameters involved.

The oscillation parameters are taken from HFAG averages [36]: Γs = 0.663 ps−1, ∆Γs =

0.095 ps−1 and ∆m = 17.719 ps−1. The asymmetry parameters are taken from the LHCb

measurement of the time dependent CP asymmetries in B0
s→ K+K− [110]. The values are

chosen as the central values plus the total uncertainty for the two parameters: Adir = 0.254

and Amix = 0.427. Since (A∆Γ)2 + (AdirCP )2 + (AmixCP )2 = 1 this choice requires that A∆Γ =

0.868.
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The bias in the effective lifetime as a function of the production asymmetry, Ap, is shown

in Figure 6.11. It is defined as τB0
s→K+K−(Ap) − τB0

s→K+K−(Ap = 0), where τB0
s→K+K− is

the ratio of Equations 6.16 and 6.17. The value determined is assigned as the systematic

uncertainty.
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Figure 6.11: The bias in effective lifetime as a function of production asymmetry Ap
using the parmeters in the text. The function is symmetric around Ap = 0 [89].

For the 2010 analysis, the value of Ap for the B0
d system is taken from the LHCb measure-

ment in [109], which was measured as 0.024 ± 0.013 (stat) 0.010 (syst). For the B0
s system

it is conservatively assumed that the production asymmetry is the same. Thus to determine

an upper limit on the size of such an effect, the value of Ap = 0.040 (1σ larger than the

LHCb measured value) is used. From this, the uncertainty assigned for the 2010 analysis

is 1.4 fs. The 2011 analysis uses a measurement of the B0
s production asymmetry, which is

found to be 7± 5% [111]. An upper limit on the uncertainty of the production asymmetry is

determined to be 3.00 fs.

6.3.9 Summary of Systematic Uncertainties

The list of systematic uncertainties for the 2010 and 2011 lifetime measurements are pro-

vided in Tables 6.5 and 6.6 respectively. The total systematic error for τB0
s→K+K− using the

2010 dataset is 8.3 fs. For the lifetime measurements performed using the 2011 dataset, the

total systematic errors for τB0
s→K+K− is 6.70 fs, τB0

d→K+π− is 4.34 fs and τB0
s→π+K− is 12.13 fs.
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Source Uncertainty on B0
s→ K+K− (fs)

Method and verification 3.2

Mass Model 1.9

Parametric Decay Time -

Non-Parametric Decay Time 1.5

VELO related uncertainties

Finite Length of VELO -

Radial Dependence -

Tracking Efficiency -

Acceptance Correction 6.3

PV assignment 1.2

Absolute Decay Time Bias 1.5

Cross Contamination 2.7

Decay Time Resolution -

Minimum Lifetime 1.1

Production Asymmetry 1.4

Total 8.3

Effective Lifetime Bias (*) 2.8

Table 6.5: Contributions to the systematic uncertainty on the B0
s→ K+K− 2010 life-

time measurement. (*) This uncertainty is described in Section 6.3.3.1 and classified as

a parametric uncertainty.
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Source Uncertainty (fs)

B0
s→ K+K− B0

d→ K+π− B0
s→ π+K−

Method and verification 0.17 0.11 0.59

Mass Model 1.10 2.51 6.74

Parametric Decay-Time 1.78 0.40 3.60

Non-Parametric Decay Time 0.82 1.57 6.70

VELO related uncertainties

Finite VELO Length - - -

Radial Dependence - - -

Tracking Efficiency 2.83 2.83 2.83

Acceptance Correction - - -

PV assignment - - -

Absolute Decay Time Bias 0.41 0.43 0.43

Cross Contamination 4.76 1.30 5.94

Decay Time Resolution - - -

Minimum Lifetime - - -

Production Asymmetry 3.00 - -

Total 6.70 4.34 12.13

Table 6.6: Contributions to the systematic uncertainty on the B0
s → K+K−, B0

d →
K+π− and B0

s→ π+K− 2011 lifetime measurements.
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6.4 B→ h+h− Lifetime Measurement Results

The lifetime measurement results presented in this section are split into two. The first set

of results detail the measurement made with the 2010 dataset. The second details the mea-

surements with the much larger, and statistically independent, 2011 dataset. Each analysis is

then split into a measurement of particular B→ h+h− signal modes, which are described in

each section.

6.4.1 2010 Lifetime Measurement Results

The fit results using the full 2010 LHCb sample of ≈ 37 pb−1 incorporate both the B0
s →

K+K− and control channel of B0
d→ K+π−. The B0

d→ K+π− is chosen as the control chan-

nel as its lifetime has been well measured and understood (0.6% uncertainty in PDG [22]).

In addition, the combination of hadronisation and branching fraction parameters mean that

the channel is also more abundant than that of the B0
s→ K+K−. An added simplification of

the fit is that the selection criteria is identical to that of the B0
s→ K+K− with the exception

of the PID cuts.

6.4.1.1 B0
d→ K+π− Results

As discussed in Section 4.6, the resultant parameters from the mass fit are used in the lifetime

fit. Candidate events with a lifetime less than the minimum value for the acceptance function,

0.6 ps, are rejected. Events with lifetimes greater than 10 times the actual lifetime of the B0
d,

15 ps, are similarly removed. The fit to the total lifetime distribution is shown in Figure 6.12.

The figure shows the total distribution, the background estimation, the signal fit and the total

fitted PDF.

The result of the lifetime fit of the B0
d→ K+π− is

τB0
d→K+π− = 1.535± 0.074 ps (stat) (6.18)

The result can be compared to the average B0
d lifetime value [22]:

τB = 1.519± 0.007 ps. (6.19)

For the B0
d→ K+π− mass fit and subsequent lifetime measurement, the B0

s→ π+K− (bottom

plot Figure 6.1) is omitted so the models used are identical to those employed in the B0
s→

K+K− lifetime measurement. To cross check the control measurement an additional model

including the secondary B0
s→ π+K− peak is added and fitted with the results being:
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Figure 6.12: The histograms show the total time distribution of the events for the B0
d→

K+π− (and B0
s → π+K−) datasets. The graphs show the background estimation, the

fitted signal distributions and the total fitted PDF. Top: the fit with only B0
d→ K+π−

and combinatorial background. Bottom: fit including also the B0
s→ π+K−.
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τB0
d→K+π− = 1.544± 0.068 ps (stat). (6.20)

The current B0
s→ π+K−, or flavour specific, lifetime [36] is given by:

τB0
s

= 1.463± 0.032 ps. (6.21)

6.4.1.2 B0
s→ K+K− Results

As with the measurement in section 6.4.1.1, B0
s → K+K− candidates that have a lifetime

lower than the minimum of the acceptance function (0.6 ps) are rejected along with ones

that have a lifetime greater than 1.5 ps. The fit to the total lifetime distribution is shown in

Figure 6.13. The figure shows the total distribution, the background estimation, the signal fit

and the total fitted PDF.
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Figure 6.13: The histogram shows the total time distribution of the events for the

B0
s → K+K− dataset. The plot also shows the background estimation, the fitted sig-

nal distribution and the total fitted PDF.

The result of the lifetime fit of the B0
s→ K+K− is

τB0
s→K+K− = 1.440± 0.096 ps (stat) ± 0.008 ps (syst). (6.22)
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6.4.2 2011 Lifetime Measurement Results

The fit results for the 2011 LHCb dataset with total integrated luminosity of ≈ 1.0 fb−1,

incorporate additional signal modes compared with the measurement conducted with the

smaller 2010 dataset. The lifetimes being measured with this data include: τB0
s→K+K− ,

τB0
d→K+π− and τB0

s→π+K− . Full verification of the updated fitter was performed with sim-

plified MC, Section 5.6.1.4, and full LHCb MC, Section 5.6.2.2. As with the 2010 analysis,

there are a set of pre-fit lifetime cuts applied to the B0
s→ K+K− and B0

d→ K+π− selected

datasets. The lower lifetime cut, 0.61 ps is applied to remove events with a lifetime lower

than the minimum of the acceptance function. The higher lifetime cut, of 10.0 ps, is applied

to stabilise the acceptance function at high lifetimes where there is low statistics.

6.4.2.1 B0
d→ K+π− and B0

s→ π+K− Results

The B0
d→ K+π− and B0

s→ π+K− lifetime measurements are performed simultaneously on

the 2011 selected data, with both incorporating fully evaluated systematics. Analysis of both

lifetimes is performed using the blinding method described in Section 4.7 to avoid analyst

bias. The unblinded fit to the total lifetime distribution, with separation into the individual

signal components by the sWeights described in Section 4.3.3.2, is shown in Figure 6.14.

The result of the lifetime fit of the B0
d→ K+π− is

τB0
d→K+π− = 1.524± 0.011 ps (stat) ± 0.004 ps (syst), (6.23)

with the result of the fit of the B0
s→ π+K− being

τB0
s→π+K− = 1.597± 0.056 ps (stat) ± 0.012 ps (syst). (6.24)

The lifetime of the B0
d→ K+π− is within 1σ of the world average, Equation 6.19, with the

lifetime of the B0
s→ π+K− within 2.5σ of the flavour specific B0

s lifetime, Equation 6.21.
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Figure 6.14: The histograms show the total time distribution of the events from the

2011 data selected as B0
d→ K+π− and B0

s→ π+K−. The graphs show the background

estimation, the fitted signal distributions and the total fitted PDF.
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6.4.2.2 B0
s→ K+K− Results

The primary measurement of interest is the B0
s→ K+K− lifetime that provides access to the

interesting SM quantities discussed in detail in Section 1.4. As with the B0
d→ K+π− and

the B0
s→ π+K− lifetimes, the fit is performed blinded until the fit process is fully verified

as in Section 5.6.2.2. The unblinded fit to the total lifetime distribution, with separation into

the individual signal components by the sWeights described in Section 4.3.3.2, is shown in

Figure 6.15.
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Figure 6.15: The histogram shows the total time distribution of the events from the 2011

dataset selected as B0
s→ K+K−. The plot also shows the background estimation, the

fitted signal distribution and the total fitted PDF.

The result of the lifetime fit to the B0
s→ K+K− is

τB0
s→K+K− = 1.407± 0.016 ps (stat) ± 0.007 ps (syst). (6.25)

The uncertainty on the B0
s→ K+K− lifetime fit is approximately five times smaller than the

2010 measurement, and approximately 3 times smaller than the previous LHCb measurement

using the same dataset [99]. One of the key advantages of the method in this thesis, compared

to previous measurements, is the increased statistics that can be utilised, since more events
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are rejected in the unbiased selection [99].

6.5 Implications for τB0
s→K+K− and the Asymmetry Param-

eter A∆Γ

The three measurements of τB0
s→K+K− made at LHCb, along with the first measurement made

by CDF, are displayed graphically in Figure 6.16. The precision of the 2011 τB0
s→K+K−

measurement is a significant improvement on the current world average value [36].

 [ps]KKτ
1.35 1.4 1.45 1.5 1.55 1.6 1.65 1.7

 (2013)-1LHCb 1.0 fb

 (2012)-1LHCb 1.0 fb

 (2012)-1LHCb 0.037 fb

 (2006)-1CDF 0.36 fb

 0.017 ps±1.407 

 0.046 ps±1.455 

 0.096 ps±1.440 

 0.18 ps±1.53 

Figure 6.16: Graphical comparison of the four available measurements of the specific

B0
s→ K+K− lifetime measurement from [32], [76], [99] and [89].

As well as making two world’s best measurements of the value of τB0
s→K+K− in this thesis, the

2011 measurement given in Equation 6.25 now has the smallest uncertainties of all current

measurements. This measurement of the lifetime from the CP -even B0
s → K+K− decay,

combined with the lifetime from the CP -odd B0
s → J/Ψ f0(980) decay [112],

τB0
s→J/Ψf0(980) = 1.700± 0.040 ps (stat) ± 0.026 ps (syst), (6.26)

provides independent verification that the decay rate difference ∆Γs is positive and measur-

able, with a greater than 5σ precision. The value of the decay rate asymmetry, A∆Γ, can

be determined from the 2011 measurement of τB0
s→K+K− by combining Equations 1.47 and

1.48 to first order to give

A∆Γ =
2Γ2

s

∆Γs
τB0

s→K+K− −
2Γs
∆Γs

. (6.27)
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This requires further input from recent LHCb measurements of Γs and ∆Γs [113]. These

values are given as

Γs = 0.661± 0.004 ps−1 (stat) ± 0.006 ps−1 (syst),

∆Γs = 0.106± 0.011 ps−1 (stat) ± 0.007 ps−1 (syst),

The value of A∆Γ evaluated using the B0
s→ K+K− lifetime measurement, Equation 6.25, is

found to be

A∆Γ = −0.87 ± 0.13 (τB0
s→K+K−(stat)) ± 0.06 (τB0

s→K+K−(syst))

± 0.06 (Γs(stat)) ± 0.10 (Γs(syst))

± 0.09 (∆Γs(stat)) ± 0.06 (∆Γs(syst)), (6.28)

where the dominant sources of uncertainty can be seen by splitting the final value into the

constituent components from each input measurement. The largest source of uncertainty

originates from the statistical precision on τB0
s→K+K− , although other significant contributors

are the systematic uncertainty of Γs and the statistical uncertainty of ∆Γs. The value ofA∆Γ,

with the total statistical and systematic uncertainties added in quadrature, is

A∆Γ = −0.87± 0.17 (stat) ± 0.13 (syst). (6.29)

This is currently consistent with the standard model prediction, given byA∆Γ(B0
s→ K+K−) =

−0.972+0.014
−0.009 [35], discussed in Section 1.4. This result can be interpreted using the results

detailed in [110], to determine further evidence for CP -violation in the B0
s→ K+K− system.

The measurements1 are

AKK
dir = −0.14± 0.11 (stat) ± 0.03 (syst), (6.30)

AKK
mix = 0.30± 0.12 (stat) ± 0.04 (syst), (6.31)

ρ(AKK
dir ,AKK

mix) = 0.02, (6.32)

whereAKK
dir andAKK

mix are the direct and mixing amplitudes described in Section 1.3.5 and 1.4,

and ρ(AKK
dir ,AKK

mix) is the correlation coefficient. Combining the results from Equations 6.29,

6.30 and 6.31, and neglecting the small correlation, we observe

1In the paper, the parameters provided are referred to as CKK = −AKK
dir and SKK = AKK

mix.
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|AKK
dir |2 + |AKK

mix|2 + |A∆Γ|2 = 0.87± 0.31 (stat) ± 0.23 (syst), (6.33)

which is consistent with 1. The value of A∆Γ measured in this analysis is consistent with

evidence of CP -violation in mixing in the B0
s → K+K− system, which is shown by an

independent analysis [110].

6.6 Summary

This chapter has continued the subject of lifetime measurements from the B→ h+h− decay

family that was first begun with the lifetime fit method, described in Chapter 4, and then con-

tinued with the preparation of the data and fit before verification of the full fitter, Chapter 5.

The results of the fits to the invariant mass spectrum have first been provided, these detail

the individual signal yields for both the 2010 and 2011 analyses and also provide details of a

secondary analysis, the search for B0
d/s → pp̄, where the fit to the 2011 B0

d→ K+π− dataset

is both complimentary and necessary for the measurement. A discussion is then given on

the systematic studies that are performed to determine the potential biases. The sources of

bias can be observed to originate from areas such as the models used to describe the signal

mass distributions, the method for ascertaining the non-parametric lifetime distributions and

detector performance. As there are two analyses performed using datasets from different

data taking periods, there are two sets of final results. The value of τB0
s→K+K− using the full

37 pb−1 from 2010 is found to be

τB0
s→K+K− = 1.440± 0.096 ps (stat) ± 0.008 ps (syst), (6.34)

The B→ h+h− lifetime values evaluated from the full 1.0 fb−1 and with full statistical and

systematic uncertainties are

τB0
s→K+K− = 1.407± 0.016 ps (stat) ± 0.007 ps (syst), (6.35)

τB0
d→K+π− = 1.524± 0.011 ps (stat) ± 0.004 ps (syst), (6.36)

τB0
s→π+K− = 1.597± 0.056 ps (stat) ± 0.012 ps (syst). (6.37)

As of the time of measurement, the 2010 value of τB0
s→K+K− that was published in [76]

had the lowest uncertainties of any previous measurement. Since this value was made avail-

able, a measurement using an unbiased selection on 1.0 fb−1 of the 2011 dataset has been
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published [99] which reduced the uncertainties down to 0.046 ps. The second set of mea-

surements from the full 2011 dataset presented here, supercede this, by reducing the uncer-

tainties further to 0.017 ps. In particular, the value of τB0
s→K+K− is the world’s most accurate

measurement of this lifetime and will dominate the world average determination. Specific

interest is given to the B0
s → K+K− lifetime, which allows the SM parameter A∆Γ to be

constrained. The value of A∆Γ determined from the 2011 value of τB0
s→K+K− is

A∆Γ = −0.87± 0.17 (stat) ± 0.13 (syst), (6.38)

which is the world’s first determination of this parameter from data, and is currently consis-

tent with the SM prediction.
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Chapter 7

Conclusions and Outlook

7.1 Summary

This thesis has presented lifetime measurements of the family of decays known as B →
h+h−, with specific interest shown to the decay mode B0

s→ K+K−. Lifetime measurements

in heavy flavour physics are interesting as they can provide access to SM model parameters,

in the case of B0
s→ K+K− this occurs through the decay rate difference parameter ∆Γs and

the decay rate asymmetry parameter A∆Γ. The lifetime value τB0
s→K+K− , obtained through

the analysis described through Chapters 4 to 6, originates from a decay that is largely CP

even but also dominated by loop processes. This means the channel is sensitive to NP par-

ticles that can alter the channel from SM expected values. The possible contribution of NP

effects to the channel can be studied by using the extracted value of τB0
s→K+K− to determine

values of ∆Γs and A∆Γ, where A∆Γ is calculated in this thesis.

Monitoring studies of the RICH, in particular RICH 2, were also discussed in detail. The first

study used a system developed to monitor the stability of the RICH mirrors. Observations

from data displayed actual movement within the mirror structure, where further investigation

showed a strong correlation with temperature changes within RICH 2. However, it is shown

that these mirror movements are negligible, compared to the RICH 2 angular resolution. A

second study was proposed to use environmental data from the monitoring system, to de-

termine a method for performing continuous calibration of the absolute gas mass, refractive

index (n) and Cherenkov angle (θc) as a function of time. The calibration was in excellent

agreement with previous measurements that are used currently and performed by the RICH

group, although the measurements are taken at larger time intervals.

An overview of particle physics and the theory behind the SM is provided in Chapter 1.

Particular focus is given to flavour physics including: quark mixing, the CKM matrix, CP -
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violation and the phenomenon of neutral meson mixing. The impact of these effects are

then discussed in terms of the B→ h+h− family of decays, with specific focus given to the

physics case behind the B0
s→ K+K− lifetime measurement.

The second chapter presents a detailed description of the LHCb experiment that is part of the

LHC. An overview of the LHC complex is presented that includes details of the main on-

going experiments, this is then followed by a detailed description of the LHCb experiment.

The sub-detectors are introduced in the order of their relative position to the particle inter-

action point, with their performance then discussed. In addition, the reconstruction and data

processing software used in the lifetime analyses, which is an integral part of the experiment,

are introduced.

The Ring Imaging Cherenkov (RICH) detectors of the LHCb experiment provide excellent

Particle IDentification (PID) performance for charged hadrons, as documented in the de-

scription of the detectors in Chapter 2. Their consistent performance is aided by constant

monitoring of the system. Two forms of this monitoring are studied in depth in Chapter 3. A

study to determine the stability of the spherical and flat mirrors using the Laser Alignment

Monitoring System (LAMS) has shown there is some physical movement within the system.

Before analysing the data fully, each mirror had to be calibrated independently to determine

an angular movement from that observed by the monitoring cameras. The movements ob-

served over the 2011 and 2012 monitoring period are in the order of 10− 70 µrad/K, which

agrees with previous estimates of the magnitude of the potential movement. Further investi-

gation into the origins of this movement focussed on the effects of environmental changes in

the pressure, temperature, and the shift in magnet polarity. Of these three, a direct correla-

tion with temperature was found that could approximately account for the size of movement

observed. A second study was performed that proposed an alternative method to the cur-

rently employed RICH procedure that extracts the value of the refractive index of the RICH

2 gas. The alternative method is purely data driven, with the only prior assumptions being

the ideal gas law and the relationship between gas density and refractive index. In addition,

the method has the potential to make measurements for any point in time where there is rele-

vant environmental data, this cannot be done with the current methodology. The method can

also make measurements of the expected Cherenkov angle (θc) and absolute molecular gas

mass (< M >). After calibration with data samples, the results showed excellent agreement

between the new method and the current method, with the differences between the value of

n being of the order of 1% and the difference between θc being of the order of < 1%. The

absolute gas mass was also in very good agreement with the measurements, with fluctuations

in the value between current measurements easier to track.

The performance of the RICH detectors is crucial for the flavour physics analyses performed

184



CHAPTER 7. CONCLUSIONS

at LHCb. This is particularly important for the study of B → h+h− decays, as different

final states can only be distinguished if the final state particles are correctly identified. The

B0
s→ K+K− decay is part of this family, with a lifetime measurement of this being of par-

ticular interest.

The details of the lifetime measurements made for the B0
s→ K+K− and other members of

the B→ h+h− family commence in Chapter 4, and are then discussed further in Chapters 5

and 6.

The methodology behind the fit to extract the effective lifetime of a specific decay is pre-

sented in Chapter 4. Biases in a lifetime measurement, through event selection criteria from

cuts on lifetime correlated variables, are discussed initially. This can occur through multiple

stages of the LHCb event selection process. The fit method described is able to remove the

lifetime bias incurred by using a purely data driven method. This is done by determining a

per-event lifetime acceptance function that is accounted for in the fitting. The advantage of

this approach means fewer assumptions are made in determining the acceptance function per

decay.

The chapters that follow describe the analyses themselves, with both Chapter 5 and Chap-

ter 6 providing the details for these two analyses. The first uses the full 2010 LHCb dataset,

and makes a measurement of the B0
s→ K+K− lifetime only. The second uses the full 2011

LHCb dataset and incorporates two more channels as well as the B0
s→ K+K−, these are the

B0
d→ K+π− and B0

s→ π+K− decays.

Preparation for the analysis of the B→ h+h− lifetimes is discussed in Chapter 5. An Ini-

tial overview of the current experimental status of the B0
s → K+K− lifetime is provided,

this includes two of the previous measurements made at LHCb (including the 2010 analysis

discussed in this thesis). The optimisation of the data selection for each analysis is pre-

sented, with the mass and lifetime models ascribed to each signal discussed. The fitter is

then subjected to a range of verification studies to ensure its performance, these include us-

ing simplified simulation, full LHCb MC and high statistics D→ h+h− data. The quality of

these fits are then assessed and found to be in excellent agreement with the expected values.

The final chapter, Chapter 6, presents fit results from the mass and lifetime fits, and the eval-

uation of systematic uncertainties that can affect the precision of the lifetime measurement.

The signal yields for the relevant B→ h+h− channels fitted in each analysis, are given.

The fit to the invariant mass spectrum stage of the full lifetime fit is also used in a sepa-

rate analysis, to search for the rare baryonic B decays B0
d/s → pp̄. The signal yield of a

B0
d → K+π− dataset is used for the critical role of the normalisation and yielded the first

evidence for the B0
d → pp, with a statistical significance of 3.3σ [107]. Estimates of the

branching fractions from data for both the B0
d→ pp and B0

s→ pp are
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B(B0
d→ pp) = (1.47 +0.62

−0.51
+0.35
−0.14)× 10−8 (7.1)

B(B0
s→ pp) = (2.84 +2.03

−1.68
+0.85
−0.18)× 10−8 (7.2)

Before the full lifetime fit is conducted, a range of systematic studies are performed. These

incorporate a large number of potential sources of uncertainty, with the dominant being from

the acceptance correction and reconstruction effects for the 2010 B0
s→ K+K− lifetime anal-

ysis, and cross contamination for the 2011 B→ h+h− lifetime analysis. These result in a

value for the B0
s→ K+K− lifetime using the 2010 dataset of

τB0
s→K+K− = 1.440± 0.096 ps (stat) ± 0.008 ps (syst), (7.3)

with the B→ h+h− lifetimes measured from the 2011 dataset being

τB0
s→K+K− = 1.407± 0.016 ps (stat) ± 0.007 ps (syst), (7.4)

τB0
d→K+π− = 1.524± 0.011 ps (stat) ± 0.004 ps (syst), (7.5)

τB0
s→π+K− = 1.597± 0.056 ps (stat) ± 0.012 ps (syst). (7.6)

These measurements are consistent with previous measurements, with the value of τB0
s→K+K−

measured from the 2011 dataset having a greater precision than the current world average.

From this, we are able to calculate the value of the quantityA∆Γ and perform a full measure-

ment of this quantity for the first time. The evaluated value is found to be

A∆Γ = −0.87± 0.17 (stat) ± 0.13 (syst), (7.7)

which is currently consistent with the SM predicted value.

7.2 Outlook

The integrated luminosity accumulated at LHCb has already increased dramatically from

≈ 37 pb−1 to ≈ 1.0 fb−1 between the data taking periods of 2010 and 2011. This is a factor

≈ 30 increase in data size, which has already seen a decrease in statistical uncertainty from

0.096 ps to 0.017 ps on the measured value of the effective B0
s→ K+K− lifetime. The data

taking run of 2012 has since increased the centre of mass beam energy from
√
s = 7 TeV to

√
s = 8 TeV, and has accumulated an additional 2.0 fb−1 of data.
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In current measurements of the effective B0
s→ K+K− lifetime the statistical uncertainty is

still the largest error, with the largest systematic uncertainties from the latest LHCb mea-

surements originating from cross contamination from other Hb → h+h− backgrounds. A

future measurement using the 2012 dataset would reduce the statistical uncertainty to ap-

proximately the level of the current systematic uncertainty. However with the increase in

centre of mass beam energy, increase in accumulated data and updates to the methods em-

ployed, it is expected that we would reduce the systematic uncertainties even further.

The main updates to the method would involve reoptimisation of the event selection, this

would be due to improvements in detector calibration and reconstruction performance. The

signal models would also require updating, with additional models for the mass being in-

cluded as the precision on the measurement increases. The misidentified signal lifetime

distributions are modelled with a fixed parametric model, these can be altered to a non-

parametric model with the statistics increase associated with the larger integrated luminosity.

As cross contamination has a significant input to the uncertainty of the 2011 measurements,

the PID cuts would be required to be tightened to reduce the contributions of these back-

grounds.

As more data is collected, the uncertainty on the B0
s → K+K− will decrease such that the

measurement will be systematics dominated. This improvement will allow us to probe the

SM with greater accuracy, in particular the value of the A∆Γ parameter calculated in this

thesis. Future measurements of this would also require better knowledge of the values of

∆Γs and Γs, which will come from updated LHCb measurements with full 3 fb−1 of the

2012 dataset. Deviations from the SM predicted values of these quantities could point in

the direction of new sources of CP -violation, this would open up new areas of study in high

energy physics and improve our understanding of the universe.

187



Appendix A

LAMS Positions and Vectors

This appendix details the values incorporated into the ray tracing code employed to calibrate

the LAMS mirror system. The tables in this appendix provide the values of: the central

positions of the beam splitters in Table A.1, the vectors from the central beam splitter position

to the respective mirror in Table A.2, the central positions of the CMOS cameras in Table A.3,

the vector from each CMOS camera in Table A.4 centre to each mirror (pointing direction)

and the rotation of the camera planes used in Table A.5.
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Table A.1: RICH beam splitter central position coordinates.

RICH Side Camera x y z

A-Side 00 726.71 -3033 10528.26

01 826.16 -3033 10245.22

02 960.16 -3033 10457.88

03 1333.70 -3033 10567.67

04 1647.36 -3033 10993.03

05 1601.37 -3033 10747.29

06 2071.71 -3033 11015.35

07 2025.72 -3033 10769.62

C-Side 08 -2025.72 -3033 10769.62

09 -2071.71 -3033 11015.35

10 -1601.38 -3033 10747.29

11 -1647.36 -3033 10993.03

12 -1333.70 -3033 10567.67

13 -960.16 -3033 10457.88

14 -826.16 -3033 11245.22

15 -726.71 -3033 10528.26
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Table A.2: Vectors from each beam splitter to their respective mirror.

RICH Side Camera x y z

A-Side 00 -0.0657 1.49 0.1871

01 -0.1388 0.91 0.3950

02 -0.0804 0.96 0.2495

03 -0.0675 0.96 0.2536

04 -0.0596 0.86 -0.3184

05 -0.0604 1.17 -0.3230

06 -0.0641 0.84 -0.3425

07 -0.0662 1.17 -0.3537

C-Side 08 0.0662 1.16 -0.3536

09 0.0641 0.84 -0.3424

10 0.0604 1.17 -0.3229

11 0.0596 0.87 -0.3183

12 0.0675 0.96 0.2537

13 0.0804 0.96 0.2495

14 0.1388 0.91 0.3950

15 0.0892 0.80 0.2540
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Table A.3: Central coordinate position of each CMOS camera.

RICH Side Camera x y z

A-Side 00 723.5762 3013.0 10537.1719

01 798.0663 3013.0 10325.1631

02 937.8592 3013.0 10527.0586

03 1315.0054 3013.0 10637.9072

04 1633.6711 3013.0 10919.8916

05 1588.3218 3013.0 10677.5625

06 2063.1873 3013.0 10969.8496

07 2008.3594 3013.0 10676.8711

C-Side 08 -2008.3593 3013.0 10676.8710

09 -2063.1873 3013.0 10969.8496

10 -1588.3219 3013.0 10677.5625

11 -1633.6710 3013.0 10919.8920

12 -1315.0054 3013.0 10637.9072

13 -937.8592 3013.0 10527.0586

14 -798.0663 3013.0 10325.1631

15 -723.5762 3013.0 10537.1719
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Table A.4: Vectors from each CMOS camera centre to their respective mirror.

RICH Side Camera x y z

A-Side 00 -0.1022 -0.9513 0.2909

01 -0.1022 -0.9513 0.2909

02 -0.0946 -0.9513 0.2935

03 -0.0793 -0.9513 0.2980

04 -0.0567 -0.9513 -0.3031

05 -0.0567 -0.9513 -0.3031

06 -0.0567 -0.9513 -0.3031

07 -0.0567 -0.9513 -0.3031

C-Side 08 0.0567 -0.9513 -0.3031

09 0.0567 -0.9513 -0.3031

10 0.0567 -0.9513 -0.3031

11 0.0567 -0.9513 -0.3031

12 0.0793 -0.9513 0.2980

13 0.0946 -0.9513 0.2935

14 0.1022 -0.9513 0.2909

15 0.1022 -0.9513 0.2909

192



APPENDIX A. LAMS POSITIONS AND VECTORS

Table A.5: Rotations of coordinate system to define camera planes required for the ray

tracing code.

RICH Side Camera Rotation x

plane (rad)

Rotation y

plane (rad)

A-Side 00 0.3 0.338

01 0.3 0.338

02 0.3 0.312

03 0.3 0.260

04 -0.3 -0.185

05 -0.3 -0.185

06 -0.3 -0.185

07 -0.3 -0.185

C-Side 08 -0.3 0.185

09 -0.3 0.185

10 -0.3 0.185

11 -0.3 0.185

12 0.3 -0.260

13 0.3 -0.312

14 0.3 -0.338

15 0.3 -0.338

193



Appendix B

Cross Contamination

Details of decay channel branching fractions that could potentially contribute to both the

B0
d → K+π− and B0

s → K+K− lifetime measurements, through either misreconstruction

or misidentification are given in Table B.1. The PID efficiencies and misidentification rates

used for the misidentified backgrounds, and determined from data are provided in Tables B.2.

The relative yields of each B→ h+h− background with respect to the specific signal peak,

are given in Table B.3.
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Decay mode Sample size B(×10−6) in Kπ in KK

B0
d→ K+π− 2114887 19.55+0.54

−0.53
[36]

B0
d→ π+π− 2015992 5.11± 0.22 [36]

B0
d→ K+K− 527498 0.11± 0.78 [96]

B0
s→ K+K− 2024490 25.4± 3.7 [36]

B0
s→ π+π− 721496 0.73± 0.14 [36]

B0
s→ π+K− 1057992 5.38± 0.76 [96]

Λb→ pπ− 523495 4.0± 1.3 [22]

Λb→ pK− 533998 6.2± 1.9 [22]

B0
d→ π+π−π0 1012496 50(∗)a 3.6% 1.6%

B0
d→ K+π−π0 1036995 37.8± 3.2 [36] 92.1% 28.7%

B0
d→ K+K−π0 115497 10(∗)b < 0.1% 24.4%

B0
d→ K0

Sπ
+π− 2038990 24.8± 1.0 [36] < 0.1% < 0.1%

B0
d→ K0

SK
+K− 2038995 12.4± 1.2 [36] < 0.1% 0.1%

B0
d→ K0

SK
+π− 2038491 3.2± 0.6 [36] < 0.1% < 0.1%

B+→ π+π−π+ 2220989 15.2± 1.4 [36] 0.2% < 0.1%

B+→ π+π−K+ 1690094 16.3± 2.0 [36] 2.2% 1.3%

B+→ π+K−K+ 1037995 5.0± 0.7 [36] < 0.1% 14.9%

B+→ K+K−K+ 1660492 32.5± 1.5 [36] < 0.1% 0.2%

B+→ ppπ+ 1039495 1.60+0.18
−0.17

[36] < 0.1% < 0.1%

B+→ ppK+ 1532488 5.48± 0.34 [36] < 0.1% < 0.1%

B0
s→ K+π−π0 1042000 5(∗) 1.8% 0.6%

B0
s→ K+K−π0 112997 20(∗) < 0.1% 27.8%

B0
s→ K0

SK
+K− 2052990 2.1± 0.9 [114] < 0.1% < 0.1%

B0
s→ K0

SK
+π− 2038488 48.5± 6.4 [114] < 0.1% < 0.1%

B0
s→ K0

Sπ
+π− 2089490 6.0± 1.8 [114] < 0.1% < 0.1%

B0
s→ K0

Spp 204000 1(∗) < 0.1% < 0.1%

B0
d→ K∗0γ 2678188 43.3± 1.5 [22] < 0.1% 0.1%

B0
d→ φγ 2629292 39± 5 [115] < 0.1% < 0.1%

Table B.1: List of decay channels that can contribute to the KK and Kπ as both specific,

misidentified and partially reconstructed background. The last two columns give the

fractional contribution of that decay to the partially reconstructed background for each

signal channel. Footnotes: a) Listed as < 7.2× 10−4 @ 90% C.L. in [22]. b) Listed as

< 19× 10−6 @ 90% C.L in [22].
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Table B.2: PID efficiencies and misidentification rates as determined from the PID

calibration software.

Efficiencies

ε
B0
d→K+π−

Kπ 42.28± 0.004 (stat)± 0.98 (syst) %

ε
B0
s→K+K−

KK 49.48± 0.001 (stat)± 0.80 (syst) %

εΛb→pK
−

pK 43.45± 0.03 (stat)± 11.3 (syst) %

Mis-ID rates

ω
B0
s→K+K−

Kπ 0.73± 0.002 (stat)± 0.07 (syst) %

ω
B0
d→π+π−

Kπ 1.11± 0.002 (stat)± 0.08 (syst) %

ωΛb→pπ−
Kπ 5.13± 0.001 (stat)± 1.23 (syst) %

ωΛb→pK−
Kπ 0.94± 0.007 (stat)± 0.61 (syst) %

ω
B0
d→K+π−

KK 1.31± 0.001 (stat)± 0.07 (syst) %

ω
B0
s→π+K−

KK 1.31± 0.001 (stat)± 0.07 (syst) %

ωΛb→pK−
KK 5.94± 0.001 (stat)± 1.56 (syst) %

ωΛb→pπ−
KK 0.16± 0.0004 (stat)± 0.09 (syst) %
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Table B.3: Yields of the main B→ h+h− backgrounds expressed relative to the main

signal peak. The values in the second column are calculated with Equations 6.8 and 6.9.

The values in the third column are determined from fits to yields in the KK, Kπ and pK

spectra using Equation 6.10.

Relative yields in the Kπ fit compared to B0
d→ K+π−

from B from fits

B0
s→ π+K− (7.15± 0.92)× 10−2 (7.24± 0.35)× 10−2

Λb→ pπ− (1.22± 0.57)× 10−2 -

B0
d→ π+π− (6.84± 0.61)× 10−3 -

B0
s→ K+K− (5.80± 0.80)× 10−3 (6.10± 0.60)× 10−3

Λb→ pK− (3.5± 2.6)× 10−3 -

B0
s→ π+π− (2.54± 0.55)× 10−4 -

B0
d→ K+K− (1.06± 0.45)× 10−4 -

Relative yields in the KK fit compared to B0
s→ K+K−

from B from fits

B0
d→ K+π− (7.88± 0.87)× 10−2 (7.50± 0.45)× 10−2

Λb→ pK− (5.6± 2.6)× 10−2 (2.52± 0.93)× 10−2

B0
d→ K+K− (1.82± 0.78)× 10−2 -

B0
s→ π+K− (5.63± 0.81)× 10−3 (5.43± 0.42)× 10−3

Λb→ pπ− (9.6± 6.7)× 10−4 -

B0
d→ π+π− (2.69± 0.39)× 10−4 -

B0
s→ π+π− (9.7± 2.3)× 10−6 -
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Appendix C

Mass Fitter Parameters

Parameter details from the mass fits to 2011 data, using the 2011 lifetime fitter. The B0
s→

K+K− parameters are given in Table C.1, with the B0
d → K+π− parameters given in Ta-

ble C.2. Parameter details from the B0
d→ K+π− channel using 2011 data extracted using the

B0
d → pp̄ mass fitter are given in Table C.3.
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Parameter Value Origin Description

fB0
s

0.4654± 0.0044 Data B0
s signal fraction

fB0
d

0.0084± 0.0001 Data B0
d→ K+K− signal fraction

fB0
d→K+π− 0.0349± 0.0003 Data B0

d→ K+π− Mis-ID fraction

fB0
s→π+K− 0.00251± 0.00002 Data B0

s→ π+K− Mis-ID fraction

fΛb→pK− 0.0117± 0.0001 Data Λb→ pK− Mis-ID fraction

fpart 0.0912± 0.0101 Data Partially reconstructed fraction

µB0
s

5372.86± 0.26 MeV Data B0
s mass

σB 20.97± 0.25 MeV Data Signal mass resolution

α
B0
s

Low 1.387± 0.089 MC11a Low CB part boundary (B0
s)

α
B0
s

High 1.885± 0.070 MC11a High CB part boundary (B0
s)

n
B0
s

Low 1.647± 0.059 MC11a Low CB part tail (B0
s)

n
B0
s

High 6.772± 1.272 MC11a High CB part tail (B0
s)

fraction
B0
s

Low 0.2958± 0.0421 MC11a MC11a fraction of low CB (B0
s)

µEMG
KK 5208.60± 11.01 MeV Data EMG peak

σEMG
KK 60± 22 MeV MC11a EMG smearing

λEMG
KK 0.0025± 0.0014 MeV−1 Data EMG tail

∇KK
comb (−3.605± 1.632) · 10−7 MeV−1 Data Gradient of the combinatorial

Table C.1: Description and fitted values of the parameters of the mass fit to the KK

spectrum. The “Origin” column states if the value is determined from MC, and therefore

fixed in the fit, or from the fit to the data.
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Parameter Value Origin Description

fB0
d

0.4327± 0.0028 Data B0
d signal fraction

fB0
s

0.0312± 0.0014 Data B0
s signal fraction

fB0
s→K+K− 0.00264± 0.00002 Data B0

s→ K+K− mis ID fraction

fB0
d→π+π− 0.00294± 0.00002 Data B0

d→ π+π− mis ID fraction

fΛb→pπ− 0.00528± 0.00003 Data Λb→ pπ− mis ID fraction

fpart 0.08506± 0.00291 Data Partially reconstructed fraction

µB0
d

5285.50± 0.17 MeV/c2 Data B0
d mass

µB0
s

5369.18± 1.25 MeV/c2 Data B0
s mass

σB0
d

20.85± 0.16 MeV/c2 Data B0
d signal mass resolution

σB0
s

21.21± 0.17 MeV/c2 Data B0
s signal mass resolution

α
B0
d

Low 1.172± 0.091 MC11a Low CB part boundary (B0
d)

α
B0
d

High 1.791± 0.059 MC11a High CB part boundary (B0
d)

n
B0
d

Low 1.854± 0.089 MC11a Low CB part tail (B0
d)

n
B0
d

High 8.335± 1.480 MC11a High CB part tail (B0
d)

fraction
B0
d

Low 0.2911± 0.0412 MC11a MC11a fraction of low CB (B0
d)

α
B0
s

Low 0.9951± 0.1470 MC11a Low CB part boundary (B0
s)

α
B0
s

High 1.949± 0.088 MC11a High CB part boundary (B0
s)

n
B0
s

Low 2.033± 0.137 MC11a Low CB part tail (B0
s)

n
B0
s

High 5.898± 1.166 MC11a High CB part tail (B0
s)

fraction
B0
s

Low 0.2244± 0.0528 MC11a MC11a fraction of low CB B0
s)

µEMG1
Kπ 5137.3± 1.3 MeV/c2 MC11a EMG peak

σEMG1
Kπ 19.95± 0.94 MeV/c2 MC11a EMG smearing

λEMG1
Kπ (4.16± 0.55) · 10−3 ( MeV/c2)−1 MC11a EMG tail

µEMG2
Kπ 5166.6± 7.7 MeV/c2 MC11a EMG peak

σEMG2
Kπ 43.6± 4.3 MeV/c2 MC11a EMG smearing

λEMG2
Kπ (7.3± 7.4) · 10−5 ( MeV/c2)−1 MC11a EMG tail

REMG12
Kπ 11.7 MC11a Ratio of the two EMGs

∇Kπ
comb (−1.099± 0.052) · 10−6 ( MeV/c2)−1 Data Gradient of the combinatorial

Table C.2: Description and fitted values of the parameters of the mass fit to the Kπ

spectrum. The “Origin” column states if the value is determined from MC, and therefore

fixed in the fit, or from the fit to the data.
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Parameter Value Origin Description

fB0
d

0.4304± 0.0029 Data B0
d signal fraction

fB0
s

0.03053± 0.00141 Data B0
s signal fraction

fKKmisID (2.5839± 0.0171) · 10−3 Data/MC B0
s→ K+K− misID fraction

fππmisID (2.9545± 0.0196) · 10−3 Data/MC B0
d→ π+π− misID fraction

fpπmisID (5.952± 0.040) · 10−3 Data/MC Λb→ pπ− misID fraction

fpart 0.0847± 0.0030 Data Partially reconstructed fraction

µB0
d

5285.600± 0.047 MeV/c2 Data B0
d signal peak mean

µB0
s

5369.19± 1.30 MeV/c2 Data B0
s signal peak mean

σB0
d

20.955± 0.168 MeV/c2 Data B0
d signal width

σB0
s

21.332± 0.171 MeV/c2 MC11a B0
s signal width (from B0

d width)

α
B0
d

Low 1.161± 0.091 MC11a Low CB part boundary (B0
d)

α
B0
d

High 1.806± 0.059 MC11a High CB part boundary (B0
d)

n
B0
d

Low 1.850± 0.070 MC11a Low CB part tail (B0
d)

n
B0
d

High 8.080± 1.400 MC11a High CB part tail (B0
d)

frac
B0
d

Low 0.2844± 0.0401 MC11a MC fraction of low CB (B0
d)

α
B0
s

Low 0.9989± 0.1460 MC11a Low CB part boundary (B0
s)

α
B0
s

High 1.960± 0.0090 MC11a High CB part boundary (B0
s)

n
B0
s

Low 2.036± 0.135 MC11a Low CB part tail (B0
s)

n
B0
s

High 5.777± 1.154 MC11a High CB part tail (B0
s)

frac
B0
s

Low 0.2265± 0.0531 MC11a MC fraction of low CB (B0
s)

µEMG1
Kπ 5137.3± 1.3 MeV/c2 MC11a EMG peak

σEMG1
Kπ 19.95± 0.95 MeV/c2 MC11a EMG smearing

λEMG1
Kπ (4.16± 0.55) · 10−3 ( MeV/c2)−1 MC11a EMG tail

µEMG2
Kπ 5166.7± 7.7 MeV/c2 MC11a EMG peak

σEMG2
Kπ 43.6± 4.3 MeV/c2 MC11a EMG smearing

λEMG2
Kπ (7.3± 7.4) · 10−5 ( MeV/c2)−1 MC11a EMG tail

REMG12
Kπ 11.7 MC11a Ratio of the two EMGs

∇Kπ
comb (−1.089± 0.052) · 10−6 ( MeV/c2)−1 Data Gradient of the combinatorial

Table C.3: Description and fitted values of the parameters of the mass fit to the Kπ

spectrum for the B0
d/s → pp̄ control channel. The “Origin” column states if the value is

determined from MC, and therefore fixed in the fit, or from the fit to the data.
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Verification Fit Parameters

Pull distributions for the mass fit variables from B0
s→ K+K− toy MC using the 2010 lifetime

fitter, Figure D.1. Pull distributions for the mass fit variables from B0
d → K+π− toy MC

using the 2011 lifetime fitter, Figure D.2. Pull distributions for the mass fit variables from

B0
s→ K+K− toy MC using the 2011 lifetime fitter, Figure D.3.
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Figure D.1: Verification mass fit results from 1000 B0
s→ K+K− toy MC datasets for

the 2010 analysis.
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(a)
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Figure D.2: Pull distributions of the fitted free parameters from 5000 B0
d → K+π−

toy MC datasets for the 2011 analysis. B0
d→ K+π− signal fraction (a), B0

s→ π+K−

signal fraction (b), partially reconstructed background signal fraction (c), gradient of the

combinatorial background (d), B0
d→ K+π− signal mean (e), B0

d→ K+π− signal σ (f).
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Figure D.3: Pull distributions of the fitted free parameters from 5000 B0
s → K+K−

toy MC datasets for the 2011 analysis. B0
s→ K+K− signal fraction (a), partially recon-

structed signal fraction (b), B0
s→ K+K− mass mean (c), B0

s→ K+K− mass sigma (d),

combinatorial background gradient (e).
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Appendix E

Consistency across Magnet and Trigger
Configurations

Due to the high precision of the 2011 lifetime measurements, studies, in addition to system-

atics, are required to ensure consistency between experimental configurations. These studies

were conducted to ensure that changes in magnet polarity and trigger configuration during

data taking did not have an impact on the fitted lifetime.

To ascertain if there was an effect that could originate from magnet polarity changes during

data taking, the full datasets for the B0
s→ K+K− and B0

d→ K+π− were split into data sub-

sets collected with each magnet polarity. A fit to each individual data subset was performed,

with a weighted average lifetime then determined for each magnet polarity. These fits, along

with the calculated weighted average lifetime and default lifetime fit on the full dataset, are

shown for the B0
s→ K+K−, B0

d→ K+π− and B0
s→ π+K− decays in Figure E.1.

The fitted lifetimes for each category, for each decay, are all within 2 sigma of the weighted

average lifetime for each polarity and fit using the full dataset. Thus we state that this has no

effect on the measured lifetime.

As discussed in Sections 2.10 and 5.3.1, the trigger can be split into a lower level hardware

and higher level software trigger. To check for consistencies across different trigger configu-

rations, studies are performed using the fitted lifetime subject to different trigger categories.

These categories are split over the L0 and HLT. The studies were not able to be conducted

for the 2010 lifetime analysis, due to the size of the dataset.

The L0 trigger employed in the 2011 analysis is composed of a TIS event or TOS event

(defined in Section 5.3.1), with TIS events not subject to the same biases that can effect TIS

events. The data is split into three categories: The events must be selected by the L0 TIS

only, the L0 TOS only and the default trigger configuration, L0 TIS or L0 TOS. The re-

sultant fits of the three lifetimes, B0
s → K+K−, B0

d → K+π− and B0
s → π+K−, for each
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category are shown in Figure E.2. As the fitted lifetimes for each category, for each decay,

are consistent within the uncertainties, it can be determined that the L0 triggering does not

introduce any bias on the fitted lifetime.

To study the effect of HLT trigger variations, it is necessary to split the total dataset up into

7 number of datasets that relate to a unique trigger configuration. This is done as trigger

configurations change over time, due to reoptimisations based on data taking conditions, so

inconsistencies between these can be determined.

The resultant fits of the three lifetimes, for each trigger configuration, are shown in Fig-

ure E.3. As the fitted lifetimes for each category, for each decay, are consistent within the

uncertainties, we can state that changes in the HLT trigger during data taking has negligible

impact.
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Figure E.1: The (blind) fitted lifetime of B0
s→ K+K− (top), B0

d→ K+π− (middle) and

B0
s→ π+K− (bottom) as a function data subsets split by magnet polarity (details pro-

vided in [89]). The red line indicates a fit of a constant value to the lifetime distribution

from the magnet polarity separated datasets, with the dotted line being an extrapolation

to the lifetime for each polarity and the full dataset.
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Figure E.2: The (blind) fitted lifetime of B0
s→ K+K− (top), B0

d→ K+π− (middle) and

B0
s→ π+K− (bottom) as a function of the L0 trigger criteria applied to the B0

s→ K+K−

and B0
d→ K+π− data. The two first categories are exclusive trigger criteria and the one

labelled ’BLT’ (B lifetime) is the logical OR of the other two trigger lines and the default

trigger selection.
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APPENDIX E. CONSISTENCY ACROSS MAGNET AND TRIGGER
CONFIGURATIONS
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Figure E.3: The (blind) fitted lifetime of B0
s→ K+K− (top), B0

d→ K+π− (middle) and

B0
s → π+K− (bottom) for the seven categories of trigger configurations. The red line

indicates a fit of a constant value to the lifetimes from the different trigger configurations,

with the dotted line being an extrapolation to the lifetime fitted from the full dataset.
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