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Summary

Hepatitis C virus (HCV) is a single-stranded RNAugi belonging to th&laviviridae and
infects approximately 170 million people worldwidégnlike other known RNA viruses,
HCV causes a persistent infection in the majorityirdected people and can lead to
cirrhosis of the liver and hepatocellular carcinorrar these reasons, HCV is rightly

classified as a major human pathogen.

HCV core protein is believed to form, by analogyhwother members of theaviviridae
family, the nucleocapsid of the virus. As well &sst core has been shown to modulate
many cellular processes via interactions with numusrhost-cell proteins. One such
protein shown to interact with HCV core is the DEADx RNA helicase DDX3. In cells
expressing either HCV core alone, or as part offadength HCV polyprotein, DDX3 is
redistributed from its normal diffuse cytoplasmacalisation to lipid droplets where it
colocalises with core. The cellular function of DB still unknown although it has been

suggested to be involved in processes such asmgplicanslation and RNA transport.

The aim of this study was to investigate the rdl®DX3 in the life cycle of HCV. This

was aided by the recent discovery of a fully infaes HCV genotype 2a clone (strain JFH-
1), allowing previously inaccessible aspects of thas life cycle to be studied such as
particle assembly and release. A library of HCVecarutants (residues 1-59 only) was
produced by error-prone PCR and subsequently esguies bacteria and analysed for
their ability to bind bacterially expressed DDX3ings a rapid, high throughput ELISA

screen. Six HCV core residues, conserved throughtbugenotypes, were identified as
being critical for interaction with DDX3. These idises were confirmed as being critical

for the interaction by transfection of mutant cgtegether with E1 and E2 to ensure
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correct processing of core) into Huh7 cells. Noh¢he 6 mutant core proteins were able

to redistribute cellular DDX3.

In order to study the effects of abolishing theeeDIDX3 interaction in terms of a fully
infectious HCV life cycle, the 6 critical residuesre individually mutated to alanine in
the cell culture infectious strain JFH-1 genomd.6Amutant JFH-1 RNAs were capable of
replication and being translated. Further invesibgahowever, suggested that replication
rate of mutant JFH-1 RNA was >50-fold lower thamttlof wild type JFH-1 RNA
replication. Mutant core proteins colocalised withe lipid droplet marker ADRP,
indicating correct subcellular localisation of theral protein. Western-immunoblot
analysis of mutant cores also confirmed that coogens of same molecular weight to that
of wild type core were produced, suggesting mutanés were correctly processed. Of the
6 mutant JFH-1 clones analysed, 5 of them were ldapaf secreting infectious HCV
particles that could subsequently infect naive Hulkélls, as detected by
immunofluorescence and RT-PCR. However, one mutanthich residue 33 of core had
been changed from glycine to alanine, was initialiyble to produce infectious particles.
Upon passaging of cells electroporated with thistami) infectious particles were
eventually produced. The production of infectioastigles consistently coincided with the
presence of a second mutation in the surroundieg af the originally mutated residue 33.
However, JFH-1 RNA containing both the mutatiomesidue 33 and the second identified
mutation nearby, was unable to produce infectioastiges upon electroporation,
suggesting another lesion elsewhere in the HCV menmay also be required in order to

overcome the effect of mutating residue 33.

A recent report has indicated that DDX3 may be eleatcytoplasmic shuttling protein,
utilising the CRM1 export pathway. To confirm thiBDX3 localisation was analysed in

the presence of the CRM1 inhibitor leptomycin B BM In the absence of LMB, DDX3
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was seen to have a diffuse cytoplasmic localisatibite a small proportion was also seen
in the nucleus. In the presence of LMB however,uddbup of DDX3 was seen in the
nucleus, confirming that DDX3 uses the CRM1 pathweaghuttle from the nucleus to the

cytoplasm.

The results of this study indicate that the intdoacof the cellular DEAD-box helicase
DDX3 with core protein is not essential for theeldycle of HCV. It has been shown here
however, that the replication rates of mutant HCNARare lower than that of wild type,
suggesting that DDX3 may enhance either replicait®elf, or translation (which in turn
provides the machinery required for viral RNA reption). Investigating this possibility is
the subject of our future work. The identificatioh glycine 33 of core protein as being
essential for production of infectious virus pdetc (without abolishing replication) will
provide the basis for further studies on the prtidacof infectious particles and the role
that core protein plays in this process. The pahdFH-1 core mutants will also be useful
in studying the core-DDX3 interaction in a much &idcontext involving the role of

DDX3 in normal cells.

This study has uncovered important details reggrdire interaction between core and
DDX3 and, together with the reagents produced tjinout this investigation, should

enable further successful study into the role oX30n the life cycle of HCV.
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hepatitis C virus

HCV cell culture

HCV pseudo particle

human immunodeficiency virus
horse-radish peroxidase
human hepatoma 7
hypervariable region
immunoglobulin G

interferon

interleukin
isopropyB-D-1-thiogalactopyranoside
internal ribosome entry site
interferon sensitivity determining region
kilodaltans

litre

Luria-Bertani

lymphotoxing receptor
3-aminophthalhydrazide

molar

monoclonal antibody

milligram

minutes

12



David A Dalrymple

ml

mM
MRNA
N_

NCR
NEAA
NH4,OAC
nt

oD
ORF
pAb
PBMC
PBS
PCR
RdRp
RNA
Rnase
SDS
SDS-PAGE
SS
TEMED
T™MB
TMD
TNF-R1
TP
TRIS
Tween 20

ng

i
UTR
uv
\%

wt
YFV

millilitre

millimolar

messenger RNA

amino terminus

non-coding region

non-essential amino acids

ammonium acetate

nucleotide

optical density

open reading frame

polyclonal antibody

peripheral blood mononuclear cells
phosphate buffer solution

polymerase chain reaction

RNA dependent RNA polymerase

ribonucleic acid

ribonuclease

sodium dodecyl sulphate
SDS-polyacrylamide gel electrophoresis
single stranded
N,N,N,N’-tetra-methyl-ethlene diamene

3,3'5,5'-tetramethyl benzidine

transmembrane domain

tumour necrosis factor- receptor 1
tryptose phosphate
2-amino-2-(hydroxymethyl)-1,3-propandiol
polyoxyethylene-sorbitan mono laurate
microgram

microlitre

untranslated region

ultraviolet

volts

wild type

yellow fever virus

Definitions
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1.1 HCV Background

1.1.1 Discovery of Hepatitis C Virus

Hepatitis C virus infects approximately 170 millipeople worldwide (WHO, 2000). The
virus was discovered after specific diagnosticstést both hepatitis A virus (HAV) and
hepatitis B virus (HBV) revealed that most casegpast-transfusion hepatitis were not
linked to HAV or HBV (Bradley, 1999). However, itas only after many years of
attempting to isolate the agent responsible far $bi-called post-transfusion, non-A, non-B
hepatitis (NANBH) that, in 1989, with the aid of dern techniques of molecular cloning
and phage display, a new RNA virus, termed hepditvirus (HCV), was isolated (Choo
et al., 1989). HCV causes a persistent infection in tlagonity of infected people and can
lead to cirrhosis of the liver and hepatocellularccnoma (HCC) (Houghton, 1996, Saito
et al., 1990, Shimotohno, 2000). For this reason, andhiga prevalence of infection
worldwide, HCV is rightly classed as a major hunpathogen.

1.1.2 Classification

HCV, a positive sense, single-stranded RNA virss heen categorised as a member of
the Hepacivirus genus within thé=laviviridae by genome analogy with other members of
this family (Takamizawat al., 1991, Chocet al., 1991, Chocet al., 1989). This family
also includes the flaviviruses such as dengue \ang Japanese encephalitis virus (Rice,
1996), the pestiviruses such as bovine viral d@ahvirus and classic swine fever virus
(Rice, 1996), and the recently discovered GBV-A Bndruses (Simonst al., 1995) and
hepatitis G virus (Linnest al., 1996). GBV-A and B were discovered after inoculiuom

a patient (initials GB) with acute sporadic hepmtivas used to successfully infect
tamarins and the viral genomes subsequently climedserum of an infected animal. The
HCV genome encodes a polyprotein of approximat€lg13amino acids (Choet al.,
1989, Chocet al., 1991), which is comparable in size to other mamloé theFlaviviridae
such as the flavivirus yellow fever virus (YFV; &% aa), and the pestivirus bovine viral
diarrhoea virus (BVDV; ~3960 aa). The structurabtpms of both the flavi- and
pestiviruses are located at the N termini of tpeiyproteins, beginning with a small, basic
nucleocapsid protein (Colle¢t al., 1989, Hahret al., 1988). The N-terminus of the HCV
polyprotein is also highly basic (Choat al., 1991). Furthermore, HCV, flavi- and
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pestiviral polyproteins all share similar hydroplwbtharacteristics. Alignment of the HCV
genome with other genomes of tRkviviridae shows regions of sequence homology as
well as comparable genomic organisation (Miller &ufcell, 1990). For example, one
region, from amino acids 1230-1500, contains ma&sydues identical to a putative NTP-
binding helicase encoded by human flavivirusesnahpestiviruses and plant potyviruses
(Choo et al., 1991). Also, upstream from this lies a regionrstgaresidues conserved
among the putative trypsin-like serine proteasefo@Cet al., 1991), thought, by
comparative sequence analysis with trypsin-likeenoles, to be encoded by flaviviruses
and pestiviruses (Gorbalengh al., 1989a). The nucleotides of the HCV 5’ non-coding
region (NCR), show similarity to those of pestiges. Several tracts of identical 5’NCR
sequence have been identified between HCV and wstiiruses, BVDV and classical
swine fever virus (CSF) (Haet al., 1991). Unlike the flaviviruses which bind ribosesn
via 5’-cap structures (Rice, 1996), HCV and thetiggases have, within their 5’NCR, an
internal ribosome entry site (IRES), which direcép-independent translation of the open
reading frame (ORF) (Pookt al., 1995, Tsukiyama-Koharet al., 1992). The 5’NCR of
HCV has also been shown to share a large, conssteedloop structure with the 5’NCR
of both BVDV and CSF (Browst al., 1992), suggesting that HCV is more closely relate
to the pestiviruses. Despite similarities betwee@€VHand both flaviviruses and
pestiviruses, significant differences also exisgtading to the proposal of a third

Flaviviridae genus, the hepaciviruses (Robertsbal., 1998).

Within a single patient, a population of variant AG€pecies (termed quasispecies) can be
isolated (Gomeet al., 1999). Investigators in Japan were the firstiggest that HCV was

a genetically diverse virus (Enomotbal., 1990), with subsequent studies identifying at
least 6 major genetic groups. To classify theseiggpall presently known HCV isolates
have been placed into one of 6 clades containihglhl HCV subtypes (Fig. 1.1)
(Robertsoret al., 1998).

The virus was shown, by filtration, to be betweé&na®d 60 nm (Het al., 1987) with a
low buoyant sucrose density between 1.18-1.21 (fDairicket al., 1992). It is believed to
be enveloped (derived from host cell membranesewadenced by its sensitivity to
chloroform (Feinstonet al., 1983). Electron microscopy (EM) studies on HC\sifige
plasma samples using specific monoclonal and paiytlantibodies allowed visualisation
of spherical particles of diameter 55-70 nm (Prietal., 1996, Kaitoet al., 1994), in

agreement with the filtration data.
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Clade 5
Clade 3
TK049 EUHI1480
HCV-Tr
Clade 6
NZL1 K046
EUHK2
HC-G9
HCV-1
HC-18 Clade 1
ED43
BEBEI

HC-J& Clade 4

Clade 2

Figure 1.1: Classification of HCV genotypes. Phylogenetic asialy of whole
representative genomes, allowing delineation okpasate clades for HCV (taken from
Robertsoret al., 1998).
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1.1.3 Epidemiology and Transmission of HCV

Despite being endemic worldwide, there is high geplgic variability in the distribution

of HCV. Africa and Asia have the highest reportedvalence rates while the lowest are
found in industrialised countries such as North An®e Australia and those in Northern
and Western Europe (World Health Organisation guR#?2) (Fig. 1.2). The highest
reported seroprevalence rate is in Egypt whereaxpately 22% of the population are
HCV seropositive, thought to be due to contaminajleds syringes used in nationwide

schistosomiasis treatment campaigns from 1960 &3 {Branket al., 2000).

The most common factors responsible for HCV trassian worldwide are blood
(transfusion from unscreened donors), intravenousg dabuse, unsafe therapeutic
injections and other healthcare related procedi8lesparcet al., 2005). Within developed
countries, the introduction of blood-screeningddsr HCV (Kuoet al., 1989, Hubeet
al., 1996) has effectively eradicated transmissiorblopd transfusion. Instead, injection
drug use has been the predominant mode of transmissrecent times (Lavanchy, 1999).
In the developing world however, unsafe therapenjections and blood transfusions are
still major modes of transmission (Shepaed al., 2005). HCV transmission via
occupational, perinatal or sexual exposure is niesk common. Perinatal transmission is
estimated to occur in 2.7-8.4% of infants born @\VHnfected mothers, with higher rates
in those born to HIV/HCV co-infected mothers (Thaetal., 1998, Yeunget al., 2001).
Sexual mode of transmission has been reportedr(&ltal., 1989), however it is far less

efficient than for other sexually transmitted vieas

1.1.4 Clinical Manifestations and Natural History o f HCV Infection

HCV infection is very often clinically silent witmost acute infections symptom-free and
only a small number showing signs of jaundice (Hdag, 1996). Rapid, fulminant
hepatitis associated with acute HCV infection hasrbreported in Japan (Yoshiéal.,
1994), however this is not common elsewhere. Thay meflect differences in genotype
distribution as genotypes 2 and 3 are most prevalefapan while genotype 1 is prevalent
in North America (Yoshibat al., 1994). Infection becomes chronic in approxima#3yo

of patients, as confirmed by persistence of HCV RMAserum (Shimotohno, 2000).
Chronically infected patients may present with v@agymptoms such as fatigue and joint

aching, however it is more common for patientséaibaware until complications of
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Figure 1.2: Estimated prevalence of HCV infection by WHO regi®HO guide
2002).
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chronic liver disease occur, often decades follgwirfection (Di Bisceglieet al., 1991).
Almost all chronically infected patients develogsthiogical features of chronic hepatitis
such as portal inflammation, interface hepatitid kxbular injury (Di Bisceglie, 1998). Up
to 20% of patients develop cirrhosis within thestfitwo decades of HCV infection (Yano
et al., 1996). A wide range of factors can influence tlexelopment of cirrhosis, but it
seems that being male, aged over 50 at time ottiofe and high alcohol intake increase
susceptibility to cirrhosis (Poynart al., 1997). Complications of chronic liver disease
include liver failure and hepatocellular carcinoftCC). In patients with established
cirrhosis, HCC may develop in up to 4% per year apdo 4% of patients infected with

HCV may go on to develop HCC during their life Bisceglie, 1997).

1.1.5 Immune Response

Innate and acquired immune responses both playeaimoHCV infection. The critical
period, in terms of determining the outcome of atifen appears to be the acute phase
(Gremion and Cerny, 2005). Natural killer (NK) eel(part of the innate immune
response), may play a vital role as chimpanzeels asymptomatic HCV infection can
eliminate the virus without any detectable HCV-sped -cell response (Thomsoet al.,
2003). Within 4 weeks of infection, the majority @latients show seroconversion,
indicated by the presence of antibodies againgt bwtictural and non-structural proteins
(Rubin et al., 1994). It is still not completely understood wiest or not antibodies
neutralise HCV infectivity. HCV infection of chimpaees can be neutralised ioyvitro
treatment with antibodies (Faretial., 1994), however naturally acquired antibodiesefail
to prevent reinfection of immune chimpanzees or &osn(Farciet al., 1992, Laiet al.,
1994). Clearance of infection is associated wittrang CD4 and CD8 T-cell response
(Thimmeet al., 2001, Diepoldeet al., 1996). However, the cellular immune response may
occur at the expense of a long-lasting inflammategction resulting in liver cirrhosis and
HCC (Gremion and Cerny, 2005). During acute infactthe ability to generate detectable
CD4" and CD8 T-cell responses seems to be important in pregjcthe outcome of
infection, with weak T-cell responses resultingpworly controlled viraemia resulting in
progression to persistence (Thimnee al., 2001). While successful CD8esponses
generally target multiple major histocompatibiligomplex (MHC) class I-restricted
epitopes in structural and non-structural HCV pret€Coopest al., 1999, Lechneet al.,
2000), infection leading to chronicity usually celates with low frequencies of CTLs

targeting few epitopes (Wedemeyeral., 2002). In those patients that do proceed to
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chronic infection, HCV specific CD8+ T-cells may rpally control continuing viral

replication as well as contributing to progresdiver disease.

1.1.6 Therapy

Initially, HCV infection was treated with interfamax. Beneficial effects of interferom-
were noticed before the discovery of HCV itself @fttagleet al., 1986). Interferonx has
potent antiviral activity, not by acting directlyrahe virus or replication cycle, but instead
by inducing interferon-stimulated genes (ISGs) Wit turn promote a non-virus-specific
antiviral state within the infected cell (Sen, 2R0Ohterferone therapy alone has limited
success with only 16-20% of patients producingainetl responses after 12 months of
treatment (Di Bisceglie and Hoofnagle, 2002). Tdmdition of the antiviral agent
Ribavirin more than doubled the response rate sg#ninterferone. alone (McHutchison
and Poynard, 1999). The mechanism by which Ribawudts is still poorly understood.
Ribavirin is a guanosine analogue that is intrataly phosphorylated to the mono-, di-
and triphosphate forms. Misincorporation of thehdsphate form by the viral RNA
dependent RNA polymerase results in early chamiteation and inhibition of replication
(Maaget al., 2001). However, if ribavirin resulted in inhilmh of replication, a reduction
in viraemia would be expected in the early treathmase. Ribavirin alone led to only a
slight transient reduction in HCV viraemia in eadyages compared to interferan-
suggesting chain termination is not the main meisharmf action (Pawlotskgt al., 2004).
Other mechanisms have been suggested includingh@éxasonophosphate-dehydrogenase
inhibition, immunomodulation and modulation of irfexron signalling pathways. Ribavirin
monophosphate is a competitive inhibitor of inosinenophosphate-dehydrogenase
(IMPDH) leading to a depletion of cellular GTP (végd for viral RNA synthesis).
However, the addition of excess guanosine onlylypaetverses the effects of ribavirin,
suggesting this may contribute to, but not be cetety responsible for, the antiviral
activity of ribavirin (Lauet al., 2002). Ribavirin has also been shown to altefTifly T,2
balance towards ayI response (Tarat al., 1999), an early response of which has been
shown to lead to viral clearance (Rehermann andikdeeni, 2005). It is also possible that
ribavirin somehow augments or stabilises the actbrinterferone, thus enhancing its
effects. Today, pegylated interferon, in which mohylene glycol (PEG) is covalently
attached to recombinant interferanin combination with Ribavirin, is the treatmerft o
choice. PEG interferon-has a longer half-life, better pharmacokineticd arbetter rate of

virological response compared to interfero(Zeuzemet al., 2000, Glueet al., 2000). The
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outcome of treatment can be grouped into one @&etluategories. Sustained virological
response (SVR) is defined as the loss of detectd@M RNA during, and continuing for 6
months after, the end of therapy. End-of-treatmtesponse and relapse is defined as a
transient response followed by relapse, while response, which occurs in approximately
one-third of chronically infected patients, defind®se who never become HCV RNA
negative. Although benefits can be seen with pegglanterferona/ribavirin treatment,
therapy does result in side effects such as fatigfieenza-like symptoms, haematological

abnormalities and neuropsychiatric symptoms (F2602).

Recently, research has focussed on new targetsi@/ treatment. Agents have been
discovered which inhibit specific processes in tires life cycle including inhibitors of
HCV enzymes as well as nucleic acid based moledbkasinterfere with the viral RNA.
Small molecule inhibitors have been identified thktck essential viral enzymes such as
the NS3/4A protease and the NS5B polymerase (DacEsgo and Migliaccio, 2005).
Nucleic acid based antiviral agents have also lkszovered recently including antisense
oligonucleotides and small interfering RNAs (siRNA& major target of these nucleic
acid based antivirals is the HCV IRES due to thaltheof knowledge on this region and
its conservation throughout HCV genotypes. SiRNAwehbeen shown to completely
eradicate HCV from more than 98% of HCV replicoraiiieg cells (Randakt al., 2003).
Potential has also been shown by novel immunomealylaagents as candidates for
treatment of HCV. Synthetic agonists of Toll-likeceptors (TLRs) 7 and 9 have shown
anti-HCV activity by stimulating the production amelease of tumour necrosis factor-
(TNF-a), interleukin (IL)-12 and interferon-from plasmacytoid dendritic cells (Leeal.,
2003, Horsmans, 2004).

The drawback with many of these proposed therapithee appearance of mutations within
the viral genome conferring resistance to the aatiagent. Resistance is easily acquired
to NS5B nucleoside analogues (Ols#ral., 2004, Migliaccioet al., 2003) and a single
mutation is enough to confer resistance to BILN 20#h NS3/4A protease inhibitor (Lin
et al., 2004, Luet al., 2004). Development of BILN 2061 has now beenedtattue to the

occurrence of cardiac toxicity in laboratory anim@Reiseet al., 2005).
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1.2 HCV Genome Structure

1.2.1 Genome Organisation

HCV has a single stranded, positive sense genonapmoximately 9.6kb. The genome
contains one long open reading frame (ORF) encodimplyprotein of approximately
3011 amino acids, flanked by 5’ and 3’ non-codiaegions (NCRs) (Fig 1.3) (Chaat al.,
1991). The highly conserved 5’NCR (Bukhal., 1992) is 341 nucleotides in length (Han
et al., 1991) and contains extensive secondary stru¢lisekiyama-Koharat al., 1992).
Similarities in structure between the HCV 5’NCR athét of picornaviruses led to the
conclusion that HCV had an internal ribosome estty (IRES), required for translation
initiation (Tsukiyama-Koharat al., 1992). The ORF encodes a single polyprotein wisch
processed co- and post-translationally by host\aral proteases to produce at least 10
viral proteins (Lindenbach and Rice, 2001). Thecdtrral proteins (core, E1, E2 and p7)
are located within the amino-terminal third of thelyprotein, while the non-structural
proteins (NS2, NS3, NS4A, NS4B, NS5A and NS5B) fmend within the carboxy-
terminal two-thirds (Katoet al., 1990, Lindenbach and Rice, 2001). Processinghef t
polyprotein involves both host and viral proteaghs, structural proteins being processed
by host proteases and the non-structural proteynsiral proteases (Shimotohret al.,
1995). The 3’ NCR is a tripartite structure consgtof a conventional 3’ end, a poly(U)
tract and a recently discovered 3’ X-tail (Kolykbalet al., 1996). This X-tail is highly
conserved and forms an elaborate stem-loop stejcsuggesting a possible role in
replication (Tanakeaet al., 1995a, Kolykhalovet al., 1996), a theory proven by the
requirement of the 3’ X-tail for replication of th&lCV replicon (Friebe and
Bartenschlager, 2002).

1.2.1.15 UTR

Depending on isolate, the HCV 5’'UTR consists ofragpmately 341 nt (Haet al., 1991).
Sequence analysis of this region shows sectiorte i@ nt long that have perfect identity
to that of the pestiviruses BVDV and CSF (Haal., 1991). Sequence analysis also shows
regions of high conservation between HCV isolakéen(et al., 1991, Bukhet al., 1992) as
well as regions of heterogeneity (Bukhal., 1992, Smithet al., 1995). The secondary
structure of the 5’UTR has been predicted, indigathe presence of 4 highly structured
domains (Fig. 1.4) (Hondet al., 1999b). While members of the flavivirus genugdtém
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Figure 1.3: General features of the HCV genome, polyproteirt@ssing and properties of

individual cleavage products. 5 and 3' NCRs arpasated by a single (ORF) which

encodes all HCV proteins. Structural proteins c&®, E2, and p7 are grouped at the N-
terminus, followed by the non-structural proteifnSR-5B). Cleavage sites for host cell

signal peptide peptidas®( ) and signalge,(the NS2-3 proteinasg)( ) and the NS3-
4A (g ) are highlighted. Approximate molecular gleis (in kDa) and properties of each
protein are indicated (taken from Bartenschlag2®9).
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Figure 1.4: Topology of the TMDs of the HCV envelope proteir$dre and after signal
sequence cleavage (taken from Op de Betak, 2001).
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have smaller 5’UTRs and undergo 5 cap-dependesmstation (similar to that of
eukaryotic mRNAs), HCV, similar to the pestivirus@3oole et al., 1995), undergoes
internal initiation of translation via an interndbosome entry site (IRES) in a cap-
independent manner (Waegal., 1993, Tsukiyama-Kohar al., 1992). The HCV IRES
spans domains Il, lll and IV of the 5’'UTR, togetheith the first 24-40 nucleotides of
core-coding sequence (Hondgaal., 1996, Reynold&t al., 1996). Translation efficiency
from the IRES has been shown to vary between éiftegenotypes (Collieat al., 1998).
The IRES therefore, is proposed to provide a stirectapable of directing ribosomes to
the initiation codon at position 342 (Clarke, 199The interaction between IRES and
ribosome is likely to require several protein cotfas. Interestingly, a number of cellular
proteins have been shown to bind the 5’UTR. Poliypigline tract-binding protein (PTB)
has been shown to bind the 5’UTR at at least &.sit@munodepletion of PTB from
translation lysates completely inhibits translatiomm the HCV 5’UTR (Ali and Siddiqui,
1995). The same group have also shown an interabtween the 5’UTR and the RNA
binding protein La (Ali and Siddiqui, 1997). Additi of La to anin vitro translation
reaction enhanced HCV translation. The open reaffange initiation codon is required
for binding La, suggesting that La may be involvadnitiation of translation. Finally,
poly(C)-binding proteins (PCBs) 1 and 2 have b to bind the 5’UTR (Spangberg
and Schwartz, 1999). Depletion of PCBs from HelL@ 8#tract resulted in abrogation of
poliovirus IRES dependent translation, suggestir@B$ may also be involved in
translation initiation at the HCV IRES.

1.2.1.2 Core

The general properties, putative pathogenic roles iateractions of core protein are

discussed in detail in section 1.5.

1.2.1.3 El1 and E2

E1l and E2 are the envelope glycoproteins. Thestipsare thought to be involved in
host-cell entry by binding to cell surface receptand fusing with host-cell membranes
(Peninet al., 2004). E1 and E2 are both type | transmembraiM @lycoproteins, having

short C-terminal transmembrane domains (TMDs) artdrisinal ectodomains, and form
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non-covalent heterodimers, the proposed virion comepts (Deleersnydest al., 1997).
Both glycoproteins are modified by N-linked glyctsijon with E1 containing up to 6 and
E2 potentially 11 glycosylation sites (Op De Beethl., 2001). The TMDs of E1 and E2,
composed of 2 short stretches of hydrophobic resideparated by a short polar segment,
have many important functions including being etsakfor heterodimerisation (Fig. 1.5)
(Op De Beeclet al., 2000) as well as being required for glycoprotetention in the ER
(due to at least one charged residue within thargdgment) where virion assembly likely
takes place (Cocquerel al., 1998, Cocqueredt al., 1999, Cocqueredt al., 2000). Early
interaction between the TM domains (possibly beforsertion into the endoplasmic
reticulum) has been shown to improve the stabityE2 insertion into the membrane
(Cocquerelet al., 1998). Calnexin, an ER chaperone protein involvedisulphide bond
formation (Bergeroret al., 1994), rapidly associates with both E1 and E2reine folding
and heterodimer formation occur, with assembleadapyotein complexes being retained

in a pretrans-golgi compartment (Dubuisson and Rice, 1996).

The development of retroviral particles bearing odified HCV E1E2 (called HCV
pseudoparticles or HCVpp) (Bartosehal., 2003a) has enhanced the understanding of
both HCV entry and particle neutralisation. HCV ydeparticles have a preferential
tropism for hepatic cells (Bartosehal., 2003a) and are specifically neutralised by agti-E
monoclonal antibodies as well as sera from HCVdtde patients, thus confirming the
correct assembly of the glycoproteins in this sys{®artoschet al., 2003a, Katcet al.,
1990, Weineet al., 1991). A 27 amino acid region at the N-termini&€® (amino acids
384-410), termed hypervariable region-1 (HVR-1)igarget for anti-HCV neutralising
antibodies. This region is highly tolerant of amiaoid substitutions and is subject to
strong positive selection pressure (Katal., 1990, Weineet al., 1991). The biological
role of HVR-1 is unknown, however it has been ssgg to act as a decoy to the immune
system during acute infection (Ragt al., 2000). Antibodies against HVR-1 are
neutralisingin vitro and are capable of protecting chimpanzees aftétro neutralisation
(Farciet al., 1996). However, in contradiction to these findingirus lacking the HVR-1
(AHVR-1) was capable of infecting chimpanzees andioguhepatitis, although this virus
initially replicated at low levels until the appaace of compensatory mutations, indicating
thatAHVR-1 virus is attenuated but HVR-1 is not esséfitieHCV viability (Fornset al.,
2000). As both groups used HCV H77 strain in teaidies, it is difficult to understand the
differences between their results. One possibitibwever, is that their experimental
methods may have had different functional effect€@, with neutralisation of the HVR1
region having a more detrimental effect on E2 fiomcthan the deletion of HVRL. It is

also possible that there is an alternative, lefdsiezit, method of HCV entry in which
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Figure 1.5: Proposed secondary and tertiary structure of th&/ BQICR, including a
small portion of the core coding sequence, fronemotype 1b infectious clone (HCV-N).
Major structural domains are labelled with Romamatals and the initiator codon within

stem-loop IV is highlighted. Circled nucleotideslicate differences with the genotype la
HCV-H strain (taken from Hondet al,. 1999).
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HVR1 is not required, thus explaining the attendapdienotype seen by Forms al.
Although the amino acid sequence of HVR1 is higidyiable, the conformation is well
conserved and the sequence made up of basic resigossibly required for interaction
with negatively charged molecules such as lipidstgins and glycosaminoglycans (Penin
et al.,, 2001). The HCVpp model has been used to studyh¢hralising potential of the
mouse monoclonal antibody AP33, which binds E2 ddveam of HVR1 between
residues 412 and 423. Retroviral pseudoparticlesrporating a panel of full-length E1E2
clones from genotypes 1-6 were assessed for th#npal to be neutralised by AP33. The
monoclonal antibody was able to potently neutrald€Vpp entry no matter what
genotype (Owsiankat al., 2005), a phenomenon that has also been confiusid) the
recently described JFH-1 HCVcc system (Tetral., 2006), suggesting the linear epitope
recognised by AP33 may be a suitable HCV vaccingetaFour discontinuous residues
within this epitope have been reported to be regufor neutralisation (Tamt al., 2006),
however, it still remains to be determined whetbemot this antibody will have such
potent neutralising effects on patient derived wieind if it can also neutralise in animal

model systems.

As well as HVR1, two other hypervariable regionséhaeen identified within E2, firstly
between positions 474 and 482 (HVR2) (Hijikataal., 1991a), and secondly between
positions 431 and 466 (HVR3), part of which hasrbpeoposed to be exposed at the
surface of E2, suggesting it may play a role in umme recognition and/or host-cell
receptor binding (Troescdt al., 2006). The sequence variations concentrated mitiése
regions surely point to some functional importamecereceptor binding and cell entry,

however the exact functional relevance has yeetelbcidated.

1.2.1.4 p7

The identification of two distinct forms of N-deglysylated E2 led to the discovery of a
small hydrophobic protein between E2 and NS2 terp¥efLinet al., 1994a). Cleavage of
p7 from the polyprotein is mediated by a host digrestidase, which, due to the presence
of an E2-p7-NS2 precursor and stable E2-p7 form, been shown to be processed post-
translationally and that cleavage is sub-optima ttua weak signal peptide cleavage site
(Isherwood and Patel, 2005, Leéhal., 1994a). Analysis of the amino acid composition of
p7 shows that it is made up of mostly unchargedampar hydrophobic residues

interspersed by a few conserved charged residues, dllowing a double membrane-

29



David A Dalrymple Chapter 1: Introduction

spanning conformation, separated by a few chargsidues on the cytoplasmic side and
with the N- and C-termini facing the luminal siden( et al., 1994a).

The precise role of p7 in the life cycle of HCVsisll unknown. It has been shown to be
dispensable for viral RNA replication, as replicolecking p7 replicate efficiently
(Lohmannet al., 1999), while viral RNA with the p7 region deleteds non-infectious in
chimpanzees (Sakai al., 2003), suggesting p7 is not required for effiiBICY genome
replication but is required for the production ofectious virus. A recent report has shown
that p7 may be involved in assembly and/or reledsefectious virus particles as a single
mutation in p7 increased the yield of infectioususifrom an H77S/JFH-1 chimeric clone
(Yi et al., 2007). Pestiviruses, such as BVDV, also have gnofein showing similar
hydrophobicity and incomplete cleavage pattern @daet al., 2000). A large in-frame p7
deletion within the BVDV genome does not affectliegiion, however, similar to the
finding by Sakakt al (2003), no infectious virus is produced (Haratlal., 2000). As p7

is not thought to be incorporated into the clogelated pestivirus particle (Elbeesal.,
1996), p7 may be involved in protecting the infetyi of the newly assembled particles
before and/or during release (¥ al., 2007). Studies using recombinant expression
plasmids suggest p7 localises to the ER (due t©Ranetention signal) (Carrere-Krematr
al., 2002) and mitochondrial membranes (Griffegh al., 2005), while a fraction is
transported to the cell surface, suggesting it plaltiple roles in the secretory pathway
(Carrere-Kremeret al., 2002). A recent report however suggests that &bfged p7,
expressed from full-length infectious JFH-1 RNAgdtises solely to the ER (Hagshemras
al., 2007). The fact that p7 has been reported tdisecéo both the ER and mitochondria
suggests multiple populations of p7 exist and fivamay have more than one role in the
life cycle of the virus. One such role of p7 istthan ion channel, possibly regulating the
flow of calcium ions from the ER to the cytoplasfariffin et al., 2003, Griffinet al.,
2004). Recently, the same group has revealed thtameric structure of this channel,
providing further evidence for its function as an ichannel in the virus life cycle (Clarke
et al., 2006). As more is known about the propertiesdftps becoming clear that this is
an important factor in the virus life cycle, presabty at a post-replication stage. This
makes p7 an interesting target for future antistadies as it may be possible to block the

proposed ion channel and thus inhibit the prodaatibinfectious particles.
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1.2.1.5 NS2

The NS2 region (in conjunction with the N-terminahd of NS3) contains a zinc-
dependent metalloproteinase, responsible for ctgmed the NS2/3 junction (Grakoet

al., 1993c, Hijikataet al., 1993). This protease overlaps with the serinéepse located at
the N-terminal end of NS3, however the functiortted NS2 protease does not rely on its
NS3 counterpart (Grakowt al., 1993c, Hijikataet al., 1993). Residues His 952 and Cys
993 have been shown to be essential for NS2 pmthawtion but have no effect on
downstream cleavage events (Grakeuial., 1993c), presumably because downstream
cleavage is carried out by the NS3 protease. Upooegsing, NS2 is inserted into the ER
membrane where it resides as a transmembrane rpr@@antoliniet al., 1995), with
possibly 4 TM domains (Yamaga and Ou, 2002). NS@oisessential for replication as
shown by replication of sub-genomic replicons lagkithe NS2 gene (Lohmaret al.,
1999), however an interaction has been describedele@ processed NS2 and NS3
(Dimitrova et al., 2003, Kiiveret al., 2006) and NS2 plays an essential role in the
phosphorylation of NS5A (Liet al., 1999), suggesting NS2 has other functions as agell
NS2/3 cleavage which are not directly involved eplication. The crystal structure of the
catalytic domain of NS2-3 has been solved (Lorehzl., 2006), showing that the
monomeric form has 2 subdomains connected by aend&tl linker, while the dimeric
form resembles a “butterfly” in which the C-termiisabdomain of one molecule interacts
with the N-terminal subdomain of the other amck versa. The protease activity of NS2 is
required for its cleavage from the polyprotein, lkeer as it is dispensible for replication,
its true function remains unknown but is presumablyuired for some accessory role in
the virus life cycle as shown by its role in theopphorylation of NS5A and its association
with NS3.

1.2.1.6 NS3

NS3 is a multifunctional protein of 68 kDa, contama serine protease domain within its
N-terminal third (Bartenschlaget al., 1993, Grakouet al., 1993b, Hijikataet al., 1993,
Tomeiet al., 1993) and an NTPase/helicase domain within iter@inal two-thirds (Kim

et al., 1995, Suziclet al., 1993). The two functional domains are not cleafreth each
other (Bartenschlagest al., 1993) yet act independently of each other (kinal., 1995).
The serine protease domain is required for 4 cgaeents, acting ias to release itself
from the HCV polyprotein and itrans to produce the N-termini of NS4B, NS5A and
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NS5B (Grakouiet al., 1993a, Bartenschlaget al., 1993, Tomekt al., 1993, Linet al.,
1994b). In addition to the N-terminal third of N&BC-terminal domain of NS4A has been
described as an NS3 co-factor, required for efiicieleavage of the downstream
polyprotein, especially at the NS4B/5A cleavage @Raillaet al., 1994, Bartenschlaget
al., 1994), resembling that seen in flaviviruses aestigiruses. Cleavage of dengue virus
(type 4) polyprotein at NS2A/2B and NS2B/NS3 regsiNS2B (Falgougt al., 1991),
while cleavage at NS4B/5 of yellow fever virus Ine tNS3 protease requires association
with NS2B (Chamberst al., 1991). The NS3/4A protease has also been showartivol
host cell antiviral defences by disrupting pathwdyat lead to activation of interferon
regulatory factor 3 (IRF3) and subsequent inductibrlype | interferon. As an antiviral
defence mechanism, cells possess molecules whickpecifically activated by dsRNA.
One such protein, the DexD/H-box RNA helicase mtiracid inducible gene | (RIG-I),
contains a C-terminal helicase domain that bingsthogen-associated molecular pattern
(PAMP) embedded within the 5" or 3' NCR of HCV. #loing so, the conformation of
RIG-I is altered, thus allowing recruitment of datieam interacting partners (Sumpaer
al., 2005). One such interacting partner of RIG-I igochondrial antiviral signalling
protein (MAVS; also known as IPS-1, VISA, and CAMRDI Interaction between RIG-I
and MAVS leads to activation of IRF-3 via phosphatyn by the kinases TBK and
IKK €, which in turn leads to nuclear translocationRF13 and subsequent transcriptional
activation of promoters of IFI§; IFN-stimulated genes ISG56 and 1ISG15, and RANTES
genes. To overcome this antiviral signalling casc&tiCV possesses a tactic for blocking
this pathway. In studying the effects of HCV reption and polyprotein expression on
Sendai virus-induced IRF-3 translocation, it wasvem that HCV NS3/4A specifically
blocks expression of IRF-3-activated genes (fbyal., 2003). Specifically, NS3/4A
cleaves MAVS at cys-508, resulting in dislocatidnttee N-terminus of MAVS from the
mitochondria and subsequent inhibition of the digmapathway (Johnsost al., 2007, Li

et al., 2005), a catalytic event requiring the proteasmain of NS3 and a minimal NS4A
co-factor but not NS3 helicase activity (Fetyal., 2003, Foyet al., 2005, Johnsost al.,
2007). HCV has therefore developed a method fomwmoacting the antiviral immune
response imposed by the host, possibly resultingriogression to chronic infection.
Similarly, GBV-B, the phylogenetically closest riten of HCV, has recently been shown
to disrupt the RIG-I signalling pathway in the samanner (Chest al., 2007). Inhibitors
of the HCV NS3 protease have been shown to restioee normal mitochondrial
distribution of MAVS and in doing so reduce viralotein abundance (Johnseh al.,
2007), thus indicating a novel role for HCV proteashibitors in the battle against HCV
infection.
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NS4A is thought to localise NS3 to the ER membriainan NS3/4A complex, increasing
the stability of NS3 (Wollet al., 2000). NS5B has also been shown to associatethigh
NS3/4A complex, suggesting this complex could fiorctas part of the HCV replication
machinery (Ishidcet al., 1998), while the recent identification of an natetion between
NS3 and NS2 (section 1.2.1.5) suggests NS2 maytifumas an anchor to retain NS3 at
the ER membrane until cleavage of NS4A (Kiieeal., 2006).

The C-terminal two-thirds of NS3 possess NTPaselaiidase activity. Polynucleotide-
stimulated NTPase activity, capable of hydrolysaigNTPs and dNTPs, has been shown
(Suzichet al., 1993), while RNA helicase activity, requiring ATd a divalent ion, has
also been identified (Kinet al., 1995). Emphasising its role as a functional lasks the
NS3 C-terminal domain is capable of unwinding RNA/AR RNA-DNA and DNA-DNA
substrates and does so in a 3'-5’ direction (@aal., 1996). According to amino acid
homology, the helicase domain of NS3 resemblesahtite DExH-box NTPase/helicases,
which includes elongation initiation factor (elFA 4 thus classifying NS3 as a member of
this family (Gorbalenyat al., 1989b). Regarding its function within the virdélcycle, the
helicase domain of NS3 has been shown to interdhtthe 3’ terminal sequence of both
positive and negative HCV RNA (Banerjee and Dasgup®01), similar to that shown for
poliovirus NTPase/helicase 2C (Banerjgteal., 1997), while an active NS3 helicase
domain has recently been reported to be requiredefaication of an HCV subgenomic
replicon (Lam and Frick, 2006), thus suggestingla in unwinding viral RNA during
replication. However, the precise role of the N&Bdase domain during replication is still
not fully understood. NS3 has been shown to bindyreellular factors including protein
kinase A, protein kinase C, tumour suppressor piBhastones H2B & H4 (reviewed in
(Tellinghuisen and Rice, 2002) and has effects amious processes such as cell
metabolism, differentiation and tumour promotioro(Bwskiet al., 1996, Sakamuret al.,
1995). The multifunctionality of NS3, together with interactions with numerous cellular
factors, indicates that this protein plays a pivotée in the life cycle of HCV, not just in
terms of replication of the viral RNA but also bytéracting with host-cell proteins which
may result in some of the pathogenic effects aasetiwith HCV infection. Due to its
enzymatic activities, NS3 is a possible antivirarget. The design of such NS3
protease/helicase inhibitors has been helped bgdhéng of the structure of NS3 by X-
ray crystallography (Yaet al., 1999).
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1.2.1.7 NS4A

Non-structural region NS4 of HCV is a hydrophobégion that is cleaved by the NS3
protease to produce NS4A and NS4B (Grakeual., 1993d). As described in section
1.2.2.5, NS4A is a co-factor of the NS3 protedse,central hydrophobic domain of which
(amino acids 21-32) is essential for NS3 proteaséactor function (Linet al., 1995,
Tomeiet al., 1996). NS4A also helps to stabilise NS3 by anicigat to the ER membrane
while also associating with NS4B, NS5A and NS5Baion a complex structure, possibly
involved in viral replication (Tanjt al., 1995a). As well as this, NS4A (and NS4B) have
been shown to inhibit protein synthesis at the di@ion stage, with NS4A function
mediated by the first 40 amino acids (Ka&taal., 2002, Floreset al., 2002). This effect
was negated when NS4A was co-expressed with NS8gesting conformational
differences before and after cleavage may be imapbiin this process (Florest al.,
2002). As with bovine viral diarrhea virus proteN85A (Johnsoret al., 2001), HCV
NS4A has been shown to interact with eukaryotimgétion factor (elF) 1A (Liet al.,
2005, Kouet al., 2006), further suggesting an involvement in grosynthesis inhibition.

It is therefore possible that NS4A is involved re tswitch from translation of the HCV
polyprotein to replication of viral RNA once suffint protein production/processing has
occured.

In conjunction with NS4B, NS4A has been suggesteglay a role in abrogating host
defences via inhibition of protein traffiking. Thgrecursor protein NS4A/4B has been
shown to slow the rate of ER-Golgi traffiking irsemilar manner to that of Poliovirus 3A
protein (Doedens and Kirkegaard, 1995), howeves thionly seen when NS4A/4B is
expressed in isolation and not when NS4A or NS4Bexipressed on their own (Konen
al., 2003). If ER-Golgi traffiking is slowed by NS4A/Bhe virus would require an
alternative route of exit. Rotaviruses exit thel @& a non-classical secretory route that
bypasses the Golgi apparatus (Jourd@aal., 1997). It is possible that HCV exits via a
similar non-Golgi route, thus inhibition of the setory pathway downstream of the ER
would not affect virus maturation but would affdeist defences, such as traffiking of
MHC antigen presentation molecules to the cellaef(Konanet al., 2003), therefore
providing a possible role for NS4A/B in inhibitionf host-cell defenses. Finally,
phosphorylation of NS5A by cellular kinases ha® disen shown to be enhanced in the
presence of NS4A (Kanela al., 1994, Reedt al., 1997, Tanjet al., 1995b).
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1.2.1.8 NS4B

The relatively hydrophobic NS4B protein is the teagll-understood HCV protein. The
27 kDa protein is exclusively present as a fine t@meous network in the cytoplasm
(Park et al., 2000), localising to the ER where it colocaliseish other non-structural
proteins (Hugleet al., 2001). Localisation to the ER is independenttbEoHCV proteins,
indicating the presence of endogenous signals Pttatgeting and membrane anchorage
(Hugleet al., 2001). NS4B is thought to have at least 4 TM dosyawith a fifth occurring
upon predicted translocation of the N-terminushe lumenal side of the ER (Lundéan
al., 2006, Lundiret al., 2003). This translocation is impaired by NS5Aggesting NS4B
has different functions during the viral life cyc(eundin et al., 2006). Alterations to
membrane structure (termed the membranous web)leese described in cells expressing
NS4B and also in cells expressing full length HCMyprotein (Eggeret al., 2002). The
membranous web may comprise the HCV replication gerand has been shown to
harbour all HCV structural and non-structural pmgein UHCVcon-57.3 cells (Egget
al., 2002). Within the ER membrane, NS4B is mobile betomes less mobile at small
foci within this membranous web (termed membrarseaated foci, (MAFS)) (Grettoat
al., 2005). If these MAFs are the site of HCV replicatcomplexes then it could be
suggested that the formation of oligomeric compdeieorporating NS4B increase the
bulk of TM domains and thus retard movement (Gredbal., 2005). Palmitoylation of
NS4B, the attachment of fatty acids to cysteinddues of membrane proteins, has
recently been described. Cysteine residues 257 261 have been shown to be
palmitoylated, with mutation of these residues @ffgy interaction between NS4B and
NS5A (Yu et al.,, 2006). Abolishing palmitoylation at cys261 wassalshown to
completely inhibit replication of a sub-genomic lrepn (Yu et al., 2006). A nucleotide-
binding motif has also been identified in NS4B, egn disruption of which impairs GTP
binding/hydrolysis and inhibits RNA replication &nreplicon system (Einaat al., 2004).
The importance of this nucleotide-binding motif feplication would suggest that NS4B
has other roles in replication as well as simplgviding structural scaffolding for the

replication complex.

Expression profiles of HeLa genes in the presen®¢S4B showed that 34 genes were up-
regulated and 56 genes down-regulated, includimggénvolved in oncogenesis, tumour
suppression, cell receptors, adhesion, transcnipéind translation, and cellular stress
(Zhenget al., 2005). Similarly, Parlet al. showed that NS4B, co-expressed with FH;

led to loss of contact inhibition, morphologicateshtions and anchorage-independent
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colony formation in NIH3T3 cells (Parkt al., 2000), indicating NS4B may also be

involved in HCV pathogenesis.

1.2.1.9 NS5A

NS5A is a predominantly hydrophilic protein contaghno transmembrane helices and is
associated with the ER membrane via an amphipatplta helix within its N-terminal 30
amino acids (Braset al., 2002). There are two phosphorylated forms of NS&Aasally
phosphorylated 56 kDa form and a hyperphosphoryl&&kDa form (Tanjet al., 1995b,
Kaneko et al., 1994). As described previously (section 1.2.1N'B4A is required for
hyperphosphorylation of the 56 kDa NS5A protein rfgko et al., 1994) and the N-
terminal portion of NS5A has been shown to be neguifor both NS4A binding and
resultant NS5A phosphorylation (Asale al., 1997). The kinases responsible for
phosphorylation of NS5A are thought to be serimefihine kinases from the CMGC
(CDK, MAPK, GSK and Cdc-like) kinase family althdugpecific kinases have not yet
been identified (Reed al., 1997). NS5A/NS5 serine/threonine phosphorylatias been
shown for flavivirus (yellow fever virus), pestius (bovine viral diarrhea virus) and
hepacicvirus (HCV) genera of thElaviviridae, suggesting NS5A/NS5 may play an
important role in thd-laviviridae life cycle (Reedet al., 1998). Mutation resulting in the
disruption of the amphipathic alpha helix of NS5Ampletely inhibited replicon
replication, suggesting that NS5A membrane assonias essential for HCV RNA
replication (Elazamrt al., 2003). Human vesicle-associated membrane pratsoeiated
protein-A (hVAP-A) is thought to function as a dauk site for assembly or localisation of
the HCV replication complex (Tet al., 1999). The same group showed that hVAP-A
binds NS5A, leading to the postulation (Evahsl., 2004) that the hyperphosphorylated
form of NS5A represents a “closed” conformationhwitthe replication complex, unable
to bind hVAP-A and thus inhibiting replication wieais the hypophosphorylated form of
NS5A represents an “open” conformation, allowinteiaction with hVAP-A and viral

replication, thus regulating the HCYV life cycle.

A 40 amino acid region of NS5A has been reporteccdotain residues that confers
resistance to interferom-treatment (Enomotet al., 1995, Enomotcet al., 1996). This
region has been termed the interferon sensitivéteiining region (ISDR) (Enomot
al., 1995). Interferon induces cellular antiviral respes, mediated in part by the dsRNA-

activated protein kinase (PKR). PKR is transcripgity activated from low levels of
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expression upon cellular exposure to interferon.oJmctivation by dsRNA, PKR
phosphorylates the-subunit of eukaryotic translation initiation fac® (elF-2x), resulting

in cessation of protein synthesis and thereforal vieplication (Merrick and Hershey,
1996). NS5A, via its ISDR, has been shown to irtteaad inhibit interferon-induced PKR
(Galeet al., 1997, Galest al., 1998), although in a separate study, no intevadbetween
NS5A and PKR could be detected (Podestimal., 2001). The discrepancy between these
two reports may be accounted for by the differetfitlmes used by the two groups. Gale
al. used the fibroblast Cos-1 cell line while Podigiral. used the more relevant hepatoma
Huh7 cell line. Podevirgt al. did however see an impact of NS5A on the regufatb
interferone. antiviral efficacy, suggesting a PKR-independerethanism (Podevigt al.,
2001). One such mechanism suggested involves thekiog interleukin (IL)-8, the
expression of which has been reported to be indbgedS5A (Girardet al., 2002, Polyak

et al.,, 2001). IL-8 can attenuate the antiviral propertad interferona (Khabaret al.,
1997), thus suggesting a theory of PKR-independdambition of interferone. Recent
reports have however suggested that NS5A doesomtdio an ISDR (Aus dem Siepen
al., 2005, Brilletet al., 2007). NS5A genes, isolated from interferoresponders and non-
responders (infected with the same HCV strain),ewiaserted into the backbone of the
Conl replicon. No significant differences in semgy of HCV RNA replication to
interferone. treatment were seen (Aus dem Siepeal., 2005). Similarly, no significant
changes were seen in NS5A amino acid sequence dxetineerferona responders and
non-responders 24 hrs post-administration, sugggsinterferone does not select
interferon-resistant variants with specific NS5Agsences (Brilletet al., 2007). The
argument over whether or not NS5A has an ISDR figcdit to assess, possibly due to
genetic differences within human hosts, thus regpulh some patients being susceptible to

interferon resistant variants while others are not.

NS5A has also been suggested to modulate mitogegimalling via mitogen-activated
protein kinase (MAPK) pathways, inhibit apoptosiedanduce HCC via perturbation of
phosphatidylinositol 3-kinase-mediated signallingthways (Macdonald and Harris,
2004), indicating it too may be involved in HCV pagenesis.

1.2.1.10 NS5B

Replication of HCV RNA involves synthesis of a cdementary negative-strand RNA

molecule from the genomic template strand, followmd synthesis of new genomic
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positive-strand RNA copies from the negative-stramgrmediate RNA template. The
protein responsible for this in HCV is NS5B. Contag motifs common amongst all
RNA-dependent RNA polymerases, NS5B was confirmetha HCV RdRp by presence
of enzymatic activity capable of copying HCV RNAgBenst al., 1996, Lohmanet al.,
1997). Since then the crystal structure has besolved and classical “fingers”, “palm”
and “thumb” sub-domains identified (Agal., 1999, Bressanelét al., 1999, Lesburgt
al.,, 1999). NS5B has been shown to be an integral mambprotein with a cytosolic
orientation, associating with membranes via a lidghldrophobic 21 aa C-terminus, thus
being a member of the tail-anchored protein fanf®¢hmidt-Mendeet al., 2001). In
functional assays, bacterially expressed, purii&bB can copy full-length HCV RNA in
the absence of a primer, presumably using the @5 ef both positive and negative strand
HCV RNA as templates (Oét al., 1999). Indeed, a specific interaction between BI&ad
the 3’ end of viral RNA has been reported (Chegal., 1999). Having no cellular
equivalent, HCV RdRp, like NS3, is an attractivegé for antiviral therapy (Huang al.,
2006).

1.2.1.11 3' UTR

The 3" UTR is a tripartite structure consisting afshort (28-42 nt), poorly conserved
sequence (variable region), followed by a poly(Qlypyrimidine tract of variable length
and a highly conserved 98 nt sequence termed ttel XFig 1.6) (Tanakaet al., 1996,
Kolykhalov et al., 1996, Blight and Rice, 1997). Despite the sigaifit heterogeneity in
the poly(U)/polypyrimidine tract between isolated, isolates carry this tract, suggesting
some importance in replication (Friebe and Bartelager, 2002). The X-tail is highly
conserved even between the most divergent HCVteo(@anakat al., 1996), suggesting
some functional importance. The secondary struabfirhie 3'UTR has been determined
(Blight and Rice, 1997, Kolykhalost al., 1996) and includes two stem-loops upstream of
the poly(U)/polypyrimidine tract and another 3 viitlthe X-tail. Structural determination
indicated one stable stem-loop within the termidél nts of the X-tail (3'SL1), and
possibly two other unstable stem-loops within teeaining 52 nts of the X-tail (3'SL2
and 3'SL3) (Blight and Rice, 1997, Kolykhalost al., 1996). Several studies have
indicated regions of the 3'UTR that are requiredloth replication and translation. Two
in vivo studies showed that deletion of the X-tail destrtbthe ability of infectious RNA to
replicate in chimpanzees (Kolykhaletal., 2000, Yanaget al., 1999) while Yanaggt al.
took this study further and showed that deletioarof large segment of the 3'UTR (except
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Figure 1.6: Proposed secondary and tertiary structure of the BEBICR. The 3'UTR is a
tripartite structure consisting of a variable regia poly(U)/polypyrimidine tract of
variable length and a highly conserved X-tail whiolms 3 stem loops (taken from Ito &

Lai, 1997).
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for the variable region) abolished the replicataiglity of the HCV RNA (Yanaget al.,
1999). Thesen vivo studies were confirmed by studies using HCV repig&cshowing that
the X-tail and poly(U)/polypyrimidine tract are is@ensable for replication, while
deletion of the complete variable sequence reduepbcation efficiency (Friebe and
Bartenschlager, 2002). Replication was also showbé abolished when any of the 3
putative X-tail stem-loops were deleted, and sirilareplication was abolished on
deletion of the complete poly(U)/polypyrimidine ¢tgYi and Lemon, 2003). In this study,
replication was only sustainable in the presence aif least 50 nts of
poly(U)/polypyrimidine tract. Translation of the MCpolyprotein is also thought to be
influenced by the 3'UTR in that the X-tail spec#ity enhances IRES-dependent
translation from the 5’-end of HCV viral RNA (ltet al., 1998a), while more recently it
was shown that all regions of the 3'UTR contribtgdranslation stimulation and that this
stimulation was stronger in hepatoma cell lineshHHuand HepG2) compared to non-
hepatoma lines (BHK and HelLa) (Soetcal., 2006).

A number of studies have shown an interaction betwtbe 3'UTR and host-cell proteins,
for example polypyrimidine tract-binding proteinT®). PTB has been reported to bind
the poly(U)/polypyrimidine tract and the 5-endtbie X-tail of the 3'UTR (Tsuchiharet
al., 1997, Gontarelet al., 1999, Luo, 1999). This interaction is of interest it has
previously been shown that PTB can also bind théTR (Ali and Siddiqui, 1995) and
since PTB is capable of dimerisation, it is conable that PTB is required to bring the 5’
and 3'UTRs together, possibly during replicatiomh& cellular proteins shown to bind the
3'UTR include La, heterogeneous nuclear ribonudetgin C (hnRNPC), glyceraldehyde-
3-phosphate dehydrogenase (GAPDH) and ribosomé&tipsolL22, L3 and S3, as well as
the mitochondrial homologue of L3 (mL3) (Woatl al., 2001, Gontarelet al., 1999,
Petrik et al., 1999, Spangberg al., 1999). Finally, in agreement with the theory loé t
3'UTR being involved in replication, both NS5B atite helicase domain of NS3 have
been shown to specifically interact with the 3'UTRhenget al., 1999, Banerjee and
Dasgupta, 2001). The array of host cell proteirsasshto bind the 3'UTR, along with the
enzymatic NS5B and NS3 suggest that a major comgflgxoteins may form around the

3'UTR thus contributing to the viral RNA replicatigorocess.
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1.3 HCV Replication

Until the recent discovery of an HCV clone fullyfeatious in cell culture (Wakitat al.,
2005), the study of HCV replication was severelynpared. Using comparative analysis
and characterisation of recombinant HCV proteinsdcer, a hypothetical model of HCV
replication has been proposed (Fig. 1.7) (Bartdageln and Lohmann, 2000). The
detection of hepatitis C-specific antigens in libépsies of chronic HCV carriers (Blight
et al., 1994) has led to the identification of the liasrthe primary site of virus replication
(Bartenschlager and Lohmann, 2000). Extrahepates sof replication have also been
suggested however. Peripheral blood mononuclets @BMC) are permissive for HCV
replication although replication levels are low i@ et al., 1995), while viral particles
have also been identified within an HCV infectednam B lymphoblastoid cell line
(Serafinoet a., 1997). Human T-cells have also been suggestbd tapable of sustaining
HCV replication (Shimizuet al., 1992) and more recently negative strand HCV RNA
(indicative of replication) has been detected m ¢kntral nervous systems of patients with
recurrent HCV infection after liver transplantatiosuggesting HCV is neuroinvasive
(Vargaset al., 2002). While the liver is clearly the primaryesiof HCV replication, it is
possible that extrahepatic sites of replicationedst, however the role these infections
play in the pathogenesis of HCV has yet to be #asioed.

1.3.1 Attachment and Entry

To initiate its life cycle, a virus must bind toetiost cell. Binding occurs via a specific
interaction between a host cell receptor and achthent protein on the surface of the
virus. Glycoproteins E1 and E2 are present on thvéase of the HCV particle and are
believed to be responsible for virus attachment emialy. Antibodies against E2 and the
HVR1 of E2 have been shown to block virus attachnmrewitro (Zibertet al., 1995) and
neutralise infectious virus botim vivo (Farciet al., 1996) and in infectious cell culture
system (Lindenbaclet al., 2005). Initially, due to the lack of reproducibdell culture
model, virus-like particles (VLPs) were used foe tstudy of HCV binding. VLPs were
produced in insect cells by recombinant baculovaostaining cDNA of HCV structural
proteins (Baumertt al., 1998), however these particles were non-infestiand were
retained within intracellular compartments makinhdifficult to evaluate how closely they

resembled real virus particles. A better modektadying HCV binding is the
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Figure 1.7: Putative model for the HCV replication cycle. Upattachment and entry into
the host cell, positive-sense, single-stranded men&NA is released into the cytoplasm
and translated. A single polypeptide is produceitiwiis subsequently processed by both
host and viral proteases. Formation of a membranedb replication complex occurs,
consisting of viral proteins NS3-5B which generateggative-sense replication
intermediate HCV RNA that is then used to as a tatagor production of more genomic
HCV RNA. Progeny RNA is encapsidated by core proteid resultant nucleocapsids are
enveloped by budding into the ER lumen, prior toesg via the secretory pathway (taken

from Bartenschlager & Lohmann, 2000).
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pseudoparticle (HCVpp) model. Pseudoparticles ateviral or lentiviral core particles
displaying unmodified HCV envelope glycoproteinss¢Ht al., 2003, Bartosctet al.,
2003a). These particles mimic the early stagesfettion, have a preferential tropism for
the liver and are neutralised by anti-E2 monoclargibodies and HCV positive patient
sera (Hsuet al., 2003, Bartosctet al., 2003a, Lavilletteet al., 2005, Owsiankat al.,
2005). While these model systems have helped dtecisome of the mechanisms behind
cell tropism and entry, it is only with the prodiact of infectious HCV particles from a
cloned viral genome (Wakita&t al., 2005), that these mechanisms can be clearly

understood in terms of infectious virus particles.

The first molecule to be suggested as a putativ®/ &teptor was CD81 (Pilegt al.,
1998). CD81 is a 25 kDa cell-surface molecule imgdlin many processes including cell
adhesion and signal transduction and has 4 tranbnage domains, giving rise to 2
extracellular loops (termed large and small) antegaising it as a member of the
tetraspanin superfamily. Evidence for CD81 beingeeeptor for HCV came from the
competitive inhibition of binding of anti-CD81 toDB1-expressing cells by recombinant
E2, with E2 specifically binding to the large extdular loop of CD81 in protein
immunoblots (Pileriet al., 1998). Recombinant GST-fusion polypeptides en@ssing
the large extracellular loop of human CD81, prailmated with HCVpp, specifically
precipitated E1-E2 complexes and was shown to aksdr HCVpp infection of Huh-7
cells (Bartosclet al., 2003a), while HCVpp infection was also inhibiteyd monoclonal
antibodies against CD81 as well as by knockdow@D81 expression by siRNA (Zhang
et al., 2004). Finally, evidence from infectious cell twmé systems suggests an
involvement of CD81 since infectivity was blocked Ipre-incubation with soluble
recombinant CD81 large extracellular loop molec(lesdenbaclet al., 2005) while anti-
CD81 monoclonal antibodies were able to neutrafifectious virus (Wakitat al., 2005).
Koutsoudakist al. recently added to this by showing that anti-CD&dibits HCV JFH-1
infection at a post-binding stage, suggesting C38Equired after an initial binding step
(Koutsoudakiset al., 2006) while susceptibility to HCV infection demsnon a critical
guantity of cell surface CD81 molecules (Koutsouslak al., 2007). A study comparing
the large extracellular loop of human CD81 withttbf African Green Monkey (AGM)
(having no affinity for E2), showed only 4 diffeis in amino acid sequence (Flahtl.,
1999) while mutagenesis of these 4 residues irglictttat residues 163 and 186 were
important for E2 binding (Higginbottorat al., 2000). CD81 mutant T163A increased
binding affinity for E2 while mutant F186L complétebolished interaction with E2. In a
similar study, residues 162, 182, 184 and 186 wdatified by random mutagenesis as
being critical for E2 binding (Drummet al., 2002). The region of E2 involved in binding
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CD81 has been studied by site-directed mutagenesisubsequent functional analysis of
CD81 binding and infectivity in the context of HC@pFrom this, it has been suggested
that E2 residues 420, 527, 529, 530 and 535 arertanut in binding since mutation led to
>90% reduction in binding to recombinant CD81. tagtingly, while those mutants
showing >90% reduction in CD81 binding showed conitant poor infectivity, some
mutants that were able to bind CD81 also showed pdectivity, indicating that CD81
binding is necessary but not sufficient for HCVpgectivity (Owsiankaet al., 2006). In a
similar study, residues 436-438 and 441-443 wese ahown to be important for both
CD81 binding and HCVpp infectivity (Drummaeat al., 2006). In agreement with the
theory that CD81 binding is not sufficient for infevity, a study of which cell types were
permissive for HCVpp infection showed that whilé lmkman cell lines studied (with the
exception of HepG2 and HH29) expressed CD81, onMuh-7, Huh-7.5, PLC/PR5 and
Hep3B) were permissive to HCVpp infection, suggesCD81 alone is not sufficient to
confer susceptibility to infection (Zhamgal., 2004).

The low-density lipoprotein (LDL) receptor has alseen suggested as a putative HCV
receptor (Agnellcet al., 1999). Analysis of HCV particles with heterogesalensities led
to the identification of an association between H@Wd low densityp-lipoproteins
(Thomsseret al., 1992), suggestinf-lipoprotein associated particles may enter hol$ ce
via the LDL receptor. While anti-LDL receptor ardity could inhibit HCV infection in a
dose-dependent manner, increasing cell surface LkBteptor levels increased the
percentage of cells positive for HCV infection (Adio et al., 1999). Biochemical
inhibitors of LDL endocytosis (heparin sulphate aB&TA) inhibited LDL receptor
mediated endocytosis of HCV particles, suggestibd keceptor mediates endocytosis of
HCV (Agnelloet al., 1999). Further evidence for the requirement ef tBL receptor for
HCV entry came from the inhibition of particle-bind to human fibroblasts by purified
LDL and the reporting that HCV only binds COS-7lsekhen transfected with LDL
receptor cDNA (Monazahiagt al., 1999). LDL and HCV particles have been shownao c
localise on the surface of Molt-4 cells, howeveDlLLwas unable to completely block
HCV binding (Wunschmanmt al., 2000), suggesting other receptors may be involved
Recently, Wunschmarst al. reported an increase in E2 binding to Molt-4 anthH cells
when LDL was incubated with E2 prior to contacthwitells. A dose-dependent reduction
in binding was also seen when cells were pre-inagwith anti-LDL receptor antibody
(Wunschmanret al., 2006). Interestingly, binding of E2 to 3T3 ceNas only seen when
cells expressed human CD81, with no increase iditgnseen in the presence of LDL
suggesting a requirement for human LDL receptor fhis increase in binding

(Wunschmanret al., 2006).
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A third putative HCV receptor is human scavengereptor class B type | (SR-BI)
(Scarselliet al., 2002). SR-BI, which selectively uptakes choledtéiom the hydrophobic
cores of lipoproteins, belongs to the CD36 supeifarthat includes cell-surface
membrane proteins that bind chemically modifiedpipteins (Actoret al., 1996). SR-BI

is a high-density lipoprotein (HDL) receptor whitlas 2 transmembrane domains with
short N- and C-termini located in the cytoplasm andrge extracellular loop (Actat al.,
1994) and is expressed primarily in the liver atet@dogenic tissue (Actoet al., 1994,
Landschulzet al., 1996). HepG2 cells, which do not express CD#8figiehtly recognise
recombinant E2, suggesting the presence of annattee attachment molecule. By
reversible cross-linking with E2 and subsequent badis, an 82 kDa, glycosylated
molecule was isolated and identified as SR-BI (Saldiret al., 2002). HVR1 of E2 is
required for recognition of SR-BI as mutant E2 lagkHVRL1 is unable to bind SR-BI
(although still able to recognise CD81) (Scarsatlkl., 2002). Using HCVpp, Bartosadt

al. confirmed the requirement of SR-BI for HCV infext] however both CD81 and LDLr
were also required (Bartosehal., 2003b). Alternative HCV models have also confidme
a role for SR-BI in HCV infection. The tree shrelupaia belangeri, is closely related to
primates and can be infected with HCV (&eal., 1998). Anti-tupaia SR-BI antibodies
inhibited the binding of HCV VLPs and soluble E2 gamary tupaia hepatocytes in a
concentration dependent manner, providing moreeewd for an involvement of SR-BI in
HCV binding (Barthet al., 2005). However, inhibition of E2/SR-BI interaaiiauring
infection studies using HCV RNA positive serum didt prevent infection, suggesting
other receptors may also play a role in HCV enBarth et al., 2005). High-density
lipoproteins (HDLs) have been suggested to enh&ReéBl mediated HCV cell entry.
Increased entry of HCVpp in the presence of HDLs heen reported (Voissetal., 2005,
Bartoschet al., 2005) and this enhancement shown, by RNAIi knoakdof SR-BI, to be
dependent on SR-BI, while drugs inhibiting the sfan of HDL cholesteryl ester have also
been shown to reduce HCVpp entry (Voissetal.,, 2005). SR-BI binds HDLs and
lipopolysacharrides (LPS), allowing entry to thdl & intracellular compartments such as
the golgi complex or endocytotic compartment (Vigkovaet al., 2003). HCV may
therefore utilise this entry pathway in order twiavthe classical degradation pathway.
Also, fusion-activation of HCV glycoproteins is pt¢pendent, suggesting HCV may use
SR-BI to traffic itself to endosomal compartmemswhich low pH could activate the

fusion properties of the glycoproteins (Bartosthl., 2003b).

Other molecules thought to bind HCV particles in@uthe asialoglycoprotein receptor
(ASGP-R) (Saunieret al., 2003) and the liver (L)- and dendritic cell (D§pecific
intercellular adhesion molecule-3 (ICAM-3)-grabbimgnintegrins (L-SIGN and DC-
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SIGN) (Gardnett al., 2003, Pohlmanmet al., 2003, Lozactlet al., 2003). Anti-ASGP-R
antibody was shown to inhibit binding of virus-liarticles to Molt-4 and HepG2 cells,
while binding to 3T3 cells was only possible in thesence of transfected ASGP-R
(Saunieret al., 2003). L-SIGN and DC-SIGN are type Il integralmiwane proteins with
short N-terminal cytoplasmic domains and a C-teahgalcium dependent lectin domain
(Gardneret al., 2003). L-SIGN is expressed in the liver (althougt on hepatocytes)
(Pohlmannet al., 2003) while DC-SIGN is found on dendritic cells.SIGN and DC-
SIGN are known to bind HIV gp120 with high affinignd transfer virus particles to
adjoining CD4-positive cells (Geijtenbeekal., 2000). These molecules have also been
shown to bind E2, VLPs and infectious HCV from humserum (Gardneet al., 2003,
Lozach et al., 2003, Pohlmanret al., 2003), while co-culture of DC-SIGN/L-SIGN
expressing cells (pre-incubated with HCVpp) withhHu cells permits transmission of
infectious HCVpp to Huh-7 cells (Cormiet al., 2004a, Lozaclet al., 2004). L-SIGN is
expressed on liver sinusoidal endothelial cellscivhiorm vessels that separate hepatic
blood from hepatocytes, leading to the suggesti these cells could be involved in
trans-infection, transferring virus from the blotmdhepatocytes in the liver (Lozaehal.,
2004, Lozaclet al., 2003).

Several putative receptors have now been suggésteHCV binding and entry. It is
possible that the virus requires more than oneptece possibly using one for initial
binding followed by binding to a second co-receptith or without some conformational
change (Cormieet al., 2004b, Bartoscht al., 2003b). However, until the recent discovery
of the infectious cell culture system, the exactction, if any, of these receptors in the
HCV life cycle has been difficult to confirm. Irdti analysis of potential HCV receptors
relied on soluble, truncated E2, however it is wettain whether this model fully
represents the corresponding E2 structures on ¥ Hrion. Owsiankaet al. showed
ligand-dependent differences in monoclonal antibadiibition of E2-CD81 when
comparing soluble, truncated E2, full-length E1E®l airus-like particles (Owsianket
al., 2001), indicating care is required when intelipgetresults from these experimental

systems.

Upon initial binding to the cell surface, envelopadises enter the host either by fusion at
the plasma membrane or by receptor-mediated enokisyt Receptor-mediated
endocytosis results in fusion of the viral envelopih the endosomal membrane, triggered
by low pH within the endosome. Flaviviruses, sushVdest Nile virus and tick-borne
encephalitis virus, undergo pH-dependent fusiorh witembranes, indicating they enter

cells via receptor-mediated endocytosis (Voroviéthtal., 1991, Gollins and Porterfield,
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1986). Hsuwet al. has shown that HCVpp infectivity is reduced by %9 the presence of
inhibitors of vacuolar acidification (ammonium chéte or concanamycin A) (Hset al.,
2003), while Blanchardt al. showed similar results using the inhibitors bafijcin and
chloroquine in the HCVcc system (Blanchadal., 2006), thus indicating that HCV
requires a pH-sensitive route of entry. A dose-ddpeat inhibition of infectivity using the
HCVcc system was seen even if the inhibitor conogman was added up to 3 hrs post-
binding (Koutsoudakit al., 2006). HCV pH-dependent entry is thought to kahzin-
mediated, a theory that was confirmed by siRNA kadaoevn of clathrin as well as by
chlorpromazine inhibition of clathrin-coated pitsambly, both of which reduced HCVcc
entry (Blanchardt al., 2006). Fusion has also been shown to be dependdsl and E2,
occurs optimally at pH 5.5 and is enhanced by chetel (Lavilletteet al., 2006). pH-
dependent viruses usually synthesise their glydepr® in an inactive form, preventing
premature fusion with internal cellular membrandsuet al., 2003). Interestingly, Op de
Beeket al. reported conformational changes in E1IE2 of HCVpma pH (Op De Beeck
et al., 2004) and pre-exposure to low pH decreased fusidlity (Lavillette et al., 2006),
indicating that some conformational change takeasewithin E1E2 which is required at
the point of fusion. Some viruses encode an iomeék(viroporin) thought to facilitate a
pH change within the virion to allow uncoating @her and Sansom, 2002). Recently,
HCV p7 was identified as a putative member of tineporin family (Pavlovicet al., 2003,
Griffin et al., 2003), suggesting that this may be a mechanismpHeinduced fusion and
uncoating of the HCV virion.

1.3.2 Viral RNA Transcription, Replication and Tran  slation

In common with all other positive-sense, singleastied RNA viruses, HCV RNA
translation and replication is thought to take plactthe cytoplasm of infected cells. Being
a positive sense RNA virus, the viral RNA acts aBNA and is therefore directly
translated. Unlike cellular mRNAs which are cappathwing translation by the scanning
ribosome mechanism, HCV RNA translation is cap-pedelent and instead requires an
IRES located in the 5’'UTR for translation initiati¢Tsukiyama-Koharat al., 1992), (See
section 1.2.2.10). Translation by the scanningsdnoe mechanism involves binding of the
ribosomes to the 5 end of the mRNA and scanningl time authentic AUG codon is
found. However, the HCV IRES directs the ribosometsite in close proximity to the
initiator AUG. No cellular factors are required fdICV RNA translation (Pestovet al.,

1998), although cellular factors such as PTB andh&# been shown to bind to the IRES
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and influence translation (Ali and Siddiqui, 1998i and Siddiqui, 1997). Translation of
HCV RNA occurs at the rough ER and produces a sipglyprotein which is cleaved co-
and post-translationally by both viral and cellysoteases, to produce the structural and
non-structural proteins (Grakoet al., 1993d, Hijikataet al., 1993), (See section 1.2).
Many positive-sense, single stranded RNA virusekid¢e distinct membrane alterations
within their host and the same has been shown @V HChanges in membrane structure,
termed the membraneous web, have been seen in Rf€stad cells and is thought to be
induced by NS4B (Gosedt al., 2003, Shiet al., 2003, Eggekt al., 2002, El-Hage and
Luo, 2003). All HCV proteins interact with cellulanembranes directly or indirectly and
all have been shown to associate with the membtengeb, as has replicating HCV
RNA, indicating the membraneous web may harbouH8& replication complex (Egger
etal., 2002, El-Hage and Luo, 2003, Gosstral., 2003, Shet al., 2003). These membrane
structures are resistant to detergent treatmentande co-fractionated with the lipid-raft
associated caveolin-2, suggesting that the remicatomplexes are situated within lipid-
raft type membrane structures (8hal., 2003).

HCV replicates via negative strand replication rimtediates as shown by the presence of
negative strand HCV RNA in serum and the liverrdécted patients (Fong al., 1991).
As with all positive-sense RNA viruses, once slgfit translation of HCV RNA has
occurred, the virus must switch the template rdlegenomic RNA from translation to
replication (Ahlquistet al., 2003). A “copy-back” replication mechanism haseibe
suggested for HCV (Behrerst al., 1996, Lohmanret al., 2000), in which the high
complimentarity of the 3'UTR sequence allows the-te8minal nucleotides to
intramolecularly base-pair, thus generating a pritemplate molecule which can then be
used by the NS5B RNA-dependent RNA polymerase. NiS&ble to copy long templates
without additional viral or cellular factors andshao apparent template specificity, being
capable of copying homologous and heterologous lee® (Lohmannet al., 1997,
Lohmannet al., 2000), thus confirming its capability to replieatnolecules such as the

HCV genome.

1.3.3 Assembly, Maturation and Release

Nucleocapsid formation of virus particles probalsywolves multimerisation of core
protein and an interaction with viral RNA. With shin mind, several studies have

indicated an interaction between core and the HCUTR. Residues 1-75 of core,
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containing 4 clusters of basic amino acids, haenlshown to have RNA binding capacity
(Santoliniet al., 1994), while a number of groups have identificGVHRNA sequences
capable of binding core. HCV RNA from nucleotid®327 was detected by northern blot
after immunoprecipitation by anti-core antibody i(Bbike et al., 1999), with further
delineation of this region mapping specific seqesnwithin the 5’UTR (Tanakat al.,
2000). Surface plasmon resonance (SPR) was usaahfiom a stable interaction between
core and the HCV 5'UTR. Core was found to prefaediytbind sequences with high G
content. Loop llld domain of the 5’'UTR (Fig. 1.4gaving a high G content, was identified
as the main core-binding region. Interestingly pl@dlle and IlIf also have high G content
yet do not bind core, suggesting that the hairpopland internal bulge loop of domain
llld are essential secondary structures requirecdoe interaction (Tanaket al., 2000).
The secondary structure of loop Illd is highly cemnv&d across all genotypes and also in
the related pestiviruses, suggesting this may bessmential structure in nucleocapsid
formation (Brownet al., 1992). Residues 1-20 of core have been showmhdbit
translation from the HCV IRES with this inhibitiodepending on both a minimum
concentration of core and a high core:RNA ratiodLal., 2003). This suggests that core
may be involved in the switch from translation oNR to replication and resultant

packaging of viral RNA.

Multimerisation of core, requiring homotypic intet@n, would be expected if core
protein is to form capsid structures. Yeast-2-hytstudies have led to various regions of
core being suggested as homotypic interaction ,siteigh the hydrophilic region
encompassing amino acids 1-115 of core shown tsulfecient for core-core interaction,
although no interaction was detected using fulgtncore protein, possibily due to the
hydrophobic domain of core affecting the nucleangport of the fusion proteins in yeast
(Matsumotoet al., 1996). Residues 1-115 of core are rich in basstdues and are highly
conserved, indicating essential properties (Beklal., 1994). The binding domain was
tentatively mapped to residues 36-91 by yeast-2ithyanalysis, overlapping the predicted
ribosome and RNA binding domains (Santolanial., 1994). However, residues 36-91
were insufficient for efficient core-core bindingiggesting surrounding areas may be
required (Matsumotet al., 1996). In agreement, the interaction domain easnted to be
within residues 82-102 of core (Nolaredtal., 1997). Again, this was only seen using C-
terminal truncated core protein and no interacti@s seen using full-length core protein.
These results also bring up the possibility that llomotypic interacting domain may be
masked in full-length core and some conformatiafenge is required to allow core-core
interaction. Interestingly, a conformational chanige core has been identified upon

interaction with tRNA (Kunkel and Watowich, 2002JThe N-terminus of core is
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proteinase-sensitive and the C-terminal end is irequto stabilise free core protein.
However, core complexed with RNA or assembled intecleocapsid particles was
proteinase-resistant, suggesting conformationah@bs in core occur upon binding RNA
and assembling into nucleocapsids, possibly in rofde protect core from cellular
degradation (Kunkel and Watowich, 2002). Other dosiaof core have also been
suggested to be involved in homotypic interactioriuding residues 122-172 (Nolaredt
al., 1997) and both the N- and C-termini (Yetral., 1998). In agreement with the N- and
C-termini being involved in multimerisation, truried core protein (residues 1-124) was
shown to assemble into virus-like particles onlytive presence of highly structured
positive-strand 5’UTR RNA while full-length core derwent de novo assembly in the
absence of RNA (Kimet al., 2006), thus suggesting the N-terminus may belvedbin
multimerisation upon interaction with RNA while tkieterminus may initiate spontaneous
multimerisation early in capsid formation. Otheadies on HCV assembly have shown
that the HCV structural proteins core, E1 and E&;oeed in baculovirus vectors and
expressed in insect cells, assemble into VLPs witipid bilayer (Baumerét al., 1998).
These virus-like particles were shown to have Ed B2 on their lipid bilayer surface and
could be specifically labelled with anti-E1 andidf2 antibodies, as well as with anti-
HCV human serum (Claytoet al., 2002, Baumerét al., 1998), while also preferentially
encapsidating HCV RNA (Baumest al., 1998). Cell-free systems have also been used to
show that core can multimerise into capsid strestuiCapsid assembly in a cell-free
system is independent of E1 and E2 (Kleinal.,, 2004) and, similar to the results
generated by yeast-2-hybrid studies (Matsunabta., 1996), clusters of basic residues at
the N-terminus are critical for assembly (Kleiral., 2005).

Upon formation of the nucleocapsid, envelopmentéiular membranes containing viral
glycoproteins is likely. Although the mechanismboidding for HCV is not understood, by
comparison with the related flaviviruses, HCV isufght to acquire its envelope at the ER
as the HCV glycoproteins localise predominantlytie ER (Deleersnydest al., 1997,
Dubuissonet al., 1994). HCV glycoproteins do not migrate furthbar thecis Golgi,
suggesting that HCV budding may indeed occur inBERe (Dubuissoret al., 1994). As
flaviviruses and alphaviruses share similar stmattteatures (Helenius, 1995), expression
of HCV structural proteins within a semliki forestus vector has been studied (Blanchard
et al., 2002). Major differences in ER structure wereesbsd, with areas of convoluted
membranes present in transfected cells. Self-adgeaibHCV structural proteins was
observed at these convoluted membranes by EM. dlieni magnification, budding of
virus-like particles of approximately 50 nm towartie dilated ER lumen was observed
and these particles could be strongly labelled vatiii-core and anti-E1 antibodies,
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suggesting the HCV capsid acquires its envelopéuuding through the ER membrane.
Enforced expression of E1 and E2 {nans) in replicon harbouring cells increases the
formation frequency of replication complexes (Br@ezzt al., 2006). In these cells, co-
localisation of HCV structural proteins with allmstructural proteins and HCV RNA was
observed, indicating this may be a hypotheticad $dr virus budding. No infectious
particles were found in the supernatant howevet,remdata on structured particles within
the cell has been reported (Brazzelial., 2006). Envelopment and budding of the
nucleocapsid is likely to require an interactiortvieen core and the HCV glycoproteins.
Indeed, an interaction between core and E1 has fegemted (Maet al., 2002, Loet al.,
1996). Since little, if any, of E1 is situated twe ttytosolic side of the ER, the interaction is
likely to occur within the ER (Mat al., 2002, Loet al., 1996).

Following particle formation at intracellular merabes as seems most likely with HCV,
viral egress to the cell surface is expected. Flaxses commonly egress through
utilisation of the host cell constitutive secretgrgthway (Fields, 2001). The secretory
pathway is a highly conserved route for proteinstided for the outer membrane of the
cell. The pathway involves a complex series of memé-bound subcellular
compartments including the ER, intermediate conmpamt and Golgi. Most proteins
traversing the secretory pathway are modified hyitamh of oligosaccharide side-chains.
Interestingly, HCV glycoproteins are modified by liNked glycosylation, with E1
containing up to 6 and E2 potentially 11 glycosglatsites (Op De Beec#t al., 2001).
Addition of these side-chains takes place in thedn of the ER, which is also where the
HCV glycoproteins are located. During transportotigh the secretory pathway, it is
essential that the integrity and fusogenic fornthef glycoproteins are maintained, so as to
allow future host-cell attachment and entry. To vpré premature acid-induced
inactivation of the glycoproteins, several virusemploy a viroporin to prevent
acidification of vesicles. Influenza M2 proteindsviroporin which is suggested to play a
role in regulating the pH of vesicles in tirans-golgi network, thus ensuring the correct
maturation of the hemagglutinin glycoprotein durggress (Sugrue and Hay, 1991). HCV
also encodes a viroporin in its p7 gene (Griftnal., 2003) and therefore may have a
similar role to the M2 viroporin of influenza, emsyy premature acid-induced activation
of the HCV glycoproteins is avoided. Members of tlawivirus genus adopt a mechanism
of delayed cleavage, preventing irreversible canfiiional changes in the acidic
compartment of the secretory pathway. Tick-borneephalitis (TBE) virus employs its
prM protein to form a stable heterodimeric completh the envelope protein (E). Low pH
in the acidic compartment of the secretory pathwauces a conformational change in
prM, providing access to a furin-specific cleavagiee. Furin is a membrane-bound,
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calcium-dependent protease of thens-golgi network (Bosshast al., 1994). Cleavage of
prM by furin shortly before release from the celsults in formation of the mature virion
(Stadleret al., 1997), thus preventing premature exposure ofrtature virion to low pH.

It is possible that HCV employs a similar mechanisnorder to retain the fusogenic
properties of its glycoproteins. Interestingly,exant report has described differences in
buoyant densities between infectious intracelluldrus particles and infectious
extracellular particles, suggesting the biologicamposition of these two forms of
infectious particles may differ (Gastamingtaal., 2006). It is possible that this difference
in buoyant density may be due to factors involvedavoiding premature fusion during

viral egress.

1.4 Model Systems to Study HCV

Before the discovery of a fully infectious HCV ckorcapable of producing infectious
particles in cell culture (Wakitet al., 2005), it was difficult to study the virus’s stture

and assembly process. The following paragraphsitdesthe various model systems used
to study HCV in the absence of a robust cell celtonodel, culminating in the description
of the infectious JFH-1 cell culture system whidsopened up new avenues in HCV

research.

1.4.1 Comparative Studies with HCV-related Viruses

Much of the current knowledge of HCV has been detifrom comparative studies. HCV
has been shown to share similarity at the levayjerfomic organisation and amino acid
sequence with the flaviviruses and, in particultie pestiviruses (Miller and Purcell,
1990). The pestivirus BVDV generally provides thestomodel for HCV comparative
studies due to the availability of infectious clenand efficient cell culture systems
(Moormannet al., 1996, Meyerst al., 1996) and is also used as a surrogate model & HC
for the evaluation of antiviral agents (Buckwealdal., 2003). GB virus-B, a hepatotropic
virus of unknown natural host that causes acute sometimes chronic hepatitis in
tamarins and marmosets, has also been used a®gatarmodel for HCV as it is the virus
most closely related to HCV, with infection resadfiin similar pathological features to
those of HCV infection (Beamest al., 2001, Muerhoffet al., 1995). Domain 2 of GB
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virus-B core protein shows ~41% sequence identith that of domain 2 of HCV core
protein (Hopeset al., 2002), suggesting these two domains may perfamias functions.
Also, the putative envelope proteins of GB virusBd HCV share common structural
features while significant homology was observe@agithe NS3 serine protease, the NS3
RNA helicase and the NS5B RNA-dependent RNA polwserregions as well as at
predicted cleavage sites in the non-structurabreg{Muerhoffet al., 1995). The function
and substrate specificities of the GB virus-B an@VHNS3 serine proteases are also
similar (Scarsellet al., 1997).

1.4.2 Animal Models

The only animal capable of being infected with HEB\the chimpanzee. HCV was shown
to be transmissible to chimpanzees many years édifier discovery of the virus in 1989.
The chimpanzee model was used to characterisentfscpchemical properties of the then
unknown agent (Farci and Purcell, 1998) and &€V was cloned from plasma collected
from a persistently infected chimpanzee (Cleb@l., 1989). RNA transcripts produced
from full-length cDNA clones have been shown toiectious upon injection into the
liver of chimpanzees (Yanagt al., 1997). The chimpanzee is an ideal model for HCV
infection, being more than 98.5% genetically ideaitito humans (Grakowt al., 2001).
However, chimpanzees are limited in availabilitydaare expensive to acquire and
maintain, not to mention the ethical issues whideeafrom their use. To overcome the
lack of suitable animal model, transgenic mice wittmanised livers have been produced
(Turrini et al., 2006, Mercegt al., 2001). These mice can be infected with HCV-puasiti
human serum and support HCV replication within theanan portion of their livers at
clinically relevant titres. HCV is capable of lotgrmn persistence and can be serially
passaged from infected mouse to naive transgenisen@erceet al., 2001). Transgenic
mice carrying HCV proteins have been used in mangiss to investigate the pathogenic
properties of these proteins (Honetal., 1999a, Moriyaet al., 1998, Moriyaet al., 1997).
Tree shrewsTupaia) have been shown to be capable of infection wi@VHand produce
anti-HCV antibodies. Efficiency of infection wascieased by whole-body irradiation,
suggesting immunosuppression may facilitate indec(iXie et al., 1998). The feasibility of
using this model to study HCV has yet to be ingzged however.
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1.4.3 Infection of cultured cells

HCV-positive patient sera has been used to infexxan monolayer cell lines and primary
cell cultures of liver origin (Iteet al., 1996), as well as blood mononuclear cells (aljmou
replicationin vitro was at low levels) (Cribieat al., 1995). A human T-lymphotropic virus
(HTLV) type | infected cell line (MT-2) was reasdsg sensitive to HCV infection and
HCV replication was detected 10 days post-infectimwever no infectious particles were
produced (Kataet al., 1995). As HCV can infectupaia (Xie et al., 1998), Zhacet al.
(2002) investigated the possibility of infectingirpary Tupaia hepatocytes with HCV.
Negative strand HCV RNA was detected in these @all$ nuclease resistant RNA found
in the culture medium. This culture medium was étifus for naive primarylupaia
hepatocytes, indicating these cells were capablel@¥ replication and production of
progeny particles (Zhaet al., 2002). More recently, a 3-D radial flow bioreac{®FB)
has been used to study HCV infectionvitro. This system allowed human liver cells to
retain their differentiated hepatocyte functionsl anorphological appearance for longer
periods of time (Matsuuret al., 1998). FLC4 cells, grown in a 3-D RFB were susitép

to propagation of HCV RNA or infected serum andowkd production of infectious
particles that could be immunogold labelled withi-&1 antibody (Aizakiet al., 2003). At
present this system is relatively complex and egpen providing an obstacle to its use as
a research tool for HCV patrticle production.

1.4.4 HCV Pseudo-particles

In an attempt to study the process of HCV cellentrfectious, genetically tagged HCV
pseudo-particles harbouring unmodified E1 and E$gcagroteins were developed
(Bartoschet al., 2003a). HCV glycoproteins E1 and E2 were asseinbldo retroviral
core proteins derived from murine leukaemia vilM$Y) by transfection of human 293T
cells with expression vectors encoding E1E2 poligino(including the carboxyl terminus
of core), MLV Gag-Pol core proteins and a packagiompetent MLV-derived genome
encoding GFP as a marker. Expression in human 2883 results in the packaging of the
GFP marker-gene into MLV-core pseudo-particlespldigng unmodified E1 and E2 HCV
glycoproteins. These pseudo-particles were releasgedhe culture medium and shown to
infect naive hepatocytes, thus confirming that H@3éudo-particles show a preferential
tropism for hepatic cells while also leading to tthiecovery that they are specifically

neutralised by anti-E2 monoclonal antibodies asl welHCV positive sera. The HCV

54



David A Dalrymple Chapter 1: Introduction

pseudo-particle system allows detailed study of ftinéeractions between HCV
glycoproteins and cell surface receptors. A simégstem using lentivirus transfer and

packaging constructs has also been describeddiHty 2003).

1.4.5 HCV Replicon System

A major breakthrough in HCV research came with degelopment of the HCV replicon
system. The replicon system was based on the stablenomous replication of
subgenomic, selectable, HCV RNAs (Lohmaatral., 1999). Deletion of the core-NS2
region, and insertion of a gene encoding the sHket marker neomycin
phosphotransferase (neo) and the EMCV IRES, rakuitea bicistronic replicon with
translation of neo driven by the HCV IRES and thatien of the second cistron (NS3-5B)
driven by the EMCV IRES. Upon transfection into Hbihcells and selection with
neomycin sulphate (G418), colonies grew containgagonomously replicating HCV
RNAs. HCV RNA replication levels in these cells wet100,000 fold higher than in other
in vitro systems (Bartenschlager and Lohmann, 2001), haweniged numbers of G418-
resistant colonies grew and cell culture adaptivations were required for enhancement
(Blight et al., 2000, Lohmannet al., 2001, Krieger, 2001). Several mutations were
identified and, in particular, mutation of aa 2884NS5B led to ~500 fold increase in
replication (Lohmanret al., 2001), while a cluster of mutations were foundhia central
region of NS5A (Blightet al., 2000) and two others identified in NS3 (Kriegg®01). The
replicon system was further modified in 2002 whegtdehmanret al. generated selectable
full-length HCV genomes in which the HCV structupaibteins were efficiently expressed.
Intruigingly however, no viral particles were pragd from this system, suggesting that
Huh-7 cells may lack some essential factors redqufog production of HCV particles
(Pietschmanmt al., 2002) (a theory which has now been dispelledtduke production of
JFH-1 infectious particles from these cells (Walkital., 2005)). The replicon system has
been an invaluable discovery in studying HCV regilimn and also in antiviral drug design

given that all viral enzymes are present and rapfig RNA can be propagated for years.

1.4.6 JFH-1 Infectious Clone

Recently, a major breakthrough occurred when an [dENbtype 2a clone (isolated from a
Japanese patient suffering from fulminant hepatikato et al., 2001)) that was fully

infectious in cell culture was discovered (Wakitaal., 2005). Since then, a number of
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reports have confirmed these results (Lindenleheh, 2005, Zhonget al., 2005). Initially,
the aim was to construct a genotype 2a replicostcoct as no 2a replicon had previously
been made. Upon analysis of this replicon it wateehahat efficient replication occurred
without the need for cell culture-adaptive mutasigatoet al., 2003).In vitro-transcribed
full-length JFH-1 RNA was transfected into Huh-7l€&@nd resulted in HCV replication
and secretion of infectious particles (Wakétaal., 2005). HCV RNA was shown to
replicate to high levels by Northern hybridisatiand virus could be serially passaged.
Sucrose-density gradients showed that core praeih nuclease-resistant HCV RNA
sedimented to the same density of 1.17 g/ml ingigahe presence of cell culture-derived
virus particles, while particles were also visuadidy immuno-electron microscopy, being
labelled with an anti-E2 antibody. Most importantlthe particles visualised were
infectious for naive Huh-7 cells. CD81-specificibatlies and HCV positive human sera
were both capable of neutralising infectivity indase-dependent manner and culture
medium was infectious for chimpanzees when injestedvenously (Wakit&t al., 2005).
Shortly after this discovery, these results wenmgfiomed and it was shown that virus titres
could consistently reach 4Q0° infectious units/ml (Zhongt al., 2005). Using the non-
structural genes of JFH-1, infectious particles evproduced by a chimeric construct
containing the structural proteins of genotype @asdlate, but not by a similar construct
using genotype la H77 structural proteins, whilthlmhimeras were replication competent
(Lindenbachet al., 2005). This suggests that interactions betweenrsthuctural and non-
structural proteins may be essential for productérinfectious particles. Interestingly,
although by equilibrium centrifugation in 10-40 %dixanol, the peak fraction of HCV
RNA was found to correspond to a density of 1.13t1g/ml, this fraction had little
infectivity. Instead the most infectious fractiorasvfound to correspond to a density of
1.09-1.11 g/ml, suggesting most of the particles @mon-infectious (Lindenbacé al.,
2005). The discovery of this new system should Entlie study of previously inaccessible
stages of the HCV life cycle.

1.5 HCV Core Protein

1.5.1 Maturation

Core is the N-terminal most product of the HCV pobtein and is cleaved by host cell
proteases (Grakougt al., 1993d, Hijikataet al., 1991b), with three products being
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described as a result of this processing. As the@mterminus of E1 has been mapped to
residue 192 (Hijikatat al., 1991b), it is believed that core is cleaved fithv@ polyprotein

at residue 191. A second cleavage event arounduesl73 produces a smaller core
protein, thought to be the mature form (Santoénial., 1994), however, other reports
suggest this cleavage event occurs between resiiesand 181 (Hussgt al., 1996).
There has been some confusion over the names ¢ tia® core molecules with some
groups naming them P21 and P19 (Huasgl., 1996, Loet al., 1994, Loet al., 1995),
however, in the remaining sections they will barted P23 and P21 in accordance with
more recent publications (McLauchlan, 2000). IsolBCV-1 has a third cleavage site,
producing a P16 form of core which is only foundygnotype 1a isolates, resulting from a
lysine residue at amino acid 9 of core. Mutatiortho$ residue to arginine abolishes the
P16 form (Loet al., 1994, Loet al., 1995). Generation of both P23 and P21 requires
microsomal membranes, suggesting membrane assbqabécases are responsible for
cleavage of core (Santoliet al., 1994, Husset al., 1996). Cleavage at residue 191 is
predicted to occur on the luminal side of the ERthy cellular signal peptidase complex
(Santolini et al., 1994, McLauchlan, 2000), while a membrane-bouighad peptide
peptidase is responsible for the second cleavaget egsulting in the mature P21 form of
core, with residues 180, 183 and 184 of core be&iegessary for efficient processing
(McLauchlanet al., 2002, Hussyet al., 1996). Amino acid sequence analysis shows that
core is highly conserved among all genotypes (Betkal., 1994), with 3 domains being
identified from its hydropathicity pattern (Fig8). Residues 1- ~122 (domain 1) contain a
high proportion of basic residues (23.4%) as wel ahort hydrophobic domains. Domain
2 (amino acids 123-174) has a lower proportionasfib residues and is more hydrophobic
than domain 1 while domain 3 (residues 175-19hjgkly hydrophobic. Domain 3, acting
as a signal sequence, is required to direct EheoBR (Santoliniet al., 1994), while
removal of the C-terminus results in translocatidrcore to the nucleus (Suzué al.,
1995, Moradpouet al., 1996).

1.5.2 Intracellular Distribution

Difficulty in detecting core in biopsy samples o€M-infected patients has hampered the
study of the subcellular localisation of core. Hoe®e core has been shown to have a
cytoplasmic, granular localisation in some liveopsies (Gonzalez-Peral&h al., 1994,
Yap et al., 1994). Subcellular fractionations indicate thairec is associated with

membranes while immunofluorescence data from tissitare systems has also shown
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Figure 1.8: Hydropathicity pattern of HCV core protein. Domain(residues 1-~122)
contains a high proportion of basic residues (23.4% well as 2 short hydrophobic
regions. Domain 2 (residues 123-174) has a lowaption of basic residues and is more

hydrophobic than domain 1, while domain 3 is higtiydrophobic (taken from

McLauchlan 2000).
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core to be cytoplasmic, and to associate with deanstructures or reticular networks
(Selbyet al., 1993, Santolinet al., 1994, Barbaet al., 1997). These granular structures
have been shown to be lipid droplets by EM and @umulation of gold particles has
been seen around lipid droplets and ER in livepsies of HCV-infected chimpanzees
(Barbaet al., 1997). Domain D2 of core, consisting of two anpattihic alpha-helices
separated by a hydrophobic loop, is responsibléaiayeting core to lipid droplets (Hope
and McLauchlan, 2000a, Boulaet al., 2006). No single structural motif within domain
D2 is responsible for lipid droplet associatiorsttrad, a combination of both amphipathic
alpha-helices and the hydrophobic loop are requBedilantet al., 2006). While core has
mostly been reported to be cytoplasmic, severabrtephave also suggested that a
proportion may localise to the nucleus. C-terminaiincated core protein localised to the
nucleus (Suzuket al., 1995), as does HCV-1 P16 core in the absencd afefuence (Lo
et al., 1995). A nuclear species of core was also refddebe conformationally distinct
from the cytoplasmic species since antibodies cdigdriminate between core species in
either compartment (Yasuwt al., 1998). However, the presence and relevance ef thi

nuclear species of core has yet to be confirmetvo.

1.5.3 The Structural Role of Core

By analogy with other members of tRéaviviridae, core is thought to form the capsid of
the HCV patrticle. However, due to the lack of rabeedl culture (prior to the report of the
JFH-1 infectious cell culture system), or smallnaaii model and low detection levels in
infected human or chimpanzee livers, little is knaabout core in this regard. Core protein
has been detected in patient sera by fluoresceaytremimmunoassay (FEIA) (Tanaka
al., 1995b, Kashiwakumet al., 1996), suggesting core is associated with thes\particle,
while core protein of similar size to that of redamant core (produced in mammalian
cells) was found in virus-like particles producedni recombinant baculovirus (Baumert
et al., 1998). Residues 1-75 of core can bind RNA (Sanmitet al., 1994), as would be
expected of a capsid protein, while the same relgamnbeen shown to be involved in core
multimerisation (Matsumotet al., 1996) (section 1.3.3). A cell-free system hasndy
been described in which cellular events are regredun eukaryotic cell extracts (Kleah
al., 2004). In this system, the production of eith@BRr P21 forms of core results in
capsid assembly, with velocity sedimentation analyiaat density peaks similar to those of
de-enveloped particles from patient sera. Transamisslectron microscopy showed that

particles produced in this cell-free system alseelthe same size range, size heterogeneity
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and morphological appearance to those from paserd (Kleinet al., 2004). Essential
residues required for assembly in this system wkosvn to be within the first 68 residues
of core (Kleinet al., 2004) and were further identified as being basgidues within this
region (Kleinet al., 2005). Decreasing the density of basic residanethis region was
shown to reduce the ability of core to assemble g#psids, while deletion of a region
containing no basic residues (amino acids 27-38) i effect on capsid assembly. By
yeast-2-hybrid screen, residues 82-102 of core veftewn to be required for core
multimerisation (Nolandét al., 1997), while using a Semliki Forest virus repficgystem,
the aspartic acid at residue 111 of core was ifiedtas being important for assembly
(Blanchardet al., 2003). In the cell-free system however, delettbmesidues 82-102 nor
mutation of residue 111 had any effect on capssérably (Kleinet al., 2005), suggesting
that these model systems may not accurately repeoduvivo capsid assembly. As
described in section 1.4.6, the discovery of thE-1FRnfectious cell culture system has
improved the study of infectious HCV particles afobuld lead to a better understanding

of core protein and its role as capsid proteirHQV.

1.5.4 Core (+1) ORF/ARF/F Protein

The HCV genome contains a number of synonymous reoaidth highly conserved®
position nucleotides (Fig. 1.9) (Walewst#i al., 2001). In a study of 8 highly divergent
HCV sequences, residues 33, 39 and 41 of coreioedtthe same glycine codon (GCA).
The probability that all 8 sequences contained shene glycine codon is 1:16,384,
indicating that more genetic information may betaored than in a single ORF. A second
coding region could therefore contribute to theemsive &' position conservation in the
main HCV ORF (Walewskét al., 2001). The HCV genome has been shown to contain a
alternative reading frame, overlapping the coretginogene and encoding a recently
described core+1 ORF/alternate reading frame (ARMeshift (F) protein (Varakliott

al., 2002, Walewsket al., 2001, Xuet al., 2001). Synthesis of this alternative protein is
thought to be due to ribosomal frameshift arourdbcoll of core protein, within a region
of 10 adenine nucleotides (&aual., 2001). A similar overlapping ORF has been idesdif

in GBV-B (Bukhet al., 1999), and sera from HCV infected patients rehetéh in vitro
synthesised protein (Xet al., 2001, Walewsket al., 2001), suggesting that this protein is
produced during natural HCV infection. No functibas yet been assigned to this protein,
however it is not required for replication of th&C¥ genome as subgenomic replicons

(lacking the structural genes) replicate efficigiftlohmannet al., 1999). Functional
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Figure 1.9: Clusters of synonymous codons in the main ORF ofVHCodons with
conserved third position nucleotides conserved ling8ly divergent HCV sequences show
a prominent cluster in the core-coding region, fafioyg a rational basis for an alternative

reading frame in this region (taken from Walewatial., 2001).
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properties assigned to core protein have also baetied using the F protein including
modulation of cayc and p53 promoters, as well as effects on TNfediated apoptosis,
however as yet none seem to be conclusively dubiscalternative protein (Basa al.,
2004).

1.5.5 Possible Pathogenic Roles of Core Protein

1.5.5.1 Effects on Apoptosis

Expression of HCV core has been shown to affecptysis. Apoptosis, or programmed
cell death, is an orderly cellular process resglim dell death via several morphological
phases including cell shrinkage, nuclear condemsablebbing of the plasma membrane
and “laddering” of genomic DNA by digestion (McLdulan, 2000). Induction of

apoptosis can be caused by a number of stimuludiet) oxidative stress, heat shock,
ionizing radiation, cytokines and virus infectidnduction of apoptosis by these stimuli
normally occurs via cell surface molecules suchi-as or TNF receptors, resulting in a
cascade of intracellular events including death aiomclustering and activation of

caspases, which are responsible for many of the@mabwgical changes during apoptosis.
Apoptosis is modulated by core protein via 3 regepathwaysfas receptor-mediated,

TNFa receptor-mediated and lymphotoxfimeceptor-mediated apoptosis.

Conflicting reports on the effect core protein lasFas-mediated apoptosis have been
published. The first report on the effect of coretbis apoptotic pathway suggested that
the interaction between arias antibody with the=as receptor induced marked apoptosis
in the presence of core expressed in HepG2 cellgdiRriet al., 1997). In contrast, core

protein was also shown to protect HepG2 cells ffeae-mediated apoptosis induced by
the same anftras antibody (Marusawat al., 1999). The methodologies used in both
experiments were similar, however the use of claral lines stably expressing core
(Ruggieriet al., 1997) as opposed to transient transfection ofuleHCV open reading

frame (Marusawat al., 1999), may explain the contradictory results.

As with the effect of core protein dfas-mediated apoptosis, contradictory results have
been reported on the effect core has on d-Nfediated apoptosis. Transiently transfected
core protein was initially shown to inhibit TNffnduced apoptosis in MCF7 cells (Rety

al., 1998a). In agreement with this, core protectegG cells from TNE-mediated
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apoptosis, with suppression of apoptosis thougbetapstream of caspase-8 (Marusaiva
al., 1999). Core was also shown to activate ¥iand activation was enhanced upon
stimulation by either anfras or anti-TNFe antibody, thus preventing apoptosis
(Marusawaet al., 1999). However, core protein was also shown twitise HepG2 and
HelLa cells to TNE-induced apoptosis (Zhet al., 1998). Residues 1-115 of core were
identified as the binding region for TNFR1, whileetdeath domain within the cytoplasmic
tail of TNFR1 was shown to be required for intei@eciwith core. TNFR1 has no catalytic
activity therefore the death domain is thoughtdbas a signal transducer in the apoptopic
pathway. Further to this, the effects core had owrdtream protein interactions were
analysed. Upon oligomerisation of TNFR1, TRADD mcnuited which subsequently
recruits FADD. In turn, FADD then interacts dirgctlith downstream apoptotic proteases
leading to apoptosis. Core was shown to bind FARD ot TRADD in core expressing
293 cells, while a dominant negative form of FADIDdked the core-induced sensitisation
to TNFR1-mediated apoptosis. It is therefore suggkthat core enhances Tihediated
apoptosis by recruiting FADD to TNFR1. Core, birglithe death domain of TNFR1,
blocks TRADD from binding TNFR1 (Zhet al., 2001). A recent report (Saite al.,
2006) has contradicted this work by Zéual., claiming that TNk-induced apoptosis is
inhibited by core protein and that core does nagract with TNFR1 or TRADD. This
report suggests that core sustains levels of c-Rltich in turn inhibits the cleavage and
activation of caspase-8, resulting in inhibition apoptosis. As withFas-mediated
apoptosis, the contradictory reports may be dudifferent cell lines or mode of core

expression.

Core protein can also enhance pR-mediated apoptosis in a cell-type dependent ntanne
Enhancement was seen in HelLa cells expressing atth®ugh this was not observed in
HepG2 or Huh-7 cells also expressing core (GHeah, 1997).

Finally, a recent report suggests that core maydadER stress, thus leading to apoptosis.
Transient transfection of core in HepG2 or Huh-Tlsceesulted in an increase in
expression of glucose-regulated protein 78 (Grp@B)ER-resident chaperone, indicating
ER stress. Similar results were also seen in m@plitarbouring cells and transgenic mice.
Increase in Grp78 expression was not seen in talsfected with HBV core. Levels of
CHOP, an ER stress-induced cell death modulatoo @Ral., 2004), are increased in the
presence of core protein in cell culture and trangg mice, suggesting that ER stress,
induced by HCV core protein, may lead to apopt@@enali-Furetet al., 2005).
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1.5.5.2 Effects on Cell Transformation

Studies using primary rat embryo fibroblasts (RERaye shown that HCV core, in
combination with the oncogene itds, can convert cells to a transformed phenotypelsCel
showed rapid proliferation, anchor-independent ghoand tumour formation in athymic
mice (Rayet al., 1996). Although core, in combination with the ogene could produce
this effect, core alone was unable to do so. Howes@e alone was shown to transform
established NIH3T3 cells, resulting in anchor-inglegent growth and tumourigenicity
when injected into nude mice (Smirnostaal., 2006, Rayet al., 1996). Transformation of
NIH3T3 cells by core was the result of core intérar with and activating (through
phosphorylation), signal transducer and activatoranscription 3 (STAT3) (Yoshidat
al., 2002). Core, in combination with ks, can also prevent contact inhibition of growth
and promote anchorage-independent growth of BALB/2B1-1-1 cells by stimulating
the activation of the Erkl/2-serum response elemgathway, involved in signal
transduction of growth stimuli (Tsuchihagaal., 1999). In contrast, it has been reported
that core is unable to transform REFs in the preseri Hras (Changet al., 1998). This
discrepancy may be due to the HCV isolates usdbeanwo studies as Chamgal. used
HCV-RH core while Rat al. used HCV-1 core (although both are genotype 1&€VHA
core gene has been shown to produce a 16 kDa pewtes which shows predominant
nuclear localisation (Let al., 1995), therefore this species of core may beoresiple for
the differences reported by the two groups. In @gent with Rayet al. however, Changt

al. showed that the established REF line Rat-1 wasilye&rdnsformed by core and
showed anchorage-independent growth. Abnormalleelproliferation is also seen due to
the effects of core protein on the transcriptiottda LZIP. In the context of core protein,
LZIP presents activities consistent with that ofuanour suppressor. LZIP is a nuclear
CRE-activating factor whose transcriptional acyivis repressed by core. Subcellular
sequestration of LZIP by core results in inactivatof LZIP and subsequent abnormal

cellular proliferation (Jiret al., 2000).

1.5.5.3 Effects on Transcription and Regulatory Fac  tors

A number of reports have indicated that core pnot@in modulate expression from cellular
and viral promoters (McLauchlan, 2000). The firspart of this kind showed that HCV
core protein could suppress expression and rejalicaf hepatitis B virus (HBV) in Huh-7
cells (Shihet al., 1993). Suppression was evident between 6 and/® piast-transfection
and coincided with intracellular relocalisation IdCV core from the cytoplasm to the
nucleus (Shifet al., 1993). Other viruses may also be transcriptignagulated by HCV
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core. Core transactivates expression from the HIgAY terminal repeat (LTR) and also
from the SV40 promoter, while suppressing expresfiom the rous sarcoma virus (RSV)
LTR (Ray et al., 1995). In terms of cellular promoters, core haerb shown to
transactivate the oiyc promoter while suppressing thefas-and p53 tumour suppressor
promoters (Rayet al., 1995, Rayet al., 1997). Contradictory effects of core on the
promoter of a negative regulator of cell cycle pesgion (p21) have also been reported.
Core was reported to suppress p21 promoter activitigating that p21 regulation of cell
growth was affected in the presence of core dutingr regeneration, resulting in
enhanced cell growth (Ray al., 1998b). On the other hand, enhancement of acfiom
the p21 promoter by core protein has also been sHawet al., 1999). An attempt was
made to resolve this inconsistency by showing tioa¢ affected p21 promoter activity in
different ways, depending on the cell line used @Kkwand Jang, 2003). While core
transactivated p21 promoter activity in HepG2 araghB8B cells, suppression of expression
from the promoter was seen in NIH3T3 cells and primhepatocytes from transgenic
mice. Different cell lines were also used in thedsts by Rayet al. (1998b) and Liet al.
(1999). While Rayet al. (1998b) used COS7 cells, laual. (1999) used both HepG2 and
Hep3B cells, results which were consistent withsthof Kwun & Jang (2003). Finally it
has been reported that core may counteract theirahteffects of IFN by suppressing
activity from the promoters of the IFN effector fims MxA, PKR and 2'-5
oligoadenylate synthetase (2'-5’ OAS) (de Luegal., 2005).

1.5.5.4 Effects on Immune Presentation

As HCV establishes chronicity in the majority ofsea, the virus must be able to avoid
clearance by the immune system. Core protein may gkole in HCV immune evasion by
inhibiting the immune response to infection. Cykatol cells are primed against HCV as
a result of interaction between antigen-presentielis (APC), HCV antigen and the T
cells themselves. APCs are a site of HCV repliceficeratet al., 1998) and have therefore
been studied in the context of HCV proteins andnstation of cytotoxic T cells.

Expression of HCV proteins core, E1 and E2, or googein alone using adenoviral vector
systems have shown that dendritic cells expres$i@)y proteins possess reduced
stimulatory capacity for cytotoxic T cells and puoed and released lower levels of T cell
stimulatory cytokine IL-12 (Hiaseet al., 1998, Sarobeet al., 2002). Addition of

exongenous IL-12 to dendritic cell/T cell culturdsl not restore T-cell proliferation,

indicating that lack of IL-12 is not the main cauwgeabnormal T cell priming (Sarolst
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al., 2002). Studies in mice using recombinant vacourias showed that those expressing
core protein had elevated virus titre 5 days pofgetion compared to those expressing
HCV non-structural proteins and, while those exgires non-structural proteins overcame
infection, mice expressing core protein succumipeléthal infection (Larget al., 1999).
Failure to clear vaccinia virus infection in theepence of HCV core protein led to the
theory that core protein plays a role in inhibitiointhe cytotoxic T cell response. Analysis
of cytotoxic T cell precursor indicated a 10-fotavier frequency in core expressing mice 5
days post-infection compared to mice expressing-gtarctural proteins. Interferon-
production by immune splenocytes was also profouadppressed in the presence of core
protein, with a reduction in antigen-stimulated ALproduction also seen (Large al.,
1999). Core protein has also been shown to modthaténmune response by interfering
in the complement pathway (Kittlesenal., 2000). Binding of complement protein C1q to
its receptor, gC1gR, blocks proliferation of cytatoT cells (Ghebrehiwegt al., 1990).
HCV core protein has been shown to bind gC1gR it yeast-2-hybrid and GST pull-
down assays and is believed to mimic C1q in blagkinoliferation of cytotoxic T cells
(Kittlesenet al., 2000). Core protein is secreted from transfectdtlines expressing core
(Sabile et al., 1999) and circulating core protein is detectablehe plasma of HCV
infected patients (Masalovet al., 1998). Exposure to core protein inhibited T cell
proliferation in a dose-dependent manner (Kittlestead., 2000) and this was suggested to
be due to inhibition of the ERK/MEK MAP kinase saiiing pathway (Yacet al., 2001).
Inhibition of activation of the ERK/MER MAP kinad®y C1q/gC1gR interaction inhibits
transcription of early genes involved in T cell igation (such as IL-2) and leads to
suppression of proliferation. Production of IL-2dkso inhibited in the presence of core
protein, suggesting core may inhibit T cell praifiton by inhibiting the ERK/MEK MAP
kinase signalling pathway (Yaal., 2001).

1.5.5.5 Effects on Lipid Metabolism

HCV infection has been suggested to have effectpmhmetabolism as shown by studies
on steatosis in the liver of HCV infected patie(Bsichet al., 1992, Moriyaet al., 2001)
and in transgenic mice harbouring HCV core proteirthe entire HCV genome (Leret

al., 2002, Moriyaet al., 1997), as well as through an association betwd€N core
protein and apolipoprotein All (Barbet al., 1997). In comparison with patients with
autoimmune chronic hepatitis, those with chronipdiis C presented more commonly
with steatosis (72% vs. 19%) (Baetal., 1992). HCV core protein localises to the surface
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of lipid droplets as shown in both chimpanzees HepG2 cells stably expressing core
protein (Barbaet al., 1997), as well as in transgenic mice (Morggal., 1997), suggesting
that core may regulate expression of cellular gémesved in lipid metabolism (Barbet

al., 1997). Transgenic mice, expressing HCV core fborth, presented with steatosis at 2
months and although mild at first, progressed iesgty, coinciding with an increased
frequency of large (in comparison to small) lipicbplets, suggesting a role for core in
steatosis, possibly by binding enzymatic molecuespolipoproteins involved in lipid
metabolism (Moriyaet al., 1997). Interestingly, core was shown to coloealigith
apolipoprotein Il on lipid droplets within HepG2lise(Barbaet al., 1997). Comparison of
lipid levels and fatty acid composition of lipids core-expressing transgenic mice, non-
transgenic mice and non-transgenic obese mice atwticthat triglyceride levels in the
livers of transgenic mice and non-transgenic olme®e were significantly higher than in
non-transgenic mice while the concentration of cari8 mono-unsaturated fatty acids
(oleic and vaccenic acids) was increased only ansgenic mice, suggesting HCV core
may affect a specific pathway in lipid metabolistifferent to that affected by other causes
of steatosis. Similar results on lipid compositware found in human livers (Moriyat al .,
2001). Core protein has also been shown to impgpatic assembly and secretion of
triglyceride-rich, very low-density lipoproteins (YDL) (Perlemuteret al., 2002) and a
marked reduction in number of normal sized lipogitparticles was seen in core
expressing transgenic mice. Microsomal triglyceritteansfer protein (MTP) and
apolipoprotein B (apo B) are major regulators of DIL assembly. Transgenic mice
expressing core show significantly lower MTP agyiviompared to non-transgenic mice,
suggesting that core protein may impair secretibWLdDL by decreasing MTP activity
and thus VLDL assembly (Perlemutetral., 2002). Transgenic mice have also recently
been used to show that the proteasome activatoB\PA involved in core-induced
steatosis. PA28specifically binds core protein in the nucleusuléng in degradation of
the viral protein in a PA2B8dependent manner (Moriislgt al., 2003). Vacuolation of
mouse liver cells was seen in the presence of andePA28 but not in the absence of
either core or PA28 suggesting that PA28s required for the induction of liver steatosis
by HCV core (Moriishiet al., 2007).

1.5.6 Host Cell Proteins Interacting with Core

A number of host cell proteins have been identifiddch interact with HCV core protein.

These proteins were initially identified by yeastwbrid screening of human cDNA
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libraries using core sequences as bait. Once fahtihe interactions were confirmed by
biochemical analyses including GST-pull down assayl in vivo colocalisation by
immunofluorescence. More recently, proteomic pidil using 2-dimensional
electrophoresis and mass spectrometry has beentasaentify proteins interacting with
core (Kanget al., 2005), and to analyse lipid droplet compositiorcore expressing cells
(Satoet al., 2006).

1.5.6.1 Lymphotoxin- B Receptor (LT- BR)

Core protein binds the cytoplasmic tail of BR (Matsumotoet al., 1997, Cheret al.,
1997), which is a member of the tumour necrositofa@ceptor family. The exact function
of LT-BR is unknown however it is thought to be involved dytolytic and NF<B
activation in certain cell types. The region of eésequired for interaction with LBR
includes residues 1-91 of domain | (Matsumetcal., 1997, Cheret al., 1997). Core
protein, expressed in HelLa cells, enhances thelytigtoeffects of LTSR ligand
(lymphotoxin#;-f2) while having no such effects in either Huh7 opB& cells (Cheret
al., 1997).

1.5.6.2 Tumour Necrosis Factor Receptor 1 (TNFR1)

Core protein has also been shown to bind the pq@éotumour necrosis factor receptor,
TNFR1 (Zhuet al., 1998). TNFRL1 is the primary receptor mediatingFTiNduction and is
involved in cell death signalling and N@B activation. GST-fusion protein pull-down
assays were used to identify an interaction betwame and TNFR1. This interaction
requires residues 1-115 of core protein and theptgsmic tail region of TNFR1 (residues
345-407). In the presence of core, HepG2 and Hella were more sensitive to TNF- or
anti-TNFR1 antibody-induced cell death (Section3.5 (Zhuet al., 1998).

1.5.6.3 Heterogeneous Nuclear Ribonucleoprotein K ( hnRNP K)

hnRNP K, a component of the hnRNP complex, is astraptional regulator with both

RNA- and DNA-binding properties. Although predomitigt found in the nucleus, hnRNP
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K also shuttles to the cytoplasm and has been stgj¢o play a role in processing and
transport of pre-mRNA. Core protein specificallyeracts with hnRNP K as shown by
yeast-2-hybrid, GST-fusion protein binding and calisation studies (Hsiedt al., 1998).
By yeast-2-hybrid analysis, residues 1-115 of HG@Wecdomain | were required for the
interaction. Core protein was also shown to pdytiedverse the suppressive effect of
hnRNP K on the human thymidine kinase gene, pasbipbinding proline-rich regions of
hnRNP K which blocks the interaction of hnRNP Ktwdther cellular factors (Hsiedt
al., 1998).

1.5.6.4 Apolipoprotein All (apoAll)

In a study describing the cytoplasmic localisatdrrore protein, it was reported that core
and apoAll colocalise on the surface of lipid dedplin HepG2 cells (Barket al., 1997).
The region involved in the interaction was lateentified as residues 160-173 of core.
Truncation of this region leads to loss of intei@ttvith apoAll and localisation of core to
the nucleus (Sabilet al., 1999). Association between apoAll and HCV corey e
involved in the modulation of lipid metabolism bgre protein, thus playing a role in HCV

pathogenicity.

1.5.6.5 p53

Activation of the tumour suppressor p53 has beawshto be enhanced by HCV core
protein (Luet al., 1999). Core was able to enhance the gene trawesiamh activity of
exogenous p53 in p53-negative Hep3B cells as vaekradogenous p53 in HepG2 cells.
Enhancement of transactivation by p53 in the presesf core resulted in enhanced
expression of the downstream p53 effector gene, difle inhibitor p2Yat/ciPL/sdl
Increased expression of pFYCPYSdit can suppress the cell cycle and, in the presehce o
core protein, Hep3B cell growth was suppressed pp&dependent manner. Suppression
of hepatocellular growth by core protein in a pEpendent manner may have important
implications in HCV pathogenesis. Direct interaatlmetween core and p53 was identified
by co-immunoprecipitation experiments. Binding p%fes not require residues
downstream of amino acid 151 of core, while ressd866-380 of p53 are required for

interaction (Luet al., 1999).
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1.5.6.6 14-3-3¢ protein

An interaction between core protein and the epsiéofiorm of 14-3-3 protein (14-3e3
has been shown by yeast-2-hybrid analysis (Abki., 2000a). The 14-3-3 protein family
associate with components of several signal trastgmu pathways such as the Raf-1
kinase cascade. Residues 49-97 of core proteirequered for interaction, as are residues
165-234 of 14-3-3 protein. Interaction may occuriphospho-serine dependent manner,
as phosphorylation of serine-53 of core is essefatianteraction with the cellular protein
in HepG2 cells stably expressing core. ActivatidériRaf-1 kinase, a central component of
the mitogen-activated protein (MAP) kinase pathwaguires binding of core protein to
14-3-3 protein. Interestingly, Itet al. reported enhanced MAP kinase activation in HCC
(Ito et al., 1998b), suggesting core may play a role in thegassion of HCV to HCC
(Aoki et al., 2000a).

Core protein may be involved in de-regulation @& tell cycle via interaction with the cell
cycle regulator p21 (Wang al., 2000).In vitro pull-down studies identified an interaction
between core and p21 with the binding site mappe@dsidues 24-52 of core protein and
residues 139-164 of p21. As p21 is a regulatorhef ¢ell cycle, interaction with core
protein may inhibit nuclear transport of newly dygised p21 and its subsequent

involvement in cell cycle regulation (Waegal., 2000).
1.5.6.8 Leucine Zipper Protein (LZIP)

The transcription factor LZIP has been shown talB4CV core protein by yeast-2-hybrid
analysis and co-immunoprecipitation studies (@iral., 2000). Endogenous LZIP was
shown to localise to the nucleus in HepG2 and Hedlks, as was exogenously expressed
LZIP. However, upon co-expression with HCV coretpio, exogenously expressed LZIP
was relocalised from the nucleus to the cytoplaknss of LZIP function (by over-
expression of a transcriptionally incompetent LAtRitant) resulted in loss of contact
inhibition in NIH3T3 cells, resulting in dense foof cells. This dysregulation of cell
growth was enhanced in the presence of core pradamggesting that by sequestration of
LZIP, core protein can prevent LZIP function andl @ a co-factor in cell transformation
(Jinet al., 2000).
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1.5.6.9 Complement Receptor gC1gR

Screening of a human lymphocyte-expression librdentified the complement receptor
gC1lgR as a core-binding protein (Kittlesen al., 2000). The residues required for
interaction include amino acids 26-124 of core 488-259 of gC1gR. Binding of gC1gR
to its natural ligand, complement protein C1q, #pedly inhibits T-cell proliferation in a
dose-dependent manner (Ghebrehigtetl., 1990). Naked core protein has been shown to
circulate in the plasma of HCV-infected patientafkoet al., 1994) and be secreted from
transfected cell lines (Sabik al., 1999). Kittleseret al. showed that core protein could
specifically inhibit T-cell proliferation in a dostependent manner and that inhibition
could be blocked by either anti-gC1gR or anti-cargibody (Kittlesenet al., 2000).
Inhibition of T-cell proliferation by circulatingyaked core protein may be a mechanism by

which the virus evades the immune system and esttais| persistence.

1.5.6.10 p73

As well as interacting with p53 (section 1.5.6.b) (et al., 1999), core protein has also
been shown to bind p73, another member of the ppargamily (Alisiet al., 2003). p73
has been reported to transactivate endogenoustsarfi@53 such as the p#f/cry/sdi
promoter (Joskt al., 1997) and core protein can modulate the transwnigl activity of
p73 on the p21 promoter (Aligt al., 2003). An interaction between core and p73 was
identified by co-immunoprecipitation studies in k&) cells while deletion studies
identified residues 321-353 of p73 as being requice the interaction (Aliset al., 2003).
Core protein is able to inhibit p73 dependent gedwth arrest in HepG2 cells, suggesting
an involvement of the core-p73 interaction in ta¢hpgenesis of HCV (Alist al., 2003).

1.5.6.11 Sp110b

During a study on the molecular mechanisms behard modulation of altrans-retinoic
acid (ATRA)-induced cell death, Sp110b was ideetifias a core-interacting protein
(Watashiet al., 2003). Residues 21-80 of core and 389-453 of @phte required for this
interaction. Within the nucleus, Sp110b acts amuastriptional corepressor of the retinoic

acid response element (RARE), preventing the erdmeant of downstream proapoptotic
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gene expression (Watashial., 2003). Core protein sequesters Sp110b from tokens to
the cytoplasmic surface of the ER, thus releadiegsuppressive function of Sp110b and
activating RARi-mediated transcription, leading to ATRA-inducedl death (Watashét

al., 2003).

1.5.6.12 DEAD-box RNA Helicase (DDX3/CAP-Rf/DBX)

Finally, core protein has been shown to bind a DEHAR RNA helicase termed
DBX/DDX3/CAP-Rf (Mamiya and Worman, 1999, Owsiarkad Patel, 1999, Yoet al.,
1999). The name DDX3 has been approved by the HBBB/Nomenclature Committee
and will therefore be used in the remainder of thésis. The interaction between core and

DDX3 will be discussed in detail in section 1.6.4.

The following section describes the properties famdtions of DEAD-box RNA helicases

as a family, before reviewing the current literaton DDX3.

1.6 DEAD-box RNA Helicases

1.6.1 General Features

Proteins capable of catalysing the separation oAFRINMA, RNA-DNA or RNA-protein
complexes in an energy-dependent manner are teRNédhelicases. They are ubiquitous
proteins, found in all cellular organisms and imyairal genomes (Linder and Daugeron,
2000), and play vital roles in all processes inir@vRNA such as transcription, splicing,
translation, ribosomal biogenesis, RNA transpod &NA turnover (de la Cruet al.,
1999). Despite being termed helicagessitro helicase activity has only been shown for a
few proteins including cellular proteins elF4A (Rozt al., 1990), p68 (Hirlinget al.,
1989), X. laevis An3 (Gururajan and Weeks, 1997) abdosophila Vasa (Lianget al.,
1994), and viral proteins NPH-II of vaccinia vir(Bhuman, 1992) and NS3 of HCV and
BVDV (Kim et al., 1995, Jin and Peterson, 1995, Warrener and €oll895). The
requirement of co-factors by some helicases faviacie.g. elF4A, (Rozert al., 1990))
may explain why many putative helicases lack dertnahke activity. RNA helicases are

classified into 3 superfamilies and 2 families (S¥35), based on characteristics of
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conserved motifs in their amino acid sequence (&ertya and Koonin, 1993). DEAD-
box RNA helicases belong to SF2 (Caruthers and M¢cR802) and contain 9 conserved

motifs required for ATPase and helicase functicanferet al., 2003).

1.6.2 DEAD-box Helicase Motifs

All DEAD-box helicases contain a cluster of 9 canee motifs spanning a central ~400-
residue domain (Fig. 1.10) (Caruthers and McKap22d anneet al., 2003). The N- and
C-termini however, are highly variable in both seqce and length and are thought to be
involved in substrate interaction as well as subtzl localisation (Cordiret al., 2006).
The N-terminal most motif of the central domairidemed the Q motif and consists of a 9
amino acid sequence containing an invariant glutanais well as a conserved aromatic
group (usually phenylalanine) 17 residues furthpstream (Tanneet al., 2003). Site-
directed mutagenesis of either the conserved phkmyhe or conserved glutamine in the
essential yeast proteins elF4A or Dedl is lethaltdvits show significantly reduced
ATPase activity and RNA binding activity, indicagirthat the Q motif is involved in
control of ATP binding and hydrolysis as well as RNubstrate affinity (Cordiret al.,
2004, Tanneet al., 2003). Although highly conserved throughout otR&A and DNA
helicase families, the glutamine residue is noteeal outwith the DEAD/DEAH
subfamilies (Tanneet al., 2003). Motif I, also known as the Walker A maofi/alker et

al., 1982), is essential for ATPase and helicaseitiesy Mutation of a conserved lysine to
asparagine within this motif in elF4A results irstig reduced ATP binding (Rozemal.,
1989), while mutation of a conserved alanine tanealnhibits ATP hydrolysis and RNA
helicase activity, without adverse effects on ATiRding (Blumet al., 1992). Motif II,
also known as the Walker B motif (Walketral., 1982), gives rise to the name DEAD-box
and is involved in ATP-binding and/or ATP hydrolygiWalkeret al., 1982, Pause and
Sonenberg, 1992). Motif Ill is thought to link ATsaand helicase activities and mutations
in this motif inhibit the helicase activity of elRdwhile not significantly interfering with
ATP binding/hydrolysis (Pause and Sonenberg, 199@}if 1V is the least-well studied
DEAD-box protein motif, encompassing between 3 @ndesidues, with no definite
function assigned as yet (Cordéhal., 2006). Motif V is proposed to be an RNA binding
motif (Carutherset al., 2000) and motif VI required for RNA binding and’R hydrolysis
(Pauseet al., 1993).
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Figure 1.10: Conserved motifs of the DEAD-box family of RNA tedises. The conserved
central region contains 9 motifs flanked by divelseand C-termini of varying length,
thought to be involved in substrate specificitybaeilular localisation and interactions

with cellular co-factors (adapted from de la Cetal., 1999).
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1.6.3 Functional Classification of RNA Helicases

RNA helicases are ubiquitous cellular proteins lngd in all aspects of RNA metabolism,
including transcription, pre-mRNA splicing, riboserhiogenesis, RNA export, translation
and RNA decay (de la Crigt al., 1999). Below, examples are given of RNA helicases

involved in each of these processes.

1.6.3.1 Transcription

Saccaromyces cerevisiae protein POP2, a component of the multi-subunit dcaiptional
regulator complex Ccr4dp, has been shown to phygidateract with the putative RNA
helicase DHH1 (Hataet al., 1998). Overexpression of DHH1 suppressed pherstyp
associated with POP2 mutants, suggesting DHH1 neagdst of the Ccr4p transcription
complex, while the DEAD-box RNA helicase RHII/Gushlaeen suggested to be involved
in c-jun mediated transcription activation (Westarok et al., 2002). The N-terminal
transcription activation region of c-jun interaetith RHII/Gu and a dominant negative

form of RHII/Gu interferes with c-jun mediated temmniption (Westermarcét al., 2002).

1.6.3.2 Pre-mRNA Splicing

Before transcribed molecules leave the nucleusnR&A undergoes a series of processes
including 5’ capping, 3" modification and intron@sion. Intron excision, or splicing, is
carried out by the spliceosome, a ribonucleopra@P) composing of a large number of
proteins and small nuclear RNAs. The spliceosomanig€nergy-dependent machine and
RNA helicases are thought to be the driving forahibd the extensive structural
rearrangements that take place during splicingd$t@nd Guthrie, 1998). At least 8 RNA
helicases are believed to be involved in yeashpiRNA splicing including the DEAD-box
RNA helicases Prp5p and Prp28p as well as the DmxHRNA helicase Brr2p (Staley
and Guthrie, 1998).
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1.6.3.3 Ribosome Biogenesis

Similar to the spliceosome, ribosome biogenesislires a large complex of proteins as
well as rRNAs. In yeast this number is approximat@®d proteins and 4 ribosomal (r)
RNAs (de la Cruzt al., 1999). A number of putative RNA helicases, esakfar yeast
viability, have been suggested to be involved bosome biogenesis. It is possible that
these RNA helicases may be required to establidfoadissociate small nucleolar RNAs
(snoRNA)-pre-RNA base pairs, facilitate the actdst of endo- and exo-nucleases or
recruit, rearrange or dissociat@ns-acting factors during processing (de la Caual.,
1999).

1.6.3.4 RNA Export

Upon processing, MRNA (in the form of RNPSs) is g@orted from the nucleus to the
cytoplasm via the nuclear pore complex. It is plalesthat RNA helicases are required at
this stage to alter the conformation and/or contmsiof these RNPs and allow transit
through the nuclear pore complex or to dissociaRNW from protein once in the
cytoplasm. The RNA helicase Dbp5p/Rat8p, which audates around the nuclear
envelope, has been reported to be involved in mRXgort. Poly(Aj RNA was shown to
accumulate in the nucleus in the absence of fumati®bp5p/Rat8p (Tseng al., 1998,
Snay-Hodgeet al., 1998). More recently, the DEAD-box helicase DD&s been shown
to be required for nuclear export of incompletepficed HIV RNA transcripts via the
CRM1 export pathway (Yedava#t al., 2004) (See section 1.6.4).

1.6.3.5 Translation

Translation of eukaryotic mRNA involves recruitmerftthe 40S ribosome subunit to the
5" end and involves initiation factors (elFs). Upactruitment, the 40S subunit scans the
MRNA for the correct initiation codon before re¢nuént of the 60S ribosome subunit and
initiation of translation. elF4A is a DEAD-box RNelicase that is, along with other elFs,
required for 40S ribosome binding. elF4A has ATpatalent helicase activity (Rozen
al., 1990), suggesting its function may be in unwigdsecondary structures in the 5’UTR

of mMRNA. Saccaromyces cerevisiae RNA helicase Dedlp has also been reported to be
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involved in translation. Conditional Ded1lp mutast®wed severely impaired translation
with evidence suggesting initiation of translatiwvas affected, indicating a similar role to
that of elF4A (Chuanet al., 1997).

1.6.3.6 RNA Decay

Degradation of defective RNA molecules occurs rigpid Saccaromyces cerevisiae by
both 5.3 and 3'-5 exonucleolytic processing. The RNA helicase $kiB a
component of the 3,5 exosome complex (Anderson and Parker, 1998)icatithg
involvement in RNA degradation. In an alternativegchdation pathway, eukaryotic
MRNA containing premature stop codons is subjetdedecay via the nonsense mediated
decay (NMD) pathway. Identification of moleculesntaining premature stop codons
requires a surveillance complex, a component ofciwhs the RNA helicase Upflp
(Mitchell and Tollervey, 2003), highlighting anotHiRNA decay associated RNA helicase.

1.6.4 DDX3

DDX3 is a ubiquitous cellular protein belonging tile DEAD-box family of RNA
helicases, possessing ATPase and helicase adi\(iYiedavalliet al., 2004). Known
homologues include mouse PL10 (Leetal., 1989), mDEADS3 (Gee and Conboy, 1994),
Xenopus An3 (Gururajanet al., 1991) and yeast Dedl (Jamieson and Beggs, 198#).
exact cellular function of DDX3 has yet to be idget however it has been suggested to
be involved in splicing (Deckemtt al., 2006, Zhouet al., 2002), translation initiation
(Mamiya and Worman, 1999), cell cycle regulatiom#@get al., 2006, Chaet al., 2006),
nucleo-cytoplasmic RNA shuttling (Yedavadi al., 2004) and RNA transport (Kane
al., 2004). An accumulation of data (Scott, 2002, Gwka and Patel, 1999, Mamiya and
Worman, 1999), suggest that DDX3 is primarily aopyasmic protein although some
forms are detected in the nucleus. An involvemansplicing has been indicated by its
presence in highly purified and functional humaticepsomes and in spliceosomal B
complexes which undergo catalytic activation legdio catalysis of pre-mRNA splicing
(Zhou et al., 2002, Deckertt al., 2006). DDX3 also possesses an C-terminal argihine
serine rich RS-domain consisting of 7 serine-argiror arginine-serine dipeptides, similar

to that of other splicing factors (Owsianka andeRet999). Related to splicing, DDX3 has
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also been found in affinity-purified, spliced masger-ribonucleoproteins (MRNPs) (Merz
et al., 2006). DDX3 was present in mRNPs after treatnweithh heparin, suggesting a
stable association. This association was also digpéron splicing, as, under the same
physiological conditions, DDX3 did not associatehnintron-less, fG-capped mMRNAs
(Merz et al., 2006). An association with kinesin RNA-transpgranules has also been
reported, however knockdown of DDX3 by RNAI did radfect RNA transport (Kanat
al., 2004). DDX3 has also been shown to be involvedsl cycle regulation and may
have a role in tumourigenesis. DDX3 was overexge$s liver cancer cell lines showing
anchorage independent growth (AIG) (Huaagal., 2004). Overexpression of DDX3 in
AlG-negative Tong cells led to a 60-80-fold increas transformed colonies in AIG
assays. In contrast, 2 recent reports have indidai@X3 may be down-regulated in liver
tumour cells and may affect cell cycle progressida regulation of p2¥' gene
expression. Firstly, an expression profile of DDK3iver tumour tissue and adjacent non-
tumour parts indicated a decrease in DDX3 exprassno 59% of cases in tumour
compared to non-tumour tissue (Chai@l., 2006). DDX3 knockdown in NIH3T3 cells
resulted in an accelerated proliferation rate. regengly, cyclin O, a key regulator in
early-mid G phase, was expressed at higher levels (and a¢re@nhe points) while the
cyclin-dependent kinase (cdk) inhibitor #1was expressed at lower levels at all time
points (Changet al., 2006). Similarly, DDX3 was shown to exert an bitory effect on
cell growth in Huh-7 and NIH3T3 cells (Chaa al., 2006). Overexpression of DDX3
inhibited colony formation and slowed growth rat@serexpression also led to a 2-4-fold
upregulation in p24-promoter driven luciferase expression and endogenp21®
expression, which required the ATPase activity @X3 but not the helicase activity
(Chaoet al., 2006). Similar to the report by Chasagal., DDX3 expression was lower in
liver tumour specimens compared to non-tumour spexas (Chaet al., 2006). These two
reports provide firm evidence for a role for DDX& cell cycle progression and

tumourigenicity via regulation of p#3 gene expression.

DDX3 also functions in the life cycle of human imnmdeficiency virus (HIV)-1
(Yedavalliet al., 2004). HIV-1 gene expression is regulated pasigeriptionally by HIV-
1 Rev-mediated export of Rev response element (RB&ining un-spliced/partially
spliced viral RNAs from the nucleus to the cytoptla@Cullen, 2003). In doing so, Rev
interacts with chromosome maintenance region 1 (CR(Bogerdet al., 1998), which is
involved in nucleo-cytoplasmic shuttling of proteinsmall nuclear RNAs and rRNAs
(Fornerodet al., 1997). DDX3 was identified as an HIV-1 Tat-inddceellular protein,
with further analysis linking it to the Rev-RRE/CRMXxport pathway (Yedavalkt al.,
2004). This report showed that DDX3 possesses Ad-Hlapendent RNA unwinding
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properties and that over-expression of DDX3 resulte an increase in Rev-dependent
expression of an RRE reporter plasmid while knogku@f DDX3 by antisense DDX3
resulted in reduced expression of un-spliced RNéodad p24 and p55 Gag proteins. Co-
immunoprecipitation studies showed interaction leetwDDX3 and Rev as well as DDX3
and CRM1, while inhibition of CRM1 export by leptgoin B resulted in a build up of
DDX3 in the nucleus. As the ATPase-dependent hegicectivity of DDX3 is critical for
Rev-RRE/CRM1 mediated HIV RNA export, it is possilthat DDX3 is required for
unwinding of viral RNA/protein complexes to allovagsage through the nuclear pore
(Yedavalliet al., 2004).

The interaction between HCV core and DDX3 was disoed using yeast-2-hybrid
screening and confirmed by boin vitro binding studies and immunofluorescence
analysis. The interaction domains were mapped lgtida analysis to be within the N-
terminal 59 residues of core protein (Yeial., 1999, Owsianka and Patel, 1999) although
interaction between this deletion mutant and DDX&weaker than binding using core
residues 1-114, indicating that residues 59-114 miap contribute to the interaction
(Owsianka and Patel, 1999). The core-binding dano&iDDX3 was mapped to the C-
terminal 409-622 residues (Owsianka and Patel, 199@ et al., 1999, Mamiya and
Worman, 1999). The minimal region of DDX3 requirfed interaction (residues 553-622)
includes almost all of a 50 amino acid domain fitlarginines and serines (residues 582-
632) which resembles the RS domains of splicingofacsuch as ASF/SF2 and SC-35.
Although both core and DDX3 are expected to bindARMNis was not a requirement for
the interaction (Owsianka and Patel, 1999). In Hetlés, DDX3 has a diffuse cytoplasmic
distribution, although nuclear staining was seeth wome anti-DDX3 antibodies (Mamiya
and Worman, 1999, Owsianka and Patel, 1999, &al, 1999). In cells expressing either
core alone, or together with E1 and E2, the distitm of DDX3 is altered from a diffuse
cytoplasmic localisation to discrete cytoplasmicifon lipid droplets where it colocalises
with HCV core protein. Nuclear DDX3 was not re-distited in the presence of core
protein (Owsianka and Patel, 1999).

Although the interaction between HCV core and DOX3vell established, the functional
relevance of the interaction has still to be conéid. DDX3 has been suggested to be
involved in translation and that interaction witbre protein may inhibit translation of
capped mRNA (Mamiya and Worman, 1999). Mouse PuiDRDX3 were able to rescue
the lethality of cells with chromosomal deletion thie DDX3 yeast homologue Dedl,
suggesting DDX3 can replace the function of DeddprE&ssion of full-length core protein
severely inhibited growth of DDX3/PL10 complementgxit not Ded1l complemented)
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Ded1 deletion yeast, consistent with the fact toa¢ binds DDX3 and PL10 but not Ded1.
Core protein also inhibiteieh vitro translation of luciferase from capped but not apged
RNA, suggesting it may inhibit translation of cagpaRNA, possibly by inhibiting DDX3
function (Mamiya and Worman, 1999). It has alsorbseggested that DDX3 is involved
in gene expression, however, in contrast to thaidigs of Mamiya and Worman (1999), it
was reported that gene expression was enhanchkd présence of HCV core protein (You
et al., 1999). Exogenous DDX3 enhanced luciferase reperggression 1.5-3-fold in Huh7
cells, while co-transfection with HCV core protéirtreased luciferase reporter expression
5.5-34-fold. Core protein also enhanced DDX3 ATPastivity 4-5-fold, suggesting that
core may modulate the activity of DDX3, thus affiegtthe function of DDX3 in gene
expression (Yot al., 1999).

As yet, the exact function of DDX3 and its rolethe life cycle of HCV is not known. It is
possible that core protein recruits DDX3 from itsmal cellular function for use in the
viral life cycle, for example during replication opackaging of progeny RNA.
Alternatively, core may be sequestering DDX3 inesrtb prevent it from carrying out its
normal cellular function, possibly to reduce protesynthesis or affect cell cycle

regulation.

1.7 Aims

The aim of this project is to identify critical rdges of HCV core protein required for
interaction with cellular DDX3. Mutation of theseitical residues and analysis of their
effects in the infectious JFH-1 cell culture systeit allow study of the role of DDX3 in

HCV replication, translation and production of peog virus. It is also hoped that
mutational abrogation of core-DDX3 interaction i€¥-infected cells may provide clues
and future avenues for research on the possildeofahis interaction in disrupting critical
cellular processes which may lead to some of ththopzgies associated with HCV

infection.
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2.1 Materials

2.1.1 Chemical and Additional Reagent Suppliers

Most analytical grade chemicals and reagents wepplied by Sigma Aldrich Ltd or BDH

Laboratory Supplies. The remainder are listed below

Chemical / Reagent Supplier

30% Acrylamide / bis solution 37.5:1 Bio-Rad ladimries
Absolute ethanol Bamford Laboratories, UK
Agarose Melford

Ampicillin (Penbritin)

Beecham Research

Ammonium persulphate (APS)

Bio-Rad Laboratories

Chloroform

Prolabo

Citifluor™ AF1 (Glycerol:PBS)

UKC Chemical Laboratories

Coomassie Brilliant Blue

BioRad

Coverslips (13 mm diameter)

VWR International

Developer and fixer

Kodak X-OMAT

DNA miniprep kit Qiagen

dNTPs Amersham Biosciences
Dried skimmed milk Marvel

Ethanol Fisher Scientific
Electroporation cuvettes (1mm) Apollo

Hybond ECL Nitrocellulose Membrane = Amersham Biosces
Immunolon Il ELISA plates Dynal, UK

IPTG Invitrogen
Isopropanol Prolabo

Lambda DNA Promega

Luminol Fluka

Methanol Prolabo
Phosphoimager screens BioRad

Photographic film (S-film)

Kodak X-OMAT

Pipette tips (Rnase free)

Molecular Bio Products

QIAquick gel purification kit

Qiagen

QIAquick nucleotide purification kit

Qiagen

Rainbow protein markers

Amersham Biosciences

TEMED Bio-Rad Laboratories
TMB substrate Zymed Laboratories Inc.
Tris Roche

TRIzol Invitrogen

Tween-20 Bio-Rad Laboratories

Whatman 3mm filter paper

Whatman
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2.1.2 Enzyme Suppliers

Restriction endonuclease enzymes and buffers wgnaied by New England Biolabs

(NEB) and Promega. Other enzymes and their sugpdier shown below:

Enzyme Supplier

Calf intestinal phosphatase New England Biolabs
Ribonuclease A Sigma

T4 DNA ligase Invitrogen

Taq DNA polymerase Roche

KOD Hotstart DNA polymerase Novagen

Expand High Fidelity PCR System Roche

Mung Bean nuclease New England Biolabs
Proteinase K New England Biolabs
M-MLV RT (including First-strand Invitrogen

buffer, DTT, RNase-OUT)

2.1.3 Immunological Reagent Suppliers

Monoclonal antibodies (mAbs) and polyclonal antisgrAbs) used in this study are shown

below:

2.1.3.1 Primary antibodies

Antibody Name | Type Raised in | Source

HCV core R308 Polyclonal | Rabbit Hope & McLauchlan, (2000)
antiserum

HCV E2 AP33 Monoclonal [ Mouse Claytoret al., (2002)
antibody

HCV NSb5a NS5a Polyclonal | Sheep MacDanoalet al., (2003)
antiserum

DDX3 AO196 | Monoclonal | Mouse A.H. Patel, unpublished
antibody

DDX3 R648 Polyclonal | Rabbit A.H. Patel, unpublished
antiserum

ADRP ADRP 4| Polyclonal | Sheep Target-Adans al., (2003)
antiserum

GFP GFP Polyclonal | Rabbit Abcam
antiserum
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2.1.3.2 Secondary antibodies

Antibody Source

FITC-conjugated donkey anti-rabbit IgG  Jackson ImpResearch Laboratories Inc.

TRITC-conjugated donkey anti-sheep IgGackson ImmunoResearch Laboratories |nc.

Cy5-conjugated donkey anti-mouse IgG Jackson InuResearch Laboratories Inc.

N

FITC-conjugated donkey anti-sheep Igé  Moleculabeso

Protein A-HRP (Whole molecule) Sigma

2.1.4 Cells

Laboratory stocks of human hepatoma cell line H{N&kabayashet al., 1982) were

used in this study.

2.1.5 Cell Culture Supplier

Phosphate buffered saline (PBS), versene, trypsid,L-broth were all made in-house by
the media department using standard recipes, \Ehilbecco’s Modified Eagle’s medium

(DMEM), Foetal calf serum (FCS), Penicillin, Streptycin, Glutamine, Non-essential

amino acids (NEAA) and OptiMEM were supplied by GB-BRL™ Life Technologies,

Invitrogen.
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2.1.6 Plasmid constructs

Plasmid constructs used in this study are showowbel

Name

Vector

Details

Source

pGFP-SpAb

pKK223-3

Domain B of Staphylococcal pirog™*>"*

fused to the 3’end of GFP.

Aoki et al., (2002)

pGFP-Coresg pKK223-3 | HCV (H77c strain) core residues 1-59 tuse| D.A. Dalrymple,
to the 3' end of GFP. unpublished

pGST-DDX3C pGEX-2T | C-terminal 253 amino acids (882) of Owsianka & Patel, (1999)
DDX3 fused to the 3'end of GST.

pC-E1-E2 pcDNAS.1| HCV (H77c strain) sequence encoding core, A.H. Patel, unpublished

(+)Zeo El and E2.

pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,

mut25 (+)Zeo E1 and E2. Core contains mutations R9K, | unpublished
V34G, Q57R

pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,

mut36 (+)Zeo E1 and E2. Core contains mutations V34D,| unpublished
R40W, T52S

pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,

mut90 (+)Zeo E1 and E2. Core contains mutation I30N unpublished

pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,

mut99 (+)Zeo E1 and E2. Core contains mutations V22D,| unpublished
V34D

pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,

mut110 (+)Zeo E1 and E2. Core contains mutations I30N, | unpublished
R43S

pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,

mutlll (+)Zeo E1 and E2. Core contains mutations K6E, | unpublished
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Y35N

pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mut115 (+)Zeo E1 and E2. Core contains mutations K10D,| unpublished
K12E, F24S
pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mutl125 (+)Zeo E1 and E2. Core contains mutations N16l, | unpublished
Q29R, Y35N, Q57R
pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mutl126 (+)Zeo E1 and E2. Core contains mutations Q8H, | unpublished
G26D, I30N, L36W
pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,
mut25b (+)Zeo E1 and E2. Core contains mutation V34G | unpublished
pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mut36b (+)Zeo E1 and E2. Core contains mutation V34D | unpublished
pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,
mut99b (+)Zeo E1 and E2. Core contains mutation V34D | unpublished
pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mut110b (+)Zeo E1 and E2. Core contains mutation I30N unpublished
pC-E1-E2 pcDNA3.1 | HCV (H77c strain) sequence encoding core, D.A. Dalrymple,
mutlllb (+)Zeo E1 and E2. Core contains mutation Y35N | unpublished
pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mut125b (+)Zeo E1 and E2. Core contains mutations Q29R, unpublished
Y35N
pC-E1-E2 pcDNAS.1 | HCV (H77c strain) sequence encoding core,D.A. Dalrymple,
mut126b (+)Zeo E1 and E2. Core contains mutations G26D, unpublished
I30N, L36W
pC-E1-E2 F24A| pcDNAS3.1 HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation F24A | unpublished
pC-E1-E2 P25A| pcDNA3.1 HCV (JFH-1 strain) sequeaceoding core, | D.A. Dalrymple,
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(+)Zeo E1 and E2. Core contains mutation P25A uhigtodsd
pC-E1-E2 G26A| pcDNA3.1] HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation G26A | unpublished
pC-E1-E2 G27A| pcDNAS3.1 HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation G27A | unpublished
pC-E1-E2 G28A| pcDNA3.1] HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation G28A | unpublished
pC-E1-E2 Q29A| pcDNA3.1] HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation Q29A | unpublished
pC-E1-E2 I30A | pcDNA3.1| HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation 130A unpublished
pC-E1-E2 V31A| pcDNA3.1| HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation V31A | unpublished
pC-E1-E2 G32A| pcDNA3.1] HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation G32A | unpublished
pC-E1-E2 G33A| pcDNA3.1] HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation G33A | unpublished
pC-E1-E2 V34A| pcDNA3.1| HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation V34A | unpublished
pC-E1-E2 Y35A| pcDNA3.1| HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation Y35A | unpublished
pC-E1-E2 L36A | pcDNA3.1| HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo E1 and E2. Core contains mutation L36A | unpublished
pC-E1-E2 JFH-1] pcDNA3.1 | HCV (JFH-1 strain) sequence encoding coreP.A. Dalrymple,
(+)Zeo El and E2. unpublished
pJFH- p ull lengt -lc ownstream of the Wakitaet al.,
JFH-1 uc Full | h JFH-1 cDNA d f the Waki al., (2005

T7 RNA polymerase promoter.
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pJFH-1 GND pucC Full length JFH-1 cDNA carrying atation | Wakitaet al., (2005)
in the NS5B GDD motif, downstream of the
T7 RNA polymerase promoter.

pJFH-1 (1-2837)) pGEM T | HCV (JFH-1 strain) nucleotides 1-2837 D.A. Dalrymp

Easy unpublished

pJFH-1 F24A pucC Full length JFH-1 cDNA carrying atation | Wakitaet al., (2005)
in core (F24A), downstream of the T7 RNA
polymerase promoter.

pJFH-1 G27A pucC Full length JFH-1 cDNA carrying atation | Wakitaet al., (2005)
in core (G27A), downstream of the T7 RNA
polymerase promoter.

pJFH-1 I30A pucC Full length JFH-1 cDNA carrying aitation | Wakitaet al., (2005)
in core (I30A), downstream of the T7 RNA
polymerase promoter.

pJFH-1 G33A pucC Full length JFH-1 cDNA carrying atation | Wakitaet al., (2005)
in core (G33A), downstream of the T7 RNA|
polymerase promoter.

pJFH-1 V34A pucC Full length JFH-1 cDNA carrying aitation | Wakitaet al., (2005)
in core (V34A), downstream of the T7 RNA
polymerase promoter.

pJFH-1 Y35A pucC Full length JFH-1 cDNA carrying aitation | Wakitaet al., (2005)

in core (Y35A), downstream of the T7 RNA
polymerase promoter.
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Plasmids were manipulated and grown in tseherichia coli (E.coli) strain JM109
(Stratagene), (genotymd4-(McrA-) recAl endAl gyrA96 thi-1 hsdR17(rK- mK+) supE44
relAl A(lac-proAB) [F’ traD36 proAB lacl Z4AM15]).

2.1.8 Solutions

Standard solutions used in this study are showowbel

Solutions

Contents

Alkaline lysis buffer for plasmid
purification

0.2 M NaOH, 1 % SDS

Neutralisation buffer for plasmid
purification

3 M potassium acetate 11.5 % glacial
acetic acid

Cell lysis buffer

20 mM Tris pH 7.5, 150 mM NaCl
1 mM EDTA, 1 % NP40

Coomassie stain

0.2 % Coomassie brilliant blueRz®@0,
50 % methanol, 7 % acetic acid

Destain

5 % (v/v) methanol, 7 % (v/v) acetic aci
(in H20)

o

DNA loading dye

30 % glycerol, 0.25 % bromopheilole

Electrochemiluminescence |

1 % luminol, 0.44 %roaric acid,
100 mM Tris-HCI pH 8.5

Electrochemiluminescence Il

30 %®% , 100 mM Tris-HCI pH 8.5

LB broth agar

L-broth, 15 % (w/v) agar

Luria-Bertani (LB) broth

1 % NacCl, 1 % Bactopepto.5 % yeast
extract

PBS PBSA, 68 mM Cag2H,0,
4 mM MgCL6H,0

PBSA 170 mM NacCl, 34 mM KCI, 10 mM
NapHPOy, 18 mM KHPQ,, 25 mM Tris-
HCI pH 7.2

PBST PBSA, 0.05 % Tween-20

Protease inhibitors

20 mM AEBSF, 100 mM Benzamidine
50 mM EDTA, 100ug/ml Apronitin,
100 pug/ml Leupeptine

SDS-PAGE resolving buffer

0.5 M Tris-HCI pH 8.940%6 SDS

SDS-PAGE running buffer

40 mM Tris, 185 mM Glycjiiel % SDS

SDS-PAGE sample loading buffer

100 mM Tris-HCI p9,& % SDS,
10 % glycerol, 5 % mercaptoethanol,
1 pg/ml bromophenol blue

Stacking gel buffer

0.5 M Tris-HCI pH 6.9, 0.4 % SD

Trypsin solution

0.25 % Difco trypsin dissolvedRBS(A),
0.002 % phenol red
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Versene 0.6 mM EDTA in PBS(A),
0.002 % phenol red

10x TBE 8.9 M Tris-borate, 8.9 M boric acid,
0.02 M EDTA (pH 8.0)

2.2 Methods

2.2.1 Tissue Culture

2.2.1.1 Serial Passage of Cells

Huh-7 cells were propagated at°@7in Dulbeccos Modified Eagle’s Medium (DMEM)
containing 10 % FCS, 1 % non-essential amino gd@&AA) and 100 units / ml penicillin
/ streptomycin. Passage of cells was carried o@nwdells reached 90 % confluency using
trypsin (1:100). Cells were seeded in new flasksgithe appropriate media and incubated

in a humidified CQ@ incubator at 37C.

2.2.1.2 Long Term Storage of Cells

Aliquoted cells were stored in DMEM containing 25F6S and 10 % DMSO. Aliquots

were left overnight at - 7@ before being transferred to -F&0for long-term storage.

2.2.1.3 Transfection of Cells with DNA

DNA was transfected into cells using Genejuicedfection reagent (Novagen), according

to the manufacturers instructions.
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2.2.2 Preparation, Manipulation and Analysis of DNA

2.2.2.1 Extraction of Plasmid DNA by Alkaline Lysis

A single bacterial colony was inoculated in 5 ml bBoth containing ampicillin (final
concentration 10Qig/ml). The culture was grown in a shaker (200 rptn37C for 16 hrs.
200 pl of culture was added to 200l of alkaline lysis buffer and mixed gently.
Neutralisation buffer (20Qu) was then added and the solution was again mgesdly.
Samples were then centrifuged at 18,000 g for 2itamand the supernatant decanted into
500 pl isopropanol. DNA was pelleted at 18,000 g for ihume and the supernatant was
removed. The pellet was resuspended inuiBE-0 (+ ribonuclease A, final concentration
16 ug/ml).

2.2.2.2 Oligonucleotide Synthesis

Oligonucleotides were ordered from Sigma-Genosys.

2.2.2.3 Quantitation of DNA

DNA (2 pl) was added to 48l dH,O and the optical density (O.D.) measured using a
BioPhotometer (Eppendorf).

2.2.2.4 Restriction Enzyme Digestion of DNA

All restriction enzyme digests of plasmid DNA werarried out at 37C for at least 1 hr
unless otherwise specified by the manufacturer. Tidts of each enzyme pgg DNA
was used along with enzyme buffer in a total volwh&0 pl. Calf intestinal phosphatase
(CIP) enzyme (10 unitsilg DNA) was added to vector digestions to removehsisphates

from the vector DNA, preventing vector self-ligatio
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2.2.2.5 Agarose Gel Electrophoresis

Agarose gel electrophoresis was used to resolve Disl@dments produced by restriction
enzyme digestion or PCR. Slab gels containing lg¥ase were prepared in 0.5 % TBE
containing ethidium bromide (fig/ml). DNA samples were mixed with 0.1 volumes of
10x agarose gel loading buffer before being loademthe wells of the gel. Gels were run
at 100 V in 0.5x TBE buffer. On completion of elegthoresis, DNA was visualised using
either short-wave UV light or long-wave UV lightrfpreparative gels. A BioRad Gel Doc

2000 imager using Quantity One software was usedrfalysis.

2.2.2.6 Bacteriophage Lambda DNA Markers

Digestion of bacteriophage lambda DNA (4@) with EcoRI and Hindlll and the
appropriate buffer was carried out at°@7for 2 hrs in a total volume of 400l. The

reaction was then mixed with 1.4 ml glbland 20Qul 10x DNA loading dye.

2.2.2.7 DNA Purification from Agarose Gels

DNA fragments were excised from agarose gels ulmgy-wave UV light using a sterile
scalpel. DNA was recovered from the gel using theg€én gel extraction kit, following the

manufacturers instructions.

2.2.2.8 Ligation of DNA Fragments

Using the appropriate ligation buffer, DNA fragme&mtere mixed with T4 DNA ligase and
incubated overnight at 16. Following ligation, DNA was precipitated by addi0.1
volumes 3 M sodium acetate (pH 5.1) and g08@bsolute ethanol and incubated at°@0
for 2 hrs. Ligated DNA was pelleted at 18,000 g I&r mins, washed with 200 70%

ethanol, air dried and resuspended ju 8H,0.
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2.2.2.9 Production of Electrocompetent Cells

LB-broth (400 ml) was inoculated with 5 ml of freshernightE. coli culture and grown at
37°C to an ORy of 0.5-0.8. The flask was chilled on ice for 30nsiand centrifuged at
4,000 g for 5 mins at°€. Supernatant was removed and the pellet resusdancb00 ml
ice-cold dHO. Cells were re-centrifuged as before and resusgzein 250 ml ice-cold
dH,O. Again cells were centrifuged as before andgpsnded in 10 ml ice-cold dB@
(10% glycerol). Finally, cells were centrifugedlzfore and resuspended in 1 ml ice cold
dH,O (10% glycerol) before being aliquoted into [{0aliquotes and stored for up to 6
months at -78C.

2.2.2.10 Transformation of Electrocompetent  E.coli Cells

Ligated DNA was ethanol-precipitated and the peketuspended in il dH;O, 2 pl of
which was added to 7Ql electrocompetenE.Coli in a pre-chilled 1 mm cuvette and
electroporated (1.8 kV, 28F, 200Q) using a BioRad GenePulser Xcell. TReoli were
then resuspended in 1 ml L-broth and incubated7&E 3or 1 hr before being plated on
LB-agar plates (+ ampicillin, final concentratiofQlug/ml). Plates were then incubated

overnight at 37C.

2.2.2.11 Storage of bacterial stocks

Bacterial cultures were mixed with glycerol to aali concentration of 15 % and stored at

-70°C.

2.2.2.12 Sequencing

Nucleotide sequencing was carried out in-housengusin ABI 377 DNA sequencer.

Sequences were analysed using Chromas (ABI) antbVE@| (Invitrogen) software.
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2.2.2.13 PCR Amplification of DNA

PCR (Mullis et al., 1986) was carried out using a GeneAmp PCR mactApplied
Biosystems). Briefly, cDNA or plasmid DNA was anfigd using relevant primers (see
appendix) in the presence of dNTPs, DNA polymeeas®appropriate buffer according to

the manufacturer's instructions. Cycle conditioesenas follows -

Denaturation 94°C 3 min

Denaturation 94°C 45 se
Annealing 66°C 1 min 35 cycles
Elongation  72°C 3 min

Termination 72°C 10 min

2.2.2.14 Site-Directed Mutagenesis

Site-directed mutagenesis was carried out usinggc@ange (Stratagene) according to the

manufacturer's instructions.

2.2.3 RNA Electroporation

2.2.3.1 Plasmid Linearisation for In Vitro Transcription

Plasmid pJFH-1 (or pJFH-1 GND) was linearisedXia | digestion and treated with
Mung Bean nuclease to digest overhangs@3fdr 30 mins) before adding proteinase K
(final concentration 10@ug/ml) and SDS (final concentration 0.5 %) to clé@amplate of
proteins and incubating at 80 for 30 mins. Neutral phenol-chloroform (1QM0) was
added and the sample centrifuged (18,000 g for sniThe aqueous (top) layer was
placed in a fresh centrifuge tube and 0.1 volumed SNH,OAc added along with 3
volumes 100% ethanol. The sample was stored atC-Z0r 30 mins before being

centrifuged at 18,000 g for 15 mins and the pedistispended in 3@ dH,O.
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2.2.3.2 In Vitro Transcription

In Vitro transcription was carried out using a T7 Megasddp(Ambion) following the

manufacturer's instructions.

2.2.3.3 Cell Electroporation

RNA (5 ug) was electroporated into 1xX1€ells using a BioRad GenePulser Xcell (250 V,
950 uF), following the manufacturers instructions. Cellgere then diluted in the

appropriate media and plated out.

2.2.3.4 Preparation of Total RNA

Culture dishes (35 mm) containing electroporatdid @gere washed with PBSA then lysed
using 750ul TRIzol LS. Chloroform (20Qul) was added and the sample shaken vigorously
for 15 seconds before being incubated at RT famiis. Samples were then centrifuged at
18,000 g for 15 mins and the aqueous (upper) phdded to 50Qu isopropanol. This was
incubated at RT for 10 mins before being centrituge 18,000 g for 15 mins. After
decanting, the pellet was washed in 75% EtOH, mixgd/ortexing, and centrifuged at
18,000 g for 10 mins. The pellet was then drie®R&tand resuspended in b of "The
RNA Storage Solution" (Ambion). RNA was stored #°C.

2.2.3.5 First-Strand cDNA Synthesis

The following reagents were added to a nucleasedentrifuge tube — (il gene specific
primer (2 pmole ful), 5 ul RNA, 1 yl 10 mM dNTPs and made up to iR with sterile
dH,O. The mixture was heated to°€5for 5 mins and quickly chilled on ice (1 min). &ip
brief centrifugation, the following were added -u¥5x First-strand buffer, 211 0.1 M

DTT, 1 yl Rnase-OUT. The contents were mixed and incubate87C for 2 mins.

Moloney Murine Leukemia virus reverse transcript@deMLV RT, 200 units) was then
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added and mixed gently before incubation atC37%or 50 mins. The reaction was

inactivated at 70C for 15 mins. PCR was then carried out as inep@i2.2.13.

2.2.3.6 Real-Time PCR

Total RNA (1pl) was reverse transcribed using random hexamelrseuerse transcription
kit (both Applied Biosystems) according to the macturers instructions (10 min at 25°C,
60 min at 37°C, 5 min at 95°C then cooled to 4°@h whe reaction composition as

follows:

10 x Tagman buffer 4l

25 mM MgCh 8.8ul
10 mM dNTPs au
Random hexamers |d
Rnase inhibitor 0.3l
Multiscribe RT 1l
H,O 14.4u
RNA 1yl

Resultant cDNA was amplified using both HCV-specifsee appendix) and GAPDH-
specific primers (Applied Biosystems) in the presemf FAM™ (HCV-specific) and
VIC® (GAPDH-specific) labelled probes, using ApplieBiosystem’s Fast Universal
Mastermix. Real-Time PCR was carried out using AgzpBiosystems 7500 Fast Real-
Time PCR System using Fast Universal PCR condit{e62C for 20 seconds followed by
40 cycles of 95°C for 3 seconds and 60°C for 30rs#x) and data analysed using Applied

Biosystems software (SDS version 1.3.1), accortbrihe manufacturers instructions.

2.2.4 Protein Analysis

2.2.4.1 Crude Protein Expression in Bacteria

A single bacterial colony was inoculated in 5 mibioth (+ ampicillin, final concentration
100 pg/ml) and incubated at 3Z overnight. The next day 1.5 ml of L-broth was
inoculated with overnight culture (1:50). The codtwas grown at 3T for 2.5 hrs before

IPTG was added to a final concentration of 0.3 miMIltures were incubated for a further
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16 hrs at 37C before being spun (4,000 g for 2 mins) and tHiefppeesuspended in 254
PBS. Samples were freeze-thawed, sonicated andfagad (18,000 g for 15 mins) and
the supernatant (soluble protein) was then sulgact&DS-PAGE or used in ELISA.

2.2.4.2 Purification of GST-tagged Proteins

L-broth (400 ml) (+ ampicillin, final concentratiod00 pg/ml) was inoculated with

overnight bacterial culture (1:50) and incubate@&C for 3 hrs. IPTG was then added
(final concentration 0.1 mM) and the culture wasuimated for a further 4 hrs at°&7. The

culture was then centrifuged (4,000 g for 5 mins)l ahe pellet resuspended in 20 mi
PBSA (+ protease inhibitors 1:100). Samples weeeZde-thawed twice then sonicated
before 10 % Triton-100 was added (final concerdrati %). This was then incubated at
RT for 30 mins before being centrifuged (18,0000g X0 mins). One millilitre of slurry

(equilibrated in PBS) of 50 % glutathione-agaroseads was incubated with the
supernatant at RT for 2 hrs before being centrdu@®0 g for 1 min). Supernatant was
stored for analysis and the pellet was washed ttimees in PBS with supernatant being
collected for analysis after each wash. Bound prot&s then eluted using PBS containing
15 mM reduced glutathione. A fraction of each samphs run on a polyacrylamide gel
followed by coomassie staining. Clean samples @ointathe desired protein were then

assayed for protein concentration and used in ELISA

2.2.4.3 Denaturing Polyacrylamide Gel Electrophores is (SDS-PAGE)

Sample loading buffer was added to protein sam{dlglsv/v) before being denatured by
boiling. Resolving gels (10 %) were used to anafys¢eins [resolving gel buffer (1.5 ml),
dH,0 (2.5 ml), 30% Acrylamide / bis solution 37.5:1rt®), 25 % w/v APS (2Qul) and
temed (15ul)]. Gels were poured and levelled using 1 ml,@dHWhen set, gels were
overlayed with 4 % stacking gel [stacking gel buffd ml), dH0 (2.5 ml), 30%
Acrylamide / bis solution 37.5:1 (0.532 ml), 25 %8 (20ul) and temed (1%3l)] before
placing a comb in the overlay. Gels were placedna times running buffer and samples
loaded into wells. Gels were run for 3 hrs at 8@Nuntil the loading dye ran off the

bottom of the gel. Samples were run using a Mioitéan 1l gel kit (BioRad) according to
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the manufacturer's instructions. Gels were theheeiwvestern blotted or stained with

coomassie stain.

2.2.4.4 Western Immuno-blotting of Polyacrylamide G els

Proteins separated on polyacrylamide gels weresfeaed to Hybont'-ECL™
nitrocellulose membranes essentially as describeavijin et al., 1979) using a BioRad
transblot SD blotting device. Transfer was carpetiat 20 V for 20 mins and membranes
were incubated in PBST containing 5 % milk powdgrtock non-specific binding of
antibody. Membranes were washed three times in PBSRT and probed with the
appropriate antibody (diluted in PBSA) for 2 hra=idt. The membrane was again washed
three times with PBST and incubated with the appatg secondary antibody conjugated
to HRP for 2 hrs at RT. Finally the membrane washvea three times in PBST and bound
antibody was detected using Enhanced ChemiluminescReagents | and Il (ECL | & 1)
(Amersham Pharmacia Biotech) in equal ratio. Bamelee visualised by autoradiography
using Kodak X-OMAT film and a Konica SRX-101-A filprocessor.

2.2.4.5 Coomassie Staining

Proteins separated on a polyacrylamide gel wemeestavith Coomassie Brilliant Blue for
30 mins at RT then washed with coomassie destaRiTatintil background staining was

removed. Protein bands were viewed using a lightbox

2.2.4.6 Coomassie Protein Assay Reagent

Purified protein (2Qul) / BSA standard (range 0.125 - 1.5 mg/ml) wasealdtb 980ul of
coomassie reagent (Pierce) and absorbance measu®@b nm using a Genios plate
reader (Tecan). A standard curve was then prefargdbtting each BSA standard against

its concentration iug/pl.

98



David A Dalrymple Chapter 2: Materials and Methods

2.2.4.7 Enzyme-Linked Immunosorbent Assay

Immulon Il flat-bottom plates were coated with miot (in PBSA) and incubated at RT
overnight. Wells were blocked with PBST (2% milkwater) for 2 hrs at RT and washed
three times with PBST before addition of ligand iBBSA) and incubation for 2 hrs at RT.
Plates were washed three times with PBST and pyiraatibody added for 1 hr at RT
before being washed three times with PBST againP ldBnjugated secondary antibody
was then added (1 hr RT) and plates again washied ttmes with PBST. TMB (100l)

was added for 10 mins at RT (in dark) before tlaetion was stopped using 1000.5 M

H,SO4. Absorbance was then measured at 450 nm usingi@$5glate reader (Tecan).

2.2.4.8 Indirect Immunofluorescence

Cells (grown on 13 mm coverslips) were washed thiees with PBS and fixed in
methanol at -2 for 30 mins. Coverslips were then washed threegiwith PBSA and
incubated with primary antibody (diluted in PBS®) fL hr at RT. Coverslips were again
washed three times with PBST and incubated wittreétevzant secondary antibody for 1 hr
at RT. Finally, coverslips were washed in PBS tvdaod dHO once before being mounted
downwards on microscope slides using citifluor.I€lere viewed under UV light using

LSM510 software and a ZEISS confocal microscope.

2.2.4.9 Fluorescence Assay

Crude cell lysate was serially diluted in PBSA amdided to a black 96-well plate.

Fluorescence was measured at 485 nm using a Gaatesreader (Tecan).
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3. Identification of HCV core residues critical for
the interaction with DDX3
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3.1 Introduction

HCV core protein associates with lipid dropletshia cytoplasm of cells (Moradpoetral.,
1996). Using Yeast-2-hybrid screening, an intecactietween HCV core protein and the
cellular DEAD-box RNA helicase DDX3 has been repdrbby 3 independent groups
(Mamiya and Worman, 1999, Owsianka and Patel, 1999, et al., 1999). Comparative
proteomic analysis of lipid droplet proteins in e@xpressing and non-expressing
hepatoma cell lines also indicated that DDX3 asdesi with lipid droplets only in the
presence of HCV core protein (S&tal., 2006). In order to understand the significance of
core-DDXS interaction in terms of virus replicatiand pathogenesis, the HCV life cycle
must be studied in a system where the interactetwden core and DDXS3 is inhibited.
One approach would be to knockdown DDX3 expresbpsiRNA. However, it has been
reported that knockdown of mouse DDX3 in NIH-3T3lséeads to premature entry into
S-phase (Chang al., 2006). Assuming the same is true in hepatoctiésmay offset the
virus life cycle. Another approach is to mutateidass of core, which are critical for the
interaction with DDX3, thus disrupting core-DDX3témaction. This approach would

ensure the normal cellular role of DDX3 was noeaféd.

Previously, it has been reported that amino acil® df core protein are involved in the
interaction with DDX3 (Owsianka and Patel, 199%).order to discover critical residues
within this region, a library of cotgys (HCV core residues 1-59) mutants was constructed
by error-prone PCR. The mutated sequences wereeclatownstream of Green
Fluorescent Protein (GFP) and analysed by GFPalis{@oki et al., 2000b) to confirm
the presence of mutations. GFP-display is a gaitrelghoresis technique for detecting
single amino acid mutations in a polypeptide. GERstable in the presence of protein
denaturing solutions such as 8 M urea and 1% sodiodecyl sulphate (SDS) and
therefore does not lose its fluorescence in SDSPAGard, 1998). This allows GFP to
act as a chemical label attached to a polyproteis.known that the migration of a protein
in a urea-containing SDS-PAGE gel can vary duehw ihtroduction of even a single
amino acid substitution mutation. This is belietede due to the interplay between urea,
dodecyl ions and their strength of binding to déf® amino acids (Aokét al., 2000b,
Aoki et al., 2002). If the protein to be mutated is fusedramfe to GFP then the fusion
proteins carrying mutations can be readily ideedifin urea/SDS-PAGE gel simply by
exposing the gel under UV light and examining thetgin migration profiles. Here, the
intention was to rapidly screen the library to itlisn clones carrying amino acid

substitutions in core and transfer mutated sequeinte a full-length core background in a
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mammalian expression vector for further analysisfodtunately, the GFP-display assay
was not reproducible in my hands and failed to getieemeaningful results. Therefore, a
high throughput assay was designed with a viewagudty screen large numbers of
substitution mutants of HCV core,. This assay was performed in an ELISA format in
which a soluble GST-DDX3 fusion protein, previousiged to delineate the domain of
DDX3 interacting with core (Owsianka and Patel, 99%vas bound to the ELISA plate.
The N-terminal 59 amino acids of core protein (eamihg single or multiple amino acid
substitutions generated by error-prone PCR) wasedalownstream of green fluorescent
protein (GFP) in a bacterial expression vector (BRB-3). The mutants were analysed for
their ability to bind DDX3. Bound mutants were dgé&zl using a rabbit polyclonal anti-
GFP antiserum in order to rule out false negativesurring due to core antibody
recognition sites being mutated during error-pr&@R. Mutants unable to bind DDX3
were then transferred into an expression vectoDi{# 3.1(+)zeo) containing core, E1
and E2 sequence (derived from HCV strain H77c).dutore protein was then studied in
a transient transfection system and abolishmenthefinteraction with cellular DDX3
confirmed by immunofluorescence in transfectedscallpon nucleotide sequencing of
core mutants unable to bind DDX3, systematic reales$ mutations to wild type lead to
the identification of a 13 amino acid region coniag essential residues. Sequential
alanine substitutions were then introduced acrbss region in wild type pC-E1-E2 to
identify individual residues of core protein reeuirfor the interaction between core and
DDX3.
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3.2 Results

3.2.1 Cloning of Core ;.59 into GFP Expressing pKK223-3 Vector

Bacterial expression vector pKK223-3 (Amersham PRizmia Biotech, Sweden),
containing the B domain ditaphylococcus aureus protein A (SpAb) fused to GFP, was
kindly donated by Takashi Aoki (Department of Bieatistry, Health Sciences University
of Hokkaido, Japan) (Aoket al., 2002). The construct was digested witindlll / Pstl,
and the SpAb fragment removed and replaced Hindlll / Pstl digested PCR product of
nucleotides 1-177, encoding amino acids 1-59, ofVHgore (strain H77c). This was
generated by PCR using template pCS2 (an expregkiemid containing core, E1 and E2
sequence derived from H77c) and primers AP233
(AAACTGCAGCACGATAATACCATGGGC, Pstl site underlined, core initiation codon
in bold) and AP234 (CCCAAGCTTOTATTAGGGGATAGGCTGACGTCTACCHindllI
site underlinded) (Fig. 3.1). Correct sequence hef PCR product was confirmed by
nucleotide sequence analysis. Crude bacterial dgsabntaining GFP-Corgy fusions
(GFP fused to amino acids 1-59 of HCV core) weredpced (see methods), and the
presence of GFP-Cargy confirmed by exposure of the lysates to UV lightdetect

fluorescence.

3.2.2 Construction of Mutant GFP-Core ;.59 Library

To construct a library of mutant cers proteins, error-prone PCR (EP-PCR) was used.
This method is ideal for introducing random mutasionto a defined segment of DNA.
The low fidelity of Tag DNA polymerase means this enzyme can misincorporat
nucleotides with a frequency as high as 0.02% psttipn (Eckert and Kunkel, 1991). The
fidelity of Tag can be further decreased by differing the relatlrP concentrations,
using a high M§" concentration and including Mhin the reaction (Leungt al., 1989).
EP-PCR can have various outcomes including no otidk substitutions in the product,
silent substitutions (a nucleotide substitutionussovhich does not alter the amino acid),
or amino acid substitutions (a nucleotide substitubccurs which either alters the amino
acid or introduces a premature stop codon). Ofetiepossible outcomes from EP-PCR,
the PCR products of interest in this project amséhin which a nucleotide substitution

results in an amino acid change. Using primers BR#81 AP234 and pCS2 as a template
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Pstl ta
AP233 — 5" AAA CTG CAGCAC GAT AAT ACCIATG GGC 3

Hindlll Stop Stop
AP234 — 5" CCC AAG CTTCTATTA GGG GAT AGG CTG ACG TCT ACC 3

——{GFP ISR 0P Stop———
pKK223-3 T T

Pstl Hindlll

| |
ORI s topstop

Figure 3.1: Construction of pGFP-corgs Vector pKK223-3 containing GFP sequence

upstream of the B domain &faphylococcus aureus protein A (SpAb) (Aoki et al., 2002),

was digested withPstl and Hindlll to release and replace SpAb with PCR generated
nucleotides 1-177 of HCV genotype la H77c stramc¢eing amino acids 1-59 of core
sequence), followed by two stop codons. A) AP238 #P234 primer sequences.

Restriction sitedstl and Hindlll are underlined, core protein start codon shawbold
and stop codons in italics. B) Schematic diagramiafing strategy.
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as before (section 3.2.1), EP-PCR was performegketerate mutant corgy molecules.
These products were then inserted into the clomewjor pPGEM-T Easy for sequencing.
Nucleotide sequence analysis of a subset of thegams showed that between 1 and 3
nucleotide mutations occurred per PCR moleculastading to 0-3 amino acid changes
per core.sgomolecule, some of which were stop codons (Fig..3[Bese molecules were
then released from pGEM-T Easy by digestion wdihdlll and Pstl and sub-cloned into
pGFP-SpAb (after removal of the SpAb fragment).

3.2.3 GFP-Display Assay

Constructs pGFP-SpAb and pGFP-SpAb (N214D) werana gift from T. Aoki. Fusion
proteins expressed from these constructs in badtaxe previously been shown to migrate
at different rates on urea / SDS-PAGE gels (Aalkal., 2002). Inconsistent results meant
we were unsuccessful in our attempts to reproduesetresults. Constructs were expressed
in bacteria and crude bacterial lysate fractionate@ 12% polyacrylamide gel containing
0.2% SDS and 6 M urea. Fluorescent proteins wesealised by exposing the gel under
UV light. Results were inconsistent, with differesdan migration seen on some occasions
but not on others, although the reason for thisinslear (Fig. 3.3). Despite this, we
attempted to detect differences in migration betwer wild type and mutant GFP-cere
sofusion proteins. Crude bacterial cell lysates veerparated on a 12% polyacrylamide gel,
containing 0.2% SDS and 6 M urea. Unfortunatelffedences in migration patterns were
not detected with mutant proteins (Fig. 3.4). Teéason for this was unknown although it
is possible that certain amino acid changes havee rafiect on migration compared to
others, depending on their isoelectric point. Milétiamino acid changes may also cancel

out the differences in isoelectric points of indival mutations.

3.2.4 Core — DDX3 ELISA Design

As the GFP-display assay was not consistently cemible it was decided to design a
rapid screening assay that could make use of thenade GFP-cotgs mutant library to
identify mutants of interest. This assay was in & lIformat, in which a soluble GST-
DDX3C fusion protein (GST fused to residues 409-@62DDX3), previously used to
delineate the domain of DDX3 interacting with c@@evsianka and Patel, 1999) was
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MUTANT NUCLEOTIDE CHANGES AMINO ACID CHANGES
1 170(A-T) Q57L
2 26(G-A) R9K
101(T-G) V34G
170(A-G) Q57R
3 46(A-T) N16Y
4 40(A-G) N14D
98(G-T) G33V
110(T-A) L37Stop
5 34(A-T) K12Stop
6 16(A-G) K6E
23(A-T) Q8L
7 37(C-T) R13C
41(A-C) N14T
8 107(T-A) L36Stop
9 102(T-A) No Change
10 65(T-G) V22G
109(T-A) L37M
130(T-A) L44M

Figure 3.2: Identification of mutations in an initial subset ofre.sg mutants. Error-prone
PCR was shown to introduce between 1 and 3 nudkatianges per PCR molecule. These
mutations translated to 0 to 3 amino acid changesnwlecule or into premature stop codons.
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GFP-SpAb  GFP-SpAb GFP-SpAb  GFP-SpAb
(N214D) (N214D)

Figure 3.3: Detection of GFP-fused SpAb in bacterial cell lysat€rude

bacterial lysates containing wild type or mutantFa$pAb were fractionated
on a 12% polyacrylamide gel containing 0.2% SDS &nt urea on 2

separate experiments. GFP-fused proteins weretddtby viewing gel under
UV light. The two gels show that the results weo¢ reproducible in my
hands.
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Figure 3.4: Detection of GFP-fused caorg, Crude bacterial lysates containing wild
type or mutant GFP- cojg, were separated on a 12% polyacrylamide gel comigini

0.2% SDS and 6 M urea. GFP-fused proteins weretetdy viewing gel under UV
light.
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bound to the wells of an ELISA plate. Crude baelecell lysate containing GFP-cqrg
mutants, after normalising for GFP fluorescences ti@n incubated with the GST-DDXS3.
Bound GFP-coresg was detected with rabbit polyclonal anti-GFP aartisn followed by
protein A-HRP. HRP enzymatic activity was then nueaed upon addition of TMB

substrate (see methods).

3.2.5 Purification of GST-DDXS3 fusion protein

GST-DDX3C-expressinge. coli were lysed by freeze-thaw and sonication and iataub
with glutathione-agarose beads. Unbound proteinwashed off and bound GST-DDX3C
eluted from the beads using reduced glutathionestNBST-DDX3C remained bound to
the beads but sufficient protein was eluted forinseLISA. As shown in Fig. 3.5, GST-
DDX3C fusion protein of expected molecular weighasaexpressed at least partially in a
soluble form and could be affinity-purified usindutathione agarose. By Coomassie

protein assay it was calculated that @g@ul purified soluble GST-DDX3C was expressed.

3.2.6 Construction of GFP as a Negative Control

To use as a negative control for our ELISA, GFPhalwas expressed B coli. Using
primers quickchange 1 (GATGGACTATACAAACTIAGCACGATAATACCATG) and
quickchange 2 (CATGGTATTATCGTGCGICAGTTTGTATAGTTCATC), site-directed
mutagenesis was carried out on pGFP-Cgym order to introduce a stop codon (CAG
TAG) in the Pstl site between the GFP and cpsesequences (red nucleotides indicate
site-directed substitution; see Fig. 3.1). The s8ui®n was confirmed by nucleotide

sequence analysis.

3.2.7 Recognition of Bacterially Expressed Proteins by Antisera

The ELISA assay designed required bacterially esggd GST-DDX3C to be bound to
wells of an ELISA plate followed by incubation withude bacterial lysate containing GFP
or GFP-Corgsgfusion proteins. GFP protein binding GST-DDX3C wbthen be detected
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A
GST-DDX3C
pPGEX-6P3
GST DDX3C (409-622)

B M T W1 W2 W3 W4 E1l E2E3 B
220kDa—»
97.4kDa—»-

66kDa —»

46kDa—> — - <+«— GST-DDX3C
30kDa—>

21.5kDa

14.3kDa—» -_. SUNISSENRRS i

Figure 3.5: Purification of GST-DDX3C. (A) Schematic diagrarh ®@ST-DDX3C in the
pGEX-6P-3 vector (Pharmacia) used for ELISA. Thelr@sding sequence is not drawn to
scale. (B) Coomassie brilliant blue-stained SDS-EAG&G0%) of amino acids 409-622 of
DDX3 (fused to GST).E. cali expressing GST-DDX3 were lysed by freeze-thaw and
sonication before addition of glutathione-agarosads to bind GST-DDX3C. Samples
were then washed in PBS and GST-DDX3C eluted fromathione-agarose beads by
addition of reduced glutathione. Samples harvested each stage were analysed by SDS-
PAGE and Coomassie brilliant blue staining. (M-ribaiw markers, T- Total cell lysate, W-
Wash, E- Elution, B- Beads).
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by a combination of rabbit polyclonal anti-GFP aatum followed by protein A-HRP.
TMB substrate is then added and the enzymatic imastopped using #$0O, after an
appropriate time. HRP enzymatic activity (indicatief GFP-corgsg binding to GST-
DDX3) would then be measured by optical densitynuinber of validation experiments
were initially carried out in order to test the ecifieity of the ELISA. Antibodies were
tested for their affinity and specificity to badtdly expressed fusion proteins bound to
Immulon Il ELISA plates. Either GST-DDX3C or crutlacterial lysate containing GFP or
GFP-coresg was bound to Immulon |l plates overnight and ptblvéth either rabbit
polyclonal anti-GFP, anti-core (R308) or anti-DDX3648) antisera followed by protein
A-HRP and then incubated with TMB substrate. Rapbiyclonal antisera against both
GFP and HCV core (R308) recognised GFP-cggandicating that the fusion of GFP and
coregsg did not affect antibody recognition sites. Anti4gFand not anti-core, was able to
detect the negative control GFP, while only ralpbitclonal anti-DDX3 antiserum (R648)
recognised GST-DDX3C (Fig. 3.6).

3.2.8 Optimization of Protein Concentration for ELI  SA

Using crude bacterial lysate as a source of GFRyGomeant it was not possible to
guantify the amount of ligand (GFP or GFP-Gege present in each sample by standard
Coomassie protein assay since other bacterial ippot@ould affect quantification. To
ensure equal amounts of each ligand were usedriraggay we normalised our lysates
based on GFP fluorescence. Varying dilutions oflerbacterial lysate were analysed by
optical density and fluorescence plots calculated.(3.7). In order to find optimal
concentrations of both DDX3C and ligand for ELIS#trations were carried out on
Immulon Il plates. Concentration of GST-DDX3C (aadibn plate) was serially diluted 3-
fold from left to right across the plate while GE®fe .59 concentration remained the same
for each well (20,000 Relative Fluorescence UriREU). Bound protein was detected
using rabbit polyclonal anti-GFP antiserum (1:5)0G0llowed by protein A-HRP
(1:10,000). ELISA plates were then incubated wit¥Bl substrate, the reaction stopped
with H,SOy after an appropriate time, and absorbance leveld gy optical density.
Results showed that 0.¢i§ of GST-DDX3C/well was optimal for the ELISA (Fig.8a).

In order to find the optimal concentration of GFPR5corese, a similar experiment was
carried out in which crude bacterial lysates weateted across GST-DDX3C coated
ELISA plates (GST-DDX3C was used at its previougdyimized concentration of 0.67
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Figure 3.6: Antibody recognition of bacterially expressed &usproteins. Proteins to |
used in the ELISA were analysed for their abildybe recognised by various antibodies.
GST-DDX3C or crude bacterial lysate containing @it@FP or GFP-coigy was bound
to Immulon Il plates and incubated with anti-DDX848, anti-GFP or anti-core R308
antiserum, followed by protein A-HRP. TMB was addetl HRP enzymatic activity
measured by optical density at 450 nm. Polyclonai-RDX3 antibody detected
DDX3C while polyclonal anti-GFP and polyclonal aotire antibodies did not. Anti-
GFP antibody efficiently detected both GFP and @BR 59 while only anti-GFP and
not anti-core antibody detected GFP.
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Figure 3.7: Relative fluorescence intensity of GFP-gagemutants. Increasing
concentrations (1, 5 or 1@ in 100 ul PBS) of crude bacterial lysates containing
either wild type, mutant 1 or mutant 2 GFP- ggegrotein were analysed for GFP
fluorescence levels by optical density. Relatikmifescence units were used to
normalise lysates before use in ELISA. All samplgere normalised to a
fluorescence of 20,000 RFU. A) GFP- cog¢ B) GFP- corgsgmutant 1, C) GFP-
core.sgmutant 2.
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Figure 3.8: Optimization of GS-DDX3C/GFF-core; .59 levels for ELISA. A) Wells of al
Immulon Il plate were coated with a series of 3ifdiluted GST-DDX3C from left to
right across the plate. Crude bacterial lysateainimtg GFP- corgsg was incubated with
the bound GST-DDX3C at a constant RFU of 20,000rUmcubation firstly with anti-
GFP antibody, then protein A-HRP followed by TMBbstrate, optical density was
calculated (see methods). Results suggest that @6 GST-DDX3C was optimal for
the assay. B) Wells of an Immulon Il plate weretedawith dilutions of crude bacterial
lysate containing either GFP or GFP- gage(normalised for GFP content). Optimized
levels of GST-DDX3 (0.67ug/well, Fig. 3.8A) were incubated with bound crugsate.
Upon incubation firstly with anti-GFP antibody, therotein A-HRP followed by TMB
substrate, optical density was calculated. Reshitsved that relative fluorescence units
of 20,000 gave optimal contrast between GFP and G&ife ss.
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ug/well). Protein bound to GST-DDX3C was detectethgigabbit polyclonal anti-GFP
antiserum followed by protein A-HRP. ELISA were oad out as described above and
absorbance levels read by optical density as befenam this titration it was confirmed
that the concentration of GFP-case used in our previous GST-DDX3C titration
(fluorescence = 20,000 RFU) gave optimal contrastveen GFP-cokgs and GFP (Fig.
3.8b).

3.2.9 Identification of GFP-core .59 Mutants Unable to Bind DDX3C

Of 130 mutants tested by ELISA, 9 were found toehbass than 50% absorbance levels
compared to that of wild-type GFP-Cggg indicating a reduced affinity for GST-
DDX3C, whereas other mutants bound GST-DDX3C ffidy (Fig. 3.9). In order to
confirm these results, all 9 mutants were indiviusubcloned into the HCV strain H77c
encoded core, E1 and E2 background in a mammatiamression vector pcDNA3.1 (+)Zeo
(Fig. 3.10). This was achieved using a triple fragincloning strategy. Briefly, to
overcome restriction site problems, pC-E1-E2 wagsted withPstl and Clal to provide
the vector backbone and 3’ end of core-E1-E2 in&imilarly, pC-E1-E2 was digested
with Xhol and Clal, producing a 195 bp insert, which, together wite vector backbone
fragment, was ligated to mutant coge sequence (digested witPstl and Xhol). These

mutant pC-E1-E2 constructs were then analysedransient transfection system.

3.2.10 Identification of Core Residues Required For Interaction
With Cellular DDX3

Wild type or mutant pC-E1-E2 was transfected ink869confluent naive Huh7 cells on
coverslips using GeneJuice Transfection Reagentdfn). Two days post-transfection,
cells were fixed in methanol, permeablised with PB8nd probed for core and E2 by
immunofluorescence to confirm that all transfecsidmad been efficient and that viral
proteins were being expressed in transfected dgllg. 3.11). E2 was distributed
throughout the cytoplasm while core was seen inc&ppunctate cytoplasmic spots.
Initial experiments to identify core mutants unatdeinteract with DDX3 relied on crude
bacterial lysates containing core residues 1-58dus GFP and affinity purified DDX3 C-

terminus fused to GST. To investigate the intecachietween full-length HCV core
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Figure 3.9: Reactivity of GFP- comrgsg mutants to GST-DDX3C. Crude
bacterial extracts expressing GFP- ggsemutants (normalised to 20,000
RFU) were added to wells of Immulon Il plates cdateith 0.67ug GST-
DDX3C. Bound protein was detected using anti-GF&sarum followed by
protein A- HRP. Each mutant was tested in tripkcand error bars shown. A)
Mutants binding GST-DDX3C. B) Mutants unable to diGST-DDX3C.
Sample names represent mutant sample number.
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Pst | Xho |
A
— " GFP___ StopStop——

pKK223-3

B Xho |

Pst | Xho | Clal
l l l Xho |

pcDNA3.1 (+)Zeo

C
pcDNA3.1 (+)Zeo

Figure 3.10: Cloning strategy for insertion of mutations intored1-E2 expressing
vector. Single fragment cloning of mutant cofgwas not possible due to two othérol
sites (red) in pcDNA3.1 (+)Zeo CE1E2. A) Mutant €mequence was digested from
pKK223-3 GFP- corgsg using restriction enzymegstl and Xhol. B) pcDNA3.1 (+)Zeo
containing core, E1 and E2 sequence was digestéu Xtiol and Clal to produce
fragment 2, and, in a separate reaction, digesttdRstl and Clal to produce fragment 3
(including the vector backbone). C) Digested fragtee, 3 and mutant cqrg were then
ligated together to produce mutant core-E1-E2 énttDNA3.1 (+)Zeo background.
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Mock Wild type

Mutant 25 Mutant 36

Mutant 99
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Mutant 110 Mutant 11

Mutant 115 Mutant 125

Figure 3.11: Expression and localisation of transiently trantfddHCV
structural proteins core and E2. Mutant core secgeiof interest were
cloned into core-E1-E2 expression plasmid pC-Elae8 transiently
transfected into Huh7 cells (see methods). Fongreihrs post-
transfection, cells were fixed in methanol, perniisald with PBS-T and
probed with rabbit polyclonal core antiserum (R30&)d mouse
monoclonal anti-E2 antibody (AP33), followed by ianatbbit FITC and
anti-mouse Cy5, respectively.
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mutants and cellular DDX3, cells transfected witlutamt pC-E1-E2 were fixed in
methanol 48 hrs post-transfection, permeablisedh WRBS-T and analysed by
immunofluorescence for core and DDX3. The resuitsioed were in accordance with the
data from our initial ELISA screen in that all 9 tant core proteins failed to interact with
DDX3 in the way wild-type core did (Fig. 3.12). taad, DDX3 was seen to have a typical
diffuse cytoplasmic localisation similar to that mon-transfected cells. Nucleotide
sequence analysis was carried out on these 9 mwadteach was found to have between
1 and 4 amino acid substitutions (Fig 3.13). Og¢iiest, mutant 90 had only one amino acid
substitution (I30N) indicating this residue musvéa negative effect on the interaction of
core with DDX3. It was also noted that all 9 mugatad at least one amino acid
substitution in the region spanning amino acids3@4-indicating that this region may
harbour amino acids that are critical for the doi2X3 interaction. To test this hypothesis,
site-directed mutagenesis was carried out to reameyt mutation out-with this 13 amino
acid region back to wild type. As previously stateite-directed mutagenesis requires PCR
amplification of the total plasmid, introducing thmossibility of random PCR errors
throughout the synthesised product. To overcongepbssibility, site-directed mutagenesis
was carried out on the original pGFP-goyemutant constructs. Primers were designed
which would individually substitute each “out-lyihghutation for wild type. Each “out-
lying” mutation was systematically reverted to wilghe by site-directed mutagenesis and
substitutions confirmed by nucleotide sequence yaigal These new mutant cekg
fragments were then sub-cloned into pC-E1-E2 agquely described (section 3.2.9).

These new mutants (designated “mutant Xb”) wenesiemtly transfected into Huh7 cells
as before. Two days post-transfection, cells wiedfin methanol and permeablised with
PBS-T. To investigate the interaction between tmestants and cellular DDX3, cells were
probed by immunofluorescence for core and DDX3with the original 9 mutants unable
to interact with DDX3, none of these new core mtganteracted with DDX3 (Fig. 3.14),
indicating that this 13 amino acid region of cagénivolved in the interaction between core
and DDX3. As expected, all transfected cells exg@dsHCV viral protein E2 (data not

shown).

To determine which residues in this 13 amino aeglan were essential for the interaction
between core and DDX3, alanine-scanning mutagerssisss amino acids 24-36 was
performed, in which each amino acid in this regioes sequentially mutated to alanine.
Alanine was chosen as the replacement residue iaghe most common amino acid in
proteins (Klapper, 1977). This non-polar, hydrophamino acid (Fig. 3.15) is the second

smallest of all amino acids (behind glycine) andslnot impose any unwanted steric
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Mutant 110

Mutant 111

Mutant 115

Mutant 125

Mutant 126

Figure 3.12: Analysis of the interaction between mutant coretgns
and DDX3. Mutant core sequences of interest cloima core-E1-E2
expression plasmid pC-E1-E2 were transiently tratstemto Huh7 cells
(see methods). Forty-eight hrs post-transfectioglls cwere fixed in
methanol, permeablised with PBS-T and probed watbbit polyclonal
core antiserum (R308) and mouse monoclonal anti-BOX0196),
followed by anti-rabbit FITC and anti-mouse CySpectively.
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aa No. 1 59
Core MSTNPKPQRK TKRNTNRRPQ DVKFPGGGQI! VGGVYLLPR GPRLGVRATR KTSERSQPR
Mutant 25 G

Mutant 36
Mutant 90
Mutant 99
Mutant 110
Mutant 111
Mutant 115
Mutant 125
Mutant 126

Figure 3.13: Nucleotide sequence analysis of core mutants enabinteract with cellular DDX3. The 9 core mut
unable to bind DDX3 both in ELISA and transiennitection assay were analysed by nucleotide seqgen@mino

acid substitutions found in these 9 mutants areveh@ed). The green box denotes a region in whitl® &ICV core

mutants unable to bind DDX3 had at least one naratn order to confirm if the substitutions withins central region
were responsible for abolishing the core-DDX3 iatgion, site-directed mutagenesis was used to tremgrlying

substitutions (red) back to wild type. These neweamutants (designated “mutant Xb"), were then yse for core-
DDX3 interaction by immunofluorescence in the tianstransfection assay as described in sectio8.3.2
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Mutant 110

Mutant 111K

Mutant 115§

Mutant 125§

Mutant 126}

Core

Core

Figure 3.14: Analysis of the interaction between mutant coretgins and
DDX3. Mutant core proteins constructed by site-ctied mutagenesis were
transiently transfected into Huh7 cells. Forty-¢igins post-transfection,
cells were fixed in methanol, permeablised with PB&nd probed with
rabbit polyclonal core antiserum (R308) and mousenaclonal anti-
DDX3 antibody (AO196), followed by anti-rabbit FIT&d anti-mouse
Cy5, respectively.
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©H;

Figure 3.15: Structure of alanine. The shaded area shows thie bas
amino acid backbone common to all amino acids (amgmoup,
carboxyl group, hydrogen atom and a-carbon (greeM)e the side
chain specific to alanine (GHis attached to the a-carbon by the -
carbon (red).
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effects, unlike those with bulky side chains sushtrgptophan. The elimination of side
chains beyond th@-carbon (as in alanine) allows a more informativelgsis of the
importance of specific side chains, thus reducing tunctional comparisons required
between mutant and wild-type protein. For thesesars, alanine was chosen as the
replacement residue for mutagenesis. To overchm@assibility of unwanted mutations
(caused by PCR), site-directed mutagenesis wagedasut on pGFP-coigg (wild type)

as before. Primers were designed to introduce Speauicleotide substitutions into the
wild type core construct. These nucleotide sulsbig resulted in amino acid
substitutions from wild type sequence to alanin@sproceduce was carried out for each
of the 13 HCV core residues between 24 and 36 amtdgenesis confirmed by nucleotide
sequence analysis. As before, these alanine mseguiences were subcloned into pC-E1-
E2 and transiently transfected into Huh7 cells. dags post-transfection, cells were fixed
in methanol, permeablised with PBS-T and probed foore and DDXS3.
Immunofluorescence analysis of these transfectdld showed interesting results. All
alanine mutants showed typical punctate cytoplastoie staining similar to wild type
core protein, however, while some mutants (P25A64228A, Q29A, V31A, G32A and
L36A) showed distinct colocalisation between conel ®DX3 (similar to that seen with
wild type HCV core), other mutants (F24A, G27A, A30G33A, V34A and Y35A)
showed no interaction with DDX3 at all (Fig. 3.1@). cells transfected with these core
mutants, DDX3 had a diffuse cytoplasmic localisatisimilar to that seen in non-
transfected cells. In total, 6 residues withinsthi3-residue region were shown to be
critical for interaction with cellular DDX3 (resiés 24, 27, 30, 33, 34 and 35). When
substituted for alanine, these residues led tanthigition of interaction between HCV core
and cellular DDX3.
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V34A EeegE

Y35A H&gE]

AW Core

Figure 3.16: Analysis of alanine-substitute mutant core-DDX3
interaction. Using site-directed mutagenesis taothice nucleotide
changes, residues 24-36 of wild type HCV core wseguentially
substituted for alanine (within pC-E1-E2). Alanineutants were then
transiently transfected into Huh7 cells. Forty-¢ighs post-transfection,
cells were fixed in methanol, permeablised with PB&nd probed with
rabbit polyclonal anti-core antiserum (R308) andus® monoclonal
anti-DDX3 antibody (AO196), followed by anti-rabtiTC and anti-
mouse Cy5, respectively.
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3.3 Discussion

The aim of this chapter was to identify individuasidues of core protein required for the
interaction between core and DDX3. The discoverguath residues would enable further
studies on virus replication in which DDX3 did nateract with core protein, allowing
direct comparisons of replication kinetics with amdthout DDX3 interaction. If
interaction is essential for viral replication iellcculture, mutant viruses will not replicate.
However, it is also possible that the interactismaquired for some other process in the
virus life cycle such as translation (DDX3 has be&own to rescue yeast lacking the
translation factor and DDX3 homologue Dedl1p (Mamaya Worman, 1999)), packaging
of viral RNA (the helicase activity of DDX3 may bequired for packaging viral RNA into
particles) or release of viral RNA in newly infedteells. As well as having an effect on
the virus life cycle, it is also possibile that ihéeraction between core and DDX3 plays a

role in the pathogenesis of the virus, doing sinhybiting some cellular process.

In order to identify critical residues of core régd for this interaction it was necessary to
generate and test a large number of core mutaat&léntify these residues, EP-PCR was
used to produce a library of cesg mutants, each carrying 0-4 amino acid substitstion
Since EP-PCR products carrying premature stop odan having no amino acid
substitutions were of little interest, a method fdentifying mutants with amino acid
substitutions was required. GFP-display is a tepimiused for identifying single amino
acid substitutions in proteins (Aokt al., 2000b). Proteins fused to GFP are expressed in
bacteria and crude lysates separated by SDS-PA@®teipresence of urea. GFP is stable
in the presence of urea (Ward, 1998) and therafaneact as a chemical label attached to
the fused protein. The interplay between urea, $®8 and the strength of binding
between the ions and specific amino acids is betleto determine the mobility of the
polyprotein through the gel (Aolet al., 2000b, Aokiet al., 2002). Single amino acid
substitutions can therefore alter the mobility bé tpolyprotein. The cofgs mutants
produced by EP-PCR were cloned downstream of GF®& liacterial expression vector
(pKK223-3) and expressed iB. coli. Crude bacterial lysates containing GFP-gese
mutants were separated by SDS-PAGE containing 6 ré& inowever differences in
mobility were not seen between mutants. Using caot donated by T. Aoki (University
of Hokkaido, Japan) -shown to have different mopipatterns under these conditions
despite only one amino acid substitution (SpAb &pdb N214D, (Aokiet al., 2002))-
inconsistent mobility patterns were seen. This siayly be due to experimental error as
accurate urea concentration is critical for thchteque (Aokiet al., 2000b).
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To overcome this problem, and still make use of@fd>-coresg library, an ELISA based
assay was designed allowing rapid screening ofrth&ant library. GST-tagged DDX3C
(DDX3 amino acids 409-622) was coated on ELISAgdatnd incubated with either wild-
type core (fused to GFP) or error-prone PCR produnatant core (also fused to GFP).
Bound protein was detected with rabbit polyclongi-&FP antiserum followed by protein
A-HRP. This assay allowed us to quickly identifyspible core mutants with low affinity
for DDX3. Although mutants with premature stop coslanay also have no affinity for
GST-DDX3C, these were easily identified by nucldetisequence analysis. In total, 9
mutant core proteins were found to have low bindiffgnity for DDX3 while having no
premature stop codons. Upon sub-cloning of thes¢éambucoresy sequences into a
mammalian expression vector (pcDNA 3.1(+)zeo) aimiig core, E1 and E2 sequence,
transient transfection of naive Huh-7 cells follaw®y immunofluorescence of transfected
cells (probing for core and DDX3), confirmed nonietlbe core mutants were able to
interact with cellular DDX3. DDX3 remained diffugdbcalised throughout the cytoplasm
as in non-transfected cells while core showed glgigtoplasmic staining similar to that of

wild type core.

Nucleotide sequence analysis showed that a vasfatyutations were present in the 9 non-
binding mutants. Interestingly, mutant 90 had ooahe amino acid substitution (I30N),
indicating this residue was essential for core-DDX&raction. Concentrating on this
region of core, it was noted that all mutants hialéast one amino acid substitution within
a 13-residue area surrounding amino acid 30. Téirooif the substitutions located within
this 13-residue region were responsible for abwoighhe interaction between core and
DDX3, site-directed mutagenesis was used to ré\eert-lying” mutations back to wild
type. These new core mutants (containing only tikations found between amino acids
24-36) were transiently transfected into Huh7 caBsbefore and core-DDX3 interaction
analysed by immunofluorescence. Again, none oBtineutants were able to interact with
DDX3, indicating that the mutations within this i&sidue region of core were responsible
for abolishing the interaction with DDX3. In ordtr identify which of these 13 residues
were involved in the interaction between core afaXB, alanine-scanning mutagenesis
was carried out across this region. Each of theesRlues between amino acids 24 and 36
of core were substituted individually for alaninedatransfection studies carried out as
before. While 7 of the 13 substitutions had no aslveeffect on the interaction between
core and DDXS3, 6 alanine substitutions abolisheditieraction completely. Substituting
any one of residues 24, 27, 30, 33, 34 and 35 l@mmiree was enough to abolish the
colocalisation between core and DDXS3.
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Residues 19-41 of core protein, written on a ctads3.6 amino acids per tusnhelix (the
proposed structure of a polypeptide produced byitiesome before native folding (Lim,
1978)) show the proximity of these 6 essential amacids to each other (Fig. 3.17).
Residues 24, 27, 30, 34 and 35 all reside on thee sside of theu-helix, however in
contrast, residue 33 appears on the opposite $itteecstructure. The close proximity of
these residues in thishelix model would suggest that this is indeed livading site for
DDX3. In order to identify any major structural extaitions these mutations may have on
core, the putative structure of mutant core prow#s compared to that of the wild type
NMR structures proposed by Ladaviexteal. (unpublished data, Protein Data Bank I.D.
1CWX). Ladaviereet al. described four different structures using residiekb of core,
fortunately however the region of interest in thegent study (including a proposed helical
structure between residues 30 and 39) was identicehch model. Using the molecular
modelling program AMBER 99 (Ponder and Case, 2Q063)nd the minimum energetic
position (minimisation) of each mutant structutee 6 core mutations were individually
inserted into the proposed core structure and coedp@ that of the wild type model (Fig.
3.18). Put simply, if adjacent amino acids can megined jostling for position next to
each other, then the minimum energetic positidche@smost naturally comfortable position
for each amino acid in that environment. With thxeeption of residue 33 which, when
mutated to alanine caused a slight “kink” in théxhstructure, none of the mutations had
any significant effect on the predicted secondémycsure of core within this region and all
retained the predicted helix (D. Gatherer, persoc@ihmunication), suggesting that
mutation of these residues inhibits interactionhwilDX3 not by altering the overall
structure of core but instead by alterations toitieracting surface domain required by
DDX3. These alterations to the interacting surfdomain are caused by the presence of a
different side chain when the amino acids are melavith alanine. Figure 3.19 shows the
properties and side chain of each amino acid iraeiw the interaction as well as that of
alanine. Although each amino acid is similar inrgeaand polarity to alanine (with the
exception of tyrosine which is non-polar compam@a@lanine which is polar), amino acids
isoleucine, phenylalanine, tyrosine and valine hiavge side chains whereas alanine has
only a small side chain, suggesting these large slthins may play a role in binding
DDX3. It should be noted however that glycine, whis essential at residues 27 and 33 of

core (for interaction with DDX3), has a small satain similar to alanine.

Analysis of 52 core protein amino acid sequencem fdifferent genotypes showed that
HCV core has a highly conserved amino acid sequaoaess all genotypes with 85.3% -
100% conservation observed (Budthal., 1994). Here, the amino acid sequence of the first

59 residues of core protein were analysed fromiddiates from all genotypes. This
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Figure 3.17: Relative positions of HCV core residues required fo
interaction with DDX3. HCV core residues 19-41 avdtten on a
classical a—helix (3.6 amino acids per turn). Reidues indicate those
required for interaction between core and DDX3.cBland grey
residues distinguish amino acids on front and o¢&D helix.
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G33 V34

Figure 3.18 : Analysis of predicted structural changes in corevben residues
21 and 39 due to alanine mutations. Using an NMRehoticore proposed by
Ladaviereet al. (Protein Data Bank 1.D. 1CWZ), amino acids 24, 270, 33, 34

and 35 were individually mutated to alanine and mutstructures minimised
by AMBER99 to find the minimum energetic positioheach residue.
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Amino acid Sidechain | Sidechain acidity Structure
polarity or basicity
*NH,
Alanine Non-polar Neutral H.C — |C —COO
H
+|T| |_|3
Glycine Non-polar Neutral H— C —COO
H
fH;T Hy
Isoleucine Non-polar Neutral CHyCHy C— C —COO
H H
+T |_|3
Phenylalanine| Non-polar Neutral QHzC_C —COoO
H
+’\|l H3
Tyrosine Polar Neutral O_QHZC_C —Ccoo
H |
H
*NH,
. H,C |
Valine Non-polar Neutral > CH— C —COO
H,C H

Figure 3.19: Properties of the amino acids essential for intesactith

DDX3 and comparison with alanine. Structures in irdicate amino acid

side chains.
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region was found to be highly conserved, with kgemotypic identity ranging from 79.7%
(genotype 3b) to 98.3% (genotype 2c) (Fig. 3.200erestingly, of 104 isolates analysed
covering all genotypes (excluding those from gepetgb), the 6 residues shown to be
required for the interaction between core and DD¥8e 100% conserved (Fig. 3.21).
Analysis of the 8 genotype 3b isolates showed sioteeesting results. Four of the isolates
had 100% conservation of the essential amino &#d&7, 30, 33, 34 & 35 while the other
4 had a glycine to glutamic acid substitution aidae 33. As well as this substitution at
residue 33, these 4 isolates also share commotitstibas at residues 26 (Gly — Arg), 43
(Arg — GIn) and 48 (Ala — Glu) (Fig. 3.21), howewbhe infectivity of these isolates is

unknown.

The highly conserved nature of these 6 residueasates that the interaction between core
protein and cellular DDX3 may play some essentide tin the virus life cycle. In the

following chapter, these identified residues ofecare introduced into the newly described
infectious JFH-1 system in order to study the affélee abolition of this interaction has on

virus infectivity, replication and particle release
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Genotype Identity
la 89.8%
1b 86.4%
1c 94.9%
2a 89.8%
2b 96.6%
2c 98.3%
3a 89.8%
3b 79.7%
4 94.9%
5 96.6%
6 89.8%

Figure 3.20: Amino acid identity within HCV genotypes. Amino
Acids 1-59 of HCV core protein isolates were anatly$or identity
with other isolates from the same genotype. Analygs carried out

using Vector NTI (Invitrogen).
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Genotype la

1 10 20 30 40 50 i
MSTHFKP ORETKRNTHNRRPQDVEF FGGGOIVGGVYLLFRRGPRLGVRATRETSERSOPR

18C128-04
colonel MaTNPEFORETERNTHERPQDVEF PGGGOIVGEVYLLPRRGPRLGYRATREETIERZOPR
H77c MATNPEF CRETEFNTHERPQDVEF PGGGOIVGEV Y LLPRRGPRLGYRATRETIERZOPR
HC-11 M3TIPEFORETERNTHERFQDVEFPGGGOIVGEVTLLPRRGPRLGYRATRETIERZOPR

1
1
1
1
1
HC¥-1 HCY-PT | 1| M3 THFEF QRENERNTHERPQDVEF GGG IVEGVTLLPRRGFRLGVEATRETSERSORE
1
1
1
1
1

HCWY-1./90 MaTHNPEFORETERNTHERPLDVEF PGGGOIVGEYYLLPRRGPRLGYRATREETIERZOPR
HCV-H METHNPEFCRETEFNTHERPQDVEF PGGGO VGGV T LLPRRGPRLGYRATRETIERZOPE
HEC2788320 MATHPEF CROTERN THERFQDVEFPGGGo VGGV TLLPRRGPRLGYRATRETIERZOFPR
pHCV-1/5F3 A METHNPEFORETEFNTHERFQDVEF PGGGOIVGEYTLLPRREGPRLGVRATRETIERZOPR
Tehran-12 MaTNPEFORETERNTZRERPQDVEF PGGGOIVGEVYLLPRRGPRLGYRATREETIERZOPR

1| M3 THPEP ORETERNTHERF ODVEFPGGGOIVGGVYLLPRRGPRELGVRATRETSERSOFR

Genotype 1b

1L 1o 20 30 40 50 I

ABO16785 | 1| MSTMPEPORETERN THRREPODVEFPGGGOIVGGVVLLPRRGPRLGYRATRETSERSOPR
AYBE7016 | 1| MSTHPEPQREIERNTHRRPODVEFP GGG IVGGVYLLPRREGPRLGYRATRETSERP QPR
Con-1| 1| MSTNPEPORETERNTHRERF ODVEFPGGGOIVGSVYLLPRRGPRLGVRATRETSERSOPR
HC-C2 | 1| MSTHPEFPQRETERNTHRRF ODVEFP GGG IVGEVYLLPREGPRLGYRATRETSERS QPR
HC-J4 | 1| MSTHNPEPORETERNTHRRF ODVEFFPGGGOIVEEVYLLPREGPRLGVRATREXSERSOPR
HCR-6 | 1| MSTHPEFORETERNTHRREFPODVEFPGGGOIVGEYYLLPRRGPRLGVEATRETSERS PR
HCV-A | 1| MSTHPEFPORETERN THRERP ODVEFPGGGOIVGEYYLLPRRGPRLGVEALRETSERS QPR
HCY-J | 1| MSTNPEPQRETERN THRRPODVEFPGGGOIVGGVVLLPRRGPRLGYRATRETSERSOPR
HCV-IS | 1| M3 THPEPORETERN THRRPODVEFPGGGOIVGGVYLLPRRGPRLGYRATRETSERS QPR
HCY-K1-R1 | 1| IS TNPEPORETERNTHMRERF ODVEFPGGGOIVGSVYLLPRRGPRLGVRATRETSERSOPR
HCV-M | 1| M THPEPORETERN THRERPODVEFPGGGOIVGGY Y LLPRRGPRLGVREATRETSERS QPR
HCV-0 | 1| NS THPEPORETERN THERF ODVEFFGGGOIVGGEY YLLPRRGPRLGVREATRETSERS QPR
HCV-S | 1| MSTHPEFORETERNTHRREFP OLVEFP GGG IVGEVYLLPRRGPRLGVEATRETSERS PR
HCV-51 1| MSTIPEPQRETERNTYRRFODVEFPGGGOIVGEVYLLPRRGPRLGYRATRETSERSOF R
HCYTO050 | 1| NS THNPEPQRETERN THNRRFPODVEFPGGGQIVGGYYLLPRRGPRLGVYRATRETSERS QPR
433 | 1| NS THNPEPQRETERN THRRPODVEF PGGGOIVGGVYLLPRRGPRLGYRATRETSERSOP R

JT | | NS THPEPORETERN TYRRPODVEFPGGGOIVGGY T LPRRGP TLGVRATRETSERS QPR

M1LE | 1| MSTNPEPORETERNTHMRERP ODVEFPGGGOIVGSVYLLPRRGPRLGVRATRETSERSOPR
MD10-386 | 1| MSTNPEPQRETERNTHRRF ODVEFP GGG IVGGVVLLPRRGPRLGYRATRETSERSOPR
NC-1 1| MSTHPEF QRETERNTHERF ODVEFPGGGOIVGEEVYLLPRRGPRLGYRATRETSERSOF R

1| M5 TNPEPORKTERNTHNRRF QDVEFPGGGOIVGGVYLLPRRGPRLGVRATRETSERS QPR

Genotype 1c

1|1 10 20 30 40 50 .

AY051292 | 1| M3 TNPEFQRETERNTNRRP QNVEF PGGGQIVGGUCLLPRRGPRUGVRATRETSERSOFR
HC-GY | 1| M3 TNPKPQRKTKRNTNRERF QBVEFFGGGOIVGGVYLLPRRGPRYGVRATRETSERSQPR
Khaja-1 | 1| M3 TNPEFQRETKENTHNRRPODVEF PGGGOIVGGVYLLPRRGPRUGVEATRETSERSOPR
SRO37 | 1| M3 TNPKFQRETKRNTNRRF ODVEF PGGGQIVGGVYLLPRRGPRYGVRATRETSERS QPR
Y5117 | 1| M3TNPEFQRETKRNTNRRF ODVEF PGGGQIVGGVYLLPRRGPRYGVEATRETSERS QPR

1| MSTNPEP ORETKRENTNRRF ODVEF PGGGOIVGEUYLLFRRGPRVGVRATRETSERSOPR
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Genotype 2a

1 10 20 30 40 50

AY7AGAGD
JFH-1
G2-AK1
HC-JB
HCYR4
JCH-1
MD2A-1
NDM228
pJGCF
us10

T T U U U A S '} Y

METNPEFPQRETORENTHNRRPQDVEF PGGGQIVGGVTLLPRRGPFRLGVRTARETIERSOPR

M3THFEFPORETERNTHRERPEDVEF PGGGOIVGEVYLLPRRGPRELGYETTRETSZERSOPR
MaTNPEPQRETERNTHRRPODVEF PCGGQIVGEVTLLPRRGPRLGVRATRETIERSOPR
MaTHNFEFQRETERNTHMRRFODVEF PGGGOIVGEYTLLPRRGPFRLGYRATRETIERSOPR
MaTNPEPQRETERNTHRERPODVEF PCGGQIVGEVTLLPRRGPRLGVRATRETIERSOPR
METNFEFQRETERNTHMRRFODVEF PGGGOIVGEYTLLPRERGPFRLGYRATREASERSOPR
MaTNPEPQRETERNTHNRRPQIVEF PCGGQIVGEVTLLPRRGPRLGVREATRETIERSOPR
METHNFEFQRETERNTHMRRFODVEF PGGGOIVGEYTLLPRRGPFRLGYRATRETSERSOPR
MaTNPEPQRETERNTHRRPODVEF PCGGQIVGEVTLLPRRGPRLGVRATRETIERSOPR
METNFEFQRETERENTHMRRFODVEF PGGGOIVGEYTLLPRRGPFRLGYRATRETSERSOPR

Conzensus |

M3TNPEFQRETERNTHMRRP ODVEF PGGGOIVGGYYLLPRRGPFRLGYRATRETIERSOPR

Genotype 2b

1 10 20 30 400 50 |

DE11
HC-J7
HC-J8

JPUTIFI01Y
MD2B-1
MD2b3-1
MD2b5-1
MD2b8-1
PTCH2C12
S5w3

us1

—_ 1 1 1 |

N3 THNFEFQRETERN THERPODVEF P GGG IVGEY Y LLPRREGPRLGYVETTRETSERS QPR
M3THPEFCRETERNTNRERPODVEF PGGEOIVGEVTLLPREGPELGVEATREETSERSOPR
HNETHNPEPQRETERNTHERPODVEF PGGGOIVGGYYLLPRREGPRLGYRATEETSERSOPR
M3THPEFPCRETERNTNERPODVEF PO IVGEVTLLPREGPELGVEATREETSERSCOPR
M3THPEFPCORETERSTHNRRPODVEF PGGEOIVGEVTLLPREGPELGVEATEETSERSCOPR
M3THPEFPORETERNTHNRERPODVEF PG IVGEVTLLPREGPELGVEATREETSERSOPR
M3THPEFCRETERNTNRERPODVEF PGGEOIVGEVTLLPREGPELGVEATREETSERSOPR
M3THNFEFQRETERNTHERPODVEF PGGGOIVGEYTLLPREGPRLGVREATREETSERSOPER
M3THPEFCRETERNTNRERPODVEF PGGEOIVGEVTLLPREGPELGVEATREETSERSOPR
M3THPEFCRETERNTNRERPODVEF PGGEOIVGEVTLLPREGPELGVEATREETSERSOPR
M3THPEFCRETERNTNRERPODVEF PGGEOIVGEVTLLPREGPELGVEATREETSERSOPR

Conzensus |

M3THPEPCRETERNTNRRPODVEFPGGEOIVGEVTLLPRRGPELGVEATREETSERSCOPR
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Genotype 2c

1 10 20 30 40 50

ALC23-14477
BE121

BEBE 1

FR8

FRB66
CH333

583

HaATHNFEPORETERNTNRERPODVEF PGGGOIVGEVYLLFRRGPRLGVRATRETSERS QPR
H3THPEPQRETERNTHNRREP ODVEF PGGGOIVGEVTLLFRRGPRELGVRATRETSERS QPR
METHPEFORETEREN THNREFODVEF PGGGOIVGEYYLLPERGPRLGYRLARETSERICPR
Ha3THNFEPORETERNTNRRPODVEF PGGGOIVGEVYLLFRRGPELGVRLLARETSERSOP R
H3THNPEPQRETERNTHNRRP ODVEF PGGGOIVGGVYLLFRRGPRELGVRLVRETSERS QPR
HETHPEFORETERNTHNREFODVEF PGGGOIVGEYYLLPRERGPRLGYRATREETSERICPR
HaTHNPEPQRETERNTNRREPODVEF PG IVGEVYLLPRRGPELGVRATRETSERS QPR

T U ) Y

Conzensus |

—_

H3THNPEPQRETERNTNRRPODVEF PGGGOIVGGVYLLPRRGPRLGVRLATRETSERS QPR

Genotype 3a

1 10 20 30 400 50

12i16-M
Ja-2N5_1
CB

3a-15_1
Ja-3N5_21
HCYCENS1
HE10

K3A

NZL1

—_ 1 |

M3TLPFEFQRETERNTIRERFODVEF P GGG NGV T WVLPRRGPRLGVCATRETSERS QPR
M3TLPFEFQRETERNTIRERFODVEF P GGG NGV T WVLPRRGPRLGVCATRETSERS QPR
M3TLFEFQRETERNTIERFODVEF P GGG INGEY T WVLPRRGPRLGVCATRETSERS QPR
MSTLPEFQRETEFRN RRPQDV.FPGGGQI?GG?Y?LPRRGPRLG?RATRKTSERSQPR
M3TLPEFQRETERNTMERPODVEF P GGG INGE YTV LPRRGPRLGVRATRETSERSOFE
M3TLFEFQRETERNTIERFODVEF P GGG INGE YTV LPRRGPRLGVRATRETSERSOFE
M3TLFEFQRETERNTIERFODVEF P GGG INGE YT WVLPRRGPRLGVRATRETSERS QPR
METLPEFQRETERNTIREPODVEF PGGGVITWEVYVLPRRGPELGVRATRETSERIOPE
M3TLFEFQRETERNTIERFODVEF P GGG NG T WLPRRGPRLGVRATRETSERS QPR

Consensus :

—_

1

M3TLFEFPQRETERNTIRRPODVEFPGGGOIVGEVTVLPRRGPRLGVRATRETSERS QPR

Genotype 3b

10 20 30 400 50
PP NP

236

42
NBS7
HCY-Tr
5T
NE137
HC¥37
TH576

R T N (AT (U T AU | [

M3TLPEFEROTERNTLRRPENVEF PRGGOIVGEVTVLPRRGROLGWY CRAYEWSOPR

M3TLPEPEROQTERNTLERPENVEF FRAGGOIVGEVTVLPERGE OLGW CRAYEWSOPR
M3TLPEFEROTERNTLRRPENVEF PRGEOIVGEVTVLPRRGROLGWY CRAYEWSOPR
M3TLPEPEROQTERNTLERPENVEF FRAGGOIVGEVTVLPERGE OLGW RETSERSOPER
M3TLPEFPQEQTERNTLRRF ONVEFPGGGOIV TWLPRRGFRLGVREAVRETSERSOPR
M3TLPEFRQEQOTERNTYREF QINVEF PGB0 IV TWLPRRGFRLGVEAVRETSERIOPR
M3TLPEFPQEOTERNTPRREF ONVEF PGS0 IV TWLPRRGPRLGVEAVRETSERI QPR
M3TLFPEF RQTKRNTPRRPIN?KFP I TWLPRRGFRLGVEAVRETSERIOPR

—_

Conzensus

M3TLPEFOQROTERNTLRRFFINVEFPAGGOIVGEVTVLFRRGPRLGYREEVRETSERIOPR
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Genotype 4
1 10 20 a0

40 50

AR45
CAMGO0
CH321
DK13
ED-43
FR12
GEB0I
HEMAS1
QC27y
Z5

M3THFPERORETERN THRRPHIVEF P GGGOIVGEYYLLPRRGPELGVRATRETSERIOFPR
M3THNPERORETERN THRREFHDVEFPGGGO IV GGV TLLPERGPRLGVRATRETIERSOFPE
M3THFPERORETERN THRRF TDWVEF PGGGOIVGEYYLLPRRGPELGVRATRETSERIQOFPE
M3THNPEPCRETERN THRERFHDVEFPGGGO IV G YLLPERGPRLGVRATRETIERSOPE
M3THFPERORETERN THRRPHIVEF P GGGOIVGEYYLLPRRGPELGVRATRETSERIOFPR
M3THFPERORETERN THRRPHIVEF P GGGOIVGEYYLLPRRGPELGVRATRETSERICOPE
M3THPELORETERN THRRPHIVEF P GGG IVGEYYLLPRRGPELGVRATRETSERIQFPR
M3THFPERORETERN THRRPHIVEF P GGGOIVGEYYLLPRRGPELGVRATRETSERIOFPR
M3THNPERORETEHN THRREFHDVEFPGGGO IV GGV TLLPERGPRLGVRATRETIERSOFE
M3THFPERORETERN THRRPHIVEF PGGGOIVGEYYLLPRRGPELGVRATRETSERIOFPR

Conzensus |

M3THPEPORETERNTHRRPMDVEF P GGG IVGEYYLLPRRGPELGVRATRETSERIQFR

Genotype 5

1 10 20 30 400 50 1

EUH1480
FR?¥41
ac2
SA13
SA3

SAh

—_ |

M3THPEPORETERNTHNERF ODWVEF P GGG IVGEV T LLPRRGPEL GVRATREEINIERS QPR
M3THPEPORETERNTHNERPODWVEF P GGGOIVGEV T LLPRRGPRLGVEATREETIERS QPR
M3THPEPORETERNTHNERPODWVEF P GGGOIVGEV T LLPRRGPRLGVEATREETIERS QPR
M3THPEPORETERNTHNERPODWVEF P GGGOIVGEV T LLPRRGPRLGVEATREETIERS QPR
M3THPEPORETERNTHNERPODWVEF P GGGOIVGEV T LLPRRGPRLGVEATREETIERS QPR
M3TNPEPOQRETEENTHNERPODVEF P GGG IVGEVYLLPRRGPRLGVYEATRETIERIOPE

1

M3THPEPORETERNTNRERPODVEF P GGG IVGGEVTLLPRRGPRLGVREATREETIERSOPER

Genotype 6

1 10 =0 S0 A0 50

6a33
B4/s92
JKOD46
QCB6
QCc30
YN998
TH271

HEK2
FR1
KM45
MB56
TH553
THS580
YHNO04
YN405

N3 TLPEPORETERN THRERPHDVEF P GGG IVGGU Y LLPRRGPRLGVRATRETSERIOPR
METLPFEFPOQROTERNTHRERPODVEF P GGG IVGGV Y LLFRRGPRLGVRAVRETSERI QPR
N3 THPEPOROTERN THRERPODVEF P GGG IVGGU Y LLPRRGPRLGVRATRETSERIOPR
METEPFEFPOQRETERN THRERPODVEF P GGG IVGGV Y LLFRRGPRLGYRATRETSERIQOFE
N3 TLPOPORETERN TTRRPODVEF P GGG IVGGV Y LLPRRGPRLGVRATREETSERIOPR
METLPFEFPOQRETERNTTRERPODVEF P GGG IVGGVYLLFRRGPRELGYVRATRETSERI QPR
N3 TLPEPORETERNTHRERPODVEF P GGG IVGGV Y LLPRRGPRLGVRATRETSERIOPR
METLPFEFPOQRETERNTHRERPODVEF P GGG IVGGYYLLFRRGPRLGYRATRETSERI QPR
N3 TLPEPORETERNTHRERP TDVEF P GGG IVGGV Y LLPRRGPRLGVRATREETSERIOPR
METLPFEFPOQRETERNTHRERPHDVEF P GGG IVGGYYLLFRRGPRLGYVREATRETSERSQOFE
N3 TLPEPORETERNTHRERPHDVEF P GGG IVGGV Y LLPRRGPRLGVRATRETSERIOPR
METLPFEFPOQRETERNTHRERPHDVEF P GGG IVGGYYLLFRRGPRLGYVREATRETSERSQOFE
N3 TLPEPORETERNTHRERPHDVEF P GGG IVGGV Y LLPRRGPRLGVRATRETSERIOPR
METLPFEFPOQRETERNTHRERPHDVEF P GGG IVGGYYLLFRRGPRLGYVREATRETSERSQOFE
N3 TLPEPORETERNTHRERPHDVEF P GGG IVGGV Y LLPRRGPRLGVRATRETSERIOPR
METLPFEFPOQRETERNTHRERPHDVEF P GGG IVGGV Y LLFRRGPRLGYVREATRETSERI QPR

Consensus |

1
7
1
1
1
1
1
1
THB46 | 1
1
1
1
1
1
1
1
1
7

METLRFEFPOQRETERNTHNERPMDVEF P GGG IVGGYYLLFPRRGPRLGYVREATRETSERS QPR

Figure 3.21: Alignment of HCV core residues 1-59. HCV corelages were aligned by

genotype using Vector NTI software (Invitrogen).a&t residues on green background

represent similar residues, green residues on vifatkground represent weakly similar

residues and black residues on white backgroun@sept non-similar residues.
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4. Analysis of Critical HCV Core Residues in an

Infectious Cell Culture System

144



4.1 Introduction

The lack of cell culture or small animal model f8€V infection has made studying the
virus life cycle and virus-host interactions extedyndifficult. Most HCV studies so far
have made use of infected patients (Thinenal., 2001, Takaket al., 2000, Lechneet
al., 2000), chimpanzees (Logvinddf al., 2004, Bukh, 2004, Shoukgy al., 2004, Thimme

et al., 2002) and more recently replicon systems (lketcd., 2002, Lohmanet al., 1999).
Replicon systems have allowed translation andcgafin studies to be performed, as well
as leading to the elucidation of some of the vhast interactions required for these
processes (Gale, 2003, Kag&teal., 2002, Dubuisson and Rice, 1996, Kapadia and @Ghisa
2005). The major drawbacks of the replicon systeentlaat replication is very inefficient
without adaptive mutations (Lohmaret al., 2001, Blightet al., 2000) and infectious
virions are not produced. Recently however, Wakital colleagues (Katet al., 2001,
Kato et al., 2003) have developed an HCV genotype 2a repl{stmin JFH-1) that can
replicate efficiently in a variety of hepatic andmhepatic cell lines without requiring
adaptive mutations. Since this report, a numbemulblications have presented data
describing robust HCV infectiom vitro, resulting in the production of infectious virus
particles (Lindenbaclet al., 2005, Wakitaet al., 2005, Zhonget al., 2005). This data
collectively shows thain vitro transcribed JFH-1 RNA can be electroporated irgiven
Huh-7 cells and produce 4QC° infectious units per ml of culture supernatantedé
particles can then infect naive cells, spreadimgutphout the culture and can be serially

passaged without loss in infectivity.

The development of this JFH-1 system has allowedtmspects of the HCV life cycle to
be studied, from receptor binding, through tramstatind replication to particle assembly
and release. Of particular interest, the consemgent interrupting virus-host interactions
can now be studied in the context of the life cyofethe fully infectious virus. The
previous chapter identified critical residues ofec@rotein required for the interaction
between core and DDXS3. In order to study the e$felis interaction has upon the virus
life cycle, we aimed to introduce these criticaltations individually into JFH-1 clones.
This chapter details the establishment of the JRigillculture system in our hands as well
as comparing and contrasting the differences betwekl type JFH-1 and JFH-1 clones
containing the mutations described in the previchepter. Site-directed mutagenesis was
used to introduce specific substitutions into JFEldnes and viral RNA produced loy
vitro transcription. This RNA was electroporated into veaiHuh7 cells and

immunofluorescence analysis performed to studycdléular localisation of HCV core
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protein and HCV mutant core proteins, as well abok at the effect these proteins have
on the cellular distribution of DDX3. Reverse-trangtion PCR (RT-PCR) was used to
detect negative strand HCV specific RNA in totdl eatracts, indicative of viral genome
replication, and Western immuno-blot analysis usedetect viral proteins in infected cell
extracts. Production of infectious particles wagl&d by harvesting culture medium from
infected cultures and using this filtered mediumntect naive Huh-7 cells. Infection was
confirmed by immunofluorescence and Western immilob-detection of viral proteins
and detection of replicating negative strand viRMA by RT-PCR. Finally, relative
guantities of RNA were calculated using Real-TImMERPiIn order to detect subtle

differences between the replication efficienciesvitdl type and mutant viruses.

The first part of this chapter focuses on settipghe JFH-1 infectious system. HCV JFH-
1 RNA wasin vitro-transcribed by T7 polymerase from linearised pldsbNA and
electroporated into Huh7 cells. The presence of H@eins in Huh7 cells was confirmed
by immunofluorescence and Western immuno-blot amlwhile replicating HCV RNA
was detected by RT-PCR. Colocalisation between HEHW-1 core and cellular DDX3
was also confirmed by immunofluorescence. Uponiomaftion of replicating HCV RNA
and HCV protein production, the secretion of inf@e$ particles was confirmed by
infection of naive Huh7 cells with filtered mediufnom electroporated cells and

subsequent detection of HCV specific proteins aNAR

In the second part of this chapter, the 6 mutationad to abolish genotype la core-DDX3
interaction were individually transferred into JBRHgenotype 2a) backgrounds by site-
directed mutagenesis. Mutant constructs wentro transcribed and RNA electroporated
into naive Huh7 cells. Cells carrying electropodateral RNA were analysed for the
effects on HCV core and cellular DDX3 localisatioiral RNA replication and production
of infectious particles. By immunofluorescence, amitcore protein was analysed for its
ability to bind DDX3 and for its ability to be taeted to the lipid droplets while replication
of mutant JFH-1 RNA was studied by RT-PCR. MutaNt#¥Rwvas then tested for its ability
to produce infectious particles and their replmatefficiency compared to that of wild
type JFH-1.

This comprehensive analysis of mutant and wild-typreus will contribute to the
understanding of the interaction between core aDX®in terms of virus replication and

progeny particle production.
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4.2 Results

4.2.1 Electroporation of In Vitro Transcribed JFH-1 RNA and
Analysis of Viral Protein Expression and RNA Replic  ation

Before looking at the effects the 6 HCV core muatasi may have on the virus life cycle it
was important to first analyse the behaviour ofiylpe JFH-1 in our hands. As a negative
control for all experiments, JFH-1 GND was used-1IFGND contains a mutation (GDD-
GND) in the active site of the NS5B polymerase ckiong replication. Plasmids pJFH-1
and pJFH-1 GND (kindly donated by T. Wakita, Tokietropolitan Institute for
Neuroscience, Japawkre linearised (see Materials and Methods sectind)ug of each
linearised plasmidin vitro-transcribed using Megascript (Ambion), followindnet
manufacturers instructions. Followimgvitro transcription and DNA digestion, RNA was
precipitated and resuspended iuPBNA Storage Solution (Ambion). RNA was stored at
-70°C.

For each electroporation (using a BioRad GenePiXsell), 5x10 Huh7 cells were used.
Cells were trypsinised, washed twice with PBS agsuspended in 400l PBS before

addition of 5ugin vitro-transcribed RNA. Electroporation (270 V, 96B) was carried out
using a 4 mm gap cuvette. Electroporated cells weseispended in 10 ml DMEM (+

additives) and plated out on coverslips, 35 mmealsind in flasks.

Seventy-two hours post-electroporation, covershpse fixed using methanol. In order to
confirm that electroporation of HCV RNA had beewcessful, coverslips were probed for
core and E2 using appropriate antibodies. In trse @ Huh7 cells electroporated with
JFH-1 wild type RNA, approximately 5-10 % of cellere positive for core and E2 (Fig.
4.1). No cells electroporated with the replicatd®ficient JFH-1 GND RNA were positive
for viral proteins. To confirm that core was taegktto the lipid droplets as described
previously (Moradpouret al., 1996), cells were probed for core and cellular R¥D
(Adipocyte differentiation-related protein) whicts ionly found on lipid droplets
(Brasaemleet al., 1997) and therefore commonly used as a markehése structures. As
expected, core protein colocalised with ADRP, iatlitg that JFH-1 core protein is
targeted to the surface of lipid droplets (Fig.)4&gain, no core protein was detected in
cells electroporated with JFH-1 GND RNA. Finallg,gtudy the effect JFH-1 core protein
had on cellular DDX3, cells were probed for corel @DX3. Figure 4.3 confirms that

JFH-1 core protein also sequesters cellular DDX& similar manner while in cells
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Figure 4.1. Detection of HCV structural proteins in Huh7 cells
electroporated with HCV JFH-1 RNA. Naive Huh7 celigere
electroporated with hg ofin vitro transcribed JFH-1 RNA. Seventy-two
hours post-electroporation, cells were fixed andbed with rabbit
polyclonal anticore antiserum (R308) and mouseocional anti- E2
antibody (AP33) as in Chapter 3. A) Huh7 cells tedgorated with HCV
JFH-1 GND RNA. B) Huh7 cells electroporated withVHIFH-1 RNA.
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Figure 4.2: Co-localisation of core protein with ADRP in Huh&lls
electroporated with HCV JFH-1 RNA. Huh7 cells werectroporated
with 5ug of in vitro transcribed JFH-1 RNA. Seventy-two hours post-
electroporation, cells were fixed and probed wathbit polyclonal anti-
core antiserum (R308) and sheep polyclonal antHARIRtiserum as in
Chapter 3. A) Huh cells electroporated with HCWH<IFGND RNA. B)
Huh? cells electroporated with HCV JFH-1 RNA.

149



David A Dalrymple Chapter 4: Results

Figure 4.3: Co-localisation of core protein with DDX3 in Huhglis
electroporated with HCV JFH-1 RNA. Huh7 cells welectroporated with

5 pg of in vitro transcribed JFH-1 RNA. Seventy-two hours post-
electroporation, cells were fixed and probed wéthbit polyclonal anti
core antiserum (R308) and mouse monoclonal antkDRAftibody
(AO196) as in Chapter 3. A) Huh7 cells electropadatvith HCV JFH-1
GND RNA. B) Huh7 cells electroporated with HCV JEHRNA.
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electroporated with JFH-1 GND RNA, DDX3 remainsdted throughout the cytoplasm.
Due to excessive fluorescence emmited from the tatmcspots of DDX3 upon
colocalisation with core in wild-type samples, than of the FITC laser was turned down
when viewing DDX3 in wild-type samples throughola remainder of this thesis to avoid
excessive fluorescence from DDXS3. In doing thigfudie cytoplasmic DDX3 staining in
non-infected cells surrounding those expressing HEEMeins could not be seen. This
leads to the question of whether, in the presefa®i@, diffuse cytoplasmic staining of
DDX3 remains as well as that seen colocalising wihe (suggesting an up-regulation of
DDX3 expression), or if DDX3 is simply redistribdtefrom its diffuse cytoplasmic
localisation to colocalise with core. Evidence frgrevious studies in our laboratory
indicate that DDX3 expression is not upregulatedare-expressing cells and that DDX3
is indeed sequestered from its normal cellulartiooa This is confirmed by the fact that
DDX3 protein levels are similar in both JFH-1 wilgpe and JFH-1 GND samples in this
work, as shown by Western blot (Figs. 4.6, 4.94%1.ITo confirm that JFH-1 core
sequesters DDX3 to lipid droplets, cells were piober DDX3 and ADRP. Figure 4.4
confirms that when DDX3 is found in punctate cysgphic spots (indicative of
colocalisation with HCV core protein), DDX3 colos@s with ADRP, confirming that
HCV core sequesters DDX3 to lipid droplets. In tlase of the JFH-1 GND electroporated

cells, there was no colocalisation between DDX3 ADRP.

To confirm that HCV RNA was replicating in electmypted cells, confluent 35 mm dishes
were harvested for total RNA 72 hrs post electrapon. Dishes were washed with PBS
and cells lysed with 750l TRIzol. Total RNA was extracted from cells (seethods) and
stored at -70°C. Reverse transcription PCR (RT-P@&) used to detect replicating viral
RNA. To confirm the RNA detected was replicating RIds opposed to input RNA, a
strand-specific primer was used for RT which bindgative strand HCV RNA. Detection
of negative strand RNA provides confirmation theplication is occurring as this is only
produced during replication. Using primer JFH-1 R&g(TTGCGAGTGCCCCGGGA),
identical to nucleotides 304-320 of the JFH-1 geicosequence, cDNA was produced by
reverse transcription. cDNA was then used to amplifl-length core sequence by PCR
using primers JFH-1 RTPCR1 (GGTCTCGTAGACCGTGCACQ@H alFH-1 RTPCR2
(GTATTCTTCACCTGGGCAGC). Figure 4.5 shows that a dbanf correct size (610 nt)
was only detected in cells electroporated with JFRNA and not JFH-1 GND RNA,

confirming that viral RNA replication occurs in JFHelectroporated cells.

Electroporated cells were also harvested in LB2 (saterials) 72 hrs post-electroporation
for Western immuno-blot analysis. Cell lysate wagagated by 10% SDS-PAGE, blotted
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Figure 4.4. Co-localisation of DDX3 with ADRP in Huh7 cells
electroporated with HCV JFH-1 RNA. Huh7 cells welectroporated with

5 pg of in vitro transcribed JFH-1 RNA. Seventy-two hours post-
electroporation, cells were fixed and probed wittuse monoclonal anti-
DDX3 antibody (AO196) and sheep polyclonal anti- AD&ntiserum as in
Chapter 3. A) Huh7 cells electroporated with HCWH-IFGND RNA. B)
Huh? cells electroporated with HCV JFH-1 RNA.
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1 2 3 4 5

Figure 4.5: Detection of cDNA, generated from negative stra@VHRNA
in Huh7 cells electroporated with HCV JFH-1 RNA. Hducells were
electroporated with g of in vitro transcribed JFH-1 RNA. Seventy-two
hours post-electroporation, cells were washed R&BS, lysed using TRIzol
(Invitrogen) and total RNA extracted. RNA was reseetranscribed using
primer JFH-1 NegRT and resultant cDNA anplified PR using core
primers JFH-1 RTPCR1 and JFH-1 RTPCR2. Lane 1 — cB&#erated from
JFH-1 electroporated cells, lane 2 — cDNA generdtech JFH-1 GND
electroporated cells, lane 3 — No RT control (RNAraot from JFH-1
electroporated cells with no reverse transcripgiage), lane 4 —J@ control
reaction, lane 5 — 100 bp DNA ladder (Invitrogen).
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on nitrocellulose membranes and probed with varamtébodies. Firstly, membranes were
probed for viral proteins core, E2 and NS5A. In &ltases, a band of correct size was
detected from the cell lysate electroporated witftH-1 RNA but not from that
electroporated with JFH-1 GND RNA (Fig. 4.6). DDX¥&els in JFH-1 and JFH-1 GND

electroporated cells were also studied. DDX3 wasaled in both cell lysates (Fig. 4.6).

4.2.2 Production of Infectious HCV from In Vitro Tr  anscribed JFH-
1 RNA

Wakitaet al. (2005) showed that cells electroporated with JFRMNA secrete infectious
HCV patrticles into the culture medium and thesdiglas are capable of infecting naive
cells. In order to confirm this in our hands, mediwas collected from electroporated cells
72 hrs post-electroporation and filtered througl®.45 um filter to remove cells and
cellular debris. Naive Huh7 cells were plated out5®l(/ml and the following day
incubated with filtered medium for 3 hrs at 37°Gadoe washing with PBS and overlay
with appropriate culture medium. Seventy-two hrstpofection, cells were washed in
PBS and fixed with methanol. Cells were probedcimre and DDX3. Cells infected with
medium from JFH-1 electroporated cells were pasifior core protein indicating these
cells had been successfully infected with HCV géati. As expected, no core protein was
present in cells infected with culture medium frdffH-1 GND electroporated cells. In
cells infected with HCV particles, core protein@mlised with DDX3 in a similar way to
that in electroporated cells (Fig. 4.7).

Cells infected with the same medium were also tsdeede 72 hrs post-infection for RT-
PCR using TRIzol. Total RNA was extracted and, gginmer JFH-1 NegRT to reverse
transcribe negative strand, replication intermediatral RNA, and primers JFH-1
RTPCR1 and JFH-1 RTPCR2 to amplify the resultanN&Dby PCR, replication was
detected in cells infected with JFH-1 culture medibut not in cells infected with that of
JFH-1 GND (Fig. 4.8).

Finally, cells infected with culture medium werenvested 72 hrs post infection using LB2
for Western immuno-blot analysis. Cell lysates weeparated by 10% SDS-PAGE,
transferred to nitrocellulose membrane and proloedsifal proteins core, E2 and NS5A,
followed by the appropriate secondary antibodies.if\the case of electroporated cells
(Fig. 4.6), viral proteins core, E2 and NS5A cobédetected in cells infected with JFH-1
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Figure 4.6: Detection of HCV viral proteins in Huh7 cells elegtorated with
HCV JFH-1 RNA. Huh7 cells were electroporated withig of in vitro
transcribed JFH-1 RNA. Seventy-two hours post-epotation, cells were
washed wth PBS and harvested using cell lysis buf2: Total cell extracts
were separated by SDS-PAGE (10%), transferredttocellulose membrane
and immunoblotted with A) rabbit polyclonal antrecantiserum (R308), B)
mouse monoclonal antrE2 antibody (AP33), C) sheelgclonal ant-NS5A
antiserum, and D) rabbit polyclonal anti DDX3 agttisn (R648).
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Figure 4.7 Huh7 cells electroporated with HCV JFH-1 RNA seeret
infectious HCV particles into the culture supernataHuh7 cells were
electroporated with fug of in vitro transcribed JFH-1 RNA. Seventy-two
hours post-electroporation, medium was harvesteth, @m filtered and
incubated with naive Huh7 cells for 3 hrs at 37°kefvashing with PBS
and overlay with appropriate culture medium. Sewémb hours post-
infection, cells were fixed and probed with rabpilyclonal anti-core
antiserum (R308) and mouse monoclonal ant- DDX®baty (AO196) as in
Chapter 3. A) Cells incubated with supernatant fid@V JFH-1 GND RNA
electroporated Huh7 cells, B) cells incubated witpernatant rom HCV JFH-
1 RNA electroporated Huh7 cells.

156



David A Dalrymple Chapter 4: Results

1 2 3 4 5

<«— 600bp

Figure 4.8: Detection of cDNA, generated from negative strar@vH
RNA in Huh7 cells infected with medium from HCV JAHRNA
electroporated cells. Medium from Huh7 cells etgmbrated with Sug of
invitro transcribed JFH-1 RNA was incubated with naive Huéllg for 3
hrs at 37°C followed by washing with PBS and ovexaty appropriate
culture medium. Seventy-two hours post-infectioafalt RNA was
extracted, reverse transcribed and resultant cON#liftied as in Fig. 4.5.
Lane 1 — cDNA generated from JFH-1 electroporatdid, dane 2 — cDNA
generated from JFH-1 GND electroporated cells, &areNo RT control
(RNA extract from JFH-1 electroporated cells withr@verse transcription
stage), lane 4 — J@ control reaction, lane 5 — 100 bp DNA ladder
(Invitrogen).
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culture medium but not in cells infected with tleatJFH-1 GND (Fig. 4.9). Again, DDX3
could be detected at similar levels in both cedalgs using mouse monoclonal anti-DDX3
antibody AO196.

4.2.3 Analysis of HCV Core Mutants in HCVcc Infecti  ous System

4.2.3.1 Cloning of Mutant Core Protein into JFH-1 B ackground

The 6 residues of HCV core shown to abolish corexBDnteraction (Chapter 3) were
discovered using a genotype 1a (H77c strain) cavejm. As H77c and JFH-1 have 96.6%
homology within the first 59 amino acids of corewias assumed the same residues of
JFH-1 core protein would be responsible for thermttion with DDX3. To confirm this,
the 6 residues of core shown to abolish core-DDX8raction were individually changed
to alanine within the JFH-1 construct in ordertiady the effects of these mutations had on
core localisation, core-DDX3 interaction and thée licycle of JFH-1. Site-directed
mutagenesis was used to introduce alanine sulistituat the target sites in core. As site-
directed mutagenesis involves amplifying the wheleplate by PCR, it is possible that
unwanted errors occur during amplification. Thestauct containing the full-length JFH-1
sequence (pJFH-1) is over 12 kb in length and éseflore not suitable for nucleotide
sequence analysis to check for unwanted PCR eiforevercome this, a smaller fragment
of JFH-1 core sequence was sub-cloned into pGEMiTs&e-directed mutagenesis carried
out in this construct. Nucleotides 1-2614 were afiepol from pJFH-1 cDNA by PCR
using primers JFH-12 (GCCAGTGAATTAATACGAC, EcoRI restriction site
underlined) and AP357 (CATATGCATGAATTECTAGATTATGCTTCGGCCTG
GCCCAA, EcoRl restriction site underlined). Upon restrictioigast withEcoRI, the PCR
product was cloned into pGEMT (pGEMT JFH-1 1-2634)d sequence confirmed by
nucleotide sequence analysis. The 6 alanine sutistis (F24A, G27A, 130A, G33A,
V34A and Y35A) were then individually introducedanpGEMT JFH-1 1-2614 by site-
directed mutagenesis and confirmed by nucleotideiesece analysis. Nucleotides 1-1369
of JFH-1 (including desired mutation) were then -sldmed back into pJFH-1 using
restriction site€€coRIl andBsiWI. Mutant pJFH-1 was then linearised,vitro transcribed

and electroporated into naive Huh7 cells (see Nédseaind Methods).
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Figure 4.9: Detection of HCV proteins in Huh7 cells infectedtiwi
medium from HCV JFH-1 RNA electroporated cells. Med from Huh7
cells electroporated with bg of in vitro transcribed JFH-1 RNA was
incubated with naive Huh7 cells for 3 hrs at 37°@b¥ed by washing
with PBS and overlay with appropriate culture mediGeventy-two hours
post-infection cell lysate was used for Western imolwotting as in
Figure 4.6. A) rabbit polyclonal anticore antigargR308), B) mouse
monoclonal anttE2 antibody (AP33), C) sheep polyal antiNS5A
antiserum, and D) rabbit polyclonal anti- DDX3 agtism (R648).
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4.2.3.2 Cellular Localisation of Mutated JFH-1 Core Protein and Interaction
with DDX3

Naive Huh7 cells, electroporated withu§ of mutant HCV JFH-1 RNA and plated on
coverslips, were washed with PBS and fixed in math&2 hours post-electroporation. To
confirm that electroporation of mutant JFH-1 RNAdhbeen successful, cells were
permeablised with PBS-T and probed for core and A2seen before (Fig. 4.1), cells
electroporated with wild type JFH-1 RNA showed tghi E2 staining throughout the
cytoplasm and globular core staining, also in thimmlasm (Fig. 4.10). Analysis of cells
electroporated with mutant JFH-1 RNA showed simiasults. For all 6 JFH-1 core
mutants, E2 was distributed throughout the cytaplasd core had a globular cytoplasmic
localisation (Fig. 4.10). One interesting obsewathowever, was the fact that while
cultures electroporated with mutants F24A, G27AA3V34A and Y35A showed clusters
of infected cells, mutant G33A culture presentely ovith isolated groups of one or two
infected cells. As expected, no viral proteins wedetected in cells electroporated with
JFH-1 GND cDNA.

To determine if the 6 residues of core were ciitfoa the interaction between core and
DDX3 in the context of HCV genotype 2a JFH-1 stralectroporated cells were probed
for core and DDX3. While wild type JFH-1 core piiateolocalised with cellular DDX3,
mutant core proteins did not (Fig. 4.11), thus gamhg the results shown in the transient
transfection system using genotype la H77c sttaieach case, mutant JFH-1 core was
seen to have a typical globular cytoplasmic loedili while DDX3 was diffusely located
throughout the cytoplasm similar to its distribatim naive Huh7 cells. The exception to
this was JFH-1 mutant V34A. Some cells electromatatvith JFH-1 V34A showed
colocalisation between core and DDX3 while othedsmbt (Fig. 4.11 V34A (i) & (ii)).

Wild type core protein is targeted to the lipid pletis by motifs located in domain 2 of
core protein (Hope and McLauchlan, 2000b). As thalg&hine substitutions introduced
here are all in domain 1 of core, these mutatioesret expected to interfere with the
targeting of core to the lipid droplets. To confithis, electroporated cells were probed for
core and ADRP. All 6 mutant core proteins coloaisvith ADRP in a similar pattern to
that of wild type core (Fig. 4.12), confirming tithe mutations in core had no effect on its

targeting to the lipid droplets.
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Figure 4.10: Detection of HCV structural proteins in Huh7 cells
electroporated with mutant HCV JFH-1 RNA. Huh7 <elkere electroporated
with 5 pg of in vitro transcribed mutant JFH-1 RNA. Seventy-two hours-pos
electroporation, cells were fixed and probed wathbit polyclonal anti-core
antiserum (R308) and mouse monoclonal anti-E2 @ayib(AP33) as in
chapter 3.
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Figure 4.11: Co-localisation of core protein with DDX3 in Huh@élls
electroporated with mutant HCV JFH-1 RNA. Huh7 <elvere
electroporated with Jug of in vitro transcribed mutant JFH-1 RNA.
Seventy-two hours post-electroporation, cells wieesl and probed with
rabbit polyclonal anti-core antiserum (R308) andusgomonoclonal anti-
DDX3 antibody (AO196) as in Chapter 3.
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Figure 4.12: Co-localisation of core protein with ADRP in Huhélls
electroporated with mutant HCV JFH-1 RNA. Huh7 <elvere
electroporated with fug of in vitro transcribed mutant JFH-1 RNA.
Seventy-two hours post-electroporation, cells wieesl and probed with
rabbit polyclonal anti-core antiserum (R308) andephpolyclonal anti
ADRP antiserum as in Chapter 3.

168



David A Dalrymple Chapter 4: Results

4.2.3.3 Replication of Mutant JFH-1 RNA

To confirm that mutant JFH-1 RNA was replicatingeilectroporated cells, RT-PCR was
used to detect negative strand, replication inteliate viral RNA. Electroporated cells
were washed with PBS, lysed in TRIzol and total RM®tracted for RT-PCR (see
methods). Using primer JFH-1 NegRT to reverse tmaps negative strand RNA and
primers JFH-1 RTPCR1 and JFH-1 RTPCR2 to PCR aynphie resultant cDNA,
replication intermediate negative strand JFH-1 RMES detected in the case of all mutants
(Fig. 4.13), suggesting that abolishing the inteoacbetween HCV core and DDX3 does

not prevent replication of viral RNA.

4.2.3.4 Detection of Viral Proteins by Western Immu  no-Blot Analysis

To confirm that viral proteins were being processedectly from translated mutant JFH-1
RNA, Western immuno-blot analysis was performedstody the expression of viral
proteins core, E2 and NS5A. As shown in Fig 4.14C)A correctly sized bands
representing core, E2 and NS5A were seen in alanul~H-1 electroporated cell lysates.
Interestingly, lysate from cells electroporatedhwitFH-1 G33A RNA showed reduced
levels of core, E2 and NS5A. The lower levels aélproteins observed in mutant G33A
lysate may be accounted for by the observationwhmale large clusters of infected cells
were seen in other mutant transfected cell cult(gsmmunofluorescence), only isolated
groups of one or two cells were seen with G33Awek (section 4.2.3.2). This would
explain the differences observed by Western blatyais, as it would seem there are less
infected cells in the G33A culture resulting indetotal viral protein expression. This
difference was not observed when analysing viralARiplication, possibly due to
excessive PCR cycles being used, thus maskingethétr Cellular levels of DDX3 were

similar for all samples, ruling out any possibildiyexperimental error (Fig. 4.14D).

4.2.3.5 Analysis of Mutant Virus Infectivity

The above results suggest that the interactiondetveore and DDX3 is not essential for
viral RNA replication or polyprotein processing.idtpossible however that the interaction

is required for either the production of progenytigtes or their ability to infect naive
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Figure 4.13: Detection of cDNA, generated from negative strand
HCV RNA in Huh7 cells electroporated with mutant VAGFH-1
RNA. Huh7 cells were electroporated with (&g of in vitro
transcribed mutant JFH-1 RNA. Seventy-two hours t-pos
electroporation, total RNA was extracted, reversascribed and
resultant cDNA amplified as in Figure 4.5. ‘No RE a PCR
control with no RT stage using RNA extracted frofH-IL
electroporated cells, @ is a no RNA control reaction.
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Figure 4.14: Detection of HCV viral proteins in Huh7 cells
electroporated with mutant HCV JFH-1 RNA. Huh7 <selivere
electroporated with ;ug of in vitro transcribed mutant JFH-1 RNA.
Seventy-two hours post-electroporation, cell lyseds used for Western
immunoblotting as in Figure 4.6. A) rabbit polyclbaaticore antiserum
(R308), B) mouse monoclonal anttE2 antibody (AP33) sheep
polyclonal antrNS5A antiserum, and D) rabbit pddyal anti DDX3
antiserum (R648).
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cells. To investigate this, naive Huh7 cells welecteoporated with 5ug of in vitro
transcribed mutant JFH-1 RNA. Seventy-two hourgstsetectroporation, culture medium
was harvested from cells and filtered through & Queh filter. Naive Huh7 cells were
plated out at 5xIcells/ml and the following day incubated withdiled medium for 3 hrs
at 37°C. Cells were then washed with PBS and oxedllavith appropriate culture medium.
Seventy-two hours post infection cells were haeg$br immunofluorescence and RT-
PCR.

Infected cells were washed with PBS and fixed irthmeol before being permeablised
with PBS-T. Cells were then stained with rabbityetdnal anti-core antiserum (R308) to
confirm HCV infection and mouse monoclonal anti-DBXntibody (AO196) to identify
any colocalisation with DDX3. By immunofluorescencd-H-1 mutants F24A, G27A,
I30A, V34A and Y35A were shown to be able to infaatve Huh7 cells and, as seen in
electroporated cells, mutant core protein had & cytoplasmic localisation and, as
expected, did not colocalise with DDX3, which rene diffuse throughout the cytoplasm
(Fig. 4.15). Also, in a similar pattern to that sei@ electroporated cells, some cells
infected with JFH-1 V34A virus showed colocalisatioetween core and DDX3 while in
other cells there was no colocalisation (Fig. 4\MB4A (i) & (ii)). Interestingly, there was
no infection identified in cells incubated with tule medium from the JFH-1 G33A
culture (Fig. 4.15; G33A), suggesting this mutatimay have an adverse effect on the

production of infectious progeny patrticles.

Infected cells were also analysed for replicatincgplvRNA. In accordance with the
immunofluorescence data, mutant viruses F24A, G2BRA, V34A and Y35A all
replicated in infected cells as determined by thes@nce of negative strand replication
intermediate HCV RNA (Fig. 4.16). Culture mediurorfr cells electroporated with G33A
mutant RNA was unable to infect naive Huh7 cellsshswn by immunofluorescence.
Similarly, no negative strand HCV RNA could be dttel in infected cells, thus
confirming that infectious HCV particles were nooguced from the JFH-1 G33A mutant
RNA (Fig. 4.16).

4.2.3.6 Mutant Viruses Continue to Produce Infectio  us Virus Particles

Initial experiments suggested that inhibiting theeraction between core and DDX3 does

not significantly affect viral RNA replication, pgdrotein processing or the production of

173



David A Dalrymple Chapter 4: Results

GND

174



David A Dalrymple Chapter 4: Results

F24A

G27

IS0A

G33

175



David A Dalrymple Chapter 4: Results

V34A
0]
Y35A. .

Figure 4.15: Huh7 cells electroporated with mutant HCV JFH-1 RNA
secrete infectious HCV particles into the cultuediom. Medium from
Huh? cells electroporated withyfg ofin vitro transcribed mutant JFH-1
RNA was incubated with naive Huh7 cells for 3 ir8&C followed by
washing and overlay with appropriate culture medilihree days post-
infection, cells were fixed and probed with raijitlyclonal anti-core
antiserum (R308) and mouse monoclonal anti DDX®ady (AO196)

as in Chapter 3.
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Figure 4.16: Detection of cDNA, generated from negative strafivH
RNA in Huh7 cells infected with medium from mutdd@V JFH-1 RNA
electroporated Huh7 cells. Medium from Huh7 cdsteoporated with 5

ug of in vitro transcribed JFH-1 RNA was incubated with naive Huh7
cells for 3 hrs at 37°C followed by washing with§Bnd overlay with
appropriate culture medium. Seventy-two hours pasttion, total RNA
was extracted, reverse transcribed and resultaNAc&nplified as in
Figure 4.5. “No RT” is extract rom JFH-1 electrog®d cells with no
reverse transcription stage,;(is no RNA control reaction.

177



David A Dalrymple Chapter 4: Results

infectious viral particles. It does, however, seat the amino acid substitution G33A has
an inhibitory effect on the production of infectowirus particles while not adversely
affecting replication of viral RNA. To determine rhutant viruses can continue to
propagate over long periods of timep of in vitro transcribed mutant JFH-1 RNA was
electroporated into naive Huh7 cells. Electropatataltures were propagated for 10
passages and re-analysed for virus infection. Ahed the 10 passages, cells were plated
on dishes and coverslips for analysis. To confilbe presence of virus and cellular
localisation of DDX3, passaged cells were grown7/dihrs before being washed with PBS
and fixed in methanol. Cells were permeablised VRBS-T and probed for core and
DDX3. HCV core protein was detected in all mutanitures with its typical cytoplasmic
globular staining, indicating that JFH-1 mutantusies unable to bind DDX3 are still
capable of propagation in cell culture (Fig. 4.143%.in electroporated cells, mutant core
proteins did not colocalise with DDX3 with the eptien of some cells in the V34A virus
culture (Fig. 4.17; V34A). Interestingly, althougklls electroporated with JFH-1 G33A
RNA (which did not produce infectious particlesyl eiot show colocalisation between core
and DDX3, after 10 passages some cells containegl jmtein that colocalised with
DDX3 while in other cells there was no colocalisatiFig. 4.17; G33A), similar to that
seen with mutant V34A. Also of note was the faeit twhile in G33A electroporated cells
only isolated cells showed signs of HCV proteinresgion, at passage 10 large clusters of

cells were seen which expressed mutant G33A viikems.

Passaged cells were also washed with PBS and kedwegh TRIzol before extraction of

total RNA. RT-PCR was carried out as before to aeteplicating, negative strand
intermediate HCV JFH-1 RNA. Using primer JFH-1 NdgiR reverse transcribe negative
strand RNA and primers JFH-1 RTPCR1 and JFH-1 RTPORPCR amplify the resultant

cDNA. Negative strand, replication intermediate JFEIRNA was detected in the case of
all culture samples (including G33A), thus confingiithat viral RNA replication was

occurring despite the inhibition of core — DDX3drdction (Fig. 4.18).

To confirm that the replicating mutant JFH-1 RNAtet#ed in passage 10 cultures was
producing infectious virus particles, medium fromspage 10 cultures was used to infect
naive Huh7 cells. Naive Huh7 cells were seededH*Eells/ml on coverslips and 35 mm
dishes. The following day, cells were incubatedhwittered medium from passage 10
cultures for 3 hours before washing with PBS aneérlay with appropriate culture
medium. Seventy-two hours post-infection, cells averashed in PBS and fixed with
methanol before being permeablised with PBS-T. @iafion infection and localisation of

cellular DDX3, cells were probed for core and DDXA3. with culture medium from
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Figure 4.17: Co-localisation of core protein with DDX3 in culkdr Huh7
cells. Huh7 cells were electroporated withu of in vitro transcribed
mutant JFH-1 RNA. Cells were cultured through 168spges then plated
on coverslips. Seventy-two hours post platingsaséire fixed and probed
with rabbit polyclonal anti-core antiserum (R308danouse monoclonal

antiDDX3 antibody (AO196) as in Chapter 3.
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Figure 4.18: Detection of cDNA, generated from negative strafivH
RNA in cultured Huh7 cells. Huh7 cells were elggtiated with 5.9 of
in vitro transcribed mutant JFH-1 RNA. Cells were cultuledagh 10
passages then plated on coverslips. Seventy-tws post-plating, total
RNA was extracted, reverse transcribed and resdMA amplified as
in Figure 4.5. “No RT” is RNA extract rom JFH-leetroporated cells
with no reverse transcription stageCHs no RNA control reaction.
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electroporated cells (section 4.2.3.5), medium froaiant virus cultures at passage 10 was
capable of infecting naive Huh7 cells. Again, afote there was no colocalisation
between mutant core and DDX3 except for a percentdgcells infected with medium
from the V34A culture, in which some cells showedlocalisation (Fig. 4.19).
Interestingly, unlike culture medium from cells @l®porated with G33A RNA,
supernatant from passage 10 cells carrying JFH-3AGRNA was capable of infecting
naive Huh7 cells. This result indicates that infect particles were now being produced
from this mutant RNA (Fig. 4.19; G33A). Also of eotthe core protein produced by this
infectious JFH-1 G33A mutant virus colocalised WitBX3 in a similar manner to that of
wild type HCV core.

The presence of replicating JFH-1 mutant RNA ireatéd cells was confirmed by RT-
PCR. Negative strand, replication intermediate JFRNA was detected in all culture
samples, including cells incubated with JFH-1 G38&dium (Fig. 4.20). This result
confirms that viral RNA replication was occurringspite the inhibition of core — DDX3

interaction.

4.2.3.7 Nucleotide Sequence Analysis of Viral cDNA

RT-PCR products from passage 10 infection experisnéfig. 4.20) were purified using
Qiagen Gel Extraction Kit and sequenced to confin@ presence of the initial alanine
substitutions inserted by site-directed mutageng@sstion 4.2.3.1). Nucleotide sequence
analysis confirmed that all mutants retained thigitial alanine substitution after
propagation for 10 passages (Fig. 4.21). MutandsAF527A, 130A, V34A and Y35A had
no other mutations within the JFH-1 core sequence,did the wild type. Interestingly
however, JFH-1 mutant G33A, which did not produn&dtious particles after initial
electroporation, but was capable of infecting nditeh7 cells after propagation for 10
passages, had developed a second mutation in tihe aeid sequence of core (Fig. 4.21).
This mutation, at residue 32 of core (G32D), wagdally upstream of the initial G33A
mutation, suggesting this may be a compensatoryatioat allowing production of

infectious particles. This possibility is investigd further in Chapter 5.
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Figure 4.19: Colocalisation of core protein with DDX3 in celisfected
with passage 10 supernatant. Huh7 cells electrtgabraith 5pg of in
vitro transcribed mutant JFH-1 RNA were cultured for Hspges.
Culture medium was incubated with naive Huh7 delis3 hrs at 37°C
before washing with PBS and overlay with approprizlture medium.
Seventy-two hours post-infection, cells were figed probed with rabbit
polyclonal anti-core antiserum (R308) and mouseaaiomal anti- DDX3
antibody (AO196) as in Chapter 3.
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Figure 4.20: Detection of cDNA, generated from negative stra@vH
RNA in cells infected with passage 10 supernat&iwh7 cells
electroporated with g of in vitro transcribed mutant JFH-1 RNA
were cultured for 10 passages. Culture medium nesbated with
naive Huh7 cells for 3 hrs at 37°C before washinth WBS and
overlay with appropriate culture medium. Seventy-thours post
infection, total RNA was extracted, reverse traibsck and resultant
cDNA amplified as in Figure 4.5. “‘No RT” is RNA eatt from JFH-1
electroporated cells with no reverse transcripgiage, BO is no RNA
control reaction.

187



David A Dalrymple

10 20 30 40 50 59
JFH1 SEQ MBTNPKPQRK TKRNTNRRPE DVKFPGGGQ VGGVYLLPRR GPRLGVRTTR KTSERSGPR
Wld type P10 MSTNPKPQRK TKRNTNRRPE DVKFPGEEQ VGGVWYLLPRR GPRLGVRTTR KTSERSGPR
F24A P10 MBTNPKPQRK TKRNTNRRPE DVKAPGGGQ VGGVYLLPRR GPRLGVRTTR KTSERSGPR
@7A P10 MSTNPKPQRK TKRNTNRRPE DVKFPGAGQ VGGVWYLLPRR GPRLGVRTTR KTSERSGPR
| 30A P10 MBTNPKPQRK TKRNTNRRPE DVKFPGGGQA VGGVWYLLPRR GPRLGVRTTR KTSERSGPR
G33A P10 MSTNPKPQRK TKRNTNRRPE DVKFPGEEQ VDAVYLLPRR GPRLGVRTTR KTSERSGPR
V34A P10 MBTNPKPQRK TKRNTNRRPE DVKFPGGGQ VGGAYLLPRR GPRLGVRTTR KTSERSGPR
Y35A P10 MSTNPKPQRK TKRNTNRRPE DVKFPGEEQ VGGVALLPRR GPRLGVRTTR KTSERSGPR

Chapter 4: Results

Figure 4.21: Nucleotide sequence analysis of propagated muihtlviruses. Huh? cells electroporated withds

of in vitro transcribed mutant JFH-1 RNA were cultured for &48sages. Culture medium was incubated with naive
Huh7 cells for 3 hrs at 37°C before washing with RB8 overlay with appropriate culture medium. Sgvemo
hours post-infection, cells were washed with PB®yédsted using TRIzol (Invitrogen) and total RNAracted. RNA
was reverse transcribed using JFH-1 NegRT (ttgggegtggga) and resultant cDNA amplified by PCRgisore
primers JFH-1 RTPCR1 (ggtctcgtagaccgtgcacc) and1lJRAIPCR2 (gtattcttcacctgggcage). PCR products gele
purified using a gel extraction kit (Qiagen) andunced using core specific primers JFH-1 RTPCR1J&hH1
RTPCR2. Red residues represent original site-éilectutations, green residue represent new mut&ilg. amino
acids 1-59 are shown here, all mutants and wild tygl identical sequence to original JFH-1 sequioneresidue
60-191.
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4.2.3.8 Analysis of Mutant Virus Replication and Tr  anslation Efficiencies

The previous results indicate that although thessufion mutations in core abolish the
interaction with cellular DDX3, neither viral RNAeplication nor production of infectious
progeny particles are abolished (although efficeemeay be affected). It is possible
however that DDX3 is required for enhancing regiaa or translation efficiency and,

without it, these processes continue but at a gloate.

To determine the replication efficiency of the nmitairuses, the tissue culture infectious
doseo (TCIDsg, dilution of culture medium required to infect 5086 the wells) of each
harvested virus mediunwas calculated and naive Huh7 cells infected atle@CIDso
levels. Seventy-two hours post-infection, total RWAs harvested from infected cells and

Real-Time PCR conducted to determine relative WRId/A levels in each sample.

To produce sufficient virus for titration, electarpted cells were cultivated for 5 passages
before culture supernatant was harvested andefitérrough a 0.4pm filter. Naive Huh7
cells were seeded at 5X16ells/well in flat-bottomed 96-well plates. Thdléwing day,
cells were overlayed with filtered virus supernatgserially diluted 10-fold from neat to
107, 6 wells per dilution) for 3 hrs at 37°C beforeshimg with PBS and addition of
appropriate culture medium. Seventy-two hours pdsttion cells were washed with PBS
and fixed in methanol. Cells were then permeabhgithl PBS-T and probed for NS5A.

Immunofluorescence was used to count the numbevetls positive for NS5A at each
dilution. From this, the TCIEy was calculated (Fig. 4.22). As titration results €ach
virus were almost identical, all naive Huh7 cellsrevinfected with neat medium for the
RNA quantitation assay. Seventy-two hours postcitnde cells were washed with PBS,
harvested in TRIzol and total RNA extracted. Re&atriral RNA quantitation was carried
out using a Real-Time PCR system (Applied BiosysfenThis system involves the
amplification of two transcripts, one the targetsence (viral RNA), and the other an
endogenous control (GAPDH) in order to normalise gamples for total RNA levels. An
oligonucleotide probe is constructed with a fluoexd reporter dye bound to the 5’ end
and a quencher on the 3’ end. While the probe tecinthe proximity of the quencher
greatly reduces the fluorescence emitted by thertepdye. If the target sequence is
present, the probe anneals between primer sitessaridaved by the 5’ nuclease activity
of the DNA polymerase during extension. Cleavagéhefprobe releases the reporter dye
from the quencher, thus increasing the reportersity@al, which is measured at each cycle

of the PCR reaction. With each cycle, more repatyer molecules are cleaved from their
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WT | F24A | G27A | 130A | G33A | V34A | Y35A
Neat 6 6 6 6 6 6 6
10" 6 6 6 6 6 6 6
10° 6 6 6 6 6 6 6
10° 2 1 1 1 0 2 2
10* 0 0 0 0 0 0 0
10° 0 0 0 0 0 0 0
10° 0 0 0 0 0 0 0
107 0 0 0 0 0 0 0

log TCIDsy/ml | -3.83| -3.67 | -367 | -367| -35 | -3.83 | -3.83

Figure 4.22: Titration of mutant virus supernatarHuh7 cells electroporate
with 5ug of in vitro transcribed mutant JFH-1 RNA were cultured for Sga@es.
Passage 5 supernatant was incubated with naive Eelt& for 3 hrs before
washing with PBS and overlay with appropriate agtmedium. 72 hrs post
infection, cells were washed with PBS, fixed in haatol and permeablised with
PBS-T. Cells were then probed with sheep polyclamai-NS5A antiserum,
followed by FITC-labelled anti-sheep secondary @dy. The number of
NS5A-positive wells per dilution was counted andID¢g dilution calculated
(see Materials and Methods).
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respective quenchers resulting in an increaseuinrdscence intensity proportional to the
amount of amplicon produced. In order to removepbssibility of pipetting errors when
splitting samples into two reactions, both readi¢@ample and endogenous control) can
be carried out in the same tube using differenbmep dye molecules. In the case of HCV
infected cells, GAPDH has been validated as angemuus control (Pugnaétal., 2006).
Reverse transcription and Real-Time PCR were ahrreut according to the
manufacturer’s guidelines (Applied Biosystems).eyi, random hexamers were used to
produce cDNA from total RNA samples. Primers RA16
(TCTGCGGAACCGGTGAGTAC) and RAl17 (GCACTCGCAAGCACCCTR)
(binding the HCV 5°’NCR) were used to amplify cDNAhile a FAM™ labelled probe
bound the 5’NCR between these primers. GAPDH waectkxd using Applied Biosystems
Human GAPDH endogenous control primers and a Vi€i®lled probe. Real-Time PCR
was carried out using Applied Biosystems 7500 Resal-Time PCR System and data
analysed using Applied Biosystems software (SDSiwarl.3.1). The analysis software
automatically sets the baseline and threshold atalilates the cycle threshold (CT) value
of each sample relative to a positive reference rarthalises samples to GAPDH. Wild
type JFH-1 containing sample was used as a calihratgainst which the relative
quantification of the other samples was measuredetanalysing JFH-1 mutant RNA
levels relative to JFH-1 wild type RNA levels, atlutants showed greatly reduced RNA
levels (Fig. 4.23). Mutant viruses F24A, G27A, I30A34A and Y35A showed less than
3% RNA levels of that of wild type. Mutant G33A (daining the compensatory mutation
G32D) showed 57% RNA levels of that of wild typadicating that this compensatory

mutation may be having an effect on viral RNA regtion.

Infections at equal TCI§ were also carried out to determine any differendgnslation
efficiency between wild type JFH-1 and mutant vimmable to sequester DDX3 (assuming
equal uptake of virus samples). Naive Huh7 cellevigfected with passage 5 supernatant
as before and 72 hrs post-infection washed with BB&harvested in LB2. Proteins were
separated by 10% SDS-PAGE and blotted on nitrdoskumembrane before being probed
with various antibodies to detect viral proteinsaadl as cellular DDX3. Core protein was
most abundant in wld-type JFH-1 infected cells ehéduced in all JFH-1 mutant infected
cells (Fig. 4.24A). E2 was again most abundant ild-type JFH-1 infected cells, with
mutant infected cells containing decreased levelE2 Finally, NS5A levels were also
highest in wild-type JFH-1 infected cells althougiutant virus G33A had comparable
levels (Fig. 4.24C). The remainder of the mutarmtd lower levels of NS5A in agreement

with core and E2 data, and Real-Time PCR analidis<3 levels were similar in all
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Raw RO (Relative Quantification)

. fas] 2 g i g ><
F24A  G27A I130A  G33A VA Y35A  GND WT
(inc. G32D)

Figure 4.23: Real Time PCR analysis. Naive Huh7 cells were iatadhwith culture medium taken from mutant virus (a
equal TCIR, dilution) for 3 hrs at 37°C followed by washing wiBS and overlay with appropriate culture medium.
Seventy-two hours post-infection, cells were washiétl PBS, lysed using TRIzol (Invitrogen) and td®NA extracted.
RNA was reverse transcribed using random hexamgmsliéd Biosystems, according to manufacturergunsions) and
resultant cDNAs amplified by PCR using HCV core 5'UERecific primers and GAPDH specific primers (Apgli
Biosystems), in the presence of FAM and VIC prob§gplied Biosystems, according to manufacturerdrunsions).
Relative fluorescence intensity of samples was unedsusing Applied Biosystems 7500 Fast Real- TiQ& Bystem and
data analysed using Applied Biosystems softwargédEment carried out in triplicate, error barsvshp
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Figure 4.24: Detection of HCV viral proteins in infected Huh7llse
Naive Huh7 cells were incubated with culture meditom mutant virus
(at equal TCIR, dilution) for 3 hrs at 37°C followed by washing with
PBS and overlay with appropriate culture mediumesg-two hours
post-infection, lysates were used for Western imrlariing as in Figure
4.6. A) rabbit polyclonal anticore antiserum (RB0O&8) mouse
monoclonal ant-rE2 antibody (AP33), C) sheep paolgal ant-NS5A
antiserum, and D) rabbit polyclonal anti- DDX3 agttisn (R648).
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infected cell lysates indicating that samples cioeth equal amount of total protein (Fig.
4.24D). Slight background bands were seen in GNDp$éas probed for E2 and NS5A,
possibly due to contamination from the wild typengée during loading of the gel since no
band was seen when GND was probed for core, noiGM3 positive for E2 or NS5A in

previous experiments (Fig. 4.6).
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4.3 Discussion

The recent discovery of a genotype 2a HCV clonéi{I} capable of undergoing a fully
infectious life cycle in cell culture without theeed for adaptive mutations (Wakiaal.,
2005) has allowed many previously un-investigatspleats of the HCV life cycle to be
studied. Of particular interest is the interplaymen viral proteins and host factors. In the
previous chapter, 6 HCV core residues were ideatifvhich, when substituted for alanine,
abolished the interaction between core and DDX3a tnansient transfection system. To
understand more about this interaction in terms dd@illy infectious replication system,
these alanine substitutions were introduced indiadly into the JFH-1 background and

their effects on the JFH-1 life cycle studied itl calture.

Before analysing the effects of abolishing thigiattion on the virus life cycle, the JFH-1
cell culture model was set up and core-DDX3 inteéoacconfirmed in this new system.
Plasmid containing full length JFH-1 sequence wasarised and RNA produced Iy
vitro transcription. This RNA was then electroporatea indive Huh7 cells for analysis.
Viral proteins were detected in electroporatedscbif immunofluorescence and Western
immuno-blot analysis. By immunofluorescence, caxgin was detected in the cytoplasm
of electroporated cells, having a globular stairpadgtern. Core protein was also shown to
colocalise with the lipid droplet marker ADRP, iodting that it was targeted to the lipid
droplets as previously described (Moradpeturl., 1996). HCV glycoprotein E2 was
detected throughout the cytoplasm of electroporaédid. Core protein was also shown to
colocalise with DDX3. In naive Huh7 cells, DDX3d#fusely distributed throughout the
cytoplasm and is also found in the nucleus. Howevethe presence of HCV JFH-1 core
protein, DDX3 is redistributed and colocalises witbhre. The site of colocalisation
between core and DDX3 was confirmed to be lipidptets by colocalisation between
DDX3 and ADRP in core expressing cells. HCV RNA wiagected in electroporated cells
by RT-PCR. To confirm the RNA detected was repiigatRNA and not input RNA, a
primer was designed to reverse transcribe negatirand HCV RNA. Negative strand
RNA is only produced during replication and canréfiere be used as an indicator of viral
RNA replication. Negative strand RNA was detectedcells electroporated with JFH-1
RNA, confirming that viral RNA replication was oacing. Production of infectious HCV
JFH-1 particles was confirmed by infection of naideh7 cells with filtered culture
medium from electroporated cells. By immunoflucessce, JFH-1 core protein was
detected in infected Huh7 cells and shown to cdieeavith DDX3. Core, E2 and NS5A

were also detected in infected Huh7 cells by Wasiermuno-blot analysis and the
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presence of replicating RNA shown by RT-PCR, againg a reverse transcription primer

against negative strand, replication intermediaf/HRNA.

To investigate the effect of abolishing the intéicat between core and DDX3 on the life
cycle of HCV (in a cell culture system), the 6 HCWre residues shown in the previous
Chapter to abolish core-DDX3 interaction were imndliially substituted for alanine within
the JFH-1 clone by site-directed mutagenesis. Bynumofluorescence, mutant core
protein was detected in the cytoplasm of electrajgal cells and was shown to colocalise
with ADRP on lipid droplets, similar to that seenthwwild type JFH-1 core protein. In
accordance with the transient transfection dat&hapter 3, mutant core protein did not
colocalise with cellular DDX3. Instead, DDX3 wascdted diffusely throughout the
cytoplasm as in naive Huh7 cells. A percentageooé-enutant V34A did colocalise with
DDX3 however. Nucleotide sequence analysis confirieat JFH-1 V34A mutant RNA
did possess the site-directed mutation introdugéat po in vitro transcription and RNA
electroporation. It is therefore possible thathrs tcell culture system, HCV core mutation
V34A is not as efficient at blocking interaction tiwiDDX3 compared to the other
mutations identified. Mutant G33A also showed aer@sting phenotype in that while all
other mutant and wild-type RNA transfected cultuse®wed clusters of infected cells,
only isolated groups of one or two cells were segoressing G33A mutant viral proteins.
Western blot analysis also confirmed the presefag&r@ proteins in electroporated cells.
Mutant core, E2 and NS5A were detected and all veérpredicted molecular weight,
although lower levels were detected in the G33Atgspossibly due to the lack of large
clusters of infected cells. One hypothesis regardie function of DDX3 in the life cycle
of HCV is that DDX3 is required for viral RNA rephtion. To study this, RT-PCR was
used to detect negative strand, replication intediate HCV RNA in electroporated cells.
Replicating viral RNA was detected in cells eleptmated with each of the 6 JFH-1
mutants indicating that core interaction with DDX8 not essential for HCV RNA

replication.

Another hypothesis to explain why core interacthviiDX3 is that the helicase activity of
DDX3 is required for packaging viral RNA into pragepatrticles. If DDX3 is required for

this purpose then blocking interaction between canel DDX3 should prevent the
production of infectious progeny particles. Meditnmm cells electroporated with mutant
JFH-1 RNA was filtered and incubated with naive Heklls. HCV infection was detected
in all but one culture by immunofluorescence andHROR. Mutant core protein had a
typical cytoplasmic staining pattern and showedalocalisation with DDX3 (except for a

percentage of cells infected with JFH-1 V34A mutainas). Interestingly, no core protein
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was detected in the Huh7 culture incubated with ioradfrom JFH-1 G33A RNA
electroporated cells. Similarly, replicating viRNA was detected in all infected cultures
except for that incubated with medium from JFH-13G3RNA electroporated cells. The
absence of infection in cultures incubated with &3&ulture medium suggests that
infectious viral particles are not being produced &or secreted by this viral RNA. This
observation ties in with the fact that no clusterfsinfected cells were seen upon
electroporation with G33A RNA, suggesting infectiomas unable to spread to
neighbouring cells. It is also interesting to ntiat structural analysis of core containing
the G33A mutation showed that this mutation cawsstight “kink” in the helix between
residues 30 and 39 (section 3.3, Figure 3.18). pwssible hypothesis for the lack of
infectious mutant G33A virus is that this mutaticauses some structural change in core,
which then results in production of aberrant HCWtipkes that are either not released from

the infected cell or are unable to bind and / aeeuaninfected cells.

Electroporated cultures were grown through ten padisages and re-analysed in a similar
manner to determine whether the mutant virus irdaatould be sustained. Cells remained
positive for HCV core protein as shown by immunoflescence with infection spreading
throughout the culture. While wild type core coliimed with DDX3, the mutant core
proteins were still unable to colocalise with theldar protein. However, core mutant
G33A (from which electroporated RNA did not producctious particles), now showed
colocalisation with DDX3. As no infectious partislevere produce from this mutant RNA
after electroporation, it would be expected thairducontinuous cell passaging, numbers
of HCV core positive cells would diminish. Insteadwever, G33A mutant virus had
spread throughout the culture, similar to the othetants and wild type virus. Infection
studies on medium from these passage 10 cultudésabed (by immuno-staining for core
and negative strand RT-PCR) that all mutants (oliolgt G33A) were capable of infecting
naive Huh7 cells. Sequence analysis of viral RNAhese infected cells showed that all
mutants still possessed their original mutatiooare. In addition, mutant G33A RNA had
a second mutation, located one amino acid upstiearasidue 32 of core (G32D). It is
possible that this is a compensatory mutation gsdein the replicating G33A RNA by its
ability to produce infectious HCV particles. Itnst clear whether the mutation at residue
33 of core is blocking particle production withimetcell or if particles are being secreted
but are unable to enter or uncoat within naivescélurther investigation of mutant G33A

is described in Chapter 5.

As DDX3 is not essential for viral RNA replicatiar production of infectious particles,

more detailed analysis of mutant virus replicatoml translation efficiencies were carried
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out to detect any subtle differences compared td type virus. Naive Huh7 cells were
infected at equal TCI§ levels (after titration of culture medium) andlsdiarvested for
total RNA and protein. Using Real-Time PCR, virdR levels in infected cells were
analysed. Compared to wild type JFH-1, total vVRNA levels in mutants were greatly
reduced (approximately 50-100 fold lower). Mutan333 however, (also containing
mutation G32D), had RNA levels higher than othetants yet still lower than wild type
(approximately 2 fold lower). Similar results weobtained from Western immuno-blot
analysis of viral protein levels in infected celsyain, levels of core, E2 and NS5A were
greatly reduced in mutant infected cells compareditd type and again, mutant G33A
infected cells had higher levels of viral proteammnpared to other mutants. These results
are in contradiction with those in Figures 4.13 @4 which suggest that there is no
significant difference in levels of viral RNA repétion and translation between wild-type
and mutant HCV RNA. One possible theory for thiscdépancy is that electroporation of
naive cells with 5ug of RNA results in cells being “overloaded” witiral RNA and as
such the RT-PCR and western blot data shown areethdt of saturation. Infection of
naive cells with virus-containing culture mediumaewer, may result in less viral RNA
entering cells (compared to electroporation ofudp RNA), therefore allowing more
accurate analysis of both viral RNA replication a@nahslation. In order to detect these
differences using electroporated cells, RNA andginoextract could have been serially
diluted before analysis in order to avoid saturatidnother option would have been to
carry out a time-course, allowing the study of RMKgplication and translation at time
points earlier than 72 hours (before saturatiorumed). This would have been of interest
as the sensitivity of RT-PCR would allow detectadimegative strand viral RNA at much
earlier time points, possibly before saturation.oMercome this issue of saturation, less
RNA could have been used for electroporation. H@wess previous publications using
the JFH-1 system have usedi@of RNA (Zhonget al., 2005), our starting material was
not thought excessive at the time. As it has becewident that this may result in
“overloading” of the cell culture model, re-anal/sif RNA volumes may be required.
These results suggest that abolishing the interattetween core and DDX3 may have an
inhibitory effect, either directly or indirectly noviral RNA replication and translation. The
higher level of replication and translation in MmittaG33A/G32D compared to other
mutants may be explained in that it is possibledtmpensatory mutation (G32D) has, as
well as enabling production of infectious particlesversed the effects on replication and
translation caused by the abolishment of the cdde® interaction. This explanation

would seem plausible since mutant G33A can nowactavith DDX3.
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The results in this chapter suggest that the iotiena between HCV core and cellular
DDX3 is not essential for maintenance of infecticegplicating virus. From this data
however, it is plausible to suggest that DDX3 iguieed for enhancing some part of the
virus life cycle involved in replication and traagsbn. These results will serve as a basis
for future detailed investigations into the replioa and translation efficiency of HCV in

the absence of core-DDX3 interaction.

200



5. Further Analysis of HCV Core Mutant G33A

201



David A Dalrymple Chapter 5: Results

5.1 Introduction

The previous chapters identified 6 conserved amaicids of HCV core protein that are
required for the interaction with cellular DDX3 amhalysed the effect mutating these
residues had on the virus life cycle (in the cohtéxgenotype 2a JFH-1 strain). Although
the 6 mutant core proteins did not colocalise wihular DDX3, the viruses were able to
replicate and produce infectious virus particlese Exception to this was the discovery
that mutation of HCV core amino acid 33 from glyito alanine inhibited the production
of infectious virus particles, while the viral RN&as still capable of replication. Western
blot analysis of this mutant indicated that mutemrte was being processed correctly as it
was of similar molecular weight to all other mutamaire proteins as well as wild type
(Figure 4.14A). The fact that there was signifitariess core protein in this sample
compared to wild type and other mutants may beagxetl by the fact that in the 72 hours
between electroporation of RNA and harvesting ofiglas, wild type and mutant viruses
have infected neighbouring cells in the culture levmhutant G33A remained only in the
initially electroporated cells. However, a sloweplication rate may also be a factor. From
these initial experiments it cannot be confirmedethler this mutation is preventing the
assembly of virus particles or if particles arenigesecreted but are non-infectious. After
culturing electroporated cells for 10 passagesyas noted that culture medium from
mutant G33A culture could infect naive Huh7 celibsequent nucleotide sequence
analysis of the core gene from this infectious G38atant identified a second mutation
that had arisen one residue upstream from thenadignutation, at amino acid 32 (glycine
— aspartic acid). The appearance of a second mmnjatiiong with infectious particle
production, suggested that this might be a compensanutation, responsible for the
production of infectious particles. In order todstuthis further, each mutant RNA was
freshly electroporated and culture medium analyseeéach cell passage for infectious
particles, and nucleotide sequence analysis capuédo identify any other compensatory
mutations in core. Presented here is a detailelysisaf compensatory mutations arising
in HCV JFH-1 mutant G33A and their effect on thedarction of infectious virus

particles.
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5.2 Results

5.2.1 Analysis of Infectious Particle Production by Mutant G33A

As shown in Chapter 4, JFH-1 G33A mutant RNA did pmduce infectious particles
following electroporation, as measured by RT-PCH anmunofluorescence. However,
after cultivation for several passages, infectiomgs particles were eventually produced.
In the first experiment, infectious JFH-1 G33A mitRNA was found to possess a second
mutation in core (G32D). To confirm these resultsl @etermine whether the secondary
mutation was responsible for the production of étifus virus particles, further repetitions
of these infection studies were carried duatvitro transcribed RNA (JFH-1 wild type,
JFH-1 F24A mutant and JFH-1 G33A mutant) was ebgctrated into naive Huh7 cells as
previously described (see methods). Seventy-tworshquost-electroporation, culture
medium was harvested and cells trypsinised andagasds Naive Huh7 cell were seeded at
5x10%ml and the following day incubated with filteredlire medium for 3 hrs at 3¢
before washing with PBS and overlay with DMEM. Sayetwo hours post-infection,
cells were either fixed in methanol for immunoflescence or harvested using TRIzol and
total RNA extracted. This process was repeatedaah ef the first 5 passages of the

original electroporated cultures.

Cells fixed in methanol were permeablised with PB&nd probed in an indirect
immunofluorescence assay for HCV core and cellDiBxX3. Cells electroporated with
JFH-1 G33A mutant RNA showed typical HCV core dtagnas seen before (Fig. 5.1A).
HCV core mutant G33A could be detected in a peegnbf cells. However, there was no
colocalisation with cellular DDX3. Immunofluores@enexperiments were repeated using
cells infected with culture supernatant from paesap. Cells infected with supernatant
taken from JFH-1 G33A cultures up to and includiagsage 3 showed no signs of HCV
infection (Fig. 5.1B), as described in Chapter éwldver, cells infected with passage 4
JFH-1 G33A culture medium were positive for HCV eoprotein (Fig. 5.1C).
Interestingly, while core protein produced from finfectious JFH-1 G33A RNA did not
colocalise with DDX3, core protein produced fronfeictious JFH-1 G33A RNA did
colocalise with DDX3. Culture medium from passageJFH-1 G33A mutant RNA-
electroporated cells showed more HCV infection (FBglD) and again, mutant core

protein colocalised with DDX3.
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Figure 5.1: JFH-1 G33A mutant virus infections. Huh7 cells
electroporated with 5 pg JFH-1 G33A mutant RNA wesgiadly
passaged. Before each passage, culture medium amassted and
incubated with naive Huh7 cells for 3 hrs beforeshiiag and overlay
with appropriate culture medium. Seventy-two hopwst-infection,
cells were fixed and probed with rabbit polyclomaalti-core antiserum
(R308) and mouse monoclonal anti-DDX3 antibody (R6)1as in
Chapter 3. A) electroporated cells, B) cells indglctwith passage 3
supernatant, C) cells infected with passage 4 sapemt, D) cells
infected with passage 5 supernatant.
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Huh7 cells infected with filtered culture mediunorn passages 3, 4 and 5 were also
analysed for infection by the presence of negasivand replication intermediate JFH-1
RNA. Total RNA was isolated and reverse transcribsidg HCV negative strand specific
primer JFH-1 NegRT, and the resultant cDNA was #eplby PCR using primers JFH-1
RTPCR1 and JFH-1 RTPCR2. In accordance with theultsesobtained by
immunofluorescence analysis (Fig. 5.1), no JFH-NADwvas detected in cells incubated
with JFH-1 G33A mutant passage 3 culture mediurdicating there was no infection
(Fig. 5.2A). Infection was clearly detected in selhcubated with passage 3 supernatant
from wild type and mutant F24A cultures. Althoudtisttype of RT-PCR is not truly
guantitative, cells incubated with culture mediuoni passage 4 G33A mutant appeared
to have low levels of replicating JFH-1 RNA (Fig.2B), in agreement with the
immunofluorescence data. Finally, incubation ofveaHuh7 cells with passage 5 JFH-1
G33A culture medium clearly caused infection asficored by detection of negative
strand, replicating JFH-1 RNA, with quantities aggeg similar to that in wild type and
mutant F24A infected cells (Fig. 5.2B).

As a final assay for detection of infectious vipasticles, culture medium was titrated and
TCIDs calculated for each sample. Naive Huh7 cells wserxled at 5xfavell (96-well
plate). The following day, culture medium was Seridiluted 10-fold from neat — Iband
incubated with the naive Huh7 cells. Three hourst-pdection, cells were washed with
PBS and overlayed with DMEM. Seventy-two hours pofgction, cells were washed
with PBS and fixed in methanol. Cells were thenmpeablised with PBS-T and analysed
by immunofluorescence for NS5A (fluorescent cellerev viewed under UV light).
Titration of passage 3 culture medium gave simi#aults to both the immunofluorescence
and RT-PCR results. No infection was detected froatant G33A culture medium while
both wild type and mutant F24A supernatant was loiepaf infecting cells at Iddilution
(Table 5.1A). At passage 4, G33A culture medium wéesctious, albeit only undiluted
and at very low levels (Table 5.1B). Again, passageilture medium from wild type and
mutant F24A cultures was capable of infecting najeds at 1¢ dilution. Finally, by

passage 5, G33A culture medium infected naive aeHiiutions up to 18 (Table 5.1C).

During initial analysis of JFH-1 G33A mutant virusfectious RNA was shown to possess
2 mutations in core. The first, introduced at rasi@3 of core by site-directed mutagenesis
and the second, inserted during replication. ffassible that this second mutation enabled
the production of infectious particles from the finfectious G33A mutant RNA. In order
to identify any mutations that may have arisen mycultivation of JFH-1 G33A mutant

virus, thus triggering the switch from non-infect#oto infectious phenotype, nucleotide
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NoRT H,0 GND WT F24A G33A

A
600bp
Passage:?
NoRT H,O GNDWT F24A G33A GND WT F24A G33A
B
600bp

Passage 4 Passage 5

Figure 5.2. RT-PCR analysis of mutant G33A infection. Huh7 ell
electroporated with G33A mutant RNA were serialgspaged. Before
each passage, culture medium was harvested, dil@md used to infect
naive Huh7 cells. Seventy-two hours post-infectitmtal RNA was
extracted, reverse transcribed and resultant cDMAlified as in Figure
4.5. A) cells infected with passage 3 medium, Blscanfected with
passage 4 and passage 5 medium. No RT is conadior using extract
from JFH-1 infected cells with no reverse trandasip stage, 5O is no
RNA control reaction.
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Table 5.1: Mutant G33A TCIBo. Huh7 cells electroporated with G33A mutant
RNA were serially passaged. Before each passagfeyeeumedium was harvested
and serially diluted 10-fold before being usedritect naive Huh7 cells. Seventy-
two hours post-infection, cells were fixed in metbla permeablised with PBS
(0.05% Tween) and probed with anti-NS5A antibodjofeed by anti-sheep FITC
secondary antibody. Wells positive for NS5A wereirted and TClg, calculated
(see Materials and Methods). A) Cells infected wittssage 3 medium, B) cells
infected with passage 4 medium, C) cells infectdd passage 5 medium.
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sequence analysis of the full HCV core region (dfmepl during RT-PCR experiments)
was conducted following electroporation of freshARN a repeat experiment. Using core
specific primers JFH-1 RTPCR1 and JFH-1 RTPCRZAI\RNA was sequenced 72 hrs
post-electroporation. The only mutation present s G33A mutation inserted by site
directed mutagenesis (Fig. 5.3A). Next, the infacdi JFH-1 G33A RNA (amplified from
cells infected with passage 5 G33A culture mediwa} sequenced. Again, the original
G33A mutation was present. However, a second noumtdtad arisen at residue 34 with
valine being substituted for alanine (Fig. 5.3H).order to identify when this mutation
arose, nucleotide sequence analysis was carriedmouhe JFH-1 G33A mutant RNA
extracted from cultivated cells at passage 1, 3% passage 1, the sequence of JFH-1
G33A core protein was identical to that of the wlgmorated G33A core sequence (Fig.
5.3B). At passage 3, mutant G33A is still unablgtoduce infectious virus particles as
shown by immunofluorescence, RT-PCR and titratibm. agreement with this, the
nucleotide sequence of G33A core protein is idahtio that after electroporation (Fig.
5.3C). Interestingly, at passage 5, when culturdiome becomes infectious, two different
HCV core nucleotide sequences can be detectedeinctitured cells. As well as a
thymidine at position 441 (core amino acid 34) leé tIFH-1 nucleotide sequence (wild
type JFH-1 sequence), a larger peak can be seegsesping a cytosine at this position
(Fig. 5.3D). This nucleotide mutation results in @mino acid substitution (V34A). The
sequence containing the V34A mutation was the salyuence detected in cells infected
with passage 5 JFH-1 G33A mutant culture mediumticating that this mutation may be
playing a role in the production of infectious \drparticles. This mutation was not the
same as the mutation detected in the first expertift&32D), however, it is only situated 2
residues downstream, and only 1 residue downstgethe original G33A mutation (Fig.
5.4).

In total, this experiment was conducted 4 times, dFH-1 G33A mutant RNA was

electroporated into naive Huh7 cells on 4 separatasions, alongside wild type, GND
and F24A mutant RNA. On each occasion, infectiowgsvparticles were not produced
within the first 3 passages of the cells. Infectigarticles were eventually produced from
cultured cells after 4-6 cell passages. On eachsiog, naive cells successfully infected
with infectious G33A virus were harvested with TRIand total RNA extracted. Negative
strand viral RNA was detected by RT-PCR as befand e&esultant PCR products

sequenced. The nucleotide sequence analysis remealtshown in Figure 5.5. In each
experiment a different mutation arose, howeverheaas located within the surrounding
residues of the initial mutation at residue 33 (B3234A, L36S and L37S). To rule out
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Figure 5.3: Nucleotide sequence analysis of JFH-1 G33A mutamh f
repeat experiment. RT-PCR products from varioussagss were
sequenced using JFH-1 core specific primers JFHFPGR1 and
RTPCR2. A) Electroporated cells, B) passage 1 cé€llspassage 3
cells, D) passage 5 cells, E) cells infected wakgage 5 medium. Red
box indicates original G33A mutation, green box icates
compensatory V34A mutation.
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10 20 30 40 50 59
JFH-1 Seq. MSTNPKPQRK TKRNTNRRPE DVKFPGGGQI VGGVYLLPRR GPRIGRNKTSERSQPR

Wild type P5 MSTNPKPQRK TKRNTNRRPE DVKFPGGGQI VGGVYLLPRR GPRIEGRKTSERSQPR
F24A P5 MSTNPKPQRK TKRNTNRRPE I*'KAPGGGQI VGGVYLLPRR GPRLGRRTSERSQPR

G33A P5 MSTNPKPQRK TKRNTNRRPE DVKFPGGGQ_'AWLLPRR GPRLGVRTTR KTSERSQPR

Figure 5.4: Sequence analysis of infectious G33A mutant froepeat
experiment. Culture medium from passage 5 cellswsasl to infect naive Huh7
cells. Cells were harvested 72 hrs post-infectiod ttal RNA extracted. RT-
PCR products were sequenced using core specifieepsi JFH-1 RTPCR1 and
JFH-1 RTPCR2. Red residues represent originaldsieested mutations, green
residues represent new mutation, and underlineduegepresents the amino
acid changed by compensatory mutation in origingdeement. Only amino
acids 1-59 are shown here, all mutants and wil@ tyad identical sequence to
original JFH-1 sequence from residue 60-191.
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10 20 30 40 50 59
JFH-1 Seq. MSTNPKPQRK TKRNTNRRPE DVKFPGGGQI VGGVYLLPRR GPRIGRKTSERSQPR

Experiment 1 MSTNPKPQRK TKRNTNRRPE DVKFPGGGQ'/DAVYLLPRR GPROGRKTSERSQPR
Experiment 2 MSTNPKPQRK TKRNTNRRPE DVKAPGGGQI/GAAYLLPRR GPRIGRKTSERSQPR
Experiment 3 MSTNPKPQRK TKRNTNRRPE DVKFPGGGQ'/GAVYLSPRR GPRIGNRTSERSQPR

Experiment 4 MSTNPKPQRK TKRNTNRRPE DVKFPGGGQ'/GAVYSLPRR GPRIERKRTSERSQPR

Figure 5.5: Sequence analysis of infectious G33A mutants febreeparate
experiments. G33A RNA was electroporated into asse Huh7 cultures. After
at least 5 passages, infectious virus was produtethl RNA was extracted
from cells infected with medium from these cultu@shrs post-infection. RT-
PCR was carried out as before and PCR productesegd using core specific
primers JFH-1 RTPCR1 and JFH-1 RTPCR2. Red resideg®sent original
site-directed mutations, green residues represem mutations. Only amino
acids 1-59 are shown here, all mutants and wil@ tyad identical sequence to
original JFH-1 sequence from residue 60-191.
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sequencing errors, wild type RNA from each expentwveas sequenced and no mutations
detected. This indicates that this region of catggin may be critical for the production of
infectious particles. It can therefore be hypotbedithat, with the mutation of HCV core
residue 33, the virus requires a compensatory muté the surrounding area of core in
order to allow production of infectious particlddowever, it cannot be ruled out that
production of infectious particles is also due tioeo additional mutations in the virus, out-

with core.

5.2.2 ldentification of further Mutations arising i n Mutant G33A

The above data led to the hypothesis that a comapmmysmutation is required in order for
JFH-1 G33A mutant RNA to produce infectious viruartigles. To confirm that the
compensatory mutations identified do in fact allpsduction of infectious JFH-1 G33A
virus particles, site-directed mutagenesis was usethtroduce the G33A and V34A
mutations into the wild type JFH-1 sequence. Tlaialg strategy used was that described
in section 4.2.3.1 and nucleotide substitutionseweonfirmed by nucleotide sequence
analysis. The JFH-1 sequence (containing the daublation) was sub-cloned back into
pJFH-1 and new construct (pJFH-1 G33A-V34A) lingadin vitro transcribed as before
and electroporated into naive Huh7 cells. Sevamty+ours post-electroporation, cells
were washed with PBS and fixed in methanol. Celisenthen permeablised with PBS-T
and probed by immunofluorescence for core and DDXS8seen before, wild type core
protein colocalised with cellular DDX3 (Fig. 5.6Ayhile there was no colocalisation
between mutant G33A core protein and DDX3 (Fig.By.6n a previous experiment
(section 5.2.1), a mutation at residue 34 (V34AYHH-1 G33A mutant RNA coincided
with the production of infectious virus particlesorih this mutant RNA. Naive cells
infected with JFH-1 G33A mutant virus (containing34A mutation), showed
colocalisation between core and DDX3 (Fig. 5.1C/8)nilarly here, mutant core G33A-
V34A colocalised with DDX3 in a manner similar taldvtype core (Fig. 5.6C). To
confirm that JFH-1 G33A-V34A mutant RNA producedeittious virus particles, culture
medium was harvested from cells 72 hrs post-elpotation. Naive Huh7 cells were
seeded at 5xfCcells/ml. The following day, culture medium wakeiied and incubated
with naive cells. Three hours post-infection, cellsre washed with PBS and overlayed
with appropriate culture medium. Seventy-two hquost-infection cells were washed with
PBS and fixed in methanol. Cells were then permsadlwith PBS-T and probed by

immunofluorescence for core and DDX3. As expeateeium from cells electroporated
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Figure 5.6: Colocalisation of G33A-V34A mutant core with DDXBluh7
cells were electroporated with vitro transcribed JFH-1 mutant RNA G33A-
V34A. Seventy-two hours post-electroporation, cellre fixed and probed
for core and DDX3 as in Chapter 3. A) Cells elgotmated with wild type
JFH-1 RNA, B) cells electroporated with G33A mutaRNA, C) cells
electroporated with G33A, V34A mutant RNA.
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with wild type JFH-1 RNA was capable of infect maitAuh7 cells, with core protein
colocalising with DDX3 (Fig. 5.7A). Again, as se@meviously, the absence of core
staining in cells incubated with medium from theHJF G33A mutant RNA
electroporation confirmed infectious virus was pobduced from JFH-1 G33A mutant
RNA (Fig. 5.7B). Somewhat surprising however waes délbsence of core staining in cells
incubated with supernatant from the JFH-1 G33A-V3détant RNA electroporation (Fig.
5.7C), thus indicating that infectious virus pdes were not produced despite the
compensatory mutation at residue 34. Therefosgpears that the compensatory mutation

was required to allow colocalisation with DDX3 mdt production of infectious virus.

Electroporated cultures were cultivated until pgesa when immunofluorescence analysis
was again carried out. Cells cultured for 5 passagere washed in PBS and fixed in
methanol. Cells were then permeablised with PBS\d @robed for core and DDX3. As
before, wild type core protein colocalised with D®XFig. 5.8A). Previous analysis of
mutant G33A showed that G33A mutant core proteiry m@ocalise with DDX3 after
introduction of a second mutation. On this occasiatant G33A core protein colocalised
with DDX3 in some cells (Fig. 5.8B) while in othetisere was no colocalisation (Fig.
5.8C). No G33A-V34A mutant core protein was detédtecells cultured for 5 passages
(Fig. 5.8D). It is possible that this is due taal of compensating mutation arising before
cells carrying replicating G33A-V34A RNA were diéat out of the culture. Culture
medium was harvested from passage 5 cultures anbated with naive Huh7 cells as
before. Seventy-two hours post-infection, cells aveavashed with PBS and fixed in
methanol. Cells were then permeablised with PBSi@ probed for core and DDX3.
Infection was achieved using wild type culture nuedi(Fig. 5.9A) and also that from
G33A (Fig. 5.9B and C). As with the G33A virus cuttd for 5 passages (Fig. 5.8B and
C), infectious JFH-1 G33A mutant virus showed a rofxcore that did and did not
colocalise with DDX3.

To confirm these results, RT-PCR was carried ofs @leach stage to detect replicating
viral RNA. Replicating HCV RNA was detected in witgpe, G33A and G33A-V34A
electroporated cells 72 hrs post-electroporatiag. (6.10A). However, after 5 passages,
replicating JFH-1 G33A-V34A mutant RNA was no longketectable (Fig. 5.10A). In
accordance with the immunofluorescence data, negatrand RNA was not detected in
cells incubated with G33A or G33A-V34A medium (hested 72 hrs post-electroporation)
(Fig. 5.10B). Replicating RNA was detected howevier,cells infected with culture
medium from JFH-1 G33A mutant virus that had beehuced for 5 passages, but not
from JFH-1 G33A-V34A mutant virus cultured for ts@me period of time (Fig. 5.10B).
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Figure 5.7. Mutant G33A-V34A infection studies. Culture mediwvas
harvested from electroporated cells 72 hrs posti@poration and used to
infect naive Huh7 cells. Seventy-two hrs post-ititet, cells were fixed and
probed for core and DDX3 as in Chapter 3. A) wiigd, B) G33A mutant,
C) G33A-V34A mutant.
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Figure 5.8: Passaging of Mutant G33A-V34A electroporated celiglls
electroporated within vitro transcribed RNA were passaged 5 times and
seeded on coverslips. Seventy-two hours post-sgedells were fixed and
probed for core and DDXS3 as in chapter 3. A) wiige, B) G33A mutant, C)
G33A mutant, D) G33A-V34A mutant.
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DDX3

Figure 5.9: Mutant G33A-V34A infection studies. Cells electrogied
with in vitro transcribed RNA were passaged 5 times. Culture unedi
was then harvested and used to infect naive Hul3. &eventy-two
hours post-infection, cells were fixed and probeddore and DDX3 as
in Chapter 3. A) wild type, B) G33A mutant, C) G33Autant, D)
G33A-V34A mutant.
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wild G33A  Wild G33A
GND type G33A -V34A type G33A -V34A

600bp —»
Electroporation Passage 5
wild G33A  Wild G33A  wild G33A
GND type G33A -V34A type G33A -V34A type G33A -V34A
B

600bp —p

Electroporation Passage 4 Passage 5
supernatant supernatant supernatant

Figure 5.10: Replication of mutant G33A-V34A RNA. RT-PCR
was carried out on cells harvested using TRIzoingiprimer
JFH-1 NegRT to detect negative strand replicatidarmediate
viral RNA and primers JFH-1 RTPCR1 and JFH-1 RTPG&®R2
amplify the subsequent cDNA. A) electroporated cellsd
passage 5 cells, B) cells infected with supernatam various
passages.
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5.3 Discussion

The previous chapter showed that, when electropdratito naive Huh7 cellsn vitro
transcribed JFH-1 G33A mutant RNA replicated edfitly but was unable to produce
infectious progeny virus. After cultivation of celwith replicating viral RNA, infectious
particles were produced. Nucleotide sequence aralfshis infectious RNA uncovered a
mutation at residue 32 of core. Further analysithis present Chapter has confirmed that
JFH-1 G33A mutant RNA alone does not produce irdastRNA. Electroporated JFH-1
G33A mutant RNA replicates within Huh7 cells and, expected, core protein does not
colocalise with cellular DDX3 as shown by RT-PCRJIammunofluorescence. Medium
from these cultures is not, however, capable @dtfig naive Huh7 cells. Whether or not
particles are produced from this mutant RNA andrene-infectious is still unclear. Further
studies are required in order to determine thisei@ample HCV core ELISA to detect core
protein in the culture medium or perhaps RT-PCHdtect positive strand viral RNA in
the medium. Care would be required in analysingesugtant by RT-PCR, however, as it
is possible thatn vitro transcribed RNA that did not enter cells duringceigporation
could be detected. Upon culture of electroporatelts,cinfectious JFH-1 G33A mutant
virus particles are produced, normally after 4-6ga@es. Infection was confirmed by both
immunofluorescence to detect core protein and byPRR detecting negative strand
replication intermediate viral RNA. By immunoflu@eence, core protein produced from
infectious JFH-1 G33A mutant RNA was shown to cal@e with DDX3 in some cases.
This is not believed to be the reason for the $witom non-infectious to infectious virus
production since some infected cells did not sholecaalisation between core and DDX3
and mutant F24A, which does not show colocalisatietween core and DDX3, produces
infectious virus following electroporation. Alsd,the interaction between core and DDX3
is responsible for the production of infectioustigdes, then infectious particles would not
have been produced from other JFH-1 mutant RNAdysed Nucleotide sequence
analysis of infectious JFH-1 G33A mutant RNA unaaek a second mutation, the
appearance of which coincided with the productidninbectious particles. In total, 4
mutations were discovered in separate experimeats) of which was within 4 residues of
the original G33A mutation. It is therefore possilthat while the G33A mutation has no
effect on HCV RNA replication, it has an adversteef on infectious particle production,
possibly by affecting the structure of core as ssggd by the proposed structural
difference between wild type core and mutant G38fe ¢Fig. 3.18). A random replication
error is then required in order to compensateterstructural change caused by the G33A

mutation.
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To confirm that a mutation near residue 33 of cwes responsible for the production of
infectious particles, infection studies were catrieut on JFH-1 RNA containing the
original mutation G33A and a mutation at residue(884A), shown to be present in
infectious JFH-1 G33A RNA. Culture medium from sedllectroporated with this RNA
was non-infectious for naive Huh7 cells as shownnyunofluorescence and RT-PCR.
This suggests that another compensatory mutaticeqgisired in order to allow production
of infectious particles. No mutations were foundha core coding sequence other than the
4 found between residues 32 and 37, indicating tthetmutation is elsewhere within the
JFH-1 genome. It is possible that a combinationmotations are required, only one of
which is within the core region, or perhaps the atioh in core is not required for
infectious particle production. This seems unliketywever, since no other mutant RNA
developed a similar mutation (Chapter 4). With éxeeption of 4 genotype 3b isolates,
residue 33 of HCV core is completely conserveduphmut all genotypes. The 4 genotype
3b isolates with a mutation at residue 33 (glycinglutamic acid) (Fig. 3.21) also have
mutations at residues 8, 16, 20, 26, 43, 48, 5@#&® 55, any one of which could be
compensating for the mutation at residue 33. #1$® possible however, that these strains

are not infectious.

Having discovered that residue 33 of HCV core proite essential for the production of
infectious particles, future work should concemrah identifying the mechanism behind

this block, whether it is at the particle format&tage or during the infection process.
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6.1 Introduction

Although a function has not yet been assigned tX®ith regards to the life cycle of
HCV, it has been shown that DDX3 is involved in tRev-RRE (rev response
element)/CRM1 pathway for the export of intron-@ning HIV-1 transcripts (Yedavalli
et al., 2004). Chromosomal region maintenance protei@RM1) was initially discovered
in S pombe while analysing cold sensitive mutants and thefeatf on chromosome
structure (Adachi and Yanagida, 1989). An accunmtabf evidence suggests that this
evolutionarily conserved protein is an essentiatdiain the nuclear export of proteins
containing a nuclear export signal (Kuébal., 1997, Nishiet al., 1994, Adachi and
Yanagida, 1989, Wolfet al., 1997). CRM1 has also been shown to be the tdoget
leptomycin B (LMB) (Nishiet al., 1994), a potent inhibitor of signal-dependentlearc
export of proteins (Kudeet al., 1998). Studies on HIV-1 rev protein suggest tieat
transports unspliced and partially spliced HIV-Anscripts from the nucleus to the
cytoplasm by binding CRM1 (Askjaet al., 1998, Otercet al., 1998, Bogerdt al., 1998),
using a nucleo-cytoplasmic shuttling pathway (Fukadal., 1997). DDX3 binds CRM1
and rev, shuttles between nucleus and cytoplasnisaieqjuired to have enzymatic activity
(Yedavalliet al., 2004). Leptomycin B was also shown to block DDe&ort from the
nucleus, presumably by acting on CRM1 (Yedawilil., 2004). Identification of DDX3
as a nucleo-cytoplasmic shuttling protein was edrout using a transfected, HA-tagged
DDX3. Here, in order to confirm if endogenous DD}3a nucleo-cytoplasmic shuttling
protein, Huh7 cells were incubated with LMB befargalysing the cellular localisation of
DDX3, using a rabbit polyclonal anti-DDX3 antisery(R648). Using Nneo/C-5B (2-3)
cells, which harbour an autonomously replicatingn@gne length, dicistronic, selectable
HCV genotype 1b RNA (lkedat al., 2002), the effect of LMB on the colocalisation

between HCV core and cellular DDX3 was also analyse
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6.2 Results

6.2.1 DDX3 is a nucleo-cytoplasmic shuttling protei n

Yedavalli et al. (2004) showed that exogenously expressed, HA-thdypPX3 binds
CRM1 in the nucleus and shuttles between nucledscgoplasm and that LMB, a potent
inhibitor of the CRM1 export pathway, blocked theert of HA-tagged DDX3 from the
nucleus (Yedavallet al., 2004). It was also shown that LMB blocked the akpf HA-
tagged DDX3 from the nucleus. In order to confifmendogenous DDX3 acted in the
same way, Huh7 cells were incubated at 37°C with &#M, 25 mM or 50 mM LMB in
the appropriate culture medium. Two hrs post-intioba cells were washed with PBS,
fixed in methanol and permeablised with PBS-T befoeing probed for DDX3. At
concentrations of as low as 12.5 mM, a build-ugmdogenous DDX3 in the nucleus was
seen, indicating that, as with HA-tagged exogenb@<3, LMB is able to block the
nuclear export of cellular DDX3 (Figure 6.1). Ategter concentrations of LMB, no

increase in nuclear build-up was seen.

6.2.2 HCV core colocalises with DDX3 in the presenc e of LMB

To confirm HCV core and cellular DDX3 colocalise time presence of LMB, 2-3 cells
were incubated at 37°C with 12.5 mM LMB in the ayrate culture medium. Two hours
post-incubation, cells were washed with PBS, fixednethanol and permeablised with
PBS-T before being probed with mouse monoclonai-ant antibody and rabbit
polyclonal anti-DDX3 antiserum (R648), followed bthe appropriate secondary
antibodies. In the presence of LMB, a build-up &8 was seen in the nucleus as before,
and, similar to 2-3 cells in the absence of LMBlpcalisation was seen between core and
DDX3 in the cytoplasm (Figure 6.2).
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NoLMB

12.5mM

25mM

50mM

Figure 6.1: Leptomycin B inhibits DDX3 nuclear export. Huh7
cells were seeded at 5¥16ells/ml. The following day, cells
were treated with CRML1 inhibitor LMB at concentosis
shown for 2 hrs at 37°C before being fixed in matia
permeablised with PBS-T and probed with rabbit plolyal
anti-DDX3 antiserum (R648), followed by anti-rablHtTC.
The panels on the right show close-up images, igigtahg the
build-up of DDX3 in the nucleus and absence inrtheleolus.
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Figure 6.2: HCV core — DDX3 colocalisation in the presence of BM
HCV replicon-harbouring Neo/C-5B (2-3) cells wereeded at 5x10
cells/ml. The following day, cells were treatedwitMB (12.5 mM) for

2 hrs at 37°C before being fixed in methanol, perinised with PBS-T
and probed with mouse monoclonal anti-core antibaahyl rabbit
polyclonal anti-DDX3 antiserum (R648), followed ltlye appropriate
secondary antibodies (anti-mouse FITC and antiitaliRITC). A) No

LMB, B) 12.5mM LMB.
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6.3 Discussion

The results shown here using endogenous DDX3 cgontine results described by
Yedavalli et al. (2004). Leptomycin B mediated blockage of the CR&kport pathway
causes a build-up of DDX3 in the nucleus. This tord that DDX3 is a nucleo-
cytoplasmic shuttling protein and relies on the CR&kport pathway in order to shuttle
from nucleus to cytoplasm. The hypothesis givenY®davalli et al. (2004) for the
involvement of DDX3 in the Rev-RRE / CRM1 pathwaythat DDX3 unwinds large HIV-
1 RNAs allowing them to pass through the nucleae@nd into the cytoplasm. As the
HCYV replication cycle takes place solely in theopfasm, a role for DDX3 in shuttling
HCV RNA from the nucleus to the cytoplasm seemshlyigunlikely. However, it is
possible that in the case of HCV, core sequestratib DDX3 prevents DDX3 from

shuttling some cellular factor from nucleus to @y&sm, possibly of antiviral nature.

In the presence of LMB, although a build-up of DDX&s seen in the nucleus,
colocalisation between core and DDX3 was still presin the cytoplasm of full-length
replicon-harbouring cells. There are several pldasireasons for this. Firstly,
colocalisation may be due to DDX3 sequestered betoe addition of LMB. As LMB is
toxic to cells, it was not possible to determineetiter after a long-term incubation the
interaction would diminish due to a limiting amowitcytoplasmic DDX3. It may also be
that there are various forms of DDX3 and the foenquestered by core is not the form
required for nuclear shuttling. The possibilityrotiltiple forms of DDX3 is backed up by
the discovery of an antibody that detects a nudiean of DDX3 (A. Patel, unpublished
data).

This work confirms that DDX3 is a nucleo-cytoplasnshuttling protein, however, it is
still unclear if its role in nuclear export is rid to its sequestration by HCV core protein.
It would be of interest to study the effects ofinfection with HIV-1 and HCV in terms of
core-DDXS3 colocalisation and DDX3 mediated expdrRev associated HIV-1 RNAs.
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7.1 HCV core — DDX3 Interaction

Since the initial description of an interactionvieeeén HCV core protein and the cellular
DEAD-box RNA helicase DDX3, little more has beepaged on the significance of this
interaction, while the true cellular function of BB still remains undetermined. To
investigate the significance of the core-DDX3 iation in terms of the HCV life cycle, a
detailed analysis of the HCV core amino acids neglifor interaction was carried out.
What follows is a description of the major findingfsthis research project, culminating in

a discussion on the possible functional signifieaotthe core-DDX3 interaction.

7.1.1 ldentification of Critical HCV Core Residues

The region of core involved in the interaction wiiDX3 was reported to be between
amino acids 1 and 59 (Owsianka and Patel, 199@jrono acids 1-40 (Yoet al., 1999).
Analysis of a library of HCV cokgy mutants, each containing 0-4 amino acid
substitutions, identified 9 mutants which, whenefdigo GFP and expressed in bacteria,
showed reduced ability to bind GST-fused DDX3 inESA assay (Fig 3.9). Systematic
analysis of these 9 mutants expressed in Huh7 geltke context of core, E1 and E2
resulted in the identification of a 13-residue oggi(amino acids 24-36), 6 residues of
which were critical for interaction with cellularlxX3 (Fig 3.16). None of the 6 mutations
in core affected the localisation of core to thmdidroplets (Fig. 4.12). As residues out-
with positions 24-36 were not tested individually fnteraction with DDX3 it is possible
that other surrounding residues are also essdatidihe interaction, therefore it should be
said that there are at least 6 residues of HCV pootein critical for interaction with
cellular DDX3.

These 6 residues are highly conserved throughduH@N genotypes, with only 4
genotype 3B isolates showing any differences, @dcekhich has a glutamine to glutamic
acid substitution at residue 33 (Fig. 3.21), howdhe infectiousness of these isolates is
not known. Analysis of the positions of these 6idess on a standard-helix model
unveiled their close proximity to one another (Rdl7), suggesting a possible binding site

for the cellular helicase DDX3.
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7.1.2 Analysis of Core Mutants in HCVcc System and Effects on
HCV Life Cycle

To study the role of DDX3 in the HCV life cycle &l critical amino acids of core were
substituted for alanine within individual JFH-1 kgoounds. As in the transient expression
system, mutant core protein did not colocalise witilular DDX3 (Fig 4.11), thus
confirming the essential role these residues piape interaction with DDX3. Replication
of HCV RNA was not abolished completely in the attse of core-DDX3 interaction,
suggesting DDX3 is not essential for the unwindofghighly structured HCV 5’ or 3’
RNA. This is of no surprise since HCV encodes ws &RNA helicase which is believed to
carry out this function (Banerjee and Dasgupta,12@@m and Frick, 2006). It is possible
however, that DDX3 plays some accessory role sRN& replication levels of mutant
viruses were >50-fold lower than that of wild tyyieus (Fig. 4.23). A detailed analysis of

wild type and mutant RNA replication levels is @ntly being carried out.

Dedl, the yeast homologue of DDX3, is required for thitiation step of translation
(Chuanget al., 1997). DDX3 rescues yeast cells with a lethalatioh in itsdedl gene
(Mamiya and Worman, 1999), and can partially redi¢lre block in translation from the
HCV 5'NCR in Sf21 insect cells (Scott, 2002), susfijey a possible involvement of
DDX3 both in cellular mRNA translation and in tréateon of the HCV genome. In the
presence of HCV core, DDX3 was unable to resiad deletion mutants, suggesting that
core protein may sequester DDX3 in order to redeelular mRNA translation and/or
increase translation of the viral RNA from the HG/NCR. Western immuno-blot
analysis did not show any differences in DDX3 lsvbeetween mutant and wild type
infected cultures (Fig. 4.9), suggesting the sematsn of DDX3 does not have a major
effect on cellular mRNA translation. However, diffaces in levels of viral proteins were
seen between mutant and wild type virus infectdtlices (Fig. 4.24). Upon infection with
equal TCIDy titres, all mutants showed reduced levels of c&®,and E2 proteins as
compared to wild type. This may indicate a reduciio translation due to the absence of
sequestered DDX3. However, it may also be relaidte reduced replication levels of the
mutant viruses, which, as discussed above, maybsstue to the absence of sequestered
DDX3.

Similarly, interaction between core and DDXS3 is mesential for production of infectious
virus particles. Infectious particles were produbgdall mutant JFH-1 RNAs (except for

mutant G33A, discussed later), producing similtres to that of wild type (Fig. 4.22).
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Therefore, it is doubtful that DDXS3 is involved packaging viral RNA into viral particles,
as such a role would have consequences on infectitve in the absence of sequestered
DDX3. It is interesting to note that, although reation levels of mutant HCV RNA were
>50-fold lower than that of wild type virus, similditres of infectious particles were
produced. However, a correlation between replicaléwel and particle production has not
yet been confirmed, therefore it is possible tle@lication of wild type HCV RNA results
in excess viral RNA molecules being produced comegbdao number of infectious particles
produced. Mutant HCV RNA could therefore theordljcgproduce less HCV RNA

without affecting infectious particle numbers.

From this work, it can be said that DDX3 is notezggal for cell entry or virus replication,
translation or release, however it is possible DBIX3 is an accessory protein which
increases the efficiency of the virus life cyclaspibly by exerting some effect during
replication or translation. On the other hand, skquestration of DDX3 by core may be
affecting some cellular process, thus proving ath@eous to the virus, or producing some
of the pathogenic effects associated with HCV itilec DDX3 has been detected in
purified, functional, human spliceosome complexgbo( et al., 2002) and also in
spliceosomal B complexes which undergo catalyttovation, leading to catalysis of pre-
MRNA splicing (Deckertt al., 2006), suggesting an involvement in splicing.gesmomic
HCV RNA acts as a template for translation, spiicis not required for HCV translation.
Therefore it is doubtful that DDX3 is required fsome HCV-related splicing event. It is
possible however, that sequestration of DDX3 byegmrevents or reduces cellular pre-
MRNA splicing, which may, in turn, have an effect for example, cell cycle regulation

by reduction of essential cell cycle regulators.

Yedavalliet al. reported the involvement of DDX3 in the nucleoeptasmic shuttling of
un-spliced and partially spliced HIV-1 mRNAs (Yeddlv et al., 2004). Nucleo-
cytoplasmic shuttling of endogenous DDX3 has bemrfianed in the present study using
leptomycin B to inhibit CRM1-mediated nuclear exp@hapter 6). DDX3 may therefore
be involved in shuttling core protein to the nusleAlthough no nuclear staining of core
protein was seen in this study, many reports hénve that core protein can have an
effect on transcription from a number of celluladaviral promoters (see section 1.5.5.3),
suggesting nuclear localisation. Indeed, a spediiteraction between core and the
proteasome activator PAR&vithin the nucleus, suggested that the mature fofroore
localised to the nucleus where it was subsequeatdlyraded by the nuclear proteasome
(Moriishi et al., 2003). The degradation of core in the nucleusldvexplain the lack of

evidence supporting the presence of core in thdeosc This report showed that core
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localised to the nucleus both in the presence dsgrece of the PA28binding site,
suggesting the possibility of alternative mechasidor the nuclear localisation of core,
other than that involving PA28 HCV core has several putative nuclear localisatio
signals (Suzukiet al., 1995, Suzukiet al., 2005, Changet al., 1994), suggestive of
alternative mechanisms for core nuclear localisativ is possible that DDX3 may be
involved in an alternative nuclear transportati@ute. Shuttling of DDX3 therefore,
presents a potential route for the transport of H©¥e to the nucleus where it may affect
cellular transcription, possibly producing a moxerus-friendly” environment within the

host cell.

Finally, the sequestration of DDX3 by core may lavihg a direct effect on cell cycle
regulation. Two independent reports have suggesitetl DDX3 is involved in the
regulation of the cell cycle (Chamgal., 2006, Chaet al., 2006). Knockdown of DDX3
expression led to an accelerated proliferation mrat8lIH3T3 cells (Changet al., 2006),
while DDX3 expression levels were lower in HCV-iofed liver tumour specimens as
opposed to normal liver tumour specimens (Cétaad., 2006). Core protein may therefore
be sequestering DDX3 in order to control the cgdle and in doing so, having a role in

progression to tumourigenicity.

The identification of HCV core residues criticak fimteraction with the cellular DEAD-
box RNA helicase has allowed studies on the effB@X3 has on the life cycle of HCV.
Although it has been shown here that DDX3 is neeasial for propagation of the virus in
cell culture, it is possible that DDX3 exerts sab#inhancing effects on either viral RNA
replication or translation. However, the wealthidbrmation regarding the effects HCV
core protein has on cellular processes suggestitbeaction between core and DDX3
may instead be causing some effect on the hostTded! discovery of the HCVcc system
should allow future studies to analyse cellularcpsses in the presence of both wild type
and mutant HCV, leading to a better understandinth® cellular function of DDX3 and

its role in the life cycle of HCV.
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7.2 ldentification of HCV Core Residue Critical for

Production of Infectious Particles

As described above, 6 residues of HCV core protaire identified which are critical for
interaction with the cellular DEAD-box RNA helicagDX3. Although none of the 6
residues, when mutated to alanine, prevented WM replication or translation in an
HCVcc system, only 5 of the 6 mutations permittee production of infectious progeny
particles. Mutation of HCV core residue 33 fromahe to alanine completely abolished
the production of infectious particles without Wtowy replication of viral RNA or
translation of viral proteins. Immunofluorescencatad shows that G33A core protein
localises to the lipid droplets (Fig. 4.12), indiog the correct subcellular localisation of
mutant core protein. One possible explanationHerlack of infectious progeny particles is
that amino acid 33 is essential for homo-oligonai of core protein, resulting in
formation of viral capsids. Mutation of amino a@8 would therefore result in inhibition
of capsid assembly. Residues 1-75 of core have lskewn to be involved in core
multimerisation (Matsumotet al., 1996). However, although residues 1-68 of coreewe
shown to be involved in assembly of capsids in lafee assay which were apparently
indistinguishable from those isolated from HCV-ictled patient serum (when analyzed by
transmission electron microscopy) (Klehal., 2004), deletion of residues 27-38 did not
reduce the ability of core to assemble into capéidsin et al., 2005). The N-terminal
region of core contains 2 basic regions (aminosa6i@3 and 39-67) separated by a neutral
linker region (amino acids 27-38). Reducing the hamof basic residues in the 2 basic
regions reduces the ability of core to assemble gapsids, suggesting basic charge is
important for capsid assembly (Kle@b al., 2005). The fact that the neutral linker region
(residues 27-38) can be deleted without affectirapsed assembly, rules out an
involvement of amino acid 33 in capsid assemblyhis system. However, the cell-free
assay is carried out in an artificial environmemd dherefore may not be reliable. vitro
capsid assembly may not mimic authentic HCV capssembly due to the absence of
fully matured core protein and replicating viral RNas well as the absence of a wide
array of cellular proteins that may be involvedhiitthe permissive cellular environment.
Therefore, the possible involvement of amino acgda8 core protein in the successful
assembly of HCV capsids cannot currently be ruled Another explanation for the lack
of infectious particles produced by JFH-1 mutan8&3s that residue 33 may be required
for binding viral RNA. Residues 1-75 of core haveeb shown to bind HCV RNA
(Santoliniet al., 1994) suggesting residue 33 may be involvedimftinction. However, it

is likely that it is the basic residues within tihegion that are involved in RNA binding, as
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in the case of Sindbis capsid protein (Geigenmeirke et al., 1993). It is also
conceivable that amino acid 33 is required durimgration of infectious particles.
Mutation of this residue would therefore block paet secretion. These possibilities are

currently being investigated.

Upon passage of replicating JFH-1 G33A RNA, infeesi particles are eventually
produced. The viral RNA contained in these infactigoarticles, however, has a second
mutation near the initial G33A mutation. The app@ae of infectious particles coincides
with the appearance of this second mutation, sdiggethis is a compensatory mutation
allowing production of infectious particles. Howeyvevhen both the G33A mutation and
the second mutation were introduced into wild tysé¢d-1 RNA, no infectious particles
were produced following electroporation into Huh&ll& This suggests that another
mutation may have arisen elsewhere in the viralogen of the original mutant G33A
mutant that is responsible for the production dedatious particles, either alone or in
conjunction with the mutation identified near remd33. Nucleotide sequence analysis of
the full viral genome will be required in orderdetect any further mutations responsible

for the observed phenotype.

This work has provided important information regagdthe interaction between HCV core
protein and the cellular DEAD-box helicase DDX3.tde work can now use this
information and the reagents generated to invdstigaich issues as the replication
efficiency of HCV in the absence of core-DDX3 irstetion as well as more detailed
analysis on the function of HCV amino acid 33 imte of the production of infectious
progeny virus. As the results here suggest a pessidle for DDX3 in HCV RNA
replication, one future study should be to carry tome course analysis over the first 48
hours post RNA electroporation to detect differencereplication rates between mutant
and wild type RNA before secondary infection of giédouring cells. As the rate of
secondary infection may vary between cultures,yamalat eary time points would allow
direct comparison between mutant and wild typetedporated RNA. At early time points
there would also be less replicating viral RNA, rifere reducing the possibility of
saturation during RT-PCR analysis. Reduced repticatates may not only indicate an
involvement of DDX3 in replication but also in tidation of the HCV open reading
frame. Time course analysis could also be useddntify differences in rates of progeny
particle release. Culture medium harvested at darlg points and used to infect naive
cells would allow identification of any delay inqaluction / release of infectious particles
by mutant RNA. While the work presented here hasceontrated on interrupting the

association between core and DDX3 by mutation sidtees required for this interaction,

233



David a Dalrymple Chapter 7: Conclusions

another method of analysis would be to knockout BOpXotein expression using siRNA
technology. Two recent publications have reportesl éffect knockdown of endogenous
DDX3 has on HCV replication. In a study of 62 hgsnhes shown to physically interact
with HCV RNA or HCV-encoded proteins, knockdownaridogenous DDX3 by siRNA
resulted in a significant reduction in both HCV RNgvels and viral titer (Randadt al.,
2007). Furthermore, shRNA mediated knockdown oflutai DDX3 also resulted in
reduced accumulation of HCV RNA and reduced viiter (Ariumi et al., 2007). The
same publication also reports a reduction in HCVARMplication by a subgenomic
replicon lacking core protein. However, no asseambetween DDX3 and viral RNA or
other HCV proteins has ever been reported. Althahglse reports suggest knockdown of
DDX3 suppresses HCV RNA replication, no indicatadrihe viability of the cells is given.
As DDX3 is a multifunctional protein involved in Igpng (Deckertet al., 2006, Zhouet
al., 2002), cell cycle regulation (Chaepal., 2006, Chaat al., 2006), nucleo-cytoplasmic
RNA shuttling (Yedavallet al., 2004) and RNA transport (Kangtial., 2004), knockdown
of this protein may have serious consequences geergial processes within the cell
which, in turn, may have a secondary effect on HEplication. These effects may include
inhibition of protein synthesis (thus limiting awgllular factors required for HCV RNA
translation) or cell cycle regulation, which maguk in the host entering into a stage of
the cell cycle that is not optimum for HCV replicat. Such an effect on cell cycle
regulation was reported to occur in NIH-3T3 ceflsathich knockdown of mouse DDX3
led to premature entry into S-phase (Cha&h@l., 2006). Detailed analysis of cellular
functions such as cell cycle regulation, splicingd aprotein synthesis under DDX3
knockdown conditions will be required before direffects of DDX3 knockdown on HCV
replication can be determined. As DDX3 is congirely expressed in all tissues and has
many homologues in different species, it is alsesgude that it is an essential gene,
without which the cell cannot survive. In this casemplete knockdown of DDX3 may not
be possible without cell death. An inducible RNAs®m in which the expression levels
of shRNA (and thus DDX3) can be sensitively conélmay therefore be an option.
Regarding non-infectious mutant G33A, further asislys required in order to understand
if infectious particles are produced that cannat #ve host cell, or, if particles are released
that are non-infectious. For this, culture mediuam de fractionated by sucrose density
gradient centrifugation and fractions analysed ByHCR for the presence of G33A RNA
and compared to fractions corresponding to wilcetypus particles. Detection of mutant
G33A RNA in the same fraction as wild type partscieould indicate that non-infectious
particles are being released. Mutant G33A cultueeliom may also be pelleted in order to

detect HCV RNA and core protein, also indicative radn-infectious HCV particle
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secretion. If HCV RNA and core protein cannot béeded in the culture medium, it is
possible that infectious particles are being preduisut cannot be secreted. To investigate
this possibility, electroporated cells should beely and intracellular material used to infect
naive cells. Resultant infection would indicateidae 33 of core is required for secretion
of infectious particles. However, if no infectiomaurs then it would indicate a role for
residue 33 in particle assembly. If mutant G33Aec@rotein does prevent particle
assembly it would be of interest to see if this esale could have a dominant negative
effect on assembly of wild-type particles. Mutar833 RNA should be co-transfected
with wild-type core protein in order to see if theld-type core can rescue infectious
particles. More importantly however, wild-type HARNA should be co-transfected with
mutant G33A core to see if production of infectiquesticles can be reduced or even
completely abolished due to incorporation of G33Atamt core. If mutant G33A core did
prove to have a dominant negative effect, this rhaye interesting applications as a
therapeutic agent. However, core has been sholwave many adverse effects on the host
cell therefore further modifications would be raqgi. Ultimately, the aim of this research
is to discover both the cellular role of DDX3 ansl functional relevance in terms of the
life cycle of HCV. The reagents and data producedng this project, in conjunction with
the new HCVcc system will surely prove to be impattin the progress of this project in
the future.
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Appendix - Oligonucleotides

Primer Sequence Function

AP233 5'AAACTGCAGCACGATAATAC | Used to amplify residues 1-59
CATGGGC 3 core (HCV strain H77¢)

AP234 5'CCCAAGCTTCTATTAGGGGA | Used to amplify residues 1-59

TAGGCTGACGTCTACC 3'

core (HCV strain H77¢c)

Quickchange 1

S'GATGAACTATACAAACTGTA
GCACGATAATACCATG 3

Site-directed mutagenesis of
pGFP-Corgsgto introduce stop
codon at end of GFP sequence

Quickchange 2

S'CATGGTATTATCGTGCTACA
GTTTGTATAGTTCATC 3

Site-directed mutagenesis of
pGFP-Corgsgto introduce stop
codon at end of GFP sequence

C)

C)

C)

C)

Mut 99F 5'CGTCGCCCACAGGACGTCAA Site-directed mutagenesis of p
GTTCCCGGGT 3 E1-E2 mutant 99 to revert
residue 22 back to wild type
Mut 99R 5'ACCCGGGAACTTGACGTCCT| Site-directed mutagenesis of p
GTGGGCGACG 3! E1-E2 mutant 99 to revert
residue 22 back to wild type
Mut 110F 5'CGCAGGGGCCCTAGATTGGG Site-directed mutagenesis of p
TGTGCGCGCG 3 E1-E2 mutant 110 to revert
residue 43 back to wild type
Mut 110R 5'CGCGCGCACACCCAATCTAG| Site-directed mutagenesis of p
GGCCCCTGCG 3 E1-E2 mutant 110 to revert
residue 43 back to wild type
Mut 111F 5'’ATGGGCACGAATCCTAAACC | Site-directed mutagenesis of p
TCAAAGAAAAACCAAACGTAA | E1-E2 mutant 111 to revert
c3 residue 6 back to wild type
Mut 111R 5'GTTACGTTTGGTTTTTCTTTG | Site-directed mutagenesis of p
AGGTTTAGGATTCGTGCCCAT | E1-E2 mutant 111 to revert
3 residue 6 back to wild type
Mut 115F 5'CCTAAACCTCAAAGAAAAAC | Site-directed mutagenesis of p
CAAACGTAACACCAACCGTCG | E1-E2 mutant 115 to revert
CCCACAG 3 residues 10 and 12 back to wilc
type
Mut 115R 5'CTGTGGGCGACGGTTGGTGT] Site-directed mutagenesis of p
TACGTTTGGTTTTTCTTTGAGG | E1-E2 mutant 115 to revert
TTTAGG 3' residues 10 and 12 back to wilc
type
Mut 125AF 5'ACCAAACGTAACACCAACCG | Site-directed mutagenesis of p
TCGCCCACAGGAC 3' E1-E2 mutant 125 to revert
residue 16 back to wild type
Mut 125AR 5'GTCCTGTTGGCGACGGTTGG| Site-directed mutagenesis of p
TGTTACGTTTGGT 3' E1-E2 mutant 125 to revert
residue 16 back to wild type
Mut 125BF 5'ACTTCCGAGCGGTCGCAACC| Site-directed mutagenesis of p
TCGAGGTAGACGT 3 E1-E2 mutant 125 to revert
residue 57 back to wild type
Mut 125BR 5'ACGTCTACCTCGAGGTTGCG| Site-directed mutagenesis of p

ACCGCTCGGAAGT 3

E1-E2 mutant 125 to revert

)

)

)

)

)

)

)

C)

residue 57 back to wild type
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Mut 126F

5'GGCACGAATCCTAAACCTCA
AAGAAAAACCAAACGTAACAC
cg3

Site-directed mutagenesis of p
E1-E2 mutant 126 to revert
residue 8 back to wild type

)

)

)

)

)

)

)

)

)

)

)

)

)

)

C)

C)

C)

Mut 126R 5'GGTGTTACGTTTGGTTTTTCT)| Site-directed mutagenesis of p
TTGAGGTTTAGGATTCGTGCC3| E1-E2 mutant 126 to revert
residue 8 back to wild type
Alanine 24F 5'CCACAGGACGTCAAGGCCCC( Site-directed mutagenesis of p
GGGTGGCGGTCAG 3 E1-E2 to mutate residue 24 to
alanine
Alanine 24R 5'CTGACCGCCACCCGGGGCCT Site-directed mutagenesis of p
TGACGTCCTGTGG 3 E1-E2 to mutate residue 24 to
alanine
Alanine 25F 5'CAGGACGTCAAGTTCGCGGG Site-directed mutagenesis of p
TGGCGGTCAGATC 3 E1-E2 to mutate residue 25 to
alanine
Alanine 25R 5'GATCTGACCGCCACCCGCGA Site-directed mutagenesis of p
ACTTGACGTCCTG 3 E1-E2 to mutate residue 25 to
alanine
Alanine 26F 5'GACGTCAAGTTCCCGGCTGG Site-directed mutagenesis of p
CGGTCAGATCGTT 3 E1-E2 to mutate residue 26 to
alanine
Alanine 26R 5'AACGATCTGACCGCCAGCCQ Site-directed mutagenesis of p
GGAACTTGACGTC 3 E1-E2 to mutate residue 26 to
alanine
Alanine 27F 5'GTCAAGTTCCCGGGTGCCGG| Site-directed mutagenesis of p
TCAGATCGTTGGT 3' E1-E2 to mutate residue 27 to
alanine
Alanine 27R 5'ACCAACGATCTGACCGGCAC | Site-directed mutagenesis of p
CCGGGAACTTGAC 3' E1-E2 to mutate residue 27 to
alanine
Alanine 28F 5'’AAGTTCCCGGGTGGCGCTCA | Site-directed mutagenesis of p
GATCGTTGGTGGA 3 E1-E2 to mutate residue 28 to
alanine
Alanine 28R 5 TCCACCAACGATCTGAGCGC | Site-directed mutagenesis of p
CACCCGGGAACTT 3 E1-E2 to mutate residue 28 to
alanine
Alanine 29F 5TTCCCGGGTGGCGGTGCGAT| Site-directed mutagenesis of p
CGTTGGTGGAGTT 3 E1-E2 to mutate residue 29 to
alanine
Alanine 29R 5'AACTCCACCAACGATCGCAC | Site-directed mutagenesis of p
CGCCACCCGGGAA 3 E1-E2 to mutate residue 29 to
alanine
Alanine 30F 5'CCGGGTGGCGGTCAGGCCGT Site-directed mutagenesis of p
TGGTGGAGTTTAC 3' E1-E2 to mutate residue 30 to
alanine
Alanine 30R 5'GTAAACTCCACCAACGGCCT | Site-directed mutagenesis of p
GACCGCCACCCGG 3 E1-E2 to mutate residue 30 to
alanine
Alanine 31F 5'GGTGGCGGTCAGATCGCTGG| Site-directed mutagenesis of p
TGGAGTTTACTTG 3 E1-E2 to mutate residue 31 to
alanine
Alanine 31R | 55CAAGTAAACTCCACCAGCGA | Site-directed mutagenesis of p

TCTGACCGCCACC 3

E1-E2 to mutate residue 31 to

C)

alanine
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)

)

)

)

)

)

)

)

)

)

1}

)}

Alanine 32F 5'GGCGGTCAGATCGTTGCTGG| Site-directed mutagenesis of p
AGTTTACTTGTTG 3' E1-E2 to mutate residue 32 to
alanine
Alanine 32R 5'CAACAAGTAAACTCCAGCAA | Site-directed mutagenesis of p
CGATCTGACCGCC 3! E1-E2 to mutate residue 32 to
alanine
Alanine 33F 5'GGTCAGATCGTTGGTGCAGT | Site-directed mutagenesis of p
TTACTTGTTGCCG 3 E1-E2 to mutate residue 33 to
alanine
Alanine 33R 5'CGGCAACAAGTAAACTGCAC | Site-directed mutagenesis of p
CAACGATCTGACC 3' E1-E2 to mutate residue 33 to
alanine
Alanine 34F 5'CAGATCGTTGGTGGAGCTTA | Site-directed mutagenesis of p
CTTGTTGCCGCGC 3 E1-E2 to mutate residue 34 to
alanine
Alanine 34R 5'GCGCGGCAACAAGTAAGCTC| Site-directed mutagenesis of p
CACCAACGATCTG 3 E1-E2 to mutate residue 34 to
alanine
Alanine 35F 5’ATCGTTGGTGGAGTTGCCTTG Site-directed mutagenesis of p
TTGCCGCGCAGG 3 E1-E2 to mutate residue 35 to
alanine
Alanine 35R 5'CCTGCGCGGCAACAAGGCAA Site-directed mutagenesis of p
CTCCACCAACGAT 3 E1-E2 to mutate residue 35 to
alanine
Alanine 36F 5'GTTGGTGGAGTTTACGCGTT| Site-directed mutagenesis of p
GCCGCGCAGGGGC 3 E1-E2 to mutate residue 36 to
alanine
Alanine 36R 5'GCCCCTGCGCGGCAACGCGT Site-directed mutagenesis of p
AAACTCCACCAAC 3 E1-E2 to mutate residue 36 to
alanine
Alanine J24F 5'CCAGAAGACGTTAAGGCCCQ( Site-directed mutagenesis of
GGGCGGCGGCCAG 3 pGEMT JFH1 1-2614 to mutate
residue 24 to alanine
Alanine J24R 5'CTGGCCGCCGCCCGGGGCCTSite-directed mutagenesis of
TAACGTCTTCTGG 3 pGEMT JFH1 1-2614 to mutate
residue 24 to alanine
Alanine J27F 5'GTTAAGTTCCCGGGCGCCGG Site-directed mutagenesis of
CCAGATCGTTGGC 3 pGEMT JFH1 1-2614 to mutate
residue 27 to alanine
Alanine J27R 5'GCCAACGATCTGGCCGGCGCSite-directed mutagenesis of
CCGGGAACTTAAC 3 pGEMT JFH1 1-2614 to mutate
residue 27 to alanine
Alanine J30F 5'CCGGGCGGCGGCCAGGCCGTBite-directed mutagenesis of
TGGCGGAGTATAC 3 pGEMT JFH1 1-2614 to mutate
residue 30 to alanine
Alanine J30R | 5'GTATACTCCGCCAACGGCCT] Site-directed mutagenesis of
GGCCGCCGCCCGG 3 pPGEMT JFH1 1-2614 to mutate
residue 30 to alanine
Alanine J33F 5'GGCCAGATCGTTGGCGCAGT Site-directed mutagenesis of
ATACTTGTTGCCG 3 pPpGEMT JFH1 1-2614 to mutate
residue 33 to alanine
Alanine J33R | 5'CGGCAACAAGTATACTGCGC Site-directed mutagenesis of

CAACGATCTGGCC 3

PGEMT JFH1 1-2614 to mutate

residue 33 to alanine

Y
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(]

D

Alanine J34F 5'CAGATCGTTGGCGGAGCATA Site-directed mutagenesis of
CTTGTTGCCGCGC 3 pGEMT JFH1 1-2614 to mutate
residue 34 to alanine
Alanine J34R 5'GCGCGGCAACAAGTATGCTQ Site-directed mutagenesis of
CGCCAACGATCTG 3 pGEMT JFH1 1-2614 to mutate
residue 34 to alanine
Alanine J35F 5'ATCGTTGGCGGAGTAGCCTT| Site-directed mutagenesis of
GTTGCCGCGCAGG 3' pGEMT JFH1 1-2614 to mutate
residue 35 to alanine
Alanine J35R 5'CCTGCGCGGCAACAAGGCTA Site-directed mutagenesis of
CTCCGCCAACGAT 3 pGEMT JFH1 1-2614 to mutate
residue 35 to alanine
Alanine 5'CAGATCGTTGGCGCAGCATA | Site-directed mutagenesis of
J33/34F CTTGTTGCCGCGC 3 pGEMT JFH1 1-2614 to mutate
residue3 33 and 34 to alanine
Alanine 5'GCGCGGCAACAAGTATGCTG | Site-directed mutagenesis of
J33/34R CGCCAACGATCTG 3 PGEMT JFH1 1-2614 to mutate
residue3 33 and 34 to alanine
JFH 12 5'GCCAGTGAATTCTAATACGA | Used to amplify residues 1-2614
c3 of HCV JFH1
AP 357 5'CATATGCATGAATTCTCTAG | Used to amplify residues 1-2614
ATTATGCTTCGGCCTGGCCCA | of HCV JFH1
A3
JFH-1 NegRT | 5TTGCGAGTGCCCCGGGA 3 Used to revénraescribe
negative strand HCV JFH1 cor
sequence
JFH-1 5'GGTCTCGTAGACCGTGCACC | Used to amplify HCV JFH1 cor
RTPCR1 3 sequence
JFH-1 5GTATTCTTCACCTGGGCAGC | Used to amplify HCV JFH1 cor
RTPCR2 3 sequence
RA16 5TCTGCGGAACCGGTGAGTAC| Used to amplify HCV JFH1
3 5'NCR
RA17 5'GCACTCGCAAGCACCCTATC | Used to amplify HCV JFH1

3!

5'NCR
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