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Abstract 
 
Hepatitis C Virus (HCV) is a major cause of chronic liver disease, with an estimated 170 

million people worldwide currently infected with the virus. Infection leads to chronicity in 

the majority of cases, resulting in fibrosis, cirrhosis and hepatocellular carcinoma. It is now 

the leading cause of liver transplantation in developed countries. HCV, a member of the 

Flaviviridae virus family, has a single stranded, positive sense, RNA genome encoding a 

unique polyprotein of 3000 amino acids in length. 

Genome replication of all positive-strand RNA viruses occur in association with the 

cytoplasmic surface of host cell membranes. Expression of the viral non-structural proteins 

induces complex structural changes within the membrane forming a framework for 

replication of the RNA genome. Expression of the isolated HCV non-structural protein 4B 

has been shown to induce specific alterations to the endoplasmic reticulum (ER) 

membrane, recruiting a number of host factors including lipid droplets, double and single 

membrane vesicles. 

Until recently HCV genome replication was thought to occur in structurally complex ER 

membrane invaginations into the lumen of the organelle, in a manner similar to the other 

members of the Flaviviridae family such as dengue virus. However a growing body of 

evidence suggests that such membrane alterations protrude into the cytoplasm of the cell 

connected by a thin neck like structure. Using a number of novel optical and electron 

microscopy imaging techniques, this study sought to investigate the interaction and 

architecture of the viral replication complex with the host membrane through both 

qualitative and quantitative methods. 

Using the increased resolution of the OMX structured illumination microscopy (SIM) 

system, this study examined the interaction of multiple components of the viral replication 

complex (RC). Utilising the Huh-7/SGR-JFH1 and Huh-7/SGR-JFH1NS5AGFP cell line, a 

previously sub-resolution hollow structure formed by the NS5A protein harbouring the 

dsRNA replication intermediate was identified. The structure, interaction and intracellular 

location of these viral components are indicative of the viral RCs common to all positive-

strand RNA viruses. 

During this investigation it was noted that two distinct NS5A populations were apparent 

within the cell; a small population of 300nm barrel structures identified as putative 

replication foci and a larger population of smaller diameter indistinct objects. Utilising the 

quantitative modeling capabilities of the Imaris software package, these objects were 
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identified, filtered for diameter and the individual populations quantified. However 

limitations in the object identification algorithms constrained accurate quantification of the 

two populations. 

Efforts to develop the comparative colocalisation as a quantitative methodology identified 

issues with OMX channel alignment affecting correlation values. Correction of this 

alignment issue increased coefficient values but contrary to expectation these values were 

found to be inversely correlated to microscope resolution. Following an in-depth 

investigation and comparison of the CLSM and OMX image capture technologies and 

colocalisation methodologies a number of factors affecting correlation values were 

identified. Through this process it became apparent that the differences in correlation 

coefficient values between the two imaging systems were not necessarily a decrease in 

colocalisation of the target proteins but an inherent variation of the imaging technology 

combined with the correlation algorithms. 

Following accurate characterisation of the OMX microscopy datasets, the study went on to 

examine the interaction of the hollow barrel-shaped RC structures with the surface of the 

ER membrane. Utilising the GFP tagged peripheral ER protein Sec61β representative of 

the membrane surface, the viral RC was identified in a location distal to the membrane 

surface, residing as a spherule within the cytoplasm connected by a small membrane 

“neck”. This result supports the recently published evidence suggesting that the HCV 

replication foci mirror the membrane protrusions found in poliovirus rather than the other 

members of the flavivirus family. 

The data processing pipeline developed throughout the study was used to provide 

quantitative analysis of the correlation between two forms of NS5A from different cistrons 

in subgenomic replicon. Through this analytical process it was shown that the NS3-4B 

proteins were required for targeting and integration of the NS5A protein into the viral RC. 

The application and validation of such statistical methods of colocalisation analysis 

provided a platform for a more robust and non-subjective test of correlation. 

Alongside the development of super resolution microscopy in this study, a novel method 

for bridging the resolution gap between optical and electron microscopy was investigated. 

A number of correlative light and electron microscopy (CLEM) techniques were assessed 

to provide the optimal balance of optical immunofluorescence specificity with the 

ultrastructural detail provided by transmission electron microscopy (TEM). 

The high quantum yield and electron dense core make quantum dots an ideal novel dual 

modality probe for CLEM. Despite a number of failed attempts to develop an accurate 

probe conjugate and staining methodology, recent advances in probe conjugation methods 
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alongside access to a highly purified primary antibody allowed production of a novel probe 

specific for the viral NS5A protein. Using the QD-NS5A antibody probe it was possible to 

correlate replication sites imaged through CLSM with the ultrastructural micrograph 

generated through TEM. These images revealed that regions of high intensity fluorescence 

mapped to a complex region of ER membrane interwoven throughout a number of lipid 

droplets and vesicles. 

Parallel to the above imaging studies, proteomic analysis was conducted on Huh-7 and 

Huh-7.5 cells to try to determine whether the greater permissiveness of Huh-7.5 cells for 

viral replication was a result of differential protein expression. Utilising a SILAC labeling 

methodology, cell line proteomes were isotopically labeled following development of a 

specific protocol for stable growth and replication. Although preliminary screening of 

fractionated proteome samples failed to identify any significant differences between cell 

lines, the development of a successful maintenance protocol provides the opportunity for 

further analysis of cell lines and organelle proteomes. 
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1	  
	  
1. Introduction 

The Introduction to this thesis is presented in four separate sections. Three of these 

sections describe the history, principles and recent applications of methodologies that are 

relevant to the studies conducted (Optical Imaging – Section 1.1; Electron Microscopy – 

Section 1.2; Proteomics – Section 1.3). The final section (Section 1.4) is a description of 

the clinical and molecular characteristics of hepatitis C virus (HCV) infection, the model 

system examined in the study using the applications described in Sections 1.1-1.3. 

 

1.1. Optical Imaging 

1.1.1. Introduction to Biological Imaging and Microscopy 

The discovery of a 3000 year old polished rock crystal lens in the Assyrian palace of 

Nimrud in modern day Iraq is the earliest documented evidence of an optical lens (The 

British Museum.,2012b).  The development of the art of lens grinding in 14th century Italy 

for spectacles led to the invention of the first microscope in 1590 by the Dutch lens 

grinders Hans and his son Zacharias Janssen (Shmaefsky,2006).  The Janssen compound 

microscope comprised of two brass drawtubes with ebony discs holding a lens at each end, 

providing a 9x magnification (Davidson,2003). In  1665, Robert Hooke first utilised 

microscopy to describe biological organisms in his work Micrographia, coining the term 

“cell” in the process (Fara,2009). 

Antonie van Leeuwenhoek used his knowledge of glass processing to develop extremely 

high quality single lens microscopes. Unlike the Janssen and Hooke compound 

microscopes, Van Leeuwenhoek’s design used a single drawn glass bead as it’s optical 

system, more akin to a very powerful magnifying glass than today’s compound 

microscopes. The high optical quality of his drawn lens beads compared to the compound 

microscopes of the time allowed him to achieve magnification of approximately x200, ten 

times that of contemporary systems. With this leap in magnification, van Leeuwenhoek 

produced the first visual description of  “animalcules” which are now known as micro-

organisms (Ford,1996).  

1.1.2. Development of Achromatic Lenses 

One of the problems encountered with early compound microscopes was the distortion of 

the image due to the inability of the lens, or lenses, to focus light of all colours to the same 



2	  
	  
convergence point. This is an effect of the of the increasing refractive index of light as an 

inverse function of the wavelength travelling through the medium, a phenomenon known 

as chromatic aberration (Nuttal,1974). This difference in focal plane manifests itself as 

coloured fringes, most apparent in high contrast situations; the colour of the fringing is 

dependent on the wavelength for which the lens system is focused (Flynn et al,2012).  

Chromatic lens correction was first attempted through the 18th century where a number of 

pioneers, including Joseph Lister and Givoanni Amici worked on the problem. The 

solution is most often credited to the Englishman Chester Moore Hall who produced the 

first achromatic doublet (Daumas,1989). By combining lens elements manufactured from 

both crown glass and flint glass, which have different refractive indices, it was possible to 

bring both the blue rays and red rays to a common focus, close but not identical to the mid-

spectrum green (Flynn et al,2012). By using a negative element of flint glass, which has 

approximately double the refractive index of crown glass, combined with a positive crown 

element, the combined refraction is equal but opposite, therefore cancelling colour spread. 

Modern microscopy systems take this concept a stage further by utilising triplet lens 

combinations to produce objective lenses that are achromatised at three wavelengths 

(Flynn et al,2012). 

1.1.3. Spherical Aberration of the Optical Lens 

The perfect optical system can be thought of as one in which every point of a sample 

object corresponds precisely to a point in the image, connected by rays travelling through 

all points of an optical system. However, this is impossible in all but the simplest optical 

systems. Scottish theoretical physicist James Clerk Maxwell postulated that the 

magnification of a perfect optical system can only be equal to the ratio of the refractive 

indices of image and object space. Assuming that both object and space are in similar 

medium, the magnification may only be unity (Smith et al,2001). 

With greater understanding of the principles governing optical systems in microscopy, it 

became obvious that increasing lens power led to a decrease in image quality, much of 

which came from spherical aberration due to lens quality. Spherical aberration is observed 

when light rays passing through the outside of a lens undergo greater refraction than rays 

passing through, or close to the optical axis of the lens.  The aplantic point of a lens, the 

region which suffers no spherical aberration, is limited to the radius of the sphere divided 

by the refractive index of the lens.  The simplest method to overcome this problem utilised 

multiple lower-powered lens combinations to achieve the same magnification. More 
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complex lens shapes allow the correction of aberration by changing the refracting surface 

of the lens, most simply by using surfaces with different radii of curvature (Smith et 

al,2001). 

1.1.4. Defining Lateral Resolution in Optical Systems 

Even with a theoretically perfect optical system, the resolution of an optical microscope is 

limited to approximately half the wavelength of the light used. Within the visible spectrum 

this means a practical resolution limit of approximately 200-300nm (Schermelleh et 

al,2010). Discovered by Ernest Abbe in 1873, it was shown that with a point light source 

of wavelength λ, an observable feature with a resolved radius in the XY plane is defined 

by: 

𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 =   λ 2𝑁𝐴 

Equation 1. Definition of Abbe Limit 

Where the numerical aperture (NA) of the lens, is defined by: 

𝑁𝐴 = 𝑛𝑠𝑖𝑛𝜃 

Equation2. Definition of Numerical Aperture 

Where n is the refractive index of the medium in which the lens is operating and sinθ the 

half angle of the maximum light cone that may enter the lens. The majority of modern 

diffraction limited microscopes will offer high numerical aperture lenses providing a 

brighter image with shallow depth of field. There are a number of methods for defining 

resolution criteria, including Full Width Half Maximum (FWHM), Sparrow and Rayleigh 

criterion which give roughly similar limits. With current lens designs having an 

approximate NA of 1.4, blue light has a resolution limit of 200nm, increasing to 250nm for 

green and approximately 300nm for red (Ball et al,2012). Beyond these limits it becomes 

impossible to distinguish the two points from a single, system-defined, point spread 

function (PSF). This PSF is formed by the diffraction of light through a circular aperture, 

resulting in a bright centre region, known as an Airy Disk, surrounded by concentric bright 

rings known as an Airy Pattern.  Using the Rayleigh criterion, a point can be defined as 

resolved when the principal diffraction maximum of one PSF coincides with the first 

minimum of the other (Born et al,1999). 
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1.1.5. Optical Imaging Techniques 

1.1.5.1. Microscopy Techniques for Imaging of Live Cells 

While fixed biological samples have provided a highly detailed view into the function and 

interaction of proteins, lipids and nucleic acids within cells, they only provide a static 

snapshot of intracellular events. The addition of a temporal dimension, through the 

observation of live cells, gives a further understanding to cell function and kinetics. The 

most common method for studying dynamic cellular processes is live cell fluorescent 

microscopy (Stephens et al,2003). 

One of the most important considerations for live cell microscopy is the maintenance of a 

suitable extracellular environment during imaging.  Many modern microscopy systems 

include some environmental controls, ranging from heated collars and stages to fully 

enclosed units allowing control of CO2, humidity and temperature. Maintaining a constant 

stable temperature is important both for the health of the cell and to prevent focal plane 

drift during long term imaging (Swedlow et al,2002). Photodamage to cells during imaging 

is a critical factor in the success of an experiment. The photobleaching of fluorophores 

during imaging results in the production of free radicals which have a deleterious effect on 

the cell. By minimising the intensity and duration of exposure of the cell to the excitation 

light, free radical production can be limited, allowing cellular free radical scavenging 

systems  to reduce their concentration between exposures (Swedlow et al,2002). 

1.1.6. Confocal Microscopy 

1.1.6.1. Principles and Development 

Perhaps one of the greatest leaps in microscopy techniques was the development of the 

confocal microscope. From the 16th century until the release of the first commercial 

platforms in 1987, microscopy within the biological sciences relied upon widefield 

imaging techniques. In widefield fluorescence microscopy, the specimen is evenly 

illuminated using Kohler illumination, a method of generating an even illumination of the 

sample through defocusing of the light source. This illumination method prevents the 

formation of an image of the light source in the same plane as the sample image.The result 

is an excitation of all fluorophores within the optical path. The resulting fluorescence, both 

in focus and out of focus is collected by the microscopes’ imaging sensor (Pawley,2006). 

The resulting image therefore contains three dimensional (3-D) data captured in a two 

dimensional (2-D) format with extremely low axial resolution (Pawley,2006).  
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The axial resolution of a microscope, that perpendicular to the focal plane of the optical 

system, is defined using the 3-D diffraction image of a point source formed at the focal 

plane. The periodicity shown by the point spread function in the XY plane is also mirrored 

along the optical axis (Linfoot et al,1952). Similar to the Rayleigh criterion for lateral 

resolution, the axial resolution can be defined as the minimum distance between two point 

light sources that can be achieved along the axis of the microscope (Pawley,2006).  The 

axial point spread function results in the generation of a cone of light both above and 

below the focal plane resulting in reduced contrast, and an apparent depth of field far 

greater than the theoretical depth of field (Pawley,2006).  

	  

Figure	  1.	  Optical	  path	  of	  confocal	  microscope	  showing	  exclusion	  of	  out	  of	  focus	  light	  using	  a	  pinhole	  arrangement 

In 1957 Marvin Minsky, researching neuronal tissue realised that this limitation to 

traditional microscopy techniques prevented the imaging of densely packed 3-D cells 

beyond a meaningless blur. He considered that the best method to prevent scattered light 

was to prevent it being collected. In an ideal situation, the microscope would measure each 

point of the specimen individually, removing all scattered light from points other than that 

being imaged. By introducing a pinhole aperture in front of the light source as shown in 
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Figure 1, only the region of interest is illuminated. The addition of a pinhole at the exit side 

of the optical path in the image plane that lies beyond the objective lens would then reject 

all out of focus scattered light (Minsky,2011).  By moving the specimen relative to the 

optical pathway, a rasterised image can be generated with a far thinner optical section and 

clarity than that afforded by widefield. By moving the specimen on the optical axis of the 

microscope and compiling the generated images, a 3-D image of the sample could be 

generated showing the location of subcellular components with far greater accuracy than 

previous systems (Wilson,1989).  

1.1.6.2. Confocal Laser Scanning Microscope 

The first confocal microscopes utilised a moving stage to raster scan the specimen through 

the optical path using two vibrating tuning forks driven by electromagnets (Minsky,2011). 

With the development of the laser in the 1960’s, a number of advances utilising the narrow 

beam spread and monochromaticity of this novel technology culminated in the modern 

Confocal Laser Scanning Microscope (CLSM). Using this new technique, the specimen 

itself was held stationary and the laser was raster scanned using servo-controlled mirrors. 

This approach results in far lower reaction latency and more flexible scan speeds allowing 

for optimisation of signal to noise ratio (Pawley,2006;Carlsson et al,1985). The physical 

movement of the vibrating stage scanning can result in problems with biological samples, 

usually bathed in a liquid medium that suffer from the inertial effects of the method 

(Pawley,2006). 

1.1.7. Sub-Diffraction Imaging by Structured Illumination Microscopy  

Despite the improvements in axial resolution afforded by confocal microscopy, in practice 

the lateral resolution of confocal methods, including CLSM are at best marginal 

(Gustafsson,2000). The reason for this is the limited detection of extended resolution 

information using confocal technology and the sub-Airy disk pinhole size required to do so 

(Gu et al,1992). Unfortunately using such a small pinhole size to increase lateral resolution 

discards most of the in-focus light required to form an accurate image. The weak 

fluorescence produced by most biological samples prohibits the aperture size required to 

achieve any meaningful increase in lateral resolution (Gustafsson,2000). It is possible to 

overcome the diffraction limits of most optical microscopes using laterally structured 

illumination in a widefield non-confocal manner. By applying a lateral modulation to the 

illuminating beam, the range of measurable spatial frequencies is expanded, rendering 
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normally inaccessible information visible in the form of moiré fringes (Heintzmann et 

al,1998;Gustafsson,2000).  

The moiré effect is a well understood concept where the superposition of two fine patterns 

results in the generation of a beat pattern product known as moiré fringes 

(Gustafsson,2000). With Structured Illumination Microscopy (SIM), one of the patterns 

used in the superposition is the unknown sample structure or spatial distribution of the 

fluorescent probe (Figure 2[A]). The other is a deliberately modulated, structured 

illumination light pattern(Figure 2[B]) (Gustafsson,2000)The resultant moiré fringes can 

be substantially coarser than either of the two patterns. Collection of a series of the 

resultant patterns at various angles allows a high resolution reconstruction of the sample. 

	  

Figure	  2	  Use	  of	  moiré	  pattern	  to	  generate	  low	  frequency	  beat	  pattern 

When the sample is illuminated with a sinusoidal pattern, the observed image contains, in 

addition to the normal image, moiré fringes corresponding to high resolution data which is 

offset at a distance and direction defined and proportional to the direction and line spacing 

of the illuminating pattern (Figure 2[C]) (Gustafsson,2000). Using a sequence of such 

images with illumination patterns at different orientation and phase, an area twice the size 

of the normal observable region can be covered, allowing information from outside this 

region to be collected and processed (Gustafsson,2000).  

1.1.7.1. Signal to Noise Ratio and Photobleaching 

One of the major drawbacks to SIM as a super-resolution technique is the photobleaching 

limits imposed upon the sample. To perform 3D SIM, at least five illumination phases 

must be recorded at three different angles, resulting in a minimum of 15 images for each 

optical section reconstruction (Dobbie et al,2011). This can cause substantial 

photobleaching and photodamage of the sample during acquisition. To overcome the 

problems of working at a photon-limited level, any additional background and noise, such 
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as stray light and camera electronics must be properly addressed and limited. The 

microscope utilised in this study, the DeltaVision API OMX (Optical Microscope 

eXperimental) was specifically designed to overcome this problem (Smith et al,2001). The 

microscope itself uses a fixed optical path and objective, with focusing and position change 

of the sample achieved through piezo electric control of the stage and sample. The optical 

path is optimised to collect emitted fluorescent light, at the expense of excitation light. 

There are no binoculars and the microscope is kept in a clean air, temperature regulated 

dark room, separate from the user (Dobbie et al,2011) helping to limit non-poisson noise 

within the system. 

1.1.7.2. Prevention of Photobleaching Using Antifade Reagents 

As photobleaching and damage occur as a function of the intensity and duration of the 

excitation beam, techniques such as SIM require careful sample preparation to prevent 

irreversible damage during imaging (Giloh et al,1982;Tsien et al,2006). Unfortunately, 

photochemical damage is one of the least understood yet most important aspects of 

fluorescence microscopy within biology (Tsien et al,2006). The extent of light-induced 

damage to fluorophores is heavily dependent on the presence of molecular oxygen within 

the sample. Photochemical activation during imaging of the kinetically non-reactive triplet 

state O2 to the strongly oxidizing singlet state results in damage to the fluorophore (Tsien et 

al,2006). Reducing the partial pressure or concentration of oxygen within the sample can 

greatly increase the longevity of fluorophores within chemically fixed samples (Tsien et 

al,2006;Vaughan et al,1970). This is achieved through the addition of antioxidants and free 

radical scavengers such as n-propyl gallate, hydroquinone or p-phenylenediamine to the 

mounting media, extending fluorescence lifetimes by a factor of 10 (Tsien et al,2006;Giloh 

et al,1982). The effects of these antifade reagents may go beyond removing oxygen from 

the sample, proving more effective than thorough deoxygenation of samples. Indeed it has 

been hypothesised that polyphenols such as n-propyl gallate may limit fluorophore free 

radical formation (Tsien et al,2006;White et al,1987). 

1.1.8. Stochastic Optical Reconstruction Microscopy (STORM) 

To avoid the photodamaging effects of OMX imaging, other methods of sub-diffraction 

limit imaging have been developed. The use of single molecule detection within a sample 

can provide imaging resolution theoretically limited only by the number of photons 

collected (Rust et al,2006). STORM-based techniques utilise a number of methods to 

activate or quench subsets of the fluorophore population in a sample allowing an optically 



9	  
	  
resolvable subset to be imaged. By imaging discrete non-overlapping fluorophore PSFs, it 

is then possible to find the centroid position and deconvolve the individual PSF to its 

original source. By repeatedly activating and deactivating different subsets of fluorophores 

in an iterative manner it is possible to localize the majority of fluorophores, allowing the 

construction of a sub-diffraction limited image (Rust et al,2006;Flors et al,2009).  

A number of methods exist for stochastic switching between fluorophore excitation states, 

either using multiple laser lines to excitate specifically designed photoactivatable 

fluorophores or through the control of electron transfer within traditional fluorophores by 

deoxygenation of the sample via chemical means (Flors et al,2009;Steinhauer et al,2008). 

There is a severe disadvantage to systems relying on photoactivatable or switchable 

fluorophores due to their limited general applicability, multiplexing capability and 

equipment requirements (Steinhauer et al,2008). The use of engineered dark states through 

electron transfer modulation allows a number of traditional fluorophore classes to be 

utilised.  The resolution of this technique is essentially limited by photon statistics and the 

statistical noise of the system. By collecting and processing several thousand images, a 

focal plane resolution of approximately 30nm can be achieved (Schermelleh et al,2010). 

The use of Total Internal Reflection Fluorescence Microscopy reduces background signal 

by limiting excitation of fluorophores to only those within 1-2 microns of the coverslip 

(Reck-Peterson et al,2010). A consequence of this illumination technique is the extremely 

limited optical sectioning that is achieved compared to conventional CLSM as only cellular 

components and processes close to the cell membrane can be effectively imaged. 

1.1.9. Image Analysis and Processing of Captured Data 

In recent years the biological sciences have come to rely heavily upon imaging techniques 

for progress, with a shift in emphasis from comparable qualitative assessments to 

statistically meaningful quantitative analysis (Fricker et al,2006;Meijering et al,2007). 

With the increasing power and imaging efficiency of modern microscopy systems, 

biological data sets have grown rapidly both in terms of size and data complexity. Manual 

measurement and analysis is becoming increasingly untenable due to labour intensity, 

inaccuracy and poor reproducibility. Computerised image analysis is required to handle the 

higher volumes of data acquired and to process them with an accuracy and sensitivity to 

match that of the modern microscope (Murphy et al,2005). 

Digital images are mathematically defined as n-dimensional matrices, where n can 

represent a number of parameters including, xyz coordinates, wavelength and time (Chen et 
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al,1995).  A number of steps are required for successful analysis of the generated image, i) 

processing to optimise the data set, ii) extraction of object features from the processed 

image and iii) generation of a reconstruction to facilitate a better understanding of 

multidimensional data (Meijering et al,2007). 

The acquisition process itself may result in degradation of image quality due to effects 

such as chromatic aberration or spatial distortions as previously mentioned.  Combined 

with the signal-dependent noise generated by any fluorescent sample, which is governed 

by Poisson statistics and the inherent noise within the electronics of the acquisition system, 

typically Gaussian in nature, there is a significant negative effect on image quality 

(Meijering et al,2007;Spring et al,2013). A number of methods of reducing this noise are 

available during preprocessing of an image. Uniform or Gaussian convolution filters may 

be utilised as a crude method of improving signal-to-noise ratio (SNR)  but their global 

effect results in blurring of structures of interest alongside noise.  Median filtering provides 

an effective way of removing shot noise from individual bright or dark pixels but may have 

a negative effect when investigating smaller objects within a sample (Meijering et al,2007). 

More sophisticated techniques such as non-linear diffusion filtering can be applied to the 

image. By embedding the original image in a family of derived images obtained through 

convolution of the original image with a Gaussian kernel of variance t, it is possible to 

smooth and reduce noise while preserving sharpness at object edges within the image 

(Perona et al,1990).  

The kernel, typically a 3x3 matrix of pixels within an image, is generated by applying a 

Gaussian function to the weights of neighbouring pixels against a centre pixel. The product 

of this Gaussian function applied against the weight of each pixel value is then summed to 

generate a new value for the central pixel (Ludwig,2007). An iterative application of this 

locally derived function to the image, preserves and enhances the edges found within an 

image while eliminating noise (Perona et al,1990). 

One of the most frequent questions posed in modern microscopy is to what degree two or 

more cellular components, such as proteins interact with each other or colocalize within a 

sample. By using different coloured probes for each species being investigated, 

multicolour fluorescent images can be acquired for analysis (Manders et al,1993). 

Colocalization analysis in digital images is a “dual-image pixel point” process between at 

least two input images to generate a single colocalization map (Shotton,1993).  One of the 

most critical aspects of this type of experiment is sufficient separation of emission spectra 
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and correct filter selection to prevent spectral bleed through or Förster Resonance Energy 

Transfer (FRET) (Bolte et al,2006). 

A number of steps are involved in the colocalization mapping process.  Firstly, a threshold 

intensity value is defined, separating regions of interest from the background noise of the 

image in each channel. The next process generates a binary output image, segmenting 

voxels that fail to reach the specified intensity by setting their value to zero and colour 

coding all those that pass the threshold using a look up table. Computation of quantitative 

data using a preferred method can then be performed. Finally, this data can be displayed as 

a 2D histogram of colocalization with intensities of each channel as the x and y axis or 

used to overlay on the original dataset as a separate channel, usually a maximum intensity  

additive pseudocolour of both channels (Landmann et al,2004). 

One of the most common methods in pattern recognition for determining a quantified 

measure of the degree of overlap for two separate signals is the Pearson correlation 

coefficient (PCC). This provides data on the degree of covariance between two sample 

patterns without regard to the intensity of the image (Manders et al,1993). It is worth 

noting that the PCC ranges from 1 to -1, 1 being perfect correlation, 0 being no correlation, 

and -1 being perfect inverse correlation. Variances in fluorescence intensity can lead to the 

PCC value shifting towards 0 despite complete colocalization of cellular structures 

(Landmann et al,2004;Manders et al,1993;Bolte et al,2006). A negative PCC value is a 

good indication for real exclusion of signals (Bolte et al,2006). However, the PCC is 

difficult to interpret with its positive and negative values, and is greatly affected by the 

addition of non-colocalizing signals such as background noise (Bolte et al,2006). Of 

greater concern is the sensitivity of PCC to differences in signal intensity between the 

channels of an image, which can occur due to the different stoichiometry of fluorochromes 

and primary antibodies, as well as differences in channel background bleaching rates 

(Manders et al,1993). 

The Manders’ overlap coefficient is a variation of the PCC but with the removal of the 

average intensity values from the equation. This coefficient is also more easily understood, 

since it’s values range from 0, (non correlation of the image), to 1, (equating to perfect 

correlation). The value M1, is defined as the ratio of “the summed intensities of pixels 

from the green image for which the intensity in the red channel is above zero” to the “total 

intensity in the green channel”. M2 is defined conversely for red (Bolte et al,2006). The 

ability to measure signal coincidence independent of channel intensities is extremely useful 

when comparing fluorophores with different quantum yields. The Manders coefficient is 
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however, exquisitely sensitive to noise. This difficulty can be circumvented by setting a 

threshold background limit to each channel as opposed to zero (Bolte et al,2006). 

Quantitative colocalization analysis as a tool is extremely sensitive to background offset 

and noise, especially with the high background signals generated by confocal acquisition 

systems, requiring careful image restoration to prevent false positive counts.  

Deconvolution, especially within 3-D samples, is the most effective way of improving 

colocalisation analysis (Landmann,2002).  

The relationship between the specimen and the generated image is defined by a 

mathematical operation known as convolution. This  operation describes the spread of light 

from a point as it travels through the optical system to form the characteristic PSF of the 

system {Agard, 1989 502 /id}. Once the PSF of the microscope is known the way in which 

any arbitrary image is distorted can be predicted from this function. Deconvolution is the 

reversal of this process to recover an estimate of the original image from the degraded data. 

In most modern imaging software systems this is carried out in a blind a priori manner 

using iterative improvements to the PSF approximation to converge on the best 

function{Campisi, 2007 366 /id}. For two dimensional datasets the light forming the 

secondary maxima of the airy disc seen can be computationally restored to the centroid 

region of the disc. Successful deconvolution of the dataset results in lower background 

signal and therefore higher signal to noise ratio by returning out of focus light forming the 

background of the image to the object source from which it initially arose. 

The Costes approach introduces a level of statistical significance to the determination of 

colocalization using a two step process based upon the PCC (Costes et al,2004). Initially 

the correlation of different regions of the image is evaluated to generate an automatic 

threshold from which a PCC of the image is calculated. The automatic threshold is 

determined through an iterative process of maximising signal intensity for each channel 

followed by rounds of decremented intensity and concomitant recalculation of the PCC in 

an iterative manner. The final thresholds are then set to values that minimise the 

contribution of noise (Bolte et al,2006). Having calculated a PCC value for the image, the 

Costes’ approach introduces a statistical analysis based on image randomization and 

evaluation of this value. As mentioned previously, a single digital image represents the 

distribution of particles of interest at the optical resolution of the imaging system, 

appearing as a collection of pixels related to their neighbour. The PSF of this optical 

system defines the intensity distribution recorded in these pixels, allowing approximation 

of the particle size based on the Full Width Half Maximum (FWHM) of the intensity 
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curve. The FWHM defines the region of spread for the signal from a single particle.  The 

Costes’ method generates 200 randomized images, created from the shuffling of pixel 

blocks with sizes defined by the FWHM of the green channel of the original image. For 

each image, a PCC is generated between the randomised green channel and original red 

channel. By comparing the PCC of the non randomized image against that of the 

randomised images, the statistical significance can be calculated in the form of a p-value. 

This p-value is inversely correlated to the probability of obtaining the defined PCC by 

chance. If 95% of the random images correlate worse than the real image then the 

correlation coefficient can be considered significant (Bolte et al,2006;Costes et al,2004). 

With the increase in imaging resolution and data complexity there is a need for more 

sophisticated visualisation methods to present and explore higher dimensional data 

(Meijering et al,2007). Beyond slice by slice analysis, which provides only a limited 

insight as to the relation of objects in 3-D space, visualisation provides a more effective 

method of representing higher-dimensional data. The powerful information processing 

steps used in the generation of visualisation models can be easily misused to greatly alter 

the final results.  

Surface rendering is one technique utilised by modelling software such as Imaris (Bitplane) 

to generate visualisations of multidimensional data. This is carried out through a 

mathematical description of the surface as a series of geometrical shapes (Meijering et 

al,2007). Identification of surfaces belonging to an object is performed by comparison of 

the grey value of the voxel in question to that of it’s neighbour. Voxels above a user 

defined threshold grey value are defined as part of an object while those lower than the 

threshold are regarded as background. Surface voxels are defined as those belonging to an 

object above threshold whose neighbouring voxel is less than threshold (Zeigler,2008). 

1.1.10. Immunofluorescence Microscopy 

1.1.10.1. Principles of the Fluorescence Phenomena 

Fluorescence is a luminescence phenomenon caused by the absorption of electromagnetic 

radiation of one wavelength, resulting in the excitation of an orbital electron of a molecule 

from a ground state to a higher quantum state, followed by the near immediate return to a 

ground state with the concurrent emission of a photon. Some of the absorbed energy is lost 

to rotational or vibrational changes to the orbital electron. Due to this loss of energy, the 

emitted photon is of a lower energy and therefore longer wavelength than the absorbed 

photon. The difference between the excitation wavelength maximum and emission 
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wavelength maximum of the same electron transition is known as the Stokes shift 

(Mullins,1995). Fluorescence is distinguished from other forms of luminescence by the 

immediate return of the excited electron to a ground state, typically ~10-8 seconds, in 

contrast to phosphorescence where the excited state may persist for a period before photon 

emission. 

1.1.10.2. Green Fluorescent Protein 

The discovery in 1962 of Green Fluorescent Protein (GFP) in Aequorea victoria jellyfish 

by Shimomura et al has become a major contributor to the study of living cells as both a 

marker for gene expression and protein target for imaging analysis (Misteli and Spector 

1997;Shimomura et al. 1962;Tsien 1998). The aptly named protein was found to be 

responsible for the majority of the A. victoria jellyfish luminescence, with an emission 

spectra centred at 508nm (Johnson et al,1962).  

GFP is unique among fluorescent proteins due to the lack of cofactors or substrates 

required by the protein to generate green light. In A. Victoria, GFP is indirectly activated in 

a calcium-dependent manner when Ca+ binds another chemoluminescent protein, aequorin, 

which transfers energy indirectly to GFP, triggering the release of green light 

(Prasher,1995). This energy transfer can be mimicked experimentally by exposure of GFP 

to long-wave ultraviolet (UV) light. The absence of required cofactors was proven 

conclusively when a cDNA encoding GFP was expressed in both prokaryotic, E.coli, and 

eukaryotic C.elegans, organisms, emitting a bright green fluorescence signal when 

illuminated with blue light (Chalfie et al,1994).  

GFP has been used extensively as a protein tag to examine and monitor protein localization 

and dynamic processes within the living cell. Through standard subcloning techniques, 

fusion of GFP and any protein of interest can be generated and introduced into an organism 

for transient or stable expression (Misteli et al,1997). One of the most important features of 

GFP tagging is the freedom afforded from fixation and permeabilisation procedures, 

reducing processing artefacts during imaging. The barrel structure of GFP helps to protect 

the conformation of the original protein, even for large protein moieties. One disadvantage 

of GFP is it’s relatively large size (27kDa) which can affect the function of target proteins 

(Zimmer,2001;Misteli et al,1997). 
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1.1.10.3. Organic Fluorophores 

Fluorophores are small organic molecules, typically 200-1000Da in size, that exhibit 

fluorescent properties upon excitation with a specified wavelength of light. Most are based 

around a synthetic aromatic chemical structure. A series of different molecular families has 

been developed for fluorescence microscopy, with an array of spectral characteristics 

(Dean,1992).  

Upon the excitation of an electron to an energetically excited state a number of processes 

may occur, resulting in a loss of energy and return of the electron to the ground state. This 

may arise through fluorescence emission or internal conversion and vibrational relaxation 

in the form of heat (Horiba,2013). The quantum yield of a fluorophore is the ratio of 

photons absorbed by the molecule to photons emitted through fluorescence, a range of 

between 0 and 1. Modern probe molecules now range from extremely low quantum yield 

values (0.05) through to almost unity (Lippincott-Schwartz et al,2013).  

1.1.10.4. Quantum Dots as a Novel Family Fluorophore 

With the improved resolution, sensitivity and versatility of modern microscopy techniques, 

a clearer understanding of cell structure, dynamics and protein interaction is now possible. 

Two major drawbacks associated with traditional organic fluorophores are the relatively 

short fluorescent lifespans and limited excitation and emission wavelengths (Jaiswal et 

al,2002).  

Advances in the manufacture, commercialisation and biofunctionalisation of colloidal 

semiconductor nanocrystals or quantum dots, has spurred an interest in their use for 

biological imaging (Medintz et al,2005). Compared to traditional organic fluorophores, 

nanocrystal probes exhibit 20x brighter quantum yields with a 100-fold increase in 

photostability that would be expected from a solid state fluorophore (Deerinck 

2008;Resch-Genger et al. 2008;Walling et al. 2009). Their electron dense nature combined 

with their robust fluorescent properties make them ideal as probes for correlative 

microscopy, in which a target of interest is identified through CLSM followed by 

characterisation of ultrastructure at high resolution through Transmission Electron 

Microscopy (TEM) using accelerating voltages in the range of 60keV to 400keV without 

the need for contrast agents (Nisman et al,2004;Deerinck,2008).  Quantum dots for the 

biosciences are crystalline nanometer-sized particles of periodic group II-VI elements (e.g. 

CdSe) overcoated with a passivating layer of ZnS, preventing oxidisation of the core 
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surface and leeching of the CdSe core. This passivating layer also significantly improves 

the quantum yield over CdSe-only crystals (Dabbousi et al,1997). Quantum dots 

themselves have a radius smaller than the exciton Bohr radius, residing in a class of 

materials between molecular and bulk matter (Dabbousi et al,1997). 

First discovered in the 1980’s as a quantum effect within a glass matrix by the formation of 

CuCl during exposure to high temperatures, the nanometer sized crystals exhibited 

quantum confinement effects due to their size relative to the electron wave function 

(Ekimov et al,1981).  The characteristics of many materials exhibit mesoscopic physical 

phenomena when their physical size is in the nanoscale range, (1-100nm) which cannot be 

attributed to either bulk or molecular systems (Murray et al,2000).  When the physical size 

of a semiconductor crystal is restricted below the critical Bohr Radius of the exciton 

electron-hole pair, the Pauli exclusion principle prevents these electrons from sharing the 

same energy levels which results in quantum confinement within the particle. In this 

instance, the crowding of the three dimensionally constrained electrons (Excitons) within 

the nanocrystal results in splitting of the original energy levels into smaller quantised 

levels. Nanocrystals with sizes larger than the exciton Bohr radius are said to be in the 

weak confinement regime and do not show size-dependent optical properties. Those with 

sizes smaller than the Bohr radius, typically sub-10nm, are said to be in a strong 

confinement regime and have electronic transitions which shift to higher energies with 

decreasing size. Therefore, there is a direct link between size and optical properties, with a 

blue shift in fluorescence as the size of the particle decreases (Khare et al,2011;Norris et 

al,1996). 

Synthesis of quantum dots typically occurs in non-polar organic solvents, which are 

generally incompatible with the aqueous polar solvents used in most immunofluorescence 

procedures. To allow solubilisation under polar conditions, hydrophobic surface ligands 

are replaced with amphiphilic ligands. This can be carried out in a number of ways, such as 

surface group replacement with thiol groups, peptides or encapsulation with an inert 

polymer such as silica (Michalet et al,2005). To provide quantum dots with target 

specificity for immunofluorescence, some form of targeting moiety must be attached to 

their surface. For immunostaining procedures, an antibody is usually bound using thiol-

derivatised quantum dots to form a disulphide bridge with the thiol groups of the antibody 

(Walling et al,2009). 

Antibody quantum dot conjugates exhibit modest sample penetration in the range of 

microns, more efficient than equivalent immunogold particles in fixed and permeabilised 
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cells.  However, secondary antibody conjugates exhibit significantly less penetration 

properties than their organic fluorophore counterparts, most likely down to differences in 

size (Deerinck,2008;Giepmans et al,2005). Penetration of probes is inversely proportional 

to the ultrastructural preservation of the sample. Therefore, sample preparation becomes a 

trade off between sufficient probe penetration and preservation of cell structure for 

imaging (Giepmans et al,2005). A number of factors can influence this process, including 

choice of permeabilisation technique, cell type and cell substrate.  

Functionalisation and encapsulation of biocompatible quantum dots can increase the size 

of the probe from 4-8nm up to 20-30nm, while this increase is still smaller than most 

mammalian cells it may limit the intracellular mobility of the probe{Medintz, 2005 243 

/id}. Depending on probe conjugation the smallest available size is similar to that of GFP 

(4nm) and nanogold (1nm), however this is heavily dependent on encapsulation and 

functionalisation conditions{Hink, 2000 504 /id}. 

1.2. Electron Microscopy 

1.2.1. Increasing Resolution Using Electron Microscopy 

The resolution of optical microscopes is limited by the wavelength of visible light and the 

finite aperture of microscope objectives as discussed above.  Any attempts to increase the 

resolution of such a system would either require an increase of the numerical aperture of 

the objective lens or a decrease in the wavelength of the excitation beam (Masters,2009).  

By using a beam of electrons to illuminate the sample instead of visible light the 

wavelength can be decreased from hundreds of nanometres down to 1-2 angstroms, the 

wavelength of electrons.  A microscope using this method of illumination can therefore 

have a far higher resolution than even the highest quality optical microscopes 

(Masters,2009). 

1.2.2. Development of the Electron Microscope 

The development of the Geissler cathode tube provided the first piece of equipment for the 

effective study of electrons within a vacuum. Geissler’s exceptional technical skills 

enabled a tolerable vacuum to be maintained while applying a high potential between a 

cathode and anode sealed into the glass. This resulted in the appearance of a curious 

greenish glow on the glass walls of the tube which was attributed to cathode rays, the 

ambiguous title given to the as yet undiscovered electron (Mulvey,1962).  
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Hertz was the first to show that cathode rays could be deflected using a magnetic field. His 

inability to cause beam deflection using electrostatic plates was most likely down to the 

low quality vacuum tubes available at the time. He postulated that cathode rays were not a 

material particle as such but a form of motion in the “ether” (Hertz,1883). It was 

discovered that within a vacuum, accelerated electrons behaved much like light travelling 

in straight lines and exhibited wave-like properties. Considerable development on the 

technology required for the generation, focusing and manipulation of an electron beam led 

to the invention of the cathode ray tube in 1897 (Braun,1897).  

Einstein’s 1905 postulate on wave particle duality suggested that light could exhibit both 

wave- and particle-like properties and be examined as such, but not simultaneously.  A 

year later, Louis De Broglie proposed that it was not just photons but all matter, including 

electrons, which could exhibit wave-particle duality (Greiner,2001).  De Broglie also 

showed the inverse relationship between particle momentum and wavelength, an important 

principle for increasing the resolution of later microscopes (de Broglie,1925). The 

invention of the iron shrouded magnetic coil, the precursor to the modern magnetic lens, 

along with Busch’s seminal work on electron optics, showed that a short magnetic field 

could converge an electron beam in the same manner as glass lens-focused light 

(Mulvey,1962).  

The first functional Transmission Electron Microscope (TEM), was developed in 1931 in 

Berlin by Knoll and Ruska, a two stage microscope using two magnetic coils, shrouded in 

a later iteration, as lenses to generate a modest magnification of 17.5x (Ruska,1986). 

Further development and improvement of the initial design led to an increase in resolution, 

finally suprassing that of the light microscope (Masters,2009). The final version comprised 

of 3 magnetic lenses, i) a condenser lens used to concentrate and focus the electron beam 

for even illumination of the sample, ii) the objective lens to gather the transmitted electrons 

through the sample, focusing them to produce an image, iii) a projection lens to magnify 

the specimen for viewing on a phosphor screen (Ruska,1980). A camera outside of the 

vacuum system could capture images projected on the viewing screen. The incorporation 

of new lenses resulted in an increase of magnification to 10,000x giving the microscope a 

resolution limit of 50nm using an accelerating voltage of 75keV (Mulvey,1989). 

1.2.3. Resolution Limits of Electron Microscopy 

The easiest manner to consider TEM resolution is in terms of the classic Rayleigh criterion 

used for light microscopy. This states that the smallest distance that can be resolved using a 



19	  
	  
given system d is defined  in a similar manner to the optical microscope shown in Eqn 1. 

Where λ is the wavelength of the objective radiation, n is the refractive index of the 

medium and α is the half-angle of the objective lens nsinα is the Numerical Aperture (NA) 

of the system which for most modern systems will have a value close to 1. From this, it is 

relatively easy to see that the resolution is equal to approximately half the wavelength of 

light. Using green light as a mid-spectrum example with a λ of 550nm, the resolution of the 

best light microscope is 300nm. de Broglie’s theory on the wave particle duality of matter 

meant that a beam of electrons can be made to behave in the same wave-like manner as 

photons and electronmagnetic radiation. The wavelength of an electron λe is inversely 

dependent on it’s kinetic energy E. Therefore by accelerating the beam of electrons across 

a high electrical potential it is possible to increase the kinetic energy of the electron and 

decrease its wavelength. The near speed of light, c, velocities acquired by the electron 

mean that a correction for relativistic effects is required 

𝜆
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Equation 2. de Broglie Wavelength (Corrected for Relativistic Effects) 

where h is Planck’s constant, m0 is the rest mass of an electron and E is the energy of the 

accelerated electron (Champness,2001;Buseck et al,1988). For  a 100-keV microscope, this 

results in an electron wavelength of λ=0.037Å, substantially less than the diameter of 

atoms, usually in the order of 1 to 2 Å (Buseck et al,1988).  As of 2008, it has been 

possible to image the lightest of atoms such as Carbon and even Hydrogen adsorbed onto 

graphene substrates (Meyer et al,2008).  

A significant difference between optical and electron microscopy lies in the relative quality 

of the lenses used in both systems. While the optics of light microscopes can achieve a 

resolution matching the theoretical limits of the system (a diffraction limited system), the 

electromagnetic and electrostatic lenses used in electron microscopy are significantly 

poorer (Buseck et al,1988). It is fundamentally impossible to manufacture a perfect lens in 

electron optics. Since the invention of the first TEM system in 1932, the aberration effects 

of electron lenses have been extensively studied. Unfortunately, there are no effective ways 

to correct spherical aberrations in the same multicomponent manner as optical systems. 

Scherzer showed that round electron lenses suffer from inherent aberration which scale 

with the aperture size of the lens, α3 plus higher order terms, resulting in smaller lens 
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designs and a saturation in magnetic field strength (Buseck, Cowley, & Eyring 

1988;Freitag et al. 2005;Scherzer 1936).  

Scherzer developed a number of systems to avoid the chromatic and spherical aberration 

that plagued spherical lenses. He developed an alternative to the rotationally symmetric 

magnetic coil lens, improving spherical aberration using an arrangement of non-

rotationally symmetric lenses in a four quadrupole and three octopole configuration 

(Scherzer,1947;Anon.,2012a). Although the mechanical and electrical instability of early 

designs limited the effectiveness of the quadrupole/octopole lens system, it provided the 

basis for modern non-symmetric hexapole lenses. The shift from quadrupole lens (four 

electromagnetic coils at the vertices of a square), to hexapole lens (six coils at the vertices 

of a hexagon), allowed an improvement in lens magnetic field symmetry which in turn 

decreased chromatic aberration within the system (Freitag et al,2005). 

1.2.4. Anatomy of the Transmission Electron Microscope 

Broadly speaking an electron microscope is composed of four main components, an 

electron emission source, vacuum system, lens configuration and a method of display, 

usually containing an image capture device. 

The electron gun is used to generate and accelerate a beam of electrons with a high, 

precise, kinetic energy. Electrons can be emitted through two processes. Thermionic 

emission utilises a heated source, either a finely drawn tungsten filament or a sharpened 

point of LaB6. If enough heat is applied to this source, 2000oC and above, the work 

function of the material is overcome and electrons are released into the vacuum (Williams 

et al,1996). Field emission sources utilise a fundamentally different process than 

thermionic emission. If a voltage is applied to a sharp point then the electric field strength 

will be considerably higher than that of a planar surface. With a high enough voltage, the 

work barrier can be lowered sufficiently to allow tunnelling of electrons from the source 

into the vacuum (Williams et al,1996). Field emission sources must be kept scrupulously 

clean, either through operation under Ultra High Vacuum (UHV) conditions at ambient 

temperature or with a poorer vacuum at higher temperatures.   

The next stage of the electron gun, the Wehnelt cylinder, operates at a higher negative 

charge than the emitting cathode. The electrons which exit the filament in a divergent 

manner are finely focussed by the repulsive electrostatic field of the Wehnelt cylinder. The 

focussed beam of electrons is accelerated towards the extraction anode at earth potential 
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where they pass through a hole in its centre into the microscope (Williams et 

al,1996;Anon.,2006). 

The wave-like behaviour of electrons is only applicable within a vacuum, requiring a large 

mean free path for electron/gas interaction, with vacuum pressures typically ranging from 

10-4 Pa for standard TEM to 10-9 Pa for high-voltage TEM. At atmospheric pressure, strong 

scattering of electrons occurs preventing the transmission of a coherent, controlled 

emission beam from the electron gun. By operating the microscope at low pressures it is 

possible for electrons to travel the length of the microscope free from interaction with gas 

molecules in the beam path.  The UHV of high-voltage TEMs prevent generation of an 

electrical arc at the electron gun cathode (Williams et al,1996).  

To maintain the high vacuum of TEM systems a number of pumps are utilised at different 

pressures. Roughing pumps, usually mechanical rotational vane pumps, are used to 

generate a low or “rough” (10-1Pa) vacuum at which high vacuum pumps such as diffusion 

or turbomolecular pumps can begin to function to achieve correct operating pressures 

(Williams et al,1996). To maintain such low pressures during operation, samples are 

transferred in and out of the microscope using an airlock system, allowing evacuation of 

the chamber before insertion to the specimen stage (Williams et al,1996). 
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Figure	  3.	  Arrangement	  of	  lenses	  in	  Transmission	  Electron	  Microscope	  (TEM) 

Electron lenses are designed in a manner to emulate the function of an optical lens. Lens 

yokes and polepieces are manufactured from materials such as iron, and iron cobalt alloys 

due to their low hysteresis and high magnetic permeability. The magnetic field is generated 

by coils located within the lens yoke surrounding the polepiece. Modulation of the 

magnetic field, which allows focusing of the electron beam, is achieved through variation 

of the lens coil current (Goldstein et al,1986). The arrangement of electron lenses within a 

microscope is similar to that of an optical microscope. Condenser lenses are responsible for 

primary beam formation, generating an even parallel beam of electrons for illumination of 
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the sample. Electrons travelling through the sample are focused through the objective lens 

to illuminate the sample, generating a primary image which is then expanded onto the 

phosphorscreen or photographic film for viewing using the projector lens as seen in Figure 

3 (Anon.,2006;Williams et al,1996). 

1.2.5. Use of Electron Microscopy in Biological Sciences 

The electron microscope has allowed biologists to image the fine ultrastructural details of 

the cell. The first published electron micrographs of intact cells were reported in the 

seminal 1945 paper, “A Study of Tissue Culture Cells by Electron Microscopy”, using 

chicken embryo fibroblasts grown on a polyvinyl film, fixed with osmium tetroxide and 

imaged at 1600x magnification. The images clearly showed  mitochondria, Golgi and a 

new structure that would later be recognised as the endoplasmic reticulum (Porter et 

al,1945;Masters,2009). It was Helmut Ruska,  medical doctor and brother of Ernst Ruska, 

inventor of the first electron microscope who recognised the potential of electron 

microscopy for the investigation of viruses (Roinegeard,2008;Ruska et al,1939). Ruska 

would be the first to visualise a virus (tobacco mosaic virus), eight years after developing 

the first EM (Goldsmith et al,2009;Kausche et al,1939). 

Electron microscopy rapidly led to the characterisation and discovery of a number of viral 

pathogens through the 1940’s and 50’s. 1948 saw comparisons between the causative 

agents of smallpox and chickenpox, the first images of polio were taken in 1952 and the 

interaction between host and viral pathogen began to be investigated by EM in the mid 

1950’s (Friedlander et al. 1955;Morgan et al. 1954;Nagler and Rake 1948;Reagan and 

Brueckner 1952).  

The low atomic number and density of biological samples frequently made discerning 

structural inhomogeneities, such as viral particles, extremely difficult. The development of 

negative staining in 1958 provided a method for adding contrast to difficult to stain 

samples. In this method, the stain is not absorbed by the viral particles, which remain light, 

but by darkening the background of the sample to provide contrast {Brenner, 1959 501 

/id}. 

Until 1968, standard high resolution TEM micrographs only had a projection of several 

thousand angstroms, providing only a flattened 2-D superposition of 3-D data. To 

overcome the limitations of standard TEM, de Rosier and Klug developed a method of 

computational reconstruction using micrographs to produce a 3D model of objects of 
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interest termed Electron Tomography (ET). By taking a number of images of the object 

(bacteriophage T4 tail in this instance) and examining the optical density of the structure, it 

was then possible to use Fourier synthesis to computationally reconstruct the original 

structure into a 3-D model. de Roisier and Klug also went on to suggest a method of 3D 

reconstruction based on multiple projections of the object in a tilt series which would 

ultimately result in the modern methodology of 3D tomography (Rosier et al,1968). 

One of the biggest problems encountered when imaging biological specimens by EM is the 

damage incurred during irraditation with the electron beam. While methods such as 

dehydration, water substitution and heavy metal staining help to mitigate damage during 

imaging, they are also responsible for sample distortion and the introduction of artifacts 

(Masters,2009). The introduction of cryopreservation and cryo-electron microscopy in the 

1980’s was a breakthrough in biological sample preservation. The specimen is embedded 

in water or aqueous buffer solution by rapid freezing using liquid nitrogen cooled liquid 

ethane. The greatest challenge in cryopreservation techniques is the rapid transition 

between freezing and recrystallisation points to prevent ice crystal formation. A number of 

factors  affect this, including surface heat transfer, heat capacity and conductance within 

the specimen. The major limiting factor however is the low heat conductance of water 

within biological samples, bringing cooling rates within the sample below those required 

for vitrification{Moor, 1980 517 /id}. Cryoprotectants such as glycerol and 

dimethylsulfoxide can  be used to decrease the freezing point, limiting crystal growth but 

also bring with them a number of deleterious effects, introducing artefacts of their 

own{Plattner, 1972 518 /id}. One method to overcome the use of cryoprotectants is the 

application of pressure during the freezing process. Pressures in the range of 2,100 bars 

have an effect similar to that of a 20% concentration of cryoprotectant{Riehle, 1973 519 

/id}. The instantaneous freezing results in the formation of vitreous ice, preventing 

crystallisation which would otherwise damage the fragile cellular membranes and 

structures {Dubochet, 1981 286 /id;Adrian, 1984 290 /id;Moor, 1980 517 /id}. This 

technique allows samples to be imaged in their native state. The method can also be 

combined with ET to image cellular components and viral particles at molecular resolution 

(Gruska et al,2008). One limitation of cryofixation techniques is the need to carry out all 

further processes such as microtomy and microscopy at temperatures below which 

secondary ice crystals grow (approx -70oc). Freeze substitution is one such method to 

overcome this limitation is to dissolve the ice within the frozen specimen using an organic 

solvent at low temperature, usually in the presence of a secondary fixative {Simpson, 1941 

521 /id}{Feder, 1958 520 /id}. Once substitution is complete, samples can be warmed up 
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without recrystallisation due to the absence of water from the sample for further 

processing. 

1.2.6. Fixation and Staining of Samples for Electron Microscopy 

One of the most important factors involved in collecting high resolution micrographs is 

appropriate sample fixation and staining prior to imaging. Every step of the procedure will 

affect the quality of the final micrograph (Bozzola et al,1999).  Fixation has two main 

functions; firstly it is an attempt to quickly arrest biological activity within the sample, 

generating a freeze frame of cellular processes and interactions. Secondly, it helps to 

stabilise the cellular components of the sample, preventing distortion of the conformational 

and spatial relationships between constituents (Dykstra,1993).  Although the term fixation 

is thought of as both fixing and killing cells it is worth considering that they are not one 

and the same process. Standard aldehyde fixatives can undergo physiological and physical 

changes before cell death occurs. In these cases, killing of cells, using osmium tetroxide 

fumes for instance, may be more appropriate (Hopwood,1967;Dykstra,1993). Cryofixation 

techniques such as High Pressure Freezing (HPF) occur with such rapidity as to be 

considered instantaneous (Adrian et al,1984). 

A number of cryofixation techniques have been developed for the vitrification of biological 

samples, however many are limited by the inability to freeze aqueous samples which are 

not thicker than 10-20µm. 

Chemical fixatives are utilised to transform the aqueous colloidal protoplasm of the cell 

into a cross-linking stabilised sample capable of withstanding the rigors of washing with 

aqueous and organic solvents, resin embedding and polymerisation via heat or ultraviolet 

radiation (Dykstra,1993). An ideal fixative should maintain the spatial relationships 

between organelles and cell structure, prevent the solubilisation of cell components and 

maintain the antigenic properties required for immunohistochemistry. It should be noted 

that any method of fixation will introduce some form of artefact into the final sample. 

Selection of a specific fixation technique depends on the ultrastructural features intended to 

be preserved (Bozzola et al,1999). 

Osmium tetroxide was the first fixative utilised in EM, either through exposure of the 

sample to osmium vapors or through immersion of the sample (Claude,1948). It was not 

until 1963 that the currently popular gluteraldehyde-osmium protocol was introduced, that 

is gluteraldehyde as a primary fixative followed by postfixation exposure to osmium 
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tetroxide (Sabatini et al,1963). A number of variations of this protocol were subsequently 

developed, such as the addition of low concentration (4%) formaldehyde to the primary 

gluteraldehyde fixative. The faster tissue penetration rate of formaldehyde allows for more 

rapid fixation of tissue (Karnovsky,1965).  

Formaldehyde is the simplest of the aldehydes. At room temperature, when dissolved in 

water, it rapidly hydrates to form glycol. The equilibrium of this reaction lies so far in 

favour of methylene glycol that at any time only a small percentage of formaldehyde is 

present. When used as a fixative, the tissue is rapidly penetrated by methylene glycol and a 

fraction of formaldehyde. The formation of covalent bonds within the tissue utilises the 

free formaldehyde resulting in the dissociation of methylene glycol back to formaldehyde. 

This explains the rapid penetration of formaldehyde (methylene glycol) but slow fixation 

(formaldehyde) (Fox et al,1985). Fixation of tissues results from bridging of biological 

macromolecules such as proteins and nucleic acids, through crosslinking of reactive groups 

such as thiols and primary amines to less reactive groups such as primary amides and 

tyrosine rings (Fraenkel-Conrat et al,1948). 

 Glutaraldehyde is a five carbon dialdehyde compound with terminal reactive groups. It’s 

attributes as a fixative lie with the two terminal aldehyde groups which are able to cross 

link primary amino groups more effectively than the single aldehyde group of 

formaldehyde (Bozzola et al,1999). Glutaraldehyde also has the benefit that most of the 

aldehyde groups are not bound up as glycols allowing significantly greater cross-linking 

than formaldehyde. It’s higher molecular weight however, three times that of 

formaldehyde/methylene glycol, significantly limits the rate of penetration into tissue 

(Bozzola et al,1999;Fox et al,1985). 

Osmium tetroxide is a symmetrical molecule containing four double-bonded oxygen 

molecules attached to a central osmium molecule which provides the electron density 

required for an EM contrast agent (Bozzola et al,1999;Porter et al,1952). Fixation through 

exposure to osmium tetroxide is thought to proceed through the attack of unsaturated oleic 

acid substrates within the sample (Schröder,1980;Korn,1967). When introduced into tissue, 

osmium tetroxide is reduced by unsaturated fatty acids within biological membranes and 

vesicles, the 4 reactive oxygen molecules ensuring cross-linking within the membrane, 

which results in the sample assuming a dark brown to black colour 

(Schröder,1980;Bozzola et al,1999).  
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Uranyl acetate is a common negative stain in EM, used to increase the contrast of low 

contrast biological specimens, which can limit the achievable resolution of the microscope. 

It provides a non-specific background stain, adsorbing well to most biological material 

(Watson,1958). 

1.2.7. Combining Light and Electron Microscopy 

One of the most important uses of microscopy within cell biology is in understanding the 

specific location of biomolecules within the cell, and their interaction with each other 

(Nisman et al,2004). A number of different techniques, each with their own unique benefits 

and capabilities, have been developed to provide information on structure and localization, 

however no single method is capable of providing all of the required information (Plitzko 

et al,2009). The ideal technique provides information across a broad range of spatial scales 

combined with labelling specificity and simultaneous detection of multiple antigens. 

Correlative Light and Electron Microscopy (CLEM) integrates the synergistic capabilities 

of Fluorescent Light Microscopy (FLM) and EM, bridging the gaps between specificity 

and resolution of the respective techniques (Cortese et al,2009).  

The original use of CLEM as an application in the biological sciences was in the 

correlation of conventional light microscopy of immunohistological staining of secretory 

granules within different cell types (Kobayashi et al,1978). Indirect detection has also been 

applied using two secondary probes, one conjugated to a fluorochrome , the other to an 

electron dense gold nanoparticle, easily visible by EM  (van Dam et al,1991). With the 

development of GFP, attempts were made to study the transport of a GFP-tagged tube-like 

protein along the neuronal axon using FLM. The area of this axon was then imaged using 

EM and found to contain tubular structures. Unfortunately this technique did not allow for 

the visualisation of exactly the same structure at both resolutions (Nakata et al,1998). 

CLEM studies have also shown the dangers in relying on single imaging techniques, 

seemingly similar fluorescent signals when imaged using ImmunoEM have been shown to 

localise to very different cellular organelles (Mironov et al,2000).  

Immunofluorescence/gold techniques can be combined with a number of different 

preparative methods dependent on specific requirements and targets. Pre-embedding 

techniques require permeabilisation of the cell membrane to allow access of immunolabels 

to the intracellular environment. These allow high labelling densities of targets and 

preservation of antigenic structure. However, the permeabilisation step may result in loss 

of ultrastructural detail, especially with regards to membrane structure. 
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Immunofluorescence may also be affected by post-labelling techniques such as 

dehydration or UV polymerisation. This step can be avoided using post-embedding 

immmunolabelling techniques on ultrathin sections of embedded cells or tissue, preserving 

fine structural details. However, the harsh treatments involved in embedding techniques 

may reduce the antigenicity of specific targets. The embedding media may also prevent 

ingress of larger nanoparticle probes (Oorschot et al,2002;Giepmans et al,2005). 

Although there are a number of different methods for CLEM analysis, there are some key 

steps that are required to generate correlative images. Samples are prepared through the 

chosen method and mounted on EM finder grids bearing spatial coordinates. These 

indexed grids are marked with a series of letters and numbers, providing a “grid reference” 

to allow exact determination of the position of cellular structures when transferred from the 

fluorescent microscope to the EM. In CLSM, the grid-mounted sample can be scanned for 

regions of interest before capture of z-stacks. The grid reference of these captured images 

can then be used to locate the same region by EM. Through visual comparison of 

identifiable structures at both EM and FLM levels the two images can be relocated to 

develop overlays of both images (Sartori et al,2007).  

The above methodology describes the use of TEM as the ultrastructural imaging modality 

however a number of methods utilise Scanning Electron Microscopy (SEM), removing the 

necessity for sectioning steps prior to imaging. Scanning methods use a tightly focused 

beam of electrons to raster scan across the specimen block face surface while secondary or 

backscattered electrons are detected{Denk, 2004 505 /id}. As SEM techniques only 

provide information on the surface of the sample, three dimensional analysis requires the 

sequential removal of material from the block face prior to further imaging allowing a 

number of serial images to be reconstructed to provide a three dimensional model of the 

sample{Merchan-Perez, 2009 506 /id}. Imaging of the block face itself avoid the 

deformation and damage to the sample that is common during sectioning while allowing a 

depth of field only limited by the depth of the block.  

Removal of material itself can be carried out in a number of ways, either through serial 

sectioning by diamond knife in a manner similar to TEM methodologies or by Fast Ion 

Bombardment (FIB) to ablate the surface between imaging steps{Denk, 2004 505 

/id}{Langford, 2006 507 /id}. Following capture of the fluorescent component of the 

image by CLSM, FIB-SEM can then be carried out to produce the reconstructed volume. 

One of the major benefits of the FIB-SEM methodology lies in its ability to be fully 

automated, allowing higher throughput of samples {Lucas, 2014 508 /id}. 
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1.3. Proteomics 

The latter half of the 20th century saw a shift in the research methodologies within the 

biosciences, moving away from the traditional hypothesis-driven analysis of single 

molecule studies to the “discovery science” of systems biology (Williams,1999). The basic 

premise behind this is that for any biological system the number of possible biomolecules, 

protein, DNA, metabolites etc, and their organisation within pathways is a large, but finite 

dataset, a comprehensive description of which would allow in-depth understanding of the 

organism (Patterson et al,2003).  A number of fields sprung from this new research 

concept: i) genomics, the study of the whole genetic complement of the cell, ii) 

metabolomics, the study of the chemical products of cellular processes and, iii) proteomics, 

the entire set of proteins expressed by a cell or organism. The term proteome itself was 

coined by Marc Wilkins in 1994 as a portmanteau of proteins and genome, to describe the 

entire complement of proteins (Wilkins,2009). 

The genesis of proteomics in terms of global protein analysis lies in the combination of 

two-dimensional gel electrophoresis (2DE) and mass spectrometry (MS). Initial protein 

sequencing was carried out using 2DE to separate complex protein mixtures followed by 

immobilisation of peptides on a solid substrate and Edman degradation sequencing. The N-

terminal amino acid can then be removed by cleavage and identified through 

chromatography/autoradiography (Gevaert et al,2000).  This methodology was low 

throughput and time-consuming with relatively low sensitivity (Bandeira et al,2008). 

1.3.1. Anatomy of the Mass Spectrometer 

One major drawback to the initial use of MS techniques for proteomic analysis was the 

necessity to ionise the sample in the gas phase for transfer into the high vacuum system of 

the instrument (Patterson et al,2003). Large molecules such as proteins and peptides are 

notoriously difficult to ionize without excessive sample degradation using traditional 

electron or photon ionization. Two major developments in the 1980’s overcame these 

initial limitations, Electrospray ionization (ESI) and matrix-assisted laser desorption 

ionization (MALDI).  ESI utilises a charged (usually several kilovolt) and heated needle 

through which analyte, dissolved in an appropriate solvent, is passed. Surrounded by a 

cylindrical electrode, the electric field at the tip of the needle charges the surface of the 

emerging liquid, resulting in it’s dispersion through coulombic forces into an inert sheath 

gas. The heated needle combined with the sheath gas hasten the evaporation of solvent 

from each droplet as they drift towards the entrance to the mass spectrometer. The 
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evaporation of solvent leads to a decrease in the diameter of the droplet which in turn leads 

to an increase in it’s charge density.  This continues until the Coulomb repulsion equals the 

surface tension of the droplet at which point the unstable droplet undergoes a “Coulomb 

explosion”, destroying the original droplet and creating a number of smaller daughter 

droplets. This process repeats itself, resulting in ever smaller droplets until the charge 

density on the small droplets is enough to desorb ions from the droplet to the ambient gas 

(Fenn et al,1989). It is worth noting that the actual mechanics of ion desorption have not 

been proven (Fenn et al,1989).  

MALDI offers an alternative “soft” ionisation technique for the production of ions from 

large biomolecules such as proteins and peptides without the range of multiple charged 

ions generated through ESI. However, the ionization processes involved in MALDI are 

still poorly understood. Samples to be analysed are mixed with an appropriate matrix 

material before being spotted onto a metal target plate and allowed to dry, resulting in co-

crystallisation of analyte and matrix. Matrix compounds have several fundamental 

properties, a low molecular weight to aid in vaporisation, strong absorption of UV light to 

allow efficient energy transfer for ablation, generally acidic to encourage proton transfer to 

the analyte and functionalised with a polar group to allow use with aqueous samples 

(Zenobi et al,1998;Knockenmuss,2006).  

MALDI occurs as a two step process, the sample spot to be analysed is illuminated by a 

UV laser, the energy from which is absorbed by the matrix, resulting in ablation of the 

matrix/analyte mixture in the form of a hot plume of particles. During this process the 

matrix component is thought to transfer protons to the analyte molecule, resulting in the 

formation of ions. The removal and transfer of positively-charged ions is aided by the use 

of an extraction grid with -20kV charge relative to the MALDI plate. Positive ions are 

pulled during ablation and accelerated through the grid before transfer into the mass 

spectrometer (Watson et al,2008). 

The basic function of the mass spectrometer is to analyse the mass-to-charge ration (m/z) 

of gas-phase ions. Therefore the mass analyser is the critical component of the mass 

spectrometer, separating ions by their mass-to-charge ratio and manipulating their 

movement through magnetic and electric fields to either eject ions from the system or 

direct them to a detector (Yates,2004). As soft ionisation techniques, MALDI and ESI both 

generate ions that are imparted with low energy and therefore undergo little fragmentation. 

While it is easy to accurately measure the mass-to-charge ratio of these intact ions, very 

little information regarding covalent structure is available using this technique. To 
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determine the amino acid sequence of proteins and peptides, as is required for proteomics, 

ions must be isolated, fragmented and analysed to determine the mass-to-charge ratio of 

the daughter fragments (Yates,2004). Four types of analyser are commonly used within 

proteomics research, varying in their physical principles and performance (Han et al,2008). 

1.3.1.1. Linear Ion Traps 

Quadrupole ion traps have been a mainstay mass spectrometer within the proteomics field. 

Using a 3-D trap, ions are isolated in the centre of the analyser before being scanned from 

the trap to the detector. However there are a number of limitations associated with 3-D 

traps. There is a finite limit to the number of ions that can be stored at any one time within 

the device, limiting sensitivity. Transfer of ions from trap to detector results in a 50% loss 

of ions due to ejection of ions from both ends of the trap (Jonschen et al,1997). To 

overcome these issues 2-D quadrupole ion traps, also known as linear ion traps have been 

developed with an ion capacity 10 times that of the 3-D traps leading to an increase in 

sensitivity and accuracy in ion statistics (Schwartz et al,2002). Linear quadrupole ion traps 

comprise of a ring electrode with two endcap electrodes. Using an oscillating Radio 

Frequency (RF) electric potential applied to the ring electrode a parabolic electric field is 

generated forcing ion trajectories to collapse into the centre of the trap (Jonschen et 

al,1997). Ions are both injected and ejected via a single end cap, allowing the use of two 

detectors due to the equal radial ejection through the exit slots, doubling the ion current 

collected during m/z range scanning (Schwartz et al,2002;Senko et al,2013). Another 

benefit of the linear ion trap is the increased scan speed, 15000 AMU/s versus 

5500AMU/s, allowing increased data collection during Liquid Chromatography (LC) 

analysis (Yates,2004). There are certain limitations to 2-D ion traps; increases in resolution 

require a decrease in scan speeds which results in space charging within the trap. This 

physical phenomena, caused by forcing similarly charged ions close together, results in 

perturbation of ideal ion motion within the trap that can only be prevented by decreasing 

the mass range used (Yates,2004). 

1.3.1.2. Time of Flight Analyser 

Time-Of-Flight (TOF) mass spectrometry determines the mass to charge ratio through the 

length of time taken for an ion of known kinetic energy to travel a known distance. Ions 

transferred from the source are accelerated through an electric field of known strength. The 

electric field is pulsed to compensate for temporal, spatial and kinetic energy distributions 

within the ion population, accelerating them into an electric-field-free flight tube 
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orthogonal to their original trajectory (Wiley et al,1955). The kinetic energy and therefore 

velocity provided to each ion is a function of it’s charge, and the mass of the ion 

(Chernushevich et al,2001). Ions with larger charges will have a higher potential energy, 

which is translated to higher velocities for lighter ions and lower velocities for heavier 

ions. TOF mass separation occurs within the field-free drift tube towards the detector. By 

recording the time taken for ions to travel through the drift tube, the mass-to-charge ratio 

can be deduced. Low m/z ions will take less time to travel this distance than high m/z ions 

(Domon et al,2006).   

The major limitation of the TOF analyser lies in its inability to perform true MS/MS 

experiments due to the lack of fragmentation capabilities. This is usually overcome 

through the use of two quadrupole ion traps preceeding the TOF analyser, which enables 

selection of the precursor ion in the first quadrupole. Fragmentation through Collision 

Induced Dissociation (CID) (using an inert gas) is carried out in the second quadrupole and 

the products are analysed by TOF (Domon et al,2006;Yates,2004). The major benefits of 

TOF mass spectrometry for proteomics research are an “unlimited” m/z range and the 

ability to simultaneously observe the entire mass spectrum without scanning. 

Developments such as reflecting electrostatic fields to improve mass resolution and 

orthogonal injection provide both TOF and MS/MS-TOF with the high mass accuracy and 

resolution required for determination of the charge state and unambiguous assignment of 

signal peaks (Domon et al,2006). 

1.3.1.3. Fourier Transform-Ion Cyclotron Resonance Analyser 

Fourier Transform-Ion Cyclotron Resonance Mass Spectrometry (FT-ICR MS) is an 

extremely high resolution method of mass analysis. Two of the most important parameters 

in proteomic mass spectrometry are mass resolution and mass accuracy. Mass resolution 

enables discrimination of ion charge states and isotopic distributions, while mass accuracy 

enables narrower peak spread and therefore more accurate peak centroid calculation. FT-

ICR provides the highest mass accuracy and resolution of any analyser 

(Yates,2004;Marshall et al,1998).  

Ion cyclotron frequency, radius, velocity and energy occur as a function of ion mass and 

ion charge within a spatially uniform static magnetic field (Marshall et al,1998). FT-ICR 

operates by transferring ions into a cell where they become trapped in a static magnetic 

field.  Within the magnetic field ions exhibit cyclotron motion, orbiting about the z 

direction within the cell, the frequency of which can be used to determine the m/z of the 
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ions.  A RF electronic pulse can be applied orthogonal to the magnetic field within the cell 

to excite and induce coherence within the orbiting ion population, increasing the cyclotron 

radius of the ion packet. The in-phase packet of ions induces a charge on a pair of 

electrodes within the cell as they pass close to them.  Ion packets begin to degrade in a 

mass dependent manner to a smaller radius, incoherent cyclotron motion which does not 

induce a current across the electrodes. This orbital decay can be recorded as a free 

induction decay signal in the form of a superposition of sine waves. Fourier transforms of 

this signal allows extraction of the m/z (Marshall et al,1998;Comisarow et al,1974).  

The FT-ICR has a number of advantages over other forms of mass analyser. Its extremely 

high resolution is ideal for separating complex mixtures, detecting ions with similar mass-

to-charge ratios as distinct peaks within the spectra (Sleno et al,2005). The high resolution 

is also ideal for studying large biomolecules such as proteins and peptides which can 

obtain multiple charge states during Electrospray Ionization. Large molecules such as these 

contain a distribution of isotopes that result in a number of peaks extremely close together 

on the m/z axis. The resolution of FT-ICR allows a distinction to be made between these 

peaks that would otherwise be lost in other systems (Solouki et al,1995). This ability to 

resolve closely related m/z ions is also valuable as a method of identifying protein post-

translational modifications (Kelleher et al,1997). 

1.3.1.4. Orbitrap Analyser 

The newest development in mass analyser technology is the orbitrap, which is capable of 

producing similar mass accuracy and resolution as FT-ICR technology but without the 

economic and space operating costs of running a superconducting magnet (Domon et 

al,2006). Developed by Makarov in 1999 it was not until 2005 that it was first used as a 

tool for proteomic research (Makarov,2000;Hu et al,2005).  

Based on the ion trap developed by Kingdon in the 1920’s, the orbitrap is composed of an 

outer barrel-like electrode, comprised of two symmetrical components, surrounding a 

central coaxial spindle-shaped electrode across which an electrostatic field is maintained 

(Kingdon,1923). A static applied voltage results in the formation of an electric field with 

radial logarithmic potential between the electrodes. To introduce ions into the trap, the 

field strength is reduced before ion packets are injected tangentially into an orbit around 

the central electrode. The field strength is gradually increased through an increase in the 

voltage between the electrodes, compressing the ion orbits towards the central electrode 

until the desired orbital radius is achieved at which point the voltage is maintained at a 
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static value. Each ion packet injected into the trap is composed of ions having a variety of 

different velocities orbiting the spindle electrode with different rotational frequencies. 

However, those with the same m/z ratio will oscillate axially with the same frequency 

resulting in a number of ion packet rings oscillating independently along the inner spindle 

(Makarov,2000). Axial Oscillations between the two parts of the external barrel electrode 

generate an image current through a differential amplifier connecting them. The frequency 

of oscillation for each ion ring within a specified electric field can be used to determine the 

m/z in a similar manner to the rotational frequency detection of FT-ICR through a Fourier 

transform of the time domain (Han et al,2008;Makarov,2000). 

1.3.2. Quantitative Mass Spectrometry for Analysis of the Cellular 

Proteome 

One of the most important yet technically challenging questions in proteomics research is 

the quantification of proteins within a sample and changes in expression under different 

conditions. Traditional proteomic techniques such as differential gel staining or Western 

blotting using fluorophores or radioisotopes have provided sensitivity, linearity and 

dynamic range. However, they are limited by two important factors. Firstly the high 

resolution separation required for such methods, typically through 2-D gel electrophoresis, 

limits their use for highly abundant or highly soluble proteins, with a bias against 

membrane-associated classes. Furthermore, detection and quantification using this method 

does not provide information regarding the identity of the unidentified protein of interest 

(Ong et al,2005;Bantscheff et al,2007). 

Liquid Chromatography (LC) separation methods linked to MS/MS analysis can be used to 

overcome the problems associated with gel separation and identification methods. Standard 

proteomics workflows utilise site-specific proteolytic enzymes such as trypsin to generate 

a pool of peptides. These peptides can then be fragmented within the mass spectrometer to 

generate a mass spectra from which the corresponding peptide sequences can be identified 

from a database (Ong et al,2005). Proteins can be easily identified, usually requiring only 

two unique peptide matches for confirmation (Ong et al,2005). However, lack of detection 

does not denote absence of a protein from a sample, since peptides may exist at 

concentrations below the detection threshold of the mass spectrometer. 

The present/not present binary nature of standard MS proteomics gives a limited view of 

protein regulation and abundance within a biological system. Bypassing gel separation 

prevents quantification of protein abundance prior to mass analysis, data which is one 
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necessary to understand the changing proteome landscape of biological systems under 

different conditions. Protein abundance can be quantified in one of two ways, the absolute 

amount of protein within a single sample, or the relative change in a protein between two 

separate states (Ong et al,2005). In MS, absolute quantification is achieved by spiking the 

analyte sample with a known amount of a synthetic, isotopically labelled reference peptide. 

Isotopically labelled peptides are chemically identical to non-labelled counterparts but can 

be easily identified by their known mass shift during analysis (Bantscheff et al,2007). By 

comparing the signal intensity or peak size of this known reference peptide against the 

signal intensity of an endogenous peptide of interest, the exact concentration of the original 

protein can be calculated (Brönstrup,2004). Relative quantification defines the amount of a 

peptide by its signal intensity relative to another measurement of that same peptide under 

different conditions. In reality, absolute quantification encompasses both forms, if two 

absolute values for a peptide are known then the relative change can be easily determined 

(Ong et al,2005).  

1.3.2.1. Isotope Coded Affinity Tag (ICAT) 

One method of chemical modification developed by Gygi et al is Isotope-Coded Affinity 

Tagging (ICAT) (Gygi et al,1997). Using this approach an isotopically-labelled reagent is 

attached to specific amino acids within the peptide through modification of a defined side 

chain, such as iodoacetamide modification of cysteine residues. The isotope-coded reagent 

functions as a linker, binding the modified side chain to an affinity purification tag such as 

biotin. For comparison of two proteomes, this method is carried out in tandem, however 

the samples are linked with two iosotopically distinct labels, one being a light isotope, the 

other heavy. To minimize experimental error both samples are mixed and digested before 

being affinity purified, simplifying the peptide mixture and isolating tagged peptides from 

the untagged population. These tagged and purified peptides can then be analysed using 

LC-MS to generate mass spectra. Comparison of isotopic peaks allows relative 

quantification of individual peptides and therefore proteins within the two proteomes (Gygi 

et al,1997;Ong et al,2005). This method can be applied to any proteome from both living 

and dead tissue, including body fluids and biopsy samples (Mann,2006). 

1.3.2.2. Stable Isotope Labelling by Amino acid Composition (SILAC) 

There are a number of problems regarding the accuracy of chemical labelling methods, for 

example derivitization of labelled tags may result in incomplete coverage or result in the 

formation of secondary products during modification. Any sample loss that occurs before 
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mixing will adversely affect the relative quantification results. One way to overcome this 

limitation is metabolic labelling of proteins during growth; both heavy and light samples 

can be immediately mixed before undergoing further processing, ensuring that any loss 

which occurs during fractionation and purification applies equally to both samples, thereby 

reducing quantification errors (Mann,2006). In recent years, Stable Isotope Labelling by 

Amino acid in Cell culture (SILAC) has become the most popular method for metabolic 

labelling of proteomes from mammalian cells. 

Cell lines are grown in suitable media deficient in two essential amino acids, which is then 

supplemented through the addition of non-radioactive, isotopically-labelled forms of those 

amino acids, typically deuterated forms of lysine (Lys-d3) and arginine (Arg-d3). As cells 

grow and divide, the heavy labelled amino acids are incorporated into proteins within the 

cell. Typically after five doublings, the unlabelled amino acids from the parent cells have 

been replaced by those in the deuterated SILAC media. Protein populations from both the 

heavy-labelled experimental samples and non-labelled control samples are then mixed 

directly after harvesting before undergoing digestion and purification before analysis 

through LC-MS.  The pairs of chemically identical peptides can be identified by peak 

shifts within the mass spectra due to their mass differences. These peaks can then be 

compared and their intensities used to generate a relative abundance ratio for the parent 

protein (Ong et al,2002). 

For accurate measurement of relative change, sources of unlabelled amino acids within the 

experimental media must be eliminated to ensure complete incorporation. The addition of 

biological mammalian serum as a growth supplement is the largest source of unlabelled 

amino acids and as such must be dialysed thoroughly to prevent contamination. This 

requires adaptation of the cell line to dialysed serum  which may prove difficult with 

certain cell lines (Mann,2006).  

1.4. Hepatitis C Virus 

1.4.1. Discovery of Hepatitis C Virus 

Although early epidemiology studies failed to provide evidence for more than the already 

known two viral hepatitis agents, hepatitis A virus (HAV) and hepatitis B virus (HBV) 

(Krugman,1975), an increasing number of post-transfusion hepatitis cases with incubation 

periods intermediate to both HAV and HBV had begun to appear by the mid 1970’s  

(Mosley,1975). The serendipitous discovery of hepatitis B surface antigen (HBsAg) in 

1963 from the serum of an Australian Aborigine (Alter et al,2008;Lee,1977) led to the 
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development of a sensitive enzyme-linked immunosorbent assay (ELISA) nearly a decade 

later.  Following the discovery in 1975 of HAV (Feinstone et al,1973), backdated analysis 

of stored post-transfusion hepatitis sera uncovered a number of samples that tested 

negative for both HAV, HBV and other hepatropic  viruses such as cytomegalovirus 

(CMV) and Epstein-Barr Virus (EBV), resulting in the designation by exclusion of Non-A, 

Non-B Hepatitis (NANBH) (Feinstone et al. 1975;Kuo et al. 1989). At this time the 

causative agent or agents was associated with 90% of all Transfusion Associated Hepatitis 

(TAH) cases occurring in 10% of total transfusions (Kuo et al,1989) 

The infectious nature of the NANBH agent was demonstrated through a series of 

chimpanzee transmission studies (Tabor et al,1978;Alter et al,1978). Inoculation of 

chimpanzees with plasma or serum from NANBH human patients resulted in persistent 

elevated serum alanine aminotransferase (ALT) levels indicative of hepatocellular injury. 

As in humans , 50% of the infected chimps went on to develop chronic NANBH following 

inoculation (Bradley et al,1981). The transmission of both acute and chronic hepatitis from 

patient samples suggested that the agent responsible for NANBH was a transmissible agent 

capable of i) sustaining a chronic carrier state and, ii) remaining infectious for long periods 

of time (Alter et al,1978).  Treatment of known infectious human serum samples with 

chloroform before inoculation into chimpanzees prevented infection, suggesting that the 

agent was susceptible to lipid solvent (Feinstone et al,1983). Further work passaging 

infectious serum through 80nm filters provided more evidence that the cause of NANBH 

was a small enveloped virus (He et al,1987). Narrowing of the taxonomic range of possible 

viral agents responsible raised the possibility that the NANHB agent may well be a 

flavivirus (Bradley et al,1985). Most significantly, follow up of study patients showed that 

NANHB was generally a persistent infection progressing to cirrhosis in 20% of cases 

(Berman et al,1979). 

Despite evidence of the NANBH agent being a small enveloped virus, the failure of 

conventional immunological methods to identify specific viral antibodies and antigens 

prevented the identification of the causative agent for over a decade (Shih et al,1986). 

Speculating that this failure was due to insufficient antigen as opposed to a lack of viral 

antibody, Houghton et al sought to increase antigen concentrations using a cDNA library 

derived from known infectious materials using bacteriophage λgt11 in a blind 

immunoscreening approach (Choo et al,1989). Serum taken from a diagnosed chronic 

NANBH patient was used to screen and identify one viral cDNA clone (termed 5-1-1) 

from a library of one million cDNAs. Hybridisation of this cDNA clone to both human and 
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chimpanzee DNA by Southern blot analyses proved that the clone was not derived from 

the host genome, instead binding a large RNA molecule of approximately 10,000 

nucleotides in length which was found only in NANBH infectious material (Choo et al. 

1989).The authors went on to show that this clone was derived from a positive-strand RNA 

encoding a large polyprotein of approximately 3000 amino acids with distant sequence 

identity to members of the Flaviviridae family (Choo et al,1989;Kato et al,1990). NANBH 

was therefore identified as hepatitis C virus (HCV) using direct molecular cloning of the 

viral genome with limited knowledge of the nature of the causative agent 

(Houghton,2010). 

Further investigation of the HCV genome highlighted organisational similarities to both 

the flavivirus and pestivirus genomes, which are members of the Flaviviridae family (Choo 

et al,1989;Miller et al,1989). Although it shared some sequence homology with the non-

structutral 3 (NS3) region of dengue type 2 virus, HCV was sufficiently unique to result in 

its classification as a novel hepacivirus genus within the Flaviviridae. 

1.4.2. Classification and Genotypes of HCV 

Within the hepacivirus genus, HCV exhibits broad genetic diversity at a variety of levels.  

From phylogenetic analysis of isolates, HCV has been classified into 7 genotypes differing 

by 31-34% at the nucleotide sequence level and by approx 30% of their amino acid 

sequence (Pawlotsky,2004;Smith et al,2013). The 7 genotypes can be further divided into 

subtypes based on nucleotide differences of 20-23%. The genetic divergence of the main 

HCV genotypes is frequently linked to distinct geographical distribution and associated 

with particular risk groups  Finally, there exists a number of measurably different but 

closely related “quasispecies” within infected individuals (Martell et al,1992;Houghton et 

al,1991). Comparative sequence analysis of different HCV isolates show that nucleotide 

variability is unevenly distributed throughout the genome with areas of high conservation 

and areas of high genetic variability (Martell et al,1992).  

1.4.3. HCV Epidemiology and Transmission 

HCV is a worldwide problem affecting 3% of the global population, which equates to 170 

million chronically infected individuals, and 3-4 million new cases annually. With 70-80% 

of new cases progressing to chronic disease it has become a leading cause of liver disease 

(World Health Organisation,2000;Berenguer et al,1999). Within the UK, it is estimated 

that approximately 215,000 individuals aged 15-59 are infected with the virus 
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(Costella,2008). Developing countries such as Africa, parts of Asia and South America 

exhibit far higher infection rates with some areas close to 10% (Wasley et al,2000). The 

country with the highest prevalence is Egypt with almost 15% of the population 

chronically infected with the virus (Alter,2007). 

The majority of HCV transmission occur through purcutaneous exposure to infected blood 

through three main routes, the transfusion of blood products from infected donors, non-

sterile therapeutic injections and intravenous drug use {Shepard, 2005 522 /id}. 

Introduction of nucleic acid and antibody screening of donated blood has virtually 

eliminated new cases of transfusion associated HCV infection in developed countries. 

However this mode of transmission is still a significant problem in countries lacking 

developed screening practices{Lemon, 2007 523 /id}. Unsafe medical practices in general 

account for a large number of new HCV infections. One study estimated that for the year 

2000, 2 million cases of HCV infection worldwide were the result of contaminated medical 

injections{Hauri, 2004 524 /id}. The majority of new acquired HCV infections in 

developed countries are the result of intravenous drug use{Thomson, 2009 525 /id}. In 

Scotland alone 90% of those diagnosed in 2003 were found to have injected 

drugs{Hutchinson, 2005 526 /id}. 

.Certain genotypes of HCV (types 1, 2 and 3) show a broad worldwide distribution 

especially countries in the western hemisphere, whereas others such as genotypes 5, (found 

mostly in South Africa) and 6, (in Southeast Asia),  display tight geographical constraints 

(Nguyen et al,2005;Alter,2007). Understanding these distribution patterns requires 

knowledge of routes of transmission within risk groups and historical data over previous 

decades and centuries, but very little is known outside of specifically surveyed countries 

(Simmonds,1995).There does exist several discernible routes of genotype distribution 

which have been identified within countries that have undertaken in-depth studies. Blood 

donors and chronic hepatitis patients in Western Europe and the United States show 

frequent infection with genotypes 1a, 1b, 2a, 2b and 3a (Simmonds et al,1993). In a 

number of European countries genotypic distribution varies with age, highlighting the 

rapidly changing genotypic distribution within a geographical area with time 

(Simmonds,1995). 

The high level of viral heterogeneity within an individual is in keeping with Batschelet et 

al’s pioneering study showing that such diversity is a consequence of high error rates in 

RNA replication due to a lack of the elaborate proof-reading ability found during DNA 

transcription and the inherent instability of RNA compared to DNA (Batschelet et 
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al,1976;Steinhauer et al,1987). HCV circulates within the body as a heterogeneous mixture 

consisting of a “master” (most common) sequence and an array of mutants, the full 

complement of which is known as a quasispecies (Steinhauer et al,1987;Martell et 

al,1992). The quasispecies model confers a significant evolutionary advantage due to the 

simultaneous existence of multiple variant genomes, which allows for rapid selection of 

higher fitness mutants under environmental selective pressure. In the absence of selective 

pressure, a quasispecies will remain in stable equilibrium with little change to the master 

sequence (Domingo,1989). Such quasispecies models pose numerous complications with 

regard to treatment and immune response including vaccination failure through antibody 

escape mutants, resistance to antiviral agents and changes in cell tropism and virulence 

(Domingo et al,1985). 

1.4.4. Clinical Features of HCV Infection 
The liver is the focal point of HCV infection and replication. The virus is a major cause of 

hepatocellular carcinoma (HCC), and is now a common indication for liver transplantation 

(Sharma &Lok, 2006). The acute phase of HCV infection is frequently followed by the 

establishment of a chronic phase. Both phases are described below. 

 

1.4.4.1. Acute HCV Infection 

Acute HCV infection follows initial exposure to the virus. In a minority of cases (20%), 

individuals will present with fatigue, malaise and jaundice, although in the majority of 

cases (~80%) this is asymptomatic (Pawlotsky,2004). Exposure to the virus rapidly 

triggers a non-specific immune response principally involving type I IFN secretion and NK 

cell activation. Type I IFN secretion however does not effectively inhibit viral replication 

(Thimme et al,2001). It has been suggested that binding of the HCV glycoprotein E2 to the 

host cell receptor CD81 may inhibit initial NK cell activities, such as proliferation, 

cytotoxic granule release and cytokine production, as well as post-activation IFN-γ 

production (Tseng et al,2002). Various HCV proteins also inhibit intracellular anti-viral 

functions such as the JAK-STAT pathway, RNA-dependent protein kinase (PKR) and IFN 

regulatory factor-3 (IRF-3) (Katze et al,2002). This manipulation of host innate and 

adaptive responses by the virus is assumed to result in dampening of the CD4+ and CD8+ 

T-cell responses leading to the development of a chronic infection (inability to clear the 

virus after 6 months) in 80-85% of infected individuals (Pawlotsky,2004;Dienstag,1983). 
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1.4.4.2. Chronic HCV Infection 

Once established, chronic HCV infection is rarely cleared without therapy. Although this 

chronic state can remain asymptomatic for up to 35 years, ~20% of chronically infected 

individuals do develop hepatic and non-hepatic disease.  Chronic infection with HCV will 

typically induce injury and inflammation of the liver, which in turn results in progressive 

fibrosis. Fibrosis functions as a non-specific response to injury in the liver, depositing 

extracellular matrix within the hepatic parenchyma, believed to limit the extent of 

inflammatory damage (Marcellin et al,2002;Pawlotsky,2004). However, in a sustained 

hepatropic infection, the irreversible nature of fibrosis leads to widespread hepatic fibrosis 

and eventually cirrhosis. This pathology is the main cause of morbidity and mortality in 

chronic HCV infection (Pawlotsky,2004). The damage caused during infection can also be 

exacerbated by environmental co-factors such as viral co-infection (e.g. HIV) and alcohol 

intake (Peters et al,2002;Hezode et al,2003). Cirrhosis is characterised by serious liver 

dysfunction, patients often present with ascites, hepatorenal syndrome, and hepatic 

encephalopathy which can result in confusion, altered consciousness, coma and if 

untreated, death (Thomson et al,2005). Although the majority of liver damage caused 

during HCV infection is due to localised non-specific immune responses, there is growing 

evidence that steatosis may be a direct cytopathic effect of infection with genotype 3 

infections (Kumar et al,2002). Following cirrhosis, a further 1-4% of infected patients will 

go on to develop hepatocellular carcinoma (HCC) (Fishman et al,1996;Fishman et 

al,1996). 

1.4.5. Treatment of Infection by IFN-α and Ribavirin Combination 

Therapy 

There are currently no vaccines available for HCV, which is the most likely effective 

method of controlling and possibly eradicating the virus given its global prevalence (Forns 

et al,2002). Current treatment is more effective in infections with genotypes 2 and 3, where 

up to 70-80% of patients respond. In those infected with genotype 1, the most prevalent in 

the western world, up to 65% of patients will clear the virus (Manns et al,2001) although 

response rates are typically below 50%. Neither the disparity in therapeutic response 

between genotypes nor the high efficacy (~98% success) of treatment when initiated in the 

acute phase is properly understood (Jaeckel et al,2001). Until recently, therapy consisted of 

a combination of pegylated interferon alpha (PEG-IFN-α), injected intramuscularly once 

weekly and daily administration of the gaunosine analogue Ribavirin (1-β-D-ribofuranosyl-
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1,2,4-triazole-3-carboxamide) (Afdhal,2002). The side effects of this therapeutic regime 

are debilitating, the major types include myalgia, fatigue, influenza-like symptoms, 

hematologic complications and neuropsychiatric disturbances (Fried,2002). IFN-α is a 

19.5kDa glycoprotein cytokine signalling molecule released by lymphocytes in response to 

the presence of pathogens such as bacteria and viruses, leading to the activation of immune 

cells such as NK cells and macrophages which exhibit anti-viral activity. Early treatments 

utilising IFN-α monotherapy were quickly replaced due to the high rates of relapse after 48 

weeks of treatment (McHutchison et al,1998). The use of IFN-α combined with Ribavirin 

proved more effective in maintaining a sustained virological response in 40% of patients, 

but was associated with breakthrough infections (Zeuzem et al,1996). In order to maintain 

constant pressure on the virus and increase the half-life of interferon, polyethylene glycol 

(PEG) was added to IFN-α, modifying the protein to slow its clearance from the blood 

(Lindsay et al,2001). Ribavirin acts alongside IFN-α; it is a nucleoside analogue which is 

capable of being incorporated into the viral RNA during replication to prematurely 

terminate synthesis of the viral genome. 

Although, the precise anti-viral function associated with Ribavirin is not fully understood 

there are a number of postulated modes of action, such as modulation of host T-cells. The 

phenotype of the host T-cell response may have a significant effect on the outcome of 

infection, T helper 1 Th1 response is associated with clearance of HCV infection while T 

helper 2 Th2 may predispose to a chronic course of infection.{Rehermann, 2005 527 /id}.  

Treatment with Ribavirin and interferon-α has been shown to induce stronger HCV 

specific T-cell responses compared to monotherapy with interferon-α, correlating with 

increased SVR rates{Cramp, 2000 528 /id}. One other long held theory for Ribavirin 

action is in the competitive inhibition of the cellular enzyme inosine monophosphate 

dehydrogenase (IMPDH), an essential enzyme  in the metabolic pathway for the de novo 

synthesis of the purine guanosine, required for viral RNA replication{Streeter, 1973 529 

/id}. One other possible mode of action relies on Ribavirins ability to behind equally well 

to both uracil and cytosine, resulting in hyper mutation of the viral genome. Antiviral 

effect has been shown to do correlate directly with mutation activity suggesting that 

Ribavirin forces the virus into a state of error catastrophe, resulting in a rapid drop in 

viability{Crotty, 2000 531 /id}{Crotty, 2001 530 /id}.. 

Progression of pathology to end-stage liver disease can only be treated through liver 

transplantation. However, 90% of transplanted livers become immediately infected due to 

HCV circulating in the periphery (Gane et al,1996). 
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1.4.6. Molecular Characteristics of Hepatitis C Virus 

1.4.6.1. The HCV Virion 

The HCV virion is considered to be a particle 55-65nm in diameter with a host derived 

lipid bilayer envelope to which virus-encoded glycoproteins E1 and E2 are anchored. The 

nucleocapsid is comprised of multiple copies of core protein forming the internal structure, 

of spherical or icosahedrons shape surrounding the genomic RNA {Ishida, 2001 532 

/id}(Penin et al,2004b). The infectious unit of HCV harbours not only viral but also host 

components, circulating in the serum of the infected host as a lipoviral particle (LVP) 

(Nielsen et al,2006;Thomssen et al,1992;Andre et al,2002). The majority are bound to very 

low density lipoprotein (VLDL) and low density lipoprotein (LDL), with a size range of 

30-80nm constituting the infectious fraction. The influence of bound lipoproteins and their 

biosynthetic pathways on HCV infectivity, virion internalisation and virion assembly 

highlights the importance of lipids to every aspect of the viral lifecycle (Bradley et 

al,1991;Catanese et al,2013;Bartenschlager et al,2011;Benga et al,2009).  

1.4.6.2. Viral Genome 

The viral genome is a single-stranded, positive-sense RNA molecule, of 9.6kB in length. It 

contains two highly conserved untranslated regions (UTRs) at the 5’ and 3’ termini 

flanking a single large open reading frame encoding a ~3000 amino acid polyprotein 

(Okamoto et al,1991). The 5’ and 3’ UTRs are 341 and 230 nucleotides in length 

respectively, both of which contain cis-acting elements required for initiation of genome 

replication (Friebe et al,2001). The 5’ UTR is comprised of four domains, I-IV, domains 

II-IV together with the first 24 to 40 nucleotides of the core-encoding region comprise the 

Internal Ribosome Entry Site (IRES).  Binding of the ribosome to the viral genome occurs 

a few nucleotides upstream of the AUG triplet that acts as the translation initiation codon 

(Penin et al,2004b;Tsukiyama-Kohara et al,1991). The 40s subunit of the ribosome is 

positioned in contact with the AUG initiation codon by means of domains II and III of the 

5’ UTR (Penin et al,2004b). 

The 3’ UTR consists of a variable 40 nucleotide sequence with an internal poly U tract, 

followed by a 98-nucleotide sequence that is highly conserved between genotypes 

containing stable stem-loop structures which are thought to be important in initiating 

genome replication (Shi et al,2001). 
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The polyprotein encoded by the ORF can be divided into two parts, a) the structural 

proteins, (core, E1, E2) and p7 (which may or may not be a component of virions) found 

within the first third from the N-terminus and b) the remainder of the polyprotein encoding 

the non-structural (NS) proteins. The polyprotein is co- and post-translationally cleaved by 

host and viral proteases to produce the mature structural and NS proteins. 

1.4.6.3. Core Protein 

During translation of the viral polyprotein, it is targeted to the host ER membrane for 

translocation of the E1 ectodomain into the ER lumen. This process is mediated by an 

internal signal sequence that lies at the C-terminal end of core which is cleaved by host 

signal peptidase to produce the immature core protein (21kDa) (Penin et 

al,2004b;McLauchlan et al,2002). Further processing at the ER membrane by host signal 

peptide peptidase produces the mature form of core (19 kDa) (McLauchlan et al,2002). 

Most of the core protein is targeted to lipid droplets (Hope et al,2000). The N-terminal 120 

amino acids constitute a hydrophilic domain with a high basic amino-acid content, while 

the C-terminal region is mainly hydrophobic and is required for lipid droplet association 

(Hope et al,2000;Boulant et al,2007). Multiple copies of core are considered to form the 

viral capsid. 

1.4.6.4. E1 and E2 Proteins 

The E1 and E2 envelope glycoproteins are critical in host cell entry, binding to cell 

membrane receptors, and inducing fusion with the surface of target cells (Penin et 

al,2004b). The E1 and E2 proteins are type-I transmembrane proteins with an N-terminal 

ectodomain and a short C-terminal transmembrane domain of hydrophobic stretches 

separated by highly conserved, polar residues (Dubuisson et al,2002;Op De Beeck et 

al,2001). During synthesis, the ectodomains of the glycoproteins are targeted to the ER 

lumen where they undergo modification by N-linked glycosylation at a number of sites. E1 

and E2 combine to form non-covalent heterodimers that are likely to be the prebudding 

form of the complex which will eventually play a role in binding and entry of the mature 

virion to the host cell (Op De Beeck et al,2001). Both glycoproteins have important roles 

in virus entry, with glycosylation playing a major role in protein folding and virion entry 

(Goffard et al,2005). E2 contains two hypervariable regions, HVR1 and HVR2. HVR1 is 

located in the N-terminal 27 amino acids of E2 and is the most variable region of the HCV 

genome (Penin et al,2004b). HVR1 is thought to evolve rapidly during infection in 
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response to antibody-mediated immune responses resulting in a number of escape variants 

(Mondelli et al,2003). 

E2 is thought to be a class II fusion protein, comprised of three domains including a large 

ectodomain and virtually no cytoplasmic tail. Domain II contains a putative fusion loop, 

while the CD81 tetraspanin binding domain can be found at the domain II and III interface 

(Krey et al,2010). A three-fold reduction of CD81 cell surface expression through small 

interfering RNA (siRNA) has been shown to abrogate infection by HCV pseudo particles 

(HCVpp) highlighting its importance in viral entry (Zhang et al,2004). Alongside CD-81, a 

number of cellular HCV receptors have been identified including SR-BI and occludin (Liu 

et al,2009;Scarselli et al,2002).  

1.4.6.5. p7 

 p7 is a small 63aa intrinsic membrane polypeptide with a double membrane-spanning 

topology.  The transmembrane domains TM1 and TM2 are predicted to form α-helices 

linked by a charged cytoplasmic loop, with the C-terminal region functioning as an internal 

signal-like peptide. Amino acid sequence analysis shows highly conserved helix faces 

suggesting  that both TM domains are involved in helix-helix interactions (Carrere-Kremer 

et al,2002;Perez-Brena et al,2008). While most cleavage events in the HCV polyprotein  

occur during or immediately after translation, the cleavage of E2/p7 and p7/NS2 by the ER 

signal peptidase is delayed, suggesting that it is released in a regulated manner (Dubuisson 

et al,1994). From its conserved structure and characteristics, p7 is considered to belong to 

the viporin family of proteins, forming hexameric homo-oligomers that affect membrane 

permeability which are important for viral assembly and release (Carrasco 1995;Griffin et 

al. 2003;Pavlovic et al. 2003). The hexameric ring structure formed by p7 functions as a 

membrane pore, preferentially allowing the passage of calcium ions (Griffin et al,2003). 

The administration of the antiviral agent amantadine, which acts against influenza A virus 

replication by blocking M2 ion channel formation inhibits p7 activity (Griffin et al,2003). 

These factors make p7 an attractive choice for novel antiviral drugs. 

1.4.6.6. NS2 

The NS2 protein is a 23kDa cysteine protease integral membrane protein, responsible for 

autocatalytic cleavage of the NS2/NS3 junction (Santolini et al,1995;Jones et al,2007). The 

N-terminus of NS2 consists of one or more transmembrane domains while the C-terminal 

domain of NS2 couples with the N-terminus of NS3 to form the NS2-3 protease. NS2 
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functions as a metalloproteinase requiring zinc to maintain its autoproteolytic activity. 

Addition of a metal chelating agent such as EDTA inhibits protein function, while the 

addition of ZnCl2 leads to an increase in cleavage activity (Pieroni et al,1997). Site-directed 

mutagenesis has shown that two amino acids, histidine-143 and cysteine-184, are essential 

for catalytic activity, however the complete protein is required for efficient function 

(Grakoui et al,1993a). The NS2 protein is not essential for viral RNA replication in vitro.  

1.4.6.7. NS3 

NS3 is a 72kDa protein with a serine protease domain of 189 amino acids at the N-

terminus and a 442 amino acid NTPase-RNA helicase motif at its C-terminus. Following 

the autoproteolytic cleavage of NS2/3, NS3 mediates cleavage at the boundaries between 

the remaining downstream NS proteins (NS3/NS4A, NS4A/NS4B, NS4B/NS5A and 

NS5A/NS5B. Cleavage of NS3-NS4A and NS4B-NS5A boundaries and accelerated 

cleavage of the NS5A-NS5B site requires a C-terminal 33aa region of NS4A, which acts as 

a cofactor in NS3 cleavage (Lin et al,1994;Failla et al,2013). Sequence analysis of several 

HCV isolates has shown that NS3 contains 3 highly conserved residues, histidine-1083, 

aspartic acid-1107 and serine-1165, which form a serine protease catalytic triad whose 

function can be abrogated by site-directed mutagenesis (Miller et al,1989;Grakoui et 

al,1993b). As NS3 is unable to target and bind ER membranes, it must first associate with 

the central domain of NS4A to stabilize and activate the complex via β-strand, β-barrel 

association and localise to the ER before cleavage of the downstream junctions (Penin et 

al,2004b). In the absence of NS4A, NS3 loses its ER localisation, becoming distributed 

throughout the cytoplasm (Wolk et al,2000). The NS3-4A serine protease is a key target 

for the direct-acting antiviral (DAA) compounds telaprevir and boceprevir, which are now 

licensed for therapeutic use in combination with PEG-IFNα and ribarvirin (Lamarre et 

al,2003;Kwong et al,2008). 

The NTPase and helicase activities of NS3 within its C-terminal region are far less well 

characterised than the protease function. It is a member of the superfamily-2 helicases and 

appears to have similar properties to RNA helicases of other positive-strand RNA viruses 

(Suzich et al,1993). The viral RNA helicases are involved in strand separation during 

replication and transcription and possibly in resolving  RNA secondary structure during 

translation. Most helicases intrinsically hydrolyse nucleoside triphosphates, providing the 

energy required to unwind nucleic acid sequences in the 3’ to 5’ direction (Tai et 

al,1996;Major et al,1997). The NS3-4A protease complex also contributes to the immune 
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evasion strategy of the virus, promoting establishment of a chronic infection through 

cleavage of the mitochondrial antiviral signalling (MAVS) (Meylan et al,2005). Cleavage 

of MAVS by the viral protease results in dislocation of the N-terminal fragment from the 

mitochondrial outer membrane, a location critical for activation of the NF-кβ and IRF-3 

upstream of the interferon signalling pathway (Li et al,2005). 

1.4.6.8. NS4A 

NS4A is a 54 amino acid, 6kDa protein with a hydrophobic N-terminal region followed by 

a hydrophilic C-terminus which, as mentioned previously is a cofactor for NS3. The region 

required for NS3 activation resides within the central hydrophobic portion of the protein 

between amino acids 21-34. This sequence interacts with a β-sheet of the enzyme core, 

significantly altering the structure of NS3 and is important for enzyme activity and stability 

(Kim et al,1996). 

1.4.6.9. NS4B 

NS4B is a 27kDa hydrophobic integral membrane protein that co-translationally associates 

with the ER membrane, and is the least well characterised of the HCV proteins (Penin et 

al,2004b). Prediction algorithms suggest that it contains between 4 and 6 TM domains 

(Hugle et al,2001). The protein has a N-terminal amphipathic α-helix, which is critical for 

integration with the ER membrane. Mutants with an intact N-terminus region but no TM 

domains retain the ability to target the protein to the ER while disruption of the N-terminal 

region abrogates membrane association (Elazar et al,2004).  

Expression of NS4B induces the formation of the membranous web structure within the 

ER membrane that is thought to harbour replicating viral RNA (Egger et al,2002). It is 

capable of interacting with the ER membrane with or without the presence of the other 

HCV NS proteins. Therefore, it is possible that NS4B functions as a scaffold, inducing 

membrane alterations for the formation of the viral replication complex (Gosert et al,2003).  

The role of NS4B within the replication complex is still unknown although a single amino 

acid substitution within NS4B has been shown to ablate the activity of a single amino acid 

change within NS5B that is normally associated with higher replication efficiency. This 

suggests that the function of NS4B is tightly coupled to the viral RNA polymerase at some 

stage in the replication cycle (Lohmann et al,2001). In addition, individual mutations 

within the protein can abolish HCV RNA replication, and, indeed prevent formation of foci 

indicative of the membranous web (Jones et al,2009;Paul et al,2011). Moreover, mutations 
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in NS4B affect the phosphorylation status of NS5A, again highlighting the close 

interaction between the protein and other viral components (Jones et al,2009). 

Membrane alterations induced by NS4B have been imaged using electron microscopy and 

closely resemble the altered membrane structures found in the livers of HCV-infected 

chimpanzees (Pfeifer et al,1980). Further colocalisation studies using immunogold-tagged 

NS proteins showed that these structures are indeed multiprotein complexes (Gosert et 

al,2003). Expression of NS4B in the absence of any other HCV proteins induces 

membrane changes indistinguishable from those in cells harbouring replicating viral RNA 

(Egger et al,2002). The discovery that synthesised RNA colocalises with the NS5A protein 

within these complexes provides further evidence that these are sites of viral replication 

(Gosert et al,2003). 

1.4.6.10. NS5A 

NS5A is a membrane-associated phosphoprotein which has a number of functions. Within 

infected cells, it exists in two states, a basally (p56) phosphorylated form of 56kDa and a 

hyperphosphorylated (p58) form of 58kDA. Phosphorylation occurs on multiple serine 

residues through cellular kinases such as casein kinase II (Kim et al,1999). The N-terminal 

domain of NS5A has an amphipathic α-helix that is critical for mediating membrane 

association (Penin et al,2004a;Brass et al,2001). The helix itself is highly conserved across 

isolates and is extremely sensitive to disruption, especially the hydrophobic face region, 

which results in a loss of membrane association and a drop in replication efficiency (Elazar 

et al,2003). Coupled with the ability of adaptive mutations in NS5A to stimulate HCV 

replication in cell culture, this indicates that the protein plays an important role in viral 

replication (Blight et al,2000) 

NS5A is comprised of three domains, the N-terminal domain (Domain I) includes the 

membrane-binding helix region and coordinates a single zinc atom per molecule of NS5A. 

Any mutations to the anchor or zinc binding region proves lethal to viral replication 

(Tellinghuisen et al,2005). Following the helix region, Domain I can be separated into two 

subdomains IA and IB. IA contains the four cysteine residues that are responsible for 

binding the single zinc atom which is proposed to aid maintenance of the protein’s stable 

fold (Tellinghuisen et al,2005). Two possible structures for Domain I have been identified 

by X-ray crystallography. Firstly, a dimeric arrangement forming a positively-charged cleft 

of sufficient dimensions to bind single- or double-stranded RNA, possibly aligning the 

molecule for further processing in Domains II and III (Tellinghuisen et al,2005). An 
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alternative configuration shows an absence of the cleft with the proposed RNA-binding 

residues exposed and distributed between two remote surfaces (Love et al,2009). It has 

been suggested that the two configurations may enable switching between genome 

replication and lipid droplet association/particle assembly (Tellinghuisen et al,2005;Love 

et al,2009). The structures of Domains II and II remain unknown. 

NS5A preferentially binds RNA sequences that are rich in both uracil and guanine which 

includes the 5’ UTR containing the IRES. It is probable therefore that NS5A may bind the 

viral IRES during translation, blocking ribosome entry and forcing a switch from 

translation to replication (Huang et al,2005). 

To further understand the formation and turnover of replication complexes, Moradpour et 

al used transposon-mediated mutagenesis to identify sites within the NS5A protein that 

could tolerate insertion of exogenous sequences. It was found that two sites within the C-

terminal region of domain III were unexpectedly flexible and capable of harbouring GFP 

allowing direct visualisation of putative replication sites (Moradpour et al,2004).  Only 

replicons with the GFP sequence inserted after amino acid 418 were viable and capable of 

conferring colony resistance to the antibiotic G418. Replication with the NS5A-GFP 

protein was 10-fold lower than that of the wild type replicon but had no effect on 

polyprotein processing as detected by Western blot analysis (Moradpour et al,2004). 

The numerous interactions of NS5A with the host cell during infection suggests that its 

role extends beyond that of genome replication. Studies have shown that Domain III is a 

key element in infectious virion assembly, specifically the recruitment of core-coated lipid 

droplets, necessary for assembly and release (Tellinghuisen et al,2008;Appel et al,2008). 

One possible regulator of NS5A function switching has been identified as a serine residue 

within domain III, the deletion of which abrogates virion production. Phosporylation of 

this residue through casein kinase II is critical for production of infectious particles. 

Therefore, it has been suggested that domain III also harbours a molecular switch, 

governing the various functions of NS5A during replication and assembly (Appel et 

al,2008;Tellinghuisen et al,2008).  
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1.4.6.11. NS5B 

NS5B is a 66kDa tail-anchored protein that acts as the virus-encoded RNA dependent 

RNA polymerase (RdRp). The 21 amino acid C-terminal α-helix post-translationally 

targets the protein to the ER membrane, allowing a cytosolic orientation of the functional 

protein domain (Wattenberg et al,2001). The protein itself is highly conserved across all 

HCV genotypes exhibiting the classical “fingers”, “palm” and “thumb” subdomains of all 

single chain polymerases as defined by the Klenow fragment of E.coli DNA polymerase I 

(Ollis et al,1985). One unique feature of NS5B is that the fingers’ subdomain contains an 

extension sequence that interacts with the thumb domain to restrict mobility of the 

subdomains with respect to one another, creating a fully enclosed active site allowing NTP 

molecules to bind easily with no further rearrangement of the domains (Penin et al,2004b). 

The conserved ‘C motif’ within the palm subdomain contains the GDD sequence essential 

for chelating the magnesium cations required for polymerase function. The finger and 

thumb domains encircle the palm to create a groove into which the template RNA binds 

leading to entry of NTPs into the active site from the opposing side through a “tunnel” 

created within the structure (Penin et al,2004b;Lesburg et al,1999). Like all RdRps, NS5B 

has no proofreading capability which results in the large numbers of quasispecies found 

within a single host (Simmonds,2004). It is thought that NS5B may play a part in 

regulation of HCV translation as mutations disabling the active polymerase site within 

NS5B results in an increase in translation from input transcript RNA. It has been suggested 

that this may be due to the RdRP interacting with the IRES of the transcript, blocking 

ribosome entry and function (McCormick et al,2006). 

1.4.7. Model Systems for Studies on the HCV Life Cycle 

Research into the three stages of the viral life cycle, i) binding and entry of virus to target 

cells, ii) translation followed by replication of the viral genome, iii) virion assembly and 

egress has been hampered by a lack of reliable cell culture and readily accessible animal 

model systems. The discovery in 2003 of a HCV genotype 2a strain, JFH-1, capable of 

replicating in human hepatocyte-derived cells (Huh-7) without the need for adaptations 

provided the first robust system for investigation of the complete viral lifecycle (Kato et 

al,2003;Wakita et al,2005;Zhong et al,2005). These seminal studies found that transfection 

of in vitro transcribed RNA from a cloned cDNA copy of the complete JFH-1 genome into 

Huh-7 cells produced virus particles capable of infecting naive cells. Forerunners of this 

system were surrogate models such as pseudoparticles (Section 1.4.7.2) and subgenomic 
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replicons (Section 1.4.7.3) were used for investigating virus entry and RNA replication 

respectively. 

1.4.7.1. Production of Infectious Virus 

Despite the existence of cloned genomes that were capable of establishing infection in 

chimpanzees, the only robust animal model for examining HCV (Yanagi et 

al,1997;Kolykhalov et al,1997), molecular research into HCV prior to 2005 was hampered 

by the inability to reliably produce infectious virions to enable studies on the complete 

virus life cycle. Initial attempts used primary human foetal hepatocytes to establish HCV 

infection were able to detect positive-strand of viral RNA through RT-PCR (Iacovacci et 

al,1997).  Low level replication was achieved after infection with patient sera, releasing 

HCV for at least 2 months with HCV core protein and negative strand RNA detected in 

infected cells (Ashfaq et al,2011;Ito et al,1996). The capacity for JFH-1 to produce 

infectious virus from Huh-7 cells and its derivatives such as Huh-7.5 cells (termed HCVcc 

for cell culture-derived HCV) has enabled unprecedented insight into the assembly of 

infectious virions (Wakita et al,2005;Zhong et al,2005). The ability of JFH-1 to replicate 

HCV RNA to high levels has also led to the development of chimeric constructs that also 

produce infectious virus. These chimeras include a J6/JFH-1 construct that gives higher 

yields of infectious virus compared to JFH-1 (Lindenbach et al,2005) as well as other 

chimeras with varying capacity to produce virions  (Pietschmann et al,2006). 

1.4.7.2. HCV Pseudoparticles 

Before the development of an effective system for infectious virus production, methods for 

analysing viral binding and cell entry were limited. Initial studies utilised a recombinant 

baculovirus construct containing DNA of the HCV structural proteins grown in insect cells 

allowing production of ‘virus-like particles’ (Baumert et al,1998). Alternative methods 

utilised vesiculovirus or influenza virus particles modified with HCV E1 and E2 

glycoproteins containing transmembrane domain alterations (Bartosch et al. 2003a;Flint et 

al. 1999b;Lagging et al. 1998). However lack of infectivity and inconsistency in results 

prevented their use in subsequent investigations of HCV cell entry (Bartosch et al,2003a). 

Using retroviral and lentiviral core particles Bartosch et al were able to display unmodified 

HCV glycoproteins, generating HCV pseudo-particles (HCVpp) with high infectivity in 

vitro (Bartosch et al,2003a). HCVpp were found to be neutralised by sera from HCV-

infected patients and certain anti-E2 antibodies. The addition of GFP as a marker gene 
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packaged within the HCVpp provides an accurate and reliable method to determine 

infectivity (Bartosch et al,2003a). 

1.4.7.3. HCV Subgenomic Replicons 

Prior to the development of the HCVcc system, molecular studies of HCV RNA replication 

relied on studies of self-replicating, subgenomic fragments of the HCV genome (Lohmann 

et al,1999;Blight et al,2000). Replication relied  largely on the use of Huh-7 cells, which 

were isolated in response to a lack of human hepatoma cell lines capable of growth in 

chemically-defined medium. Beforehand, hepatic cell lines such as HuH-6, Hep 3B and 

Huh-1 required the addition of serum or other undefined substances to the growth medium 

(Nakabayashi et al,1982). Huh-7 cells were able to grow continuously under defined 

conditions while still exhibiting liver specific enzyme function and release of plasma 

proteins (Nakabayashi et al,1982). Improved levels of HCV RNA replication (approx 3-

fold) are possible in Huh-7.5 cells, which were generated by prolonged treatment of Huh-7 

cells harbouring a subgenomic replicon with IFN-α (Blight et al,2002). Huh-7.5 cells 

contain a dominant negative mutation in the CARD domain of the RIG-I protein, which 

has been proposed to account for the added permissiveness of the cell line to viral RNA 

replication (Sumpter et al,2005) although alternative explanations have been given for the 

increased competence for HCV genome synthesis in other Huh-7 clones (Binder et 

al,2007a). 

The first subgenomic replicon was based on sequences derived from the Con-1 (gt1b) 

strain (Lohmann et al,1999). This report demonstrated that expression of the NS proteins, 

NS3, NS4A, NS4B, NS5A and NS5B, along with the 5’ and 3’ UTR regions of the 

genome were sufficient for HCV RNA replication. Cells that constitutively replicated this 

sub-genomic replicon could be selected by co-expressing an antibiotic gene from the same 

RNA as the NS proteins. However, persistent replication required evolution of adaptive 

mutations in the NS proteins (Lohmann et al,2001;Krieger et al,2001). Subsequently, it 

became possible to replicate sub-genomic replicons from the H77 strain (gt1a) of the virus 

(Blight et al,2003). More recently, subgenomic replicons have been described for genotype 

3 and 4 strains (Saeed et al,2012;Saeed et al,2013). 
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1.4.8. Life Cycle 

1.4.8.1. Binding and Entry 

As obligate intracellular parasites, successful binding and entry of the HCV virion into 

permissive cell types is critical to survival of the virus. Entry begins with a highly 

coordinated process of binding between multiple host cell factors and the HCV envelope 

glycoproteins E1 and E2. The role of E1 in the entry process is still not fully understood. 

However, several E2 domains have specific roles in entry, binding to the cell receptors 

CD-81 and scavenger receptor class B type I (SR-BI). For example, the HVR-1 region of 

E2 is likely involved in SR-BI-mediated entry (Bartosch et al,2003b). During infection in 

vivo, HCV enters the liver through the sinusoidal blood where it is probably captured by 

liver sinusoidal cells which may facilitate viral infection of neighbouring hepatocytes 

(Zeisel et al,2010). This uptake is thought to be regulated by Dendritic Cell-

Specific Intercellular adhesion molecule-3-Grabbing Non-integrin (DC-SIGN), expressed 

on Kupffer cells in close proximity to liver sinusoidal endothelial cells (LSEC) and 

hepatocytes (van Kooyk et al,2003). Both DC-SIGN and Lectin Specific Intercellular 

adhesion molecule-3-Grabbing Non-integrin  (L-SIGN) have high binding affinity to the 

viral E2 glycoprotein (Gardner et al,2003). In a manner similar to dengue virus,  heparan 

sulphate glycosaminoglycans represent the first attachment sites for HCV to hepatocytes, 

allowing further interaction with other host cell factors to initiate viral entry (Koutsoudakis 

et al,2006). 

CD81 is a ubiquitously expressed 25kDa tetraspanin, containing small and large 

extracellular loops (LEL). It was the first molecule identified as a receptor that interacted 

with a soluble form of E2 and is now recognised as a critical factor in virus entry 

(McKeating et al,2004;Zeisel et al,2010). The LEL is thought to be a major component in 

viral entry, since a soluble form of the CD81 LEL interacts with E2, inhibiting HCVpp and 

HCVcc infection (Flint et al,1999;Zhang et al,2004). 

SR-BI is an 82kDa glycoprotein which is highly expressed within the hepatic environment, 

interacting with a variety of lipoproteins, including HDL and LDL and is involved in the 

bi-directional transport of cholesterol  across the cell membrane (Krieger,2001). The SR-

BI extracellular loop interacts with the HVR-1 of E2 and is thought to play a role in both 

binding and post-binding steps (Catanese et al,2010). The interaction between SR-BI, HCV 

and lipoproteins suggests a complex interplay between the three components during viral 

binding and entry (Zeisel et al,2010). 
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Another factor critical in viral binding and cell entry is Claudin-1 (CLDN1), a 23kDa 

protein containing four transmembrane domains.  Claudin proteins are critical in the 

formation of intercellular tight junctions and cell polarity. HCV is thought to interact with 

non-junctional CLDN1 (Evans et al,2007;Furuse et al,1998). CLDN1 also associates with 

CD81 in a number of cell types and the formation of CLDN1-CD81 complexes is essential 

for productive HCV infection (Harris et al,2008). 

Occludin (OCLN) is another late stage host cell factor vital for HCV entry (Ploss et 

al,2009). Although there is no evidence to-date of direct interaction with HCV, it is 

thought that OCLN is one of the two host factors responsible for species-specificity. 

Expression of human OCLN and CD81 in transgenic mouse cell lines can confer HCV 

permissivity (Ploss et al,2009).  

The recruitment of so many host factors suggests that HCV entry may be mediated through 

a highly orchestrated virus-induced entry complex at the plasma membrane (Zeisel et 

al,2007). The precise sequence of events from interaction of the virus with the cell surface, 

through viral fusion and internalisation to translation and then replication remain poorly 

understood.  However, HCVpp studies have shown that entry into human hepatocyte cell 

lines is dependent on clathrin-mediated endocytosis and that clathrin-actin associations are 

required for efficient HCV uptake (Blanchard et al,2006;Coller et al,2009). Clathrin-

mediated endocytosis of HCV particles results in the transport of virus and cell membrane 

receptors to both early and late stage endosomes (Marsh et al,2006).  The change to an 

acidic pH within the endosome is thought to form a vital cue for penetration and uncoating 

of the virion (Smith et al,2004).  

1.4.8.2. Translation and Replication of Viral RNA  

After release of the genome from virions, translation of viral RNA occurs in a cap-

independent manner with the ribosome directly interacting with the internal ribosome entry 

site (IRES) in the 5’ UTR (Shih et al,2008). The HCV IRES can directly recruit the 40S 

ribosomal subunit without the need for initiation factors or unwinding of RNA secondary 

structure (Shih et al,2008). Eukaryotic initiation factor 2 (eIF2) then places the initiating 

tRNA for methionine on the surface of the 40S subunit and this complex is stabilised by 

eIF3 (JI et al,2004). Thereafter, the 60S ribosomal subunit attaches to generate a 80S 

complex that initiates translation. Translation proceeds without the need for any viral 

proteins, giving rise to the HCV polyprotein, which is cleaved by host and viral proteases 

to yield the mature polypeptides. 



55	  
	  
Like all positive-strand RNA viruses, replication of the HCV genome occurs in the 

cytoplasm of infected cells, closely associating with cellular membranes and a number of 

host factors and viral proteins (Lindenbach,2011).  RNA replication is thought to take 

place within an ER membrane-derived structure called the membranous web (Moradpour 

et al,2007). The partial resistance of proteins and RNA to protease and nuclease treatment 

respectively suggests that replication sites form invaginations, which isolate replication 

complexes from recognition by cellular processes (Quinkert et al,2005). 

While the process of membranous web formation has yet to be fully elucidated, NS4B has 

been identified as capable of inducing membrane alterations similar to the membranous 

web when expressed individually (Egger et al,2002). This membrane formation bears 

similarities to the “sponge-like inclusions” found within the liver of HCV-infected 

chimpanzees (Egger et al,2002;Pfeifer et al,1980). These replication sites were thought to 

form invaginations at the cytoplasmic surface of the ER membrane, enhancing immune 

evasion during replication (Quinkert et al,2005). More recent studies of the membranous 

web utilising immunofluorescence and EM-based methods has suggested an alternative 

protruding membrane arrangement bearing greater similarity to the picorna- and 

coronaviruses, than the closely-related flaviviruses (Merz et al,2013;Ferraris et al,2010). 

From these studies, it would appear that the main constituents of the membranous web are 

single- and double-membrane vesicles, induced respectively by  NS4B and NS5A 

expression, suggesting that formation of the fully functional replication complex requires 

the combined function of several NS proteins (Welsch et al,2009). 

Following formation of a functional replication complex, genome synthesis is instigated by 

the viral RNA-dependent, RNA-polymerase protein NS5B (Moradpour et al,2007;Binder 

et al,2007b).  From the positive-strand genome, NS5B generates a negative-strand RNA 

template that is then utilised for the production of positive-strand molecules. Positive-

strand genomes are produced in excess to negative strands (Quinkert et al,2005) and are 

released from replication sites for both translation of viral proteins and encapsidation into 

virions. 

HCV RNA replication is possible in several cell lines of both hepatocyte and non-

hepatocyte origin (Jones et al,2010;Kato et al,2005)  and also can be achieved in cells of 

non-human origin (Long et al,2011). Nonetheless, replication is highly dependent on a 

wide spectrum of host cell factors (Binder et al,2013). 
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1.4.8.3. Assembly and Release 

At present there is a limited understanding of the molecular events involved in the 

assembly and release of infectious virions from infected cells. HCV assembly appears to be 

closely interlinked with lipid droplets, cytoplasmic storage organelles which accumulate 

core protein on their surface during productive infection (Boulant et al,2007).  In addition 

to lipid droplets, there seems also to be an intimate connection between virus assembly and 

VLDL production. A number of host factors involved in the assembly of VLDLs are 

thought to play a critical role in the release of virions, with substantial evidence supporting 

key roles for the lipid binding proteins (apolipoproteins), apoE and apoB as viral 

infectivity factors. Indeed, depletion of these proteins adversely affects the production of 

infectious virions (Shulla et al,2012;Benga et al,2009;Chang et al,2007). Anti-apoB and 

anti-apoE antibodies can immunoprecipitate HCV from infectious serum (Nielsen et al. 

2006) and apoE has been detected on the surface of affinity-purified HCVcc (Merz et al. 

2011), further emphasising the close interaction between HCV virions and VLDL 

components. 

As well as the HCV structural proteins and components of the VLDL pathway, the viral 

NS proteins also play a part in assembly. Mutations in p7 can both inhibit and enhance 

virus production (Jones et al,2007;Steinmann et al,2007;Russell et al,2008) Moreover, NS2 

appears to play a critical role in the latter stages of virion assembly (Yi et al,2009). 

Mutations in both NS3 and NS4B have also been identified that enhance HCV infectivity 

(Han et al,2009;Jones et al,2009). Finally, as described above, Domain III of NS5A is 

essential for virion production (Tellinghuisen et al,2008;Appel et al,2008). Thus, virus 

assembly and release is a complex process involving interplay between most of the viral 

proteins and host factors engaged in VLDL production. 

AIMS 

The major aim of this project was to develop and apply novel imaging methods using the 

sites of HCV RNA replication as a model system. The objective was to employ Structured 

Illumination Microscopy (SIM) to determine whether it was possible to enhance our 

understanding of the architecture of foci where viral RNA replication takes place given the 

predicted increase in resolution that new light microscopy methods can apparently now 

achieve. Moreover, much of the current literature on the cell biology of HCV infection 

does not assess the distribution of viral proteins by rigorous statistical approaches, which 

may influence data interpretation. Therefore, an ancillary aim was to explore the limits of 
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data analysis using images collected by confocal and super-resolution microscopy. In 

parallel with application of super-resolution microscopy, the project set out to develop the 

potential for using QDs as a means to probe sites of RNA replication by correlative light 

and electron microscopy (CLEM). The ambition was to determine whether it may be 

feasible to utilise such probes under conditions that limit the introduction of artefacts 

inherent in most microscopy methods and describe putative replication sites by 3-D 

tomography. Finally, a smaller study set out to examine whether quantitative labelling 

methods could be deployed for identifying changes in the proteome of cells that differ in 

their capacity to replicate HCV RNA. 
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2. Materials and Methods 

2.1. Materials 

2.1.1. Kits and Enzymes 

2.1.1.1. Kits 

Kit Source 

Purelink HiPure plasmid midi prep kit Invitrogen 

RNeasy mini kit Qiagen 

T7 RiboMAX Express Large Scale RNA 

Production System 

Promega 

RNeasy mini kit Qiagen 

Taqman kit Applied Biosciences 

Qdot 605 ITK Streptavidin Conjugate Kit Molecular Probes 

Qdot 585 Antibody Conjugation Kit Molecular Probes 

BCA Protein Assay Kit Pierce 

 

2.1.1.2. Enzymes 

Restriction enzymes NEB/Roche 

Mung bean Nuclease NEB 

Taq Polymerase Applied Biosciences 

Multiscribe RT Applied Biosciences 

 

2.1.2. Cells 

Cells Description Source 

Huh-7 cells Human hepatoma cell line John McLauchlan [CVR] 

Huh-7.5 cells Human hepatoma clonal cell line 

derived from Huh-7 cells 

Charles Rice [Rockefeller 

University] 

Huh-7/SGR-JFH1 

cells 

Human hepatoma cell line 

harbouring the JFH1 subgenomic 

replicon 

John McLauchlan [CVR] 
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2.1.3. Transfection and Transformation Reagents 

Reagent Source 

Lipofectamine 2000 Invitrogen 

Opti-mem-I Gibco 

 

2.1.4. Cell Culture Growth Medium 

Component Source 

Dulbecco’s Modified Eagles 

Medium (DMEM) 

Gibco (Invitrogen Life 

Technologies) 

10% Foetal Calf Serum (FCS) Gibco (Invitrogen Life 

Technologies) 

100 units/ml Penicillin/Streptomycin Gibco (Invitrogen Life 

Technologies) 

100µg/ml G418 Sulphate Melford 

1x Trypsin (10x Stock) Sigma 

PBS Gibco (Invitrogen Life 

Technologies) 

 

2.1.5. Antibodies 

2.1.5.1. Primary Antibodies 

Antibody Species Source 

Anti-NS5A Sheep 

Polyclonal 

Mark Harris and Steve Griffin, [University of 

Leeds]  

Anti-NS5A (9E10) Mouse Monoclonal Tim Tellinghuisen [Scripps, Florida]  

Anti-NS4B Rabbit Polyclonal Sarah Gretton [University of Leeds] and 

Graham Hope [MRC Virology Unit] 

Anti-NS3 #337 Mouse Monoclonal Twincore 

Anti-dsRNA J2 Mouse Monoclonal English & Scientific Consulting [Hungary] 

Anti-FLAG (ECS) Rabbit Polyclonal Bethyl Laboratories 

Anti-HA Mouse Monoclonal Sigma 

Anti-c-Myc Rabbit Polycloncal Sigma 
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2.1.5.2. Secondary Antibodies 

Antibody Species Source 

Anti-mouse-Alexa-488nm (FITC) Donkey Polyclonal Invitrogen 

Anti-mouse-Alexa-350nm Donkey Polyclonal Invitrogen 

Anti-sheep-Alexa-488nm (FITC) Donkey Polyclonal Invitrogen 

Anti-sheep-Alexa-594nm (TRITC) Donkey Polyclonal Invitrogen 

Anti-rabbit-Alexa-594nm (TRITC) Donkey Polyclonal Invitrogen 

Anti-mouse-Atto-425nm Goat Polyclonal Rockland 

 

2.1.6. Nucleic Acid Probes 

Oligo Name Sequence Tag Supplier 

5’ UTR probe GUCUACGAGACCUCCCGGG[Btn] Biotin Sigma 

 

2.1.7. Animal Sera 

Species Abbreviation Manufacturer 

Mouse - Sigma 

Donkey - Sigma 

Sheep - Sigma 

Bovine Serum Albumin BSA Sigma 

Foetal Calf Serum FCS Gibco 

 

2.1.8. Electron Microscopy 

2.1.8.1. Embedding Media 

Reagent Supplier 

Epon 812 TAAB Laboratories 

Lowicryl HM20 TAAB Laboratories 
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2.1.9. Commonly Used Chemicals 

Chemical Abbreviation Source 

2-Amino-2-(hydroxymethyl)-1,3-propanediol TRIS BDH 

2-Mercaptoethanol β-ME Sigma 

4’,6-diamidino-2-phenylindole DAPI Promega 

Acetonitrile AcN Sigma 

Agarose - Melford 

Ammonium Carbonate - Sigma 

Ammonium Persulphate APS Bio-RAD 

Ampicillin Amp Melford 

Arginine Arg Thermo 

Boric Acid - Sigma 

Bromophenol Blue BPB BDH 

Chloroform - Sigma 

Digitonin - Sigma 

Ethylenediaminetetraacetic acid EDTA Sigma 

Ethanol EtOH Fischer Scientific 

Ethidium Bromide EtBr Sigma 

Formic Acid - Fischer Scientific 

Glutaraldehyde GTA Sigma 

Hydrochloric Acid HCl Fisher Scientific 

Poly-L-Lysine P-Lys Sigma 

Magnesium Chloride MgCl Sigma 

Methanol MeOH BDH 

N,N,N’,N’-Tetramethylethylene-diamine TEMED Sigma 

Neomycin phosphotransferase G418 Melford 

Osmium Tetroxide OsTet TAAB 

Paraformaldehyde PFA Sigma 

Potassium Acetate - Sigma 

Phenol - Sigma 

Propan-2-ol IPA Fischer Scientific 

Sodium Acetate - Sigma 

Sodium Chloride NaCl BDH 
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Sodium dodecyl sulphate SDS BDH 

Sodium Hydroxide NaOH BDH 

Sucrose - BDH 

Triton X-100 TX-100 Sigma 

Uranyl Acetate UrAc Agar Scientific 
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2.1.10. Clones 

Clone Details Source 

pSGR-JFH1 Subgenomic replicon Takaji Wakita [National Institute for 

Infectious Disease, Japan] 

pSGR- JFH1NS5AGFP Subgenomic replicon 

harbouring GFP-tagged 

NS5A protein 

Daniel M. Jones [CVR] 

pSGR- 

JFH1NS5AFLAG 

Subgenomic replicon 

harbouring FLAG-tagged 

NS5A protein 

Christopher McCormick [University 

of Southampton] 

pGFP-Sec61β GFP tagged ER membrane 

protein Sec61β 

Tom Rapoport [Harvard Medical 

School] 

 

2.1.11. Bacterial Expression 

Solution Components 

L-Broth 170mM NaCl, 10g/l Bactopeptone, 5g/l yeast extract 

L-Agar L-Broth plus 1.5% (w/v) agar 

 

2.1.12. DNA Manipulation & Purification 

Solution Components 

Equilibration buffer 

(EQ1) 

0.1M sodium acetate (pH 5.0),0.6M NaCl, 0.15% (v/v) Triton X-

100 

Cell Resuspension 

buffer (R3) 

50mM Tris-HCl (pH 8.0), 10mM EDTA, 100µg/ml RNase A 

Lysis buffer (L7) 0.2M NaOH, 1% (w/v) SDS 

Precipitation buffer 

(N3) 

3.1M potassium acetate (pH5.5) 

Wash buffer (W8) 0.1M sodium acetate (pH 5.0), 825mM NaCl 

Elution buffer (E4) 100mM Tris-HCl (pH 8.5), 1.25M NaCl 

TE buffer 10mM Tris-HCl (pH 8.0), 0.1mM EDTA 

Agarose gel loading 5x TBE, 50% sucrose, 1µg/ml BPB 
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buffer 

TBE (10x) 0.9M Tris-HCl, 0.9M boric acid, 0.02M EDTA 
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2.1.13. SDS-PAGE 

Component Supplier 

NuPage Sample Buffer Life Technologies 

NuPage MOPS SDS Running Buffer Life Technologies 

MiniProtean TGX 4-20% Bis-Tris 10 Well 

Gel 

BioRad 

SimplyBlue SafeStain Life Technologies 

 

2.1.14. Tissue Culture 

Solution Components 

Trypsin 0.25% (w/v) Gibco Trypsin dissolved in PBS 

 

2.2. Methods 

2.2.1. Tissue Culture Maintenance 

Both Huh-7 and Huh-7.5 cell lines were cultured in DMEM, supplemented with 10% FCS,  
at 37oc in a 5% CO2, humidified atmosphere. Cells harbouring the neomycin resistance 

gene as part of a HCV SGR were cultured with G418 at a concentration of 100µg/ml. Cells 

were routinely cultured in 160cm2 Nunclon tissue culture flasks. At approximately 90% 

confluency, cells were removed through trypsinisation followed by resuspension in 10ml 

of DMEMCOMPLETE for use in experiments or reseeding into fresh flasks and media. 

2.2.2. DNA Manipulation 

2.2.2.1. DNA Restriction Enzyme Digestion 

DNA digestion was performed at 37oc typically as a 50µl reaction comprised of 10 units of 

restriction enzyme per 0.5µg DNA/hr. All reactions were carried out using the appropriate 

supplier-specified buffer. 

2.2.2.2. Transformation of Competent Bacteria 

Transformation was carried out using chemically competent E. coli DH5α from lab stocks. 

100µl of DH5α cells were thawed on ice before 1µg of plasmid was added to the cells and 

incubated on ice for 30mins. This was followed by heating to 42oC for 2 minutes followed 
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by 1 minute on ice. 300µl of L-broth was added to cells followed by incubation for 30-

45mins at 37oC. Bacteria were then plated on L-agar plates and incubated overnight. 

2.2.2.3. Small-Scale DNA Purification (Minipreps) 

Single colonies of transformed bacteria were used to inoculate 2ml of L-Broth which was 

incubated overnight at 30oC, shaken at 180rpm and in the presence of the appropriate 

selective antibiotic. 200µl of overnight culture was mixed with an equal volume of lysis 

buffer, briefly vortexed and incubated for 5 minutes at room temperature. A 200µl volume 

of precipitation buffer was then added to the lysis mixture and vortexed briefly. Samples 

were centrifuged at 15000x g for 2 minutes to pellet cellular debris before the supernatant 

was removed and added to 600µl of isopropanol to precipitate plasmid DNA. Samples 

were centrifuged again at 15000x g for 5 minutes to pellet DNA followed by washing with 

70% ethanol and further centrifugation at 15000x g for a further 5 minutes. The 

supernatant was removed and the pellet allowed to air dry. The pellet was then 

resuspended in an appropriate volume of ddH2O for analysis by restriction enzyme digest. 

2.2.2.4. Large-Scale DNA Purification (Midipreps) 

Single colonies of transformed bacteria were used to inoculate 150ml of L-Broth which 

was incubated overnight at 30oC, shaken at 180rpm and in the presence of the appropriate 

selective antibiotic. Cultures were pelleted by centrifugation at 4000x g for 10 minutes at 

4oC before removal of supernatant. DNA purification was carried out using the PureLink 

HiPure plasmid midiprep kit (Invitrogen). Bacterial pellets were resuspended in 4ml of 

buffer R3 (cell resuspension buffer) through pipetting. 4ml of L7 (lysis buffer) was added 

to the suspension and gently mixed by inversion followed by incubation at room 

temperature for 5 minutes. Buffer N3 (precipitation buffer) was added followed by further 

inversion mixing; centrifugation at 6500x g for 10 minutes at room temperature was used 

to pellet cellular debris. Supernatant, containing plasmid DNA, was gravity filtered 

through an equilibrated Hipure Midi column (Invitrogen). Plasmid DNA was bound to the 

column during filtration of the supernatant, where it was washed twice with 8ml of buffer 

W8 (wash buffer), filtered by gravity. Plasmid DNA was then eluted by adding 5ml of 

buffer E4 (elution buffer) and gently mixed with 3.5ml of isopropanol resulting in 

precipitation of plasmid DNA. DNA was pelleted through centrifugation of samples at 

6500x g for 15 minutes at 4oC. Supernatant was removed and pellets washed with 70% 

ethanol and centrifuged at 6500x g for 5 minutes at 4oC. Again the supernatant was 
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removed and allowed to air dry before being resuspended in TE buffer, typically to a final 

concentration of 0.5µg/µl. 

2.2.2.5. Linearisation of HCV SGR and HCV genomic plasmid DNA 

Plasmid DNA was linearised in a 50µl reaction using the restriction enzyme XbaI with the 

appropriate buffer. Post-linearization purification was carried out using a QIAquick spin 

column followed by the addition of 2 units of Mung Bean Nuclease (MBN). This reaction 

was incubated at 30oC for 30 minutes to remove overhanging ends generated by the 

restriction digest. Linearised DNA was then purified using phenol/chloroform extraction 

before resuspension in an appropriate volume of TE buffer. 

2.2.3. Isolation and Purification of DNA 

2.2.3.1. Agarose Gel Electrophoresis 

DNA fragments were resolved and isolated using agarose gel electrophoresis produced by 

restriction enzyme digest. DNA fragments larger than 500bp were separated using 1% 

agarose gels (120mm x 90mm), while those smaller than 500bp were separated using 2% 

agarose. Agarose gels were prepared using 0.5x TBE buffer with a final ethidium bromide 

concentration of 1µg/ml. Gels were run at 150V immersed in 0.5xTBE buffer to separate 

fragments. DNA fragment size was determined using 1kbp or 100bp ladders (NEB) run in 

parallel with samples. Fragments were then visualised and imaged using a BioRad gel 

documentation system illuminated with short wavelength UV. 

2.2.3.2. Phenol Chloroform Extraction 

Linearised DNA was purified through the addition of an equal volume of 1:1 

phenol/chloroform proceeded by aggressive vortexing. The solution was then subjected to 

centrifugation at 15000x g for 1 minute, separating the protein containing organic layer 

from the nucleic acid containing aqueous layer. The upper aqueous layer was removed to a 

fresh tube and an equal volume of chloroform was added followed by further vortexing. 

Centrifugation at 15000x g was used to separate the aqueous and organic layers and again 

the aqueous phase was transferred to a fresh tube. DNA was obtained from the aqueous 

layer through ethanol precipitation. 
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2.2.3.3. Ethanol Precipitation 

Precipitation of DNA from solution was initiated through the addition of 5M sodium 

chloride to a final concentration of 250µM and the addition of 2.5 volumes of 100% 

ethanol. DNA was pelleted by centrifugation at 15000x g for 5 minutes followed by 

washing with 70% ethanol and repeat centrifugation. Supernatant was then removed and 

the pellet air dried before being resuspended in an appropriate volume of ddH2O to a 

concentration of approximately 1µg/µl. 

2.2.4. RNA Manipulation 

2.2.4.1. In Vitro RNA Transcription  

In vitro transcription reactions were carried out using T7 RiboMAX Express Large Scale 

RNA Production System (Promega). Reactions were comprised of 10µl of T7 RiboMAX 

2x Buffer, 1µl of linearised template DNA, 2µl of T7 RiboMAX Enzyme Mix and made up 

to 20µl with dH2O. Reaction mixtures were incubated for 1 hour at 37oC. Transcribed 

RNA quality and yield was determined by gel electrophoresis prior to transfer into cells by 

electroporation. 

2.2.4.2. RNA Extraction and Purification 

RNA extraction was carried out using the RNeasy Mini kit (Qiagen) from cells harvested 

from a 160cm2 cell culture flask. Trypsinised cells suspended in PBSA were pelleted by 

centrifugation at 300x g for 5 minutes.  Following aspiration of the supernatant, cells were 

disrupted through the addition of 600µl of buffer RLT, vortexed and incubated for 2 

minutes at room temperature. The lysate was then transferred to a QIAshredder spin 

column placed in a collection tube and centrifuged at 15000x g for 2 minutes and the 

supernatant recovered. A volume of 70% ethanol was added to the homogenised lysate and 

mixed by pipetting. Samples were transferred to an RNeasy spin column and centrifuged 

for 15 seconds at 15000x g. Flow-through from the column was discarded. 700µl of buffer 

RW1 (wash buffer) was added to the column and was again centrifuged for 15 seconds at 

15000x g and the flow-through discarded. 500µl of buffer RPE (wash buffer with ethanol) 

was then added to the column and centrifuged at 15000x g for 2 minutes. The column was 

transferred to a fresh collection tube and centrifuged at 15000x g for 1 minute. The column 

was again transferred to a fresh collection tube and 30-50µl of RNase free water added. 

RNA was then eluted through centrifugation at 15000x g for 1 minute. Purified RNA was 

stored at -70oC.  
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2.2.4.3. RNA Electroporation of Eukaryotic cells 

After resuspension following trypsinisation, cells were enumerated and the appropriate 

number was centrifuged at 500x g for 5 minutes at room temperature. Media was removed 

and cells were washed in PBSA by resuspension followed by further centrifugation at 500x 

g for 5 minutes at room temperature. Cells were then resuspended in an appropriate 

volume of PBSA to give a final cell concentration of 4x106 cells/ml for electroporation. 

800µl of suspended cells were transferred to a cuvette (4mm gap) along with 10µg of in 

vitro transcribed RNA. Cells were electroporated at 0.36kV, 950µF using a BioRad Gene 

Pulser II. Electroporated cells were transferred into an appropriate volume of 

DMEMCOMPLETE and the cuvette rinsed. Cells were mixed thoroughly by pipetting, 

transferred to 90mm dishes and incubated at 37oC. 

2.2.5. DNA Transfection 

After resuspension following trypsinisation, cells were enumerated and 12-well cell culture 

dishes seeded at 1x105 cells/well in 1ml of DMEMCOMPLETE. Cells were incubated and 

allowed to settle for 24 hours at 37oC prior to transfection. 1.6µg of DNA and 4µl 

Lipofectamine 2000 (Invitrogen) were diluted in 100µl of Opti-mem-I (Gibco) and 

incubated at room temperature for 5 minutes. The diluted DNA and Lipofectamine 2000 

were combined and incubated for a further 20 minutes at room temperature before being 

added to the plated cells and incubated at 37oC for 16-20 hours. 

2.2.6. Assessment of HCV RNA replication 

2.2.6.1. qRT-PCR 

qRT-PCR experiments were carried out in two stages. During the first stage cDNA was 

generated from purified cellular RNA which was transcribed using the Taqman Kit 

(Applied Biosciences), typically in a final reaction volume of 20µl. Reactions comprised of 

1µl of cellular RNA, 2.5µM random hexamers, dNTPs, 1x RT buffer, 5.5µM MgCl2, 8 

units of RNase inhibitor and 25 units of Multiscribe RT. Reactions were made up to a final 

volume of 20µl with dH2O. A ThermoHybaid PX2 Thermal Cycler was used to perform 

Reverse Transcription in the following manner: (i) primer annealing at 25oC for 10 minutes 

(ii) strand elongation at 37oC for 1 hour (iii) RT inactivation at 90oC for 5 minutes. The 

second stage utilised the transcribed cDNA from stage one to perform Real Time PCR. 

Reactions were comprised of the following, 900nM forward and reverse primers, 250nM 

FAM JFH1 probe, 1x Taqman Fast Universal Mix and 2µl of cDNA Template and made 
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up to a final volume of 20µl using dH2O. Primers and probe were complementary to 

sequences in the 5’ UTR of the JFH1 genome. Reactions were performed using an Applied 

Biosciences 7500 Fast Real-Time PCR System. Samples were heated to 95oC for 20 

seconds to denature cDNA. PCR was then carried out in the following manner: (i) dsDNA 

strand separation at 95oC for 3 seconds (ii) primer annealing and strand elongation at 60oC 

for 30 seconds. Both steps were repeated sequentially 40 times. All qRT-PCR reactions 

were performed in triplicate. Cellular GAPDH controls were determined using the above 

protocol, using GAPDH specific primers. 

2.2.7. Light Microscopy 

2.2.7.1. Coverslip Preparation 

15mm diameter No.1.5 coverslips (VWR) were separated and added to a covered glass 

beaker containing 1M HCl, and left overnight at 50oC with gentle agitation. Coverslips 

were allowed to cool and then washed thoroughly using dH2O. Coverslips were then rinsed 

in 100% ethanol for 5 minutes before being left to dry on Type 105 Lens Cleaning Tissue 

(Whatman) in a sterile tissue culture dish. Manipulation of coverslips was carried out using 

sterile tweezers within a clean air hood. 

2.2.7.2. poly L-lysine coating 

Acid washed, sterile coverslips were separated and placed in a 15cm tissue culture dish. 

10-15ml of sterile filtered 1mg/ml poly L-Lysine solution (Sigma) was added to the dish 

and incubated with rocking for a minimum or 30 minutes. The polyamino acid was 

removed and the coverslips washed in dH2O a minimum of 6 times to remove the cytotoxic 

unbound poly L-lysine. Coverslips were then washed in 100% ethanol and dried in an open 

tissue culture dish in a clean air hood. Manipulation of coverslips was carried out using 

sterile tweezers. 

2.2.7.3. Sample Fixation 

Prior to fixation, growth media was aspirated and cell-coated coverslips were washed once 

in PBSA. Depending on the experiment, cells were fixed with either methanol, 

paraformaldehyde (PFA) or a paraformaldehyde/gluteraldehyde (PFA/GTA) mix. 

Coverslips undergoing methanol fixation were submerged in 100% methanol at -20oC for 

10 minutes. 4% PFA was freshly prepared through dilution in PBSA from methanol-free, 

Ultra Pure 16% formaldehyde stored in the dark. For PFA fixation, coverslips were 
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immersed to a depth of 2-3mm for 15 minutes at room temperature.  PFA/GTA fixation 

utilised 2% PFA, diluted in the same manner as 4% PFA combined with Electron 

Microscopy grade glutaraldehyde (Sigma) to a final concentration of 0.1%. Coverslips 

were immersed in the PFA/GTA fixative at 37oC and transferred directly to ice for 15 

minutes. 

2.2.7.4. Antigen Retrieval 

Following fixation, coverslips were washed once in PBSA, transferred to a microwave 

proof container and immersed in sodium citrate buffer (pH6.0). Samples were centred in a 

microwave oven set to high power and heated for 2-8 minutes or until the buffer started to 

boil. This was repeated several times, dependent on antibody. The volume of the buffer 

was observed and refilled as necessary. Coverslips were allowed to cool for 20 minutes 

then washed three times for 2 minutes with PBSA. 

2.2.7.5. Permeabilisation of Cells 

Fixed cells were permeabilised using either Triton X-100 or Digitonin depending on the 

nature of the experiment. Triton X-100 was prepared as a 0.5% solution in PBS, 

supplemented with either 5% serum from the same species as the secondary antibody or 

5% BSA for blocking of non-specific binding sites.  Digitonin permeabilisation was 

carried out using a variety of buffer agents, PBS, PHEM and Opti-MEM-I (GIBCO). Cells 

were incubated with digitonin at a concentration of 40µg/ml for 15 minutes. Live cells 

were permeabilised on ice while fixed cells were permeabilised at room temperature. 

2.2.7.6. Indirect Immunofluorescence 

Following permeabilisation and blocking, coverslips were washed three times with PBSA. 

Primary antibody was diluted to the appropriate working concentration in PBSA 

supplemented with 1% BSA and 0.3% Triton X-100 to reduce non-specific staining 

through hydrophobic interactions. 200µl of diluted antibody was added to cells and 

incubated for 1 hour at room temperature. Cells were washed 3 times with PBSA. 

Secondary antibody was diluted to a working concentration in PBSA supplemented with 

1% BSA and 0.3% Triton X-100, 200µl of this solution was added to cells and incubated in 

the dark for 1 hour at room temperature. Cells were once again washed 3 times with PBSA. 

If appropriate cell nuclei were stained by the addition of DAPI at 1/2000 dilution and 

incubated at room temperature for approximately 30 seconds. Cells were once again 

washed 3 times in PBSA. 
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2.2.7.7. Mounting of Coverslips 

Coverslips were washed in dHsO to remove residual salt and excess liquid was removed 

through gentle contact with blotting paper. Coverslips stained with organic fluorophores 

were mounted using ProLong Gold (Invitrogen) and sealed with nail varnish. Coverslips 

stained using quantum dots were mounted using 1:9 PBS:Glycerol solution and sealed 

using nail varnish. 

2.2.8. Quantum Dot Procedures 

2.2.8.1. Quantum Dot/RNA Probe 

RNA probes were conjugated to Qdot ITK 605nm Streptavidin (Invitrogen) quantum dots 

at varying ratios, at a volume of 200µl/coverslip in the presence of Qdot incubation buffer 

at room temperature for 1 hour. Probes were diluted to the appropriate concentration using 

PBSA.  Post fixation and permeabilisation blocking was carried out on coverslips using 

Endogenous Avidin/Biotin Blocking Kit (Invitrogen). PBSA was aspirated from coverslips 

in a 12 well tissue culture plate and 2 drops (50µl) of reagent A (Avidin solution) were 

applied followed by incubation at room temperature for 10 minutes. Coverslips were then 

washed thoroughly in PBSA before the addition of 2 drops (50µl) of reagent B (Biotin 

solution) and again incubated at room temperature for 10 minutes.  Coverslips were 

washed thoroughly and 200µl of conjugated probe added to each well followed by 

incubation at room temperature for 1 hour. Coverslips were then aspirated and washed 3 

times for 10 minutes with PBSA.  

2.2.8.2. Quantum Dot Antibody Conjugation 

The following method was used for both NS5A 9E10 antibody (provided by T. 

Tellinghuisen) and anti-FLAG ECS antibody (Bethyl) using the Qdot 585nm Antibody 

Conjugation Kit (Invitrogen). Antibodies were prepared in 300µl of PBS to a concentration 

of 1mg/ml prior to conjugation. 1 vial of SMCC (component B) was thawed to 37oC at 

least 15 minutes prior to use and 40µl of distilled water added to dye label marker 

(component G) and mixed through vortexing. 

14µl of thawed SMCC was added to a fresh eppendorf tube along with 125µl of Qdot 

nanocrystals (component A) and incubated for 1 hour at room temperature to allow 

activation of quantum dots (QDs). At 30 minutes during the activation process, 300µl of 

the antibody solution was added to a fresh eppendorf tube and mixed with 6.1µl of DTT 
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solution (component C) and briefly mixed followed by incubation at room temperature for 

30 minutes. 

Desalting columns were prepared prior to the end of QD activation and antibody reduction 

steps. The top and bottom caps from two desalting columns were removed and the storage 

buffer allowed to drain through the column. As the liquid reached the top of the column gel 

bed, 10 ml of exchange buffer (component E) was added and allowed to flow through the 

column. When the liquid level was just above the gel bed the column was recapped until 

needed. 

500µl of water was added to an eppendorf tube and the level of the meniscus marked on 

the tube. A further 500µl was added and again the meniscus marked; the water was then 

discarded. 

Upon completion of the antibody reduction step, 20µl of dye-labelled marker was added to 

the antibody solution. One of the desalting columns was uncapped and the remaining 

exchange buffer allowed to drain from the column. As soon as the liquid entered the gel 

bed, the dye-labelled, reduced antibody was added to the column. Once the reduced 

antibody had fully entered the gel bed, 1ml of exchange buffer was added to the column to 

completely elute the antibody. Antibody was collected from the column when the first 

coloured drop eluted. Desalted antibody was collected in the marked eppendorf tube, 

collecting no more than 500µl. 

Upon completion of the QD activation step, the other desalting column was uncapped and 

remaining exchange buffer drained from the column. As soon as the liquid entered the gel 

bed, the activated QD solution was added to the column. Once the activated QD solution 

had fully entered the gel bed, 1ml of exchange buffer was added to the column to 

completely elute the nanocrystals. 500µl of coloured material, eluted from the column, was 

collected in the eppendorf containing the reduced and desalted antibody. Upon collection 

the solution was mixed and incubated at room temperature for 1 hour. 

A 10mM working solution of quenching reagent was freshly prepared prior to use through 

the addition of 3µl of 2-mercaptoethanol to 4ml of distilled water. 10µl of working solution 

was added to the conjugation reaction mixture after 1 hour and incubated for a further 30 

minutes.  

A separation column was marked at two points, the first 45mm above the top of the frit, the 

second 55mm above the frit.  Separation media (component F) was resuspended through 
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gentle mixing and added to the 55mm mark on the separation column, 0.5 ml of distilled 

water was added to the column without disturbing the gel bed. A syringe (component H) 

was attached to the separation column via tubing (component J) and the plunger slowly 

withdrawn, extracting the solvent from the column. As solvent was removed from the 

separation media, the column was filled with PBSA to prevent dehydration of the gel bed. 

This was drawn through the column using the syringe and repeated twice. On the last 

PBSA fill, the liquid was drained to a level 2-3mm above the settled gel bed, the syringe 

and tube were removed and the separation column recapped. 

At this point the quenched conjugation reaction volume was split equally into two 

ultrafiltration devices (component K) and centrifuged at 4000x g for approximately 10 

minutes until the volume in each filtration unit was approximately 20µl. 

The separation column was uncapped and the remaining PBS allowed to elute by gravity. 

Upon the meniscus reaching the top of the gel bed, both volumes (approx 40µl) of the 

concentrated conjugation reaction were added to the separation column. This was allowed 

to enter the gel and 50µl of PBSA gently added to the gel bed. The reservoir above the top 

of the gel bed was then filled with PBSA and the sample allowed to elute by gravity. The 

dead space between the frit and the column tip was monitored as the coloured material 

passed through the column. When colour appeared in the dead space the first 10 drops of 

material were collected in a fresh eppendorf tube. No more than 10 drops were collected to 

prevent contamination of the conjugated probe with unbound antibody. Purified probe was 

stored at 4oC. 



	  
	  

75	  

2.2.9. Confocal Microscopy 

Coverslips were examined in either a Zeiss LSM 510 Meta or LSM 710 Meta confocal 

microscope. The following laser and filter sets were utilised for the corresponding 

fluorophore: 

Fluorophore Laser Filter Set 

DAPI Diode BP 420-480 

Alexafluor 350 Diode BP 420-480 

Atto 425 Diode BP 420-480 

Alexafluor 488 Argon BP 505-550 

Alexafluor 594 HeNe LP-560 

QD 585nm Diode Spectral Array 

QD 605nm Diode Spectral Array 

 

Channels were scanned sequentially at optimal resolution  of 1 Airy unit and an image size 

of  1024x1024; averaged over 4 times.  Datasets were collected using a 34 channel Quasar 

multichannel photomultiplier detection unit using LSM 510 software or Zeiss Zen 2011 

prior to exporting to AutoQuant for deconvolution and image analysis. The Quasar/PMT 

arrangement is shown in Figure 1. 
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Figure	  1.	  PMT	  Arrangement	  within	  LSM 

2.2.10. OMX Structured Illumination Microscopy (SIM) 

Samples for SIM were analysed at the SULSA OMX facility, University of Dundee using a 

Deltavision OMX Imaging System, Version 3. The microscope was operated in SIM mode 

using 3 solid state laser lines, 405, 488, and 568nm. SIM images were captured using 3 

channel dedicated back-illuminated 16-bit EMCCD cameras with a 512x512 chip size 

(Cascade II, Photometrics). Mounting media (ProLong Gold, Invitrogen) matching the 

refractive index of the objective lens (Olympus UplanS Apo 100x 1.42NA) was used in 

conjunction with the appropriate Applied Precision immersion oil. Field of view was 

40x40µm for SIM imaging. 

2.2.10.1. Target Location 

To identify cells of interest, samples were first imaged using a dedicated conventional 

Deltavision wide field fluorescent microscope designated Low Magnification Microscope 

(LMX). Using the high range of working distance and precision motorised stage, images 

from Regions Of Interest (ROI) were captured and the stage coordinates recorded. 

Numerous ROI were selected at this point before transfer of the sample to the OMX. 

During transfer, care was taken to maintain the same orientation of the slide between 
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microscopes. Cross indexing between OMX and LMX stage controllers allowed sharing of 

coordinates between the two systems to evaluate preselected low magnification ROI to be 

rapidly acquired using DVpoints. 

2.2.10.2. Image Acquisition 

All OMX image acquisition procedures were carried out remotely through a Linux 

controller running Deltavision softWoRx. The OMX system itself operates in a isolated, 

temperature controlled clean room environment. The desired cameras were activated in the 

necessary channels, and Electron Multiplication (EM) mode was selected for each camera. 

EM mode utilises the solid state multiplication register built into the end of the normal chip 

readout register  to multiply weak signals without the addition of noise from the output 

amplifier. This is achieved using a higher clock voltage across hundreds of stages within 

the register to multiply the original electron through the phenomenon of impact ionization. 

Following an initial image acquisition step to confirm correct ROI, microscope settings 

were optimised for the individual image. Minimum, maximum and mean pixel intensity 

values were displayed and used to adjust the relative signal levels of each channel. Ideally 

the maximum pixel count was 2000 higher than  user identified background. Typically 

laser intensity was set between 0.1-1%, with EMCCD sensitivity set to 3000 using 100ms 

exposure to provide a raw image of 16-bit dynamic range with the minimum laser intensity 

possible to minimize photobleaching. Sample thickness was measured and Z-stack 

parameters adjusted accordingly; stack heights were limited to 30µm. The light path was 

set to Structured Illumination mode. Samples were illuminated using a coherent scrambled 

laser light source passed through a diffraction grating to generate a 3D sinusoidal 

illumination pattern with a line spacing of 0.2µm. This pattern was shifted laterally through 

5 phases and 3 rotational shifts of 60o for each z step. During imaging simultaneous 

acquisition of 488 and 568nm channels was applied. Samples were subsequently imaged 

using 405nm laser excitation to limit photobleaching caused by the higher energy of this 

laser. Pixel binning was set to 1x1. Camera background was set using the Dark Image tool, 

mean pixel counts were approximately 50-100. SI acquisition was then initiated, typically 

capturing approximately 3000 individual images. 

2.2.10.3. Image Reconstruction 

Images were reconstructed offline using a separate softWoRx work station using the SI 

reconstruction function. The acquired SI images were selected as the input file, output file 

names were created by default. Object Transfer Function (OTF – the fourier transform of 
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the PSF) files were selected for each channel and the chosen objective before the SI image 

reconstruction was allowed to proceed. OTF files were generated prior to imaging through 

imaging of single 100nm fluorescent beads. 

Following SI image reconstruction, both the 405nm and 488/593nm image files were 

merged to create one three channel image file before undergoing alignment to correct for 

non-zero lateral displacement between the three separate EMCCD cameras. To initiate 

alignment the merged image file was used as input for the OMX Image Alignment tool, the 

Image Source Drawer was set to Standard and the alignment run. 

2.2.11. Live Cell Microscopy 

All live cell imaging was carried out using 35mm live cell dishes (MatTek Cultureware). 

Cells were incubated overnight and allowed to settle at 5% CO2 and 37oC. Washing and 

permeabilisation of cells was carried out using either PHEM buffer or Opti-Mem-I warmed 

to 37oC. Further incubations or imaging were carried out with the addition of DMEM 

lacking phenol red. Microscopy was carried out using a ZEISS LSM510 Meta confocal 

microscope, fitted with an enclosed stage heated to 37oC with a 5% supply of CO2. 

2.2.12. Electron Microscopy Techniques 

2.2.12.1. High Pressure Freezing 

High Pressure Freezing (HPF) was carried out using a Leica EM PACT2 system. Prior to 

use the system Dewar was filled with Liquid Nitrogen (LN2) and the valve to the sample 

bath opened and allowed to fill. The sample freezing process was run three times with an 

empty holder to ensure the hydraulic system was free of air bubbles. 

Samples were prepared in one of two ways. Cells were grown on 100% ethanol-sterilised 

Sapphire discs placed within a 35mm live cell dish to which cells, resuspended in 

DMEMCOMPLETE ,  were added and allowed to settle overnight at 37oC with a 5% supply of 

CO2. Discs were then removed and excess media blotted before being transferred to a 

specimen carrier which was in turn mounted into a bayonet pod loading device. Cells were 

resuspended in a number of different cryoprotectants, DMEM, 20%BSA, 20% dextran or 

10% Ficol, transferred to a sample carrier and again mounted into a bayonet pod and RTS.  

Mounted samples were transferred into the HPF system and the chamber locked. Upon 

initiation of the HPF process, samples were frozen at a rate of between 16,000oC/s and 

18,000oC/s before being automatically ejected into the LN2 filled sample bath. All further 
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manipulations were carried out under LN2. Samples were removed from bayonet pods and 

transferred to long term storage under LN2 at -196oC. 

2.2.12.2. Freeze Substitution 

Automatic Freeze Substitution (AFS) was carried out using a Leica EM AFS2. Prior to 

freeze substitution the AFS dewar was filled with LN2 and the system initiated to allow 

cooling of the Freeze Substitution (FS) chamber down to an operating temperature of -

80oC. Reagent containers were filled and inserted into the chamber and allowed to cool 

prior to use. Uranyl Acetate (UrAc) was dissolved in acetone to a concentration of 0.2% 

with 2% dH2O. Samples were transferred with cooled forceps to a flow-through ring, 0.2% 

UrAc was added to the sample bath and allowed to immerse the samples, followed by 

incubation at -85oC for 48 hours. The temperature was gradually increased over a 10 hour 

period to -50oC and the samples were washed twice in acetone for 1 hour.  

Following washing with acetone, 25% HM20 diluted in acetone was added to the samples 

and incubated for 4 hours at -50oC. This was repeated sequentially with increasing 

concentrations of HM20, 50%, 75% and 100%. 100% HM20 step was incubated for 8 

hours before being replaced with fresh 100% HM20 and incubated for a further 10 hours at 

-50oC. The chamber window was replaced with a LED UV lamp and sample 

polymerisation initiated by irradiation for 48h at -50oC. UV polymerisation continued with 

a 4 hour temperature gradient increasing from -50oC to +20oC followed by 8 hours at 

+20oC. Samples were then removed from the flow-through ring by scalpel. 

2.2.12.3. Sectioning 

Embedded samples were sectioned using a Leica EM UC7 ultramicrotome. Samples were 

trimmed using a glass knife before sections were cut using a diamond blade in a number of 

thicknesses, ranging from 100nm to 500nm and collected on water. Section tension was 

eased through the application of chloroform vapour above the samples before being 

collected on copper grids. 

2.2.13. Proteomics and Mass Spectrometry 

2.2.13.1. Media Preparation 

Dialysed FCS was prepared from Gibco stock used for tissue culture maintenance. 50ml of 

FCS was split between two 25ml 3.5kDa Slide-A-Lyzer (Thermo Pierce) cassettes and 

then submerged into 6L of PBSA at 4oC. The dialysis media was changed three times: after 
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1 hour, 3 hours, 9 hours and then left overnight. Dialysed FCS was then filtered into a 

50ml Falcon tube using a 45µm filtration unit and stored at -20oC. 

SILAC growth media was prepared using 2x 500ml bottles of SILAC DMEM (Thermo), 

deficient in Lysine and Arginine. Bottles were either labelled “Heavy” or “Light”, 50ml of 

DMEM was removed from both bottles and replaced with 10% dialysed FCS and 100 

units/ml penicillin/streptomycin; L-Proline (Sigma) was added to excess at 200mg/ml. The 

heavy labelled bottle was also supplemented with 50mg of 13C6 15N2 L-Lysine-2HCl 

(Cambridge Isotope Laboratories), 50mg of 13C6 15N4 L-Arginine-HCl (Cambridge 

Isotope Laboratories).  The light labelled bottle was supplemented with 50mg of L-Lysine-

2HCl (Sigma) and 50mg of L-Arginine-HCl (Sigma). 

2.2.13.2. Cell culture maintenance 

Cell lines grown for SILAC analysis were cultured in either SILAC DMEM “heavy” or 

“light” media at 37oC in a 5% CO2 atmosphere. Cells harbouring a neomycin resistance 

gene as part of the HCV SGR were cultured with G418 at a concentration of 100µg/ml. 

Cells were routinely cultured in 160cm2 Nunclon tissue culture flasks. At approximately 

90% confluency cells were removed using Cell Dissociation Buffer [enzyme-free] 

(Invitrogen, Life Technologies) followed by resuspension in 10ml of appropriately labelled 

SILAC DMEM. To ensure incorporation of isotopically labelled amino acids, cells 

underwent a minimum of 5 doublings followed by incorporation analysis by mass 

spectrometry. 

2.2.13.3. Preparation of Mammalian Cell Extracts for SDS-PAGE 

Fractionation 

Following the appropriate period of isotope incorporation cells, were dissociated as 

described in section 2.2.13.2. From this point onwards all steps were carried out in a 

keratin-free environment. Both heavy- and light-labelled cells were counted and 

transferred to two 50ml Falcon tubes and cells pelleted through centrifugation at 500x g for 

5 minutes. Supernatant was removed from both tubes and the cells washed with 5 pellet 

volumes of PBS before further centrifugation at 500x g for 5 minutes. Supernatant was 

again removed from both tubes and cells were lysed on ice using a minimal volume of  

RIPA Lysis buffer (Pierce Biotechnology) to obtain protein concentrations of 2-10mg/ml. 

Cell debris was removed by centrifugation at 14,000x g for 5 minutes and the supernatant 
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was removed to fresh tubes.  Protein concentration was determined in triplicate by 

Bradford assay compared to a BSA standard curve. 

Equal quantities of protein from both heavy and light lysate was added to a fresh eppendorf 

tube and diluted to 2mg/ml with NuPAGE LDS Sample Buffer (Invitrogen). Samples were 

then boiled for 5 minutes and clarified by centrifugation at 14,000x g for 1 minute. 50-

100µg (25-50µl) of clarified sample was loaded into one well of a MiniProtean TGX 4-

20% Bis-Tris 10 Well Gel (BioRad). Electrophoresis was performed at 120V until the 

desired protein separation had been achieved. The gel was then stained using SimplyBlue 

SafeStain (Invitrogen). Protein bands were excised from the lane by cutting 8-12 gel slices 

using a fresh scalpel and transferring them into fresh centrifuge tubes. 

2.2.13.4. In-gel Protein Digestion 

All solutions in the following method were added at a volume to sufficiently cover excised 

gel pieces. Excised gel slices were destained at room temperature using In-gel destain 

solution comprised of 1:1 solution of dH2O: Acetonitrile (Sigma). Samples were immersed 

in destain solution and shaken for 15 minutes at 800rpm. Washing was repeated to ensure 

complete destaining of gel slices. Destain solution was then aspirated from gel slices and 

the samples equilibrated by immersion in 100mM NH4HCO3.  Following a 5 minute 

equilibration, an equal volume of 100% acetonitrile was added to each gel slice and 

incubated for 15 minutes with shaking at 800rpm.  

The equilibration solution was then aspirated prior to the addition of In-gel reduction 

solution (comprised of 10mM DTT (Sigma) dissolved in 100mM NH4HCO3). Samples 

were then incubated for 45 minutes at 56oC with shaking at 800rpm. In-gel reduction 

solution was removed and replaced with In-gel alkylation solution comprised of 55mM 

iodoacetamide dissolved in 100mM NH4HCO3. Samples were then incubated for 30 

minutes at room temperature in the dark with shaking at 800rpm. 

Samples were washed with 100mM NH4HCO3 followed by an equal volume of 100% 

acetonitrile, this step was repeated twice. Gel slices were then dehydrated through 

immersion in 100% acetonitrile and dried in a vacuum centrifuge at room temperature until 

shrunken and white in appearance.  

In-gel digestion solution was freshly prepared and comprised of 12.5ng/µl modified trypsin 

(Promega) dissolved in 50mM NH4HCO3. Sufficient In-gel digestion solution was added to 

cover the gel pieces, and samples were incubated on ice for 30 minutes to allow 
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rehydration. Excess In-gel digestion solution was removed and the rehydrated gel pieces 

covered with 50mM NH4HCO3 followed by overnight digestion at room temperature. 

The first In-gel peptide extraction solution was prepared as a 1:1 solution of 

NH4HCO3:acetonitrile. Gel slices were immersed in this solution and incubated for 10 

minutes at room temperature with shaking at 800rpm. After 10 minutes the supernatant 

was aspirated and transferred to a 600µl Maxymum Recovery microtube (Axygen). Gel 

slices were then incubated with shaking at 800rpm for a further 10 minutes at room 

temperature, with the second In-gel peptide extraction solution comprised of 1:1 5% 

Formic acid:acetonitrile. This step was repeated and the supernatant pooled. Samples were 

then dried to completion in a vacuum centrifuge at room temperature. Samples were stored 

at -20oc. 
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3. Comparative Analysis of HCV RNA Replication Sites by CLSM 

and OMX Microscopy 

3.1. Introduction 

In recent years a number of methods for overcoming the ~λ/2 resolution limit, collectively 

known as super resolution microscopy, has been developed (Section 1.1.7). Among these 

different approaches, Structured Illumination Microscopy (SIM) and the OMX system 

provide a novel platform to increase the resolving power of fluorescence light microscopy 

without loss of the principal advantages over EM (Dobbie et al,2011). The use of a 

coherent, sinusoidal illumination pattern allows the extraction of additional information 

encoded in the fluorescent emissions which can then be resolved using post acquisition 

analysis (Gustafsson,2000;Schermelleh et al,2008). This technique leads to a doubling in 

both lateral and axial resolution while maintaining the depth of information required for 

more detailed study of the structure and localisation of intracellular organelles. In the 

context of viruses, which are obligate cellular parasites, super-resolution microscopy offers 

unique opportunities to explore virus-host interactions at greater resolution and deliver 

more detailed information about novel structures generated by infection. The aim of the 

following study was to apply OMX techniques to the structural analysis and localisation of 

HCV replication complexes (RCs) in order to achieve a greater understanding of this stage 

of the virus lifecycle compared to previous studies using Confocal Laser Scanning 

Microscopy (CLSM). 

 The mechanisms involved in HCV RNA replication are largely unknown. Similar to other 

positive-strand RNA viruses, genome replication is thought to occur through remodelling 

of the ER membrane, forming structures known as the membranous web (Gosert et 

al,2003). Confocal microscopy-based visualisation of cells harbouring replicating HCV 

RNA reveal punctate foci containing viral non-structural proteins and viral RNA closely 

associated with the surface of the ER (Targett-Adams et al,2008). Such foci are likely to 

represent RCs, which provide the scaffold for de novo synthesis of viral RNA. 

Investigation of such sites is possible by using cell lines that harbour self-replicating HCV 

RNA that encodes the viral proteins, which are necessary and sufficient for RNA synthesis 

(referred to as subgenomic replicons, Section 1.4.7.3). 

EM visualisation of predicted replication sites revealed clusters of heterogeneously-sized 

vesicles of 70-400nm embedded within a membranous matrix, a morphology similar to 

that of other positive-strand RNA viruses (Egger et al,2002;Miller et al,2008). While EM 
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provides the ultrastructural detail of predicted RCs, it lacks the specificity and depth of 

information provided by immunofluoresence microscopy. However the size and spacing of 

these vesicles and structures of interest are at or below the limits of spatial resolution (Dx,y 

=180-250nm, ~Dz = 500-700nm) afforded by traditional optical techniques, limiting their 

use in structural studies.  

The following study set out to utilise findings from earlier reports as a benchmark from 

which to examine the benefits and limitations of both CLSM and OMX techniques 

alongside a detailed evaluation of software to process the digital images generated by the 

two light microscopy methods. From this evaluation it was possible to investigate the 

structure of predicted replication sites in far greater detail than had previously been 

achieved. To limit observational bias during data analysis, a number of standardised 

colocalisation methodologies were applied to the datasets to provide an accurate measure 

of the relative distribution of viral components.  

 With a better understanding of the effects of increased  resolution on colocalisation 

variables it was then possible to investigate the relationship between HCV RCs and host 

membrane surfaces. This revealed unexpected findings, which bring into question the 

validity of some of the currently held paradigms based on RNA replication of related 

flaviviridae. 

3.2. Strategy for Comparative Analysis of HCV RNA Replication 

Sites by CLSM and OMX Microscopy Approaches 

The studies in this chapter combine use of different microscopy methods and software 

packages that have distinct analytical principles, which are applied to a model for 

examining HCV RNA replication. For ease of presentation, most sections are organised as 

a combination of results and discussion. In addition, the data and analysis are presented in 

the following order: 

a) Construction of cells that constitutively replicate HCV subgenomic RNA 

b) Selection of optimal parameters for CLSM 

c) Deconvolution of CLSM imaging data 

d) Comparison of 3D Models generated by Autoquant and Imaris software 

e) Optimisation of OMX microscopy parameters 

f) Interaction of NS5A with dsRNA at putative HCV replication sites 

g) Automated quantification of putative replication sites using Imaris 
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h) The affect of channel alignment on statistical colocalisation 

i) Quantification of colocalisation data 

j) Analysis of colocalisation results 

k) Interaction of replication sites with the ER membrane 

It should be noted that the overall intent was to progressively refine the process of data 

analysis, ultimately leading to a less biased and more statistically robust approach  to 

determining the colocalisation between viral and host components. 

 

3.3. Construction of Cells Harboring JFH-1 Subgenomic Replicon 

Colocalisation between the HCV dsRNA genomic intermediate and viral NS proteins has 

been shown previously, alongside the relative location and position of RCs to subcellular 

organelles (Targett-Adams et al,2008;Merz et al,2013;El-Hage et al,2003). Prior to using 

super resolution methodologies, replication and benchmarking of previous 

immunofluorescence imaging was carried out using the HCV subgenomic replicon system, 

which does not generate infectious particles and therefore allows investigation under less 

stringent biocontainment conditions. A cell line was constructed that contained the strain 

JFH-1 replicon (SGR-JFH1) (Figure 1 [B]) which encoded the neomycin resistance gene 

for selection of cells that constitutively replicated subgenomic RNA (Huh-7/SGR-JFH1) 

(Kato et al,2003;Targett-Adams et al,2005). To complement this system and overcome the 

limitations of certain antibody combinations, the study also took advantage of a GFP-

tagged NS5A fusion protein based on the aforementioned JFH-1 replicon system which 

was developed by Jones et al (Jones et al,2007) (SGR-JFH1NS5AGFP; Figure 1 [C]). To 

create subgenomic replicon cells, naive Huh-7 cells were electroporated with RNA 

transcribed in vitro by T7 RNA polymerase from SGR-JFH1NS5AGFP and selected for 

neomycin resistance. From this process, the Huh-7/ SGR-JFH1NS5AGFP cell line was 

produced, which constitutively replicated viral RNA, and also expressed GFP-tagged 

NS5A.  

Huh-7/ SGR-JFH1NS5AGFP cells were grown on coverslips and fixed using the fixation 

methodologies stated in Materials and Methods 2.2.7. These samples were used to confirm 

the previously established relationship between both NS5A/dsRNA and NS3/dsRNA 

(Targett-Adams et al,2008) using indirect immunofluorescence and imaged by CLSM. 

Figure 2 [A] and [B] show the close relationship between the three targets, seen as signal 

overlap at both magnifications provided by CLSM, the results of which are in agreement  
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Figure 1. Subgenomic replicon structures SGR-JFH1 and SGR-JFH1
NS5AGFP

[A] Organisation of the infectious full length JFH-1 genome including the structural 

proteins C, E1 and E2. Structural proteins p7 and NS2 are removed and replaced with 

the Neomycin resistance gene (neo) and EMCV IRES inserted upstream of NS3 coding 

sequences to produce the subgenomic replicon SGR-JFH1 [B],  GFP ORF was inserted 

between amino acids 418 and 419 of NS5A to produce the subgenomic replicon 

SGR-JFH1
NS5AGFP

 [C]
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Figure 2. Visualisation of NS5A-GFP, NS3 and dsRNA in cells actively 
replicating SGR-JFH1

NS5AGFP
 RNA

Huh-7 cells consitutively replicating RNA from  SGR-JFH1-NS5A
GFP

were fixed and 

stained for NS3 using NS3 antisera and  dsRNA using J2 [A] and [B]. Scale bar represents 

10µm.
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Overlay
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with previously published studies (Targett-Adams et al,2008). Similar results were 

obtained for Huh7/SGR-JFH1 (data not shown). 

3.4. Selection of Optimal Parameters for CLSM 

To evaluate data collected by CLSM in greater detail, images were acquired by serial 

optical sectioning through cells (Z-stacks). HCV NS5A and the viral RNA genome were 

interrogated as test subjects for methodology optimisation. Fluorophores were chosen to 

prevent cross talk between channels, allowing multitrack acquisition and samples were 

mounted in an antifade media of appropriate refractive index. For deconvolution purposes 

frame size and pixel sampling rate was determined using Nyquist-Shannon sampling 

theorem, as twice the highest frequency component of the image {Nyquist, 1928 509 

/id}{Bracewell, 1999 364 /id;Shannon, 1949 510 /id}.  Nyquist-Shannon sampling 

theorem allows the determination of the minimum number of pixels required to accurately 

represent and therefore reconstruct the imaging data acquired by the microscope. Given 

that the minimum resolution of the optical microscope is governed by the Abbe limit, the 

digital imaging device must be capable of sampling at an interval half that of the resolution 

limit to prevent any loss of information.  
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Equation 4. Calculation of Minimum Resolvable Distance (d) and Minimum (Nyquist-Shannon) Sampling Rate  

Calculation of axial resolution is complicated by the hourglass diffraction pattern 

generated when imaging in the x-z or y-z plane.  However this pattern still exhibits the 

central maxima and periodicity similar to the airy disk seen in the x-y plane, as shown by 
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Linfoot and Wolf (Linfoot et al,1956). Therefore the axial resolution δ for the system was 

taken as one quarter of the distance between the first axial minimum and the central 

maximum within the Airy pattern. Distance from the centre of the 3-D diffraction pattern 

to the first order axial minimum is determined using the following equation (Pawley,2006). 

𝜻𝐦𝐢𝐧𝑫𝑨𝑷𝑰 =
𝟐𝝀𝜼
𝑵𝑨 𝟐 =
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= 𝟔𝟗𝟎𝒏𝒎 
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𝟏
𝟒
𝟔𝟗𝟎 − −𝟔𝟗𝟎 = 𝟑𝟒𝟓𝒏𝒎 

∴ 𝐌𝐢𝐧𝐢𝐦𝐮𝐦  𝐒𝐚𝐦𝐩𝐥𝐢𝐧𝐠  𝐑𝐚𝐭𝐞 =
𝐒𝐡𝐨𝐫𝐭𝐞𝐬𝐭  𝐑𝐞𝐬𝐨𝐥𝐯𝐚𝐛𝐥𝐞  𝐃𝐢𝐬𝐭𝐚𝐧𝐜𝐞𝐃𝐀𝐏𝐈

𝟐
 

= 𝟏𝟕𝟐.𝟓𝒏𝒎 
Equation 5. Calculation of axial resolution and sampling rate 

Where λ is the emission wavelength and η is the refractive index of the immersion media. 

It is worth noting that the ζminDAPI shrinks inversely proportional to the square of the NA of 

the objective in contrast to the lateral resolution limit which shrinks with the first power of 

the NA. Therefore while both lateral and axial resolution are improved by increasing 

numerical aperture, z-axis resolution improves more dramatically (Pawley,2006). 

Data was captured in 12-bit mode throughout the project for greater accuracy during post 

capture quantitative analysis and scan speed was automatically optimised using the LSM 

710 control software. Optimal pinhole size for each individual channel was 1AU, 

providing the best resolution and depth discrimination. However to achieve equal optical 

slice thicknesses pinhole size was altered to attain equal z-depth between channels. Using 

the Range Indicator palette, amplifier offset and detector gain were adjusted to ensure 

appropriate dynamic range and prevent saturation of the image (Figure 3).  

3.5. Deconvolution of CLSM Imaging Data 

Following image acquisition, CLSM datasets underwent deconvolution to reverse the 

degradative blurring effects found within diffraction-limited microscopy systems, a 

mathematical process known as convolution. This process was carried out using Media 

Cybernetics Autoquant software in a 3-D Adaptive Blind Deconvolution mode. Blind 

deconvolution methods were utilised over non-blind methods using a measured PSF due to 

the low signal to noise ratios of the images and time constraints within the project 

Adaptive blind deconvolution utilises maximum likelihood estimation and constrained  



Figure 3. Z-stack montage  of CLSM data prior to deconvolution
Huh7/SGR-JFH1 cells were fixed and stained for NS5A using NS5A antisera and  

dsRNA using J2. Images were captured by CLSM with XY spacing of 46nm and Z of 

165nm, full dataset not shown.  Scale bar represents 20µm.

dsRNADAPI NS5A
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iteration to reconstruct the best image solution for the collected dataset rather than the 

application of a single measured PSF across all images. Classical image restoration 

processes require the PSF of the system to be explicitly known prior to deconvolution. 

However, real world optical systems have a number of degenerative non-linear effects 

which prevent an accurate measurement of the true PSF. Blind deconvolution adapts to this 

real world PSF which can differ significantly from the theoretical PSF due to variance in 

biological specimens, thermal expansion and image noise, to provide a more accurate, 

sample-specific PSF (Campisi et al,2007). One practical advantage of the deconvolution 

process is the inherent reduction in sample noise, rejecting aberrant noise lying outside the 

bandwidth of the microscopy system  (Anon.,2008). 

Datasets were loaded into Autoquant and image acquisition parameters such as sample 

spacing, emission spectra, objective lens and immersion refractive index were confirmed. 

10 rounds of iterative blind deconvolution were then applied to the dataset based on the 

likelihood function of the deconvolution process. Figure 5[A] demonstrates the 

improvement in image quality and resolution provided by the deconvolution process. The 

zoomed area clearly shows a number of distinct punctate sites in green, representing viral 

genomic intermediates, surrounded by a less distinct red signal (NS5A) representing the 

convolutions of the membranous web and more general ER staining consistent with the 

distribution of NS5A (Targett-Adams et al,2008).  

3.5.1. Comparison of 3D Models Generated by Autoquant and Imaris 

Software 

3-D modelling capabilities were compared between the Media Cybernetics Autoquant and 

Bitplane’s Imaris software packages. Using the previously deconvoluted dataset from 

CLSM images, surface modelling was carried out using both packages, each using a 

similar isosurface-modelling algorithm. The solid surface generated through isosurface 

modelling represents a constant value within the dataset. Where the values between 

neighbouring, incrementally examined voxels, transition across this threshold value, a 

triangle is created between them each transition. Setting of this threshold value differs 

between software packages; Autoquant is restricted to an automatically selected threshold 

value based on a “Mexican hat filter” background subtracted histogram. This process 

allows objects of various intensities within the image to be identified above what maybe a 

variable background prior to background subtraction. The resultant histogram gives the 

appearance of the profile of a number of sombreros placed on a surface. The Imaris 
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package provides a more flexible modelling environment, utilising a number of user 

defined variables during the surface modelling process 

 Threshold values in Imaris can be defined based on the absolute values within the 

histogram or a background subtraction algorithm similar to Autoquant. Selection of either 

method is dependent on the signal to noise ratio within the dataset. Background subtraction 

methods are more suitable for the inherently noisy CLSM images. In both packages a 

Gaussian filter is used to estimate the background intensity of each voxel before 

subtracting the variable background from every voxel within the dataset.  

Discrimination of the object background threshold is based on the algorithm of Ridler and 

Calvard (Ridler et al,1978). This threshold selection method attempts to extract object data 

from the image using an iterative process, based on background sampling. Background 

“patch” samples are selected far from the object, i.e. the corners of the image and utilised 

as a switching function against which the rest of the image is compared. The switching 

function itself is a grey value of the mean density the patch sample taken previously. Image 

signals that match the switching function value are defined as background while those 

above the switch are defined as object and processed through one of two integrators. Upon 

processing the final element of the image, the integrator elements are averaged to find a 

threshold, L0. The dataset is then defined as black or white dependent on the pixel or voxel 

value relative to this threshold and the resulting silhouette used as the new switching 

function for the following iteration (Ridler et al,1978).  
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Figure. Imaris thresholding process used to identify objects within the image through iterative integration of the 

selected background. 

It was assumed that the Autoquant automatic threshold operated on a similar principle. 

Figure 5 [B] shows the isosurface generated using the Autoquant automated process; 

similar results were achieved using the Imaris automated function. While brighter regions 

of the image have been successfully rendered, such as the ROI, it is apparent that a number 

of lower intensity regions have been calculated as background by the system. This could 

result from the manner in which the automated algorithm selects background. The low 

intensity of the fluorescence coupled with the punctate nature of the replication sites may, 

taken out of context during comparison with the switching function, be classed as 

background, thereby yielding a far lower percentage of surface modelling than would be 

expected. Figure 5 [C] and  [D] show the manually thresholded modelling process 

available in Imaris, resulting in a far higher and more realistic textured percentage of the 

image.  

Comparison of the two modelled ROI, Figure 5 [B] & [D] demonstrates the similarity 

between the two systems in brighter regions of the image. While scaling was identical 

within the xy plane of the model, changes to the CLSM dataset through Autoquant 

deconvolution resulted in compression of the model on the xz and yz axis. It was found  
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Figure 5. Comparison of deconvolution and volume rendering software and 
methodologies
Huh-7/SGR-JFH1 cells [A] and [C] were fixed and stained for NS5A using NS5A antisera 
and dsRNA using J2.  x63 CLSM images [A] were deconvolved using Autoquant software.  
Deconvolved data was used to generate surface rendered models [B] based on 
maximum intensity projections using Autoquant [B] and Imaris [C] [D] .  Cell Nuclei were 
stained using DAPI.  Scale bar represents 10μm [A],[C] and 500nm[B], [D] .
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that the automated transfer of image data within the pipeline from Autoquant to Imaris 

resulted in the misreading of scale values within the dataset, from µm to nm, This required 

manual comparison and correction of file metadata prior to modelling or analysis using 

Imaris this difficulty was only noted in the TIFF file format.  

Given the previously identified limitations of the automatic thresholding process in 

detecting lower intensity replication sites within the image, Imaris was chosen as the 

preferred modelling software due to its manual thresholding function. Despite the 

increased risk of operator bias it was felt that this was the most appropriate methodology to 

adopt, especially due to the increased resolution and therefore small replication site size, 

provided by SIM. 

3.6. Optimisation of OMX Microscopy Parameters 

SIM imaging was initially carried out using the SGR-JFH1NS5AGFP   cell line, utilising the 

previously described dsRNA antibody J2 and acquired using the API OMX Blaze 

microscope system.Images were captured on three, channel specific back illuminated 16 

bit scientific CMOS cameras with a 512x512 pixel chip size. Images were captured using 

SIM with a pixel resolution of 0.08µm. Prior to super-resolution acquisition, cells of 

interest were imaged using the LMX widefield microscopy system and the spatial co-

ordinates recorded for transfer to OMX. SIM imaging mode was selected and channel 

exposure settings were adjusted to provide a mean intensity count value of approximately 

50-100. Z-depth was manually determined by visual identification of the upper surface of 

the cell and the lower coverslip/cell interface and automatically adjusted from this the 

optical section spacing. 488 and 594nm channels were captured simultaneously followed 

by the 405nm channel. Subsequent imaging of the 405nm channel was carried out to limit 

non-specific photobleaching of the fluorophore due to the higher energy excitation laser. 

Raw data was transferred to the processing workstation for reconstruction. Using a 

previously acquired Optical Transfer Function (OTF) file, data was processed to produce 

the reconstructed image. OTF files contain the fourier transform of a measured PSF 

representing the radial (XY) frequency and axial (Z) frequency of the microscope system 

for a point source of light. This is acquired for each channel through imaging of 100nm 

single fluorescent bead. Reconstruction was carried out on both the 488-594nm file and the 

separate 405nm file before the two were merged to create a single three channel file. 

Finally, channels were corrected for alignment errors. It is worth noting that this procedure  
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was not optimised; manual correction of z-axis correction is discussed later (Section 3.9). 

A comparison of the CLSM and OMX image processing procedures is shown in Figure 6. 

 

3.7. Interaction of NS5A with dsRNA at Putative HCV Replication 

Sites 

Using Huh7/SGR-JFH1NS5AGFP cells, the location of HCV NS5A at foci containing dsRNA 

was examined as these were deemed to be putative sites of HCV RNA replication. Cells 

were grown overnight prior to fixation and stained for dsRNA. Coverslips were mounted 

using antifade reagent prior to SIM imaging (Materials and Methods 2.2.7.7.). Previous 

analysis of dsRNA/GFP-NS5A distribution, as demonstrated in Figure 2 [A] and [B] show 

colocalisation at the maximum resolution afforded by CLSM. Using OMX imaging, it was 

possible to determine the relative distribution of these moieties at a resolution 

approximately twice that of CLSM. Following acquisition and preprocessing of raw OMX 

data, datasets were processed to remove any remaining background noise and the punctate 

sites were modelled using the process described in 3.6 above and in Figure 6. A ROI was 

selected which centred around an individual dsRNA/NS5A focus that was representative of 

the foci detected. 

Figure 7 shows the 3-D model of a predicted replication focus. The reconstruction 

illustrates differences from similar data obtained by CLSM. Rather than presenting as 

colocalised signals, a distinct sub-population of the dsRNA and GFP-NS5A signals exist in 

a nested configuration, with the dsRNA residing within a scaffold formed by NS5A. This 

configuration was observed from visual examination of 5 OMX datasets acquired during 

the imaging process. The GFP-NS5A protein existed in two discernible structural forms. 

The first had little or no apparent structure, was less than 300nm in size and showed no 

colocalisation with dsRNA, Such data were interpreted to represent immature or partially 

formed replication site debris, making up a large portion of the signal distal to the nucleus 

(data not shown). The second form of NS5A possessed a discrete and relatively uniform 

barrel structure of approximately 300nm, centred around a core dsRNA signal (Figure 7). 

Such sites were relatively few in number, roughly 10-20 per cell with a somewhat 

perinuclear distribution, visible either as single structures, or as shown in Figure 7, larger 

multinucleated structures, with each internal space having a diameter of approx 300nm. In 

each case, this gap was filled by the signal for dsRNA, which mapped precisely within the 

space created by GFP-NS5A. The elongated nature of the reconstruction is a result of the 

2x difference in lateral and axial resolution (Gustafsson,2000). It is highly probable that  
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Figure 7.  Modelling of OMX data showing hollow structure interaction of 
the GFP-NS5A protein complex with dsRNA at putative replication sites
Huh-7/SGR-JFH1-NS5AGFP cells were fixed and stained for dsRNA using J2 antibody. 
Images were acquired by OMX miroscopy while surface modelling was performed on 
structures of interest using Imaris. Scale bar represents 300nm
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the dsRNA signal is more spherical than linear in nature. Increasing the transparency of the 

GFP-NS5A model towards 50% allowed better visualisation of the spatial relationship 

between the two components as seen in the bottom right panel of Figure 7. 

3.8. Automated Quantification of Putative Replication Sites Using 

Imaris 

Given the ability to discriminate between different forms of NS5A, a more rigorous 

approach was attempted for quantitative analysis of putative replication sites. To validate 

the results with a non-tagged form of NS5A, Huh-7/SGR-JFH1 cells were used for the 

following analysis. To limit the effects of truly random non-specific background staining, 

Imaris software was applied to evaluate the dataset for significant colocalisation between 

HCV NS5A and NS3. The J2 dsRNA antibody was replaced with NS3 due to the nested 

configuration of the NS5A/dsRNA signals observed in the above studies, which yielded 

reduced colocalisation by OMX. NS3 and NS5A exhibit a high degree of colocalisation, as 

evidenced from previous studies (Gosert et al 2003) and as shown in Figure 8a [A]. This 

colocalisation was then analysed using single cell images generated by OMX (Figure 8a 

[B]). From this evaluation a third channel based on the colocalised signal from the two 

proteins, identified using the scatterplot in Figure 8b [C] (see Section 3.10 for a description 

of Scatterplot analysis), was generated and the resultant signal was employed for surface 

rendering (Figure 8b [D]). The Imaris MeasurementPro sphere detection feature was then 

utilised on the rendered model in Figure 8b [D], to identify and quantify all individual 

structures with a roughly spherical structure of any size (Figure 8b [F]). As the 

colocalisation channel had already undergone Costes thresholding, (Section 3.11.1) 

background subtraction or thresholding was unnecessary at this stage. 

Following quantification of modelled objects within the colocalised channel, the sphere 

detection feature of Imaris was again reapplied to the colocalised dataset. In this instance a 

number of filters were applied to the data, removing all objects below the 300nm diameter 

threshold previously observed, identified in [E]. Subtracting the number of  ≥300nm 

objects from the original count provided a quantification of the two distinct populations 

being investigated. This methodology was applied to a number of OMX datasets and the 

data plotted in Figure 8c. 

Results revealed a significant difference in population sizes across the 6 samples analysed 

in this manner. From the mean number of total objects quantified (n≈1000) approx. 60 

objects had a diameter of ≥300nm.  Although there is significant variation between 
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individual samples, there is an approximately 100-fold difference between the two 

populations.  

There are a number of factors which affect the accuracy of this analytical method. The 

most obvious factor is the inclusion of other cells or parts thereof within the image area 

which could skew the quantitation results. This form of error is even more important given 

the non-homogeneous distribution of the two populations within the cell. Inclusion of 

distal regions of other cells will result in an increase in quantity of <300nm objects. This 

issue can be avoided through the selection of an ROI within the dataset, excluding 

extraneous data from other cell components. Unfortunately automatic ROI selection, 

utilised to prevent user bias, was not possible given the complexity of the datasets being 

examined.  

One of the more complex causes of error lies with the manner in which the software 

determines the centre and size of spherical objects and the nature of the objects being 

studied. Imaris software selects and identifies spheres by the “quality” of an object’s 

sphericity from a central point of maximal intensity, in other words the software examines 

the dataset for solid spherical objects. This poses a problem for comparative analysis of 

HCV replication sites. As stated above, the ≥300nm structures of interest appear to have a 

hollow spherical nature, resulting in a central minimum instead of a central maximum, akin 

to an inverse PSF. When such an object is analysed using the MeasurementPro package, 

the quantitation algorithm fails to recognise some of the hollow spherical, or 

multinucleated structures described in Figure 7. Instead, the software selects high intensity 

regions within the structure, ostensibly the walls or surface of the RC being quantified, 

utilising these as seeding points from which to determine spherical regions for 

quantification. This can result in a number of error variations, from multiple spheres 

assigned to single objects through to multinucleated regions being recognised as single 

spheres. 

Although the unique nature of the data being analysed can result in such errors, the 

characteristic signal intensities of hollow structures should allow customised algorithms to 

identify these regions with far greater accuracy than the current package filters available. 

Identifying spherical objects of maximal intensity with a diameter of 300nm with a central 

minimum is a computationally simple task. While the development of such an algorithm 

lay outside the remit of the project, the ability to link the Imaris package with an 

alternative numerical computation and visualisation package, such as Matlab could allow 

scope for further work within this area. 
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Figure 8a.Colocalisation of replication sites identified by the NS3 and NS5A 
proteins for quantification using Imaris MeasurementPro
Huh-7/SGR-JFH1 cells [A] [B] were fixed and stained for NS5A using anti-NS5A antibody 
and NS3 using anti-NS3 antibody.  Image [A] captured using confocal microscopy at x40 
magnification. Cell Nuclei were stained using DAPI.  Scale bar represents 10μ m.
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Figure 8b. Quantification of identified replication sites using Imaris 
MeasurementPro
Single cell images captured by OMX microscopy (Shown in Figure 7a) were used to 
produce colocalisation channel histogram [C] and the resultant surface rendering [D]. 
Spherical structures were separated by size and identified using Imaris 
MeasurementPro [E] and [F]. Cell  Scale bar represents 10μ m.
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Figure 8c. Quantification of replication sites
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3.9. The Affect of Channel Alignment on Statistical Colocalisation 

During analysis of the OMX data it became apparent that the automated alignment process 

did not accurately correct an apparent shift between channels. Unlike single detector 

systems such as the photomultiplier detection unit employed in CLSM, the use of 

individual cameras and optical trains with the OMX system can result in significant shifts, 

rotation and magnification errors. To confirm and adjust alignment, multi-colour 

fluorescent 100nm TetraSpeck Beads, dried onto a coverslip were utilised for camera 

calibration. 

Despite the care taken to ensure channel alignment it became obvious that the datasets 

acquired still continued to display a degree of channel shift, most noticeable between the 

green 488nm and red 594nm channels. Figure 9a [A], shows the apparent lateral 

colocalisation of the GFP-NS5A and NS3 signals, which demonstrate a high level of 

colocalisation by CLSM. By contrast Figure 9a [B] shows the lack of colocalisation within 

the axial domain for OMX images taken with Huh7/SGR-JFH1NS5AGFP cells.. The 

uncorrected image [B] shows the GFP-NS5A and NS3 signal, colocalised within the xy-

plane but a uniform disparity within the z-plane. The resultant effects on colocalisation 

statistics are clearly visible in a scatterplot derived from the uncorrected  image (Figure 9a 

[D]) which indicates a random distribution of voxels. Using Imaris, the 594nm channel 

was shifted by -2 voxels relative to the 488 and 405nm channel (corrected image in Figure 

9a [C]). Standard channel alignment methodology utilises correction of the 594nm and 

405nm channels relative to the 488nm reference channel. The inability to perform half 

voxel shifts of the data set within the software package prevented complete channel 

alignment. The validation of this shift was confirmed both visually through merging of xy-

aligned voxels and through analysis of the colocalisation scatterplot (Figure 9a [E]). 

Comparison of the original (Figure 9a [D]) with the corrected version (Figure 9a [E]) 

shows the shift from randomised signals towards a more linear dispersion indicative of 

greater colocalisation of NS3 and NS5A. 

3.10. Scatterplot Analysis 

Having defined and confirmed the axial correction shift required for correcting channel 

alignment a comparative study of the effects of increased resolution on colocalisation 

values was performed. Similar 3-D CLSM and OMX datasets of SGR-JFH1NS5AGFP cells  
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Figure 9a.  Correction of channel alignment within the Z-plane leads to an 
increase in colocalisation between channels
Huh7/SGR-JFH1

NS5AGFP
 cells were fixed and stained for NS3 using NS3 antisera. Panel [A] 

shows expected XY colocalisation by OMX microscopy.  Panel [B] shows misalignment of the 

594nm channel relative to the 488nm channel along the Z-axis and the resultant decrease 

in channel colocalisation shown in panel [C] . Realignment of the 594nm channel was 

carried out using a 2 voxel shift applied to the Z-axis shown in panel [D] resulting in an 

increase in scatterplot colocalisation seen in panel [E].
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Figure 9b. Variation in colocalisation values dependent on image resolution.
Huh7/SGR-JFH1

NS5AGFP
 cells were fixed and stained for NS3 using NS3 antisera. Images 

were captured using either CLSM (Zeiss, LSM710) [A] [E],  or  OMX [B] [F]. Colocalisation 

analysis was carried out using Imaris and comparative results plotted [I]. Scale bar 

represents 10µm.
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were processed in the manner described above. Colocalisation analysis was performed 

using the Imaris Coloc module, which generates the scatterplots displayed in Figures 8a 

and 9a. 

Scatterplot analysis was used frequently throughout the project to provide an easily 

understood visual representation of colocalisation within the datasets. Each pixel or “bin” 

within the plot represents a voxel with the intensity values matching that particular co-

ordinate based on a Cartesian coordinate system. 

𝐵𝑖𝑛  𝑉𝑎𝑙𝑢𝑒 = [𝐼𝑛𝑡𝑅𝑒𝑑!,! , 𝐼𝑛𝑡𝐺𝑟𝑒𝑒𝑛!,!] 

Using this method, voxels with maximum intensity in the red channel but 0 in the green 

will lie at the maximum of the y axis, while those with maximum intensity in the green 

channel will lie on the x axis. Therefore a voxel with equal intensity in both the red and the 

green channels will be plotted in a linear manner equidistant from both axes. Where voxels 

share the same intensity values and scatterplot coordinates, the values are summed and the 

colour of the representative bin altered as a heat map ranging from blue for bins with single 

voxel values to red for those with maximum summed values. In this way the manner and 

distribution of colocalisation can be visualised. The ideal “perfect” colocalised dataset is 

presented as a linear dispersion at a 45o angle from the origin with tight clustering of bins 

around this line of regression resulting in a low R2 value. Image background is visualised 

as a hot spot near the origin, where low intensity (0,0) coordinates cluster.  

Real world sampling however rarely provides such datasets; uneven labelling between 

targets, background noise, photobleaching (especially given the high intensity lasers 

utilised in OMX) and miscalibrated acquisition channels during microscopy can all 

significantly alter datasets to result in skewed colocalisation plots. Where the intensity of 

one channel dominates over another, this may be seen as a tilt of the linear dispersion 

towards that axis. However this may also arise from high background within that channel 

or poor/unapplied background subtraction.  

The nature of the images being analysed also presented a number of challenges. For larger 

targets, there is greater accuracy in colocalisation plotting, with small errors in channel 

alignment chromatic aberration and staining being averaged out. Moreover, greater 

numbers of antibody targets or GFP molecules increase the intensity of each PSF which 

will be evident therefore as a higher signal to noise ratio and voxel intensity. The accuracy 

required for any experiment and the resolving power of the microscopy system also play an 
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important part in the distributions within the plot. There are a number of challenges 

associated with increasing microscope resolution and in particular SIM. As resolution 

increases, the effect of spatial errors and optical train on colocalisation increases also. 

Hence, an optical system such as the OMX will be affected twice as much as CLSM. This 

is compounded by imaging and modelling replication sites of a size at or beyond the 

diffraction limit. While a 1 voxel shift error may not have a noticeable effect on 

colocalization of diffuse targets within a large structure, such as mitochondria, the effects 

on colocalisation of proteins within a punctate site of 300nm can be significant.  

By way of an example the colocalisation scatterplot from CLSM data (Figure 9b panels [C] 

and [A] respectively) reveals a distinct but skewed level of colocalisation within the 

dataset. As mentioned previously, in an ideal dataset with perfect colocalisation, the 

majority of bins within the scatterplot would exist as a straight diagonal line. Such a 

graphical representation requires signal intensities of the two channels to essentially be 

identical. Deviation from the ideal can be seen in Figure 9b [C] with the difference in 

maximal signal intensity between the 594nm and 488nm channels resulting in the line of 

regression being heavily weighted towards the higher intensity red channel. While such 

skewing may be the effect of intense background signal, observation of the original image 

Figure9b [A] suggests this is not the case and that the diagonal for the colocalised is 

generated by the higher intensity fluorophores of the NS3 (red) signal as compared to that 

of GFP-NS5A. 

The OMX colocalisation scatterplot Figure 9b [D] shows a distribution distinct from that 

of the lower resolution CLSM dataset.  Signal intensity is more even between the two 

channels however the distribution of voxels lacks the narrow linear dispersion seen in the 

lower resolution CLSM dataset. Given the differences in the intensity maximum between 

the CLSM and OMX data, this distribution is more likely the result of compression of the 

intensity values within the dataset. This can be caused by a divergence in actual maximum 

values within the image and those recorded in the image file metadata. This divergence 

seems to be caused by an isolated number of noisy pixels with high intensity captured 

during imaging which are then lost during image processing. 

Given the lack of a clearly defined line of regression and the low level of signal intensity 

within the scatterplot in Figure 9b [D], the datasets in [A] and [B] were compared and 

validated with a randomised image of similar signal intensity and voxel quantity. To 

construct such randomised imaging data, an artificially randomised version of the dataset 

was created through inversion of the 488nm channel. This image shown in Figure 9b [F]. 
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was then utilised to generate a colocalisation scatterplot (Figure 9b [H]) by applying the 

same parameters as the original analysis. Given the non-diffuse, punctate nature of signals 

detected for the HCV NS proteins, any colocalisation within the image should be random. 

This randomising process was repeated for the CLSM dataset for comparative purposes  

(Figure 9b [E] and [G]). 

The results of this randomisation process on the OMX data are apparent (Figure 9b [H]), 

where exclusion between the two channels is clearly evident in the two distinct bin 

populations. The low intensity correlated pixels close to the xy intersect are the result of 

background noise and 0 value voxels. Again, given the punctate nature and high resolution, 

this level of clustering around the origin when compared to the CLSM scatterplot (Figure 

9b [G]) is to be expected.  

Comparing the original and flipped scatterplots highlights the clear difference between 

randomised data and the colocalised voxels of the original image. Therefore while there is 

a significant difference between the two scatterplots themselves (Figure 9b [C] and [D]) 

each plot when examined in the correct context can be regarded as representative of 

colocalisation within the respective datasets. 

3.11. Quantification of Colocalisation Data 

Based on the colocalisation scatterplots described above, the Imaris Coloc analysis module 

was used to yield quantitative analysis of the precise colocalisation values with the 

intention of  limiting operator error and bias during interpretation. The aim was to develop 

a standardised protocol and algorithm for comparison of multiple datasets in a more 

meaningful manner. To achieve such an objective required a more detailed understanding 

of the processes and parameters applied by Imaris, especially for OMX datasets as there 

has been limited application of this software to interpret super-resolution images. 

The following four subsections describe some of the underlying mathematical approaches 

and other considerations that contribute to the generation of quantitative analysis by Imaris 

and its interpretation. 

3.11.1. Costes Threshold 

Several approaches have been developed for the quantitative analysis of colocalisation, 

either through cross correlation (Akner et al,1991) or cluster analysis of the generated 

histogram (Demandolx et al,1997). However the majority of these methodologies are either 
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qualitative or subjective, requiring manual identification of clusters within the histogram. 

Two correlation algorithms are now widely utilised for quantitative estimation of 

correlation, the Pearsons Correlation Coefficient (PCC) {Pearson, 1896 374 /id}{Manders, 

1992 371 /id;Pearson, 1895 511 /id} and the more biologically relevant coefficients 

produced by the Manders Overlap Coefficient (MOC)(Manders et al,1993). Importantly, 

both the PCC and MOC require a threshold to be set for each value, acting as a cutoff 

between specific staining and non-specific background. Colocalisation is then analysed 

based on the overlapping signal between both channels that are above this threshold. The 

greatest problem with these methods is the manner in which the thresholds are set, usually 

through visual estimation, resulting in inconsistent and irreproducible results (Costes et 

al,2004). 

To overcome this limitation, Costes et al developed an automated threshold estimation 

system based on the correlation within different regions of the two-dimensional histogram. 

Costes’ approach uses a statistical test developed from Lifshitz (Lifshitz,1998) to 

determine the probability (P-value) of the correlation coefficient r,  from the two channels 

being significantly greater than would be calculated from random overlap. Comparisons 

are made between random scrambled images generated from one of the channels; through 

iterations of channel scrambling and comparison, a probability distribution of the random 

overlap of the two signals can be determined. By comparing the correlation of the 

unscrambled channels against the correlation distribution of the scrambled images (usually 

200 generated images) determines whether significant colocalisation can be drawn from a 

predefined probability for significance, usually >95% (Costes et al,2004).  

The Costes approach is applied as follows. Randomly generated scrambled images 

generated from the original data are produced as a Poisson distribution in a spatially 

random manner,  i.e. 1) a pixel is equally likely to be placed anywhere within the image 

and  2) a pixel’s placement is independent of the placement of all other pixels 

(Lifshitz,1998). This process assumes that the intensity of each pixel is also independent 

and uncorrelated from its neighbouring pixel when determining random overlap. However, 

such an approach does not hold true for images captured by an optical system, as the point 

spread function of the system will result in correlation between neighbouring pixels, in the 

form of the Airy disk. To compensate for this effect, images are broken down, not into the 

smallest unit available for scrambling, but independent blocks of a size defined by the PSF 

of the optical system (Costes et al,2004). This results in significantly fewer data points 
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within the scrambled image which in turn leads to a significantly broader distribution of 

overlap patterns. 

The threshold search and estimation is completed through analysis of the 2-D 

colocalisation scatterplot. Starting with the highest intensity values, the algorithm 

incrementally reduces the threshold value along a line of regression obtained from a linear 

least-square fit of the two channels. The correlation coefficient, r is calculated using pixels 

of intensity below the threshold value. This process occurs in an iterative manner until the 

coefficient reaches 0, and at this point the overall correlation of pixels below this value is 

on average non-colocalised. It is of note that some dim colocalized pixels, lying close to 

the line of regression and the origin will be lost as background. However these pixels tend 

to represent a small contribution to the total amount of colocalisation. This methodology 

has been shown to accurately quantify colocalisation at as little as 3% while providing an 

unbiased and reproducible method for threshold estimation (Costes et al,2004). 

Costes’ method for automatic threshold estimation was applied to datasets to limit user 

bias and increase reproducibility. Following this threshold process, a new colocalisation 

channel was produced based on the summed intensity of colocalised voxels within any 

dataset.  Pearsons (Section 3.11.2) and Manders (Section 3.11.4) coefficients were then 

calculated for both CLSM and OMX approaches (Figure 9b [I]).  

3.11.2. Pearsons Correlation Coefficient 

The PCC, developed by Pearson in 1896 (Pearson,1896;Stigler,1989) and introduced to 

biological microscopy by Manders in 1992, measures the linear dependence between two 

patterns, independent of the average value of the signal, as a value rp ranging from +1 

showing complete colocalisation, through 0, showing random colocalisation, to -1 showing 

complete exclusion of the two channels (Manders et al,1993). 

 

𝑟! =
Σ! ChR! − ChR!"#.!"#"$ ∗ (ChG! − ChG!"#.!"#"$)
Σ! ChR! − ChR!"#.!"#"$ ! ∗ (ChG! − ChG!"#.!"#"$)!

 

Equation 6. Pearsons Correlation Coefficient 

Equation 6 shows the algorithm utilised by the Imaris software to determine the degree of 

overlap between the two channels within the colocalised volume. ChRi and ChGi represent 

the intensitites of the red and green pixels respectively being analysed while ChRAve. 

Coloc.and ChGAve. Coloc. represent the average intensity value of the red and green pixels 
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within the thresholded colocalisation channel. This can be simplified by considering a 

channel average subtraction to produce Equation 7. 

 

𝑟! =
Σ! ChR! ∗ (ChG!)
Σ! ChR! ! ∗ (ChG!)!

 

Equation 7. Channel Average subtracted PCC 

The value of the coefficient in Eq. 7 ranges from 0 to 1, the product in the numerator of the 

equation (Σ! ChR! ∗ (ChG!)) returns a significant value only when both Ri and Gi belong 

to a voxel within the colocalizing channel with a value >0. This simplified equation 

highlights the importance of effective Costes thresholding and background subtraction 

prior to analysis. The PCC algorithm calculates colocalisation on all pixels within the 

image. However the subtraction of the mean channel intensity from each pixel’s intensity 

value renders the results independent of signal intensity (Dunn et al,2011). Therefore each 

pixel within the image, contributes an equal and unweighted value to the final coefficient 

value. This has important ramifications when considering the dramatic differences in 

coefficient values between the two modes of image capture. For the purposes of clarity, it 

was assumed that both the CLSM and OMX capture devices operate in an equivalent 

manner with similar pixel size and number and that the resolution of the OMX capture 

system was exactly twice that of the confocal system. Examining a single point source 

fluorophore by CLSM may result in a 4x4 matrix of pixels registering positive values 

based on the PSF of the optical system Figure 10 [B]. This same source when imaged 

using the increased resolution of the OMX system would be expected to resolve this same 

point to a 2x2 matrix of pixels, representative of the smaller OMX PSF, double the 

resolution of the confocal system Figure 10 [A] This can be assumed to hold true for both 

channels being imaged. 

3.11.3. Effects of imaging system on colocalisation 

While investigating the mechanism of the PCC algorithm it became apparent that the 

differing optical properties of the CLSM and OMX microscopy systems may have an 

effect on the correlation values generated using Imaris. Therefore the various 

characteristics of the two systems were studied to identify factors affecting correlation 

values. 

If the optical trains of both channels are perfectly aligned then the PCC values of both will 

be 1, i.e. perfect colocalisation. However as previously discussed, there are significant 

differences in the manner of image capture between the two systems. The CLSM system  



[A]

[B]

Figure 10. Pixel Overlap CLSM [A] and OMX [B] Imaging Systems.
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utilises a single optical train and capture device, limiting calibration errors between the 

channels. The multiple optical paths within the OMX require careful calibration and 

alignment to ensure image fidelity. Complications with channel alignment and correction 

have been discussed in Section 3.9, however the channel shift applied did not entirely 

correct this problem within the z-axis, mainly due to the sub-voxel shift required. The 

Imaris package is only capable of +/- whole voxel corrections, preventing absolute 

correction. This, coupled with the small, yet unavoidable alignment problems caused by 

chromatic and spherical aberrations, results in imperfectly superimposed channels. 

Therefore although the OMX system produces higher resolution images, it is still affected 

by the imaging errors found in all forms of microscopy. 

Given this systemic error, a 1 pixel shift can be applied to both CLSM and OMX systems 

along the x-axis and y axis. In this instance the number of correlated pixels within the 4x4 

matrix of the confocal image drops from 16 to 12, while the 2x2 matrix of the OMX image 

drops from 4 to 1. Hence, as a percentage, CLSM maintains a 56% correlation from the 

original 100%, whereas the OMX correlation drops to 25%.  

This effect is again exacerbated by the nature of the replication sites being studied; while  

“single pixel” errors may be lost when examining larger subcellular components such as 

mitochondria, the punctate nature of replication foci only serves to increase the impact of 

image error on coefficient values. As a consequence, there is an overall decrease in 

correlation as defined by the PCC. Despite the unexpected differences in values between 

microscopy modes, both suggest a reasonably significant colocalisation between the two 

NS proteins. Such unexpected results highlight the need for care when analysing 

quantitative data from novel imaging techniques. 

3.11.4. Manders Overlap Coefficient 

The other colocalisation values in Figure 9b [I]. are based upon the closely related 

Manders Overlap Coefficient (MOC) described by Equation 8: 

𝑘! =
Σ!𝐶ℎ𝑅! ∗ 𝐶ℎ𝐺!
Σ! 𝐶ℎ𝑅! !  

𝑘! =
Σ!𝐶ℎ𝑅! ∗ 𝐶ℎ𝐺!
Σ!(𝐶ℎ𝐺!)!

 

Equation 8. Manders Overlap Coefficient 
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The MOC, named after Erik Manders, is a derivation of the PCC developed in 1993 to 

overcome some of the ambiguity caused by the -1 to 1 coefficient range. Unlike the PCC, 

there is no subtraction of mean signal intensity, and therefore the MOC algorithm only 

returns values between 0 and 1, which may be less confusing than the negative values that 

can be generated using the PCC. Moreover, although the PCC is independent of signal 

intensity it is strongly influenced by the ratio of the number of objects within both 

channels, an important consideration for sample preparation. Differences in antibody 

affinity and non-specific binding can result in an object offset from a 1:1 target ratio within 

the sample. 

To overcome this effect, the overlap coefficient r can be divided into two separate 

coefficients kR and kG, used to express the degree of colocalisation relative to each 

channel. Unlike the PCC, kR and kG are both affected by the signal intensity of the 

channels. Therefore, two further coefficients can be defined that are independent of 

intensity (Equation. 8) (Manders et al,1993). 

𝑀! =
Σ!𝐶ℎ𝑅!  !"#"!
Σ!𝐶ℎ𝑅!

 

Where Ri coloc = Ri if Gi>0 and Ri coloc = 0 if Gi=0 

𝑀! =
Σ!𝐶ℎ𝐺!  !"#"!
Σ!𝐶ℎ𝐺!

 

and Gi coloc = Gi if Ri>0 and Gi coloc = 0 if Ri = 0. 

Following these algorithms, the signal intensity of each voxel within the channel is 

summed where it colocalises with a voxel of the other channel with a value greater than 

threshold. This is then divided by the total fluorescence value within that channel. Through 

this method the coefficients of both channels’ relative colocalisation can be determined 

even when the signal intensities differ greatly (Manders et al,1993).  

As with the PCC, MOC values are heavily influenced by background values, therefore 

Costes threshold estimation is a valuable preprocessing step. Unlike the PCC, the Manders 

coefficient is far less affected by non-colocalising pixels providing a greater understanding 

of the interaction between the two image components. The MOC results in Figure 9b [I] 

show a clear difference in signal overlap between the two channels; the original Manders 

results show values taken before thresholding, i.e. across all voxels, while the thresholded 

coefficients display the values after threshold estimation. The original Manders A confocal 
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data shows the extent of colocalisation of the GFP-NS5A signal within the area of the 

594nm NS3 stain, with values close to 1 showing almost complete colocalisation with the 

NS3 signal. Comparing this with the confocal image used to derive these values in Figure 

8b [A] shows the cause of such values. The GFP-NS5A signal displays a higher S/N-R 

with fewer punctate sites than the colocalising NS3 component. The high colocalisation 

values of the original Manders A coefficient are in contrast to the decreased values of 

original Manders B, measuring the colocalisation of NS3 against that of GFP-NS5A. In 

this instance, the colocalisation coefficient is decreased due to decreased specificity of the 

NS3 stain, leading to higher background values.  

The original Manders values produced by the Imaris software are limited in their usage, 

since without a preprocessing threshold step, any voxel with a value greater than 0 in both 

channels will be regarded as colocalised. Therefore, large regions of background volume 

will be regarded as positively correlated voxels of interest. Consequently, attention was 

focused on the thresholded MOC values generated. Compared to the original values, there 

is a significant decrease in colocalisation values, after application of thresholding 

especially so with the OMX values (Figure 9b [I]). This is to be expected, as the MOC 

values are affected (albeit to a lesser extent) by the same spatial errors that influence the 

PCC. The low values generated from the OMX data are, taken on their own, inconclusive 

or suggestive of random colocalisation between the channels. However, from a subjective 

viewpoint of the imaging data, this is obviously not the case.  

3.11.5. Validation of Coefficient Values 

Given the divergent correlation values between the CLSM and OMX system further 

investigation was carried out into the effects of correlation analysis using a negative 

control. Therefore colocalisation analysis was carried out on the same images with the 

green (GFP-NS5A) component inverted. The same preprocessing and threshold estimation 

steps were applied prior to generation of colocalisation values as shown in Figure 8b [I]. 

The PCC values from these images show an almost complete lack of colocalisation from 

both the CLSM and OMX data. When viewing the initial image PCC values in light of the 

negative control data (Figure 9b [E and F]) , colocalisation is perhaps more specific than 

previous considered, especially for the OMX-derived data.  

Negative control values of the original Manders A&B coefficients provide an interesting 

insight into the influence of background intensities on correlation values (Figure 9b [I])  

Both A&B coefficients for the randomised CLSM image show complete or extremely high 
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colocalisation between the two channels despite the inversion. This is again caused by the 

lack of threshold estimation resulting in colocalisation of all voxels >0 in value. Therefore, 

drawing any conclusions from such values would be erroneous. The higher colocalisation 

values of the original CLSM Manders values compared to OMX are an effect of the higher 

background noise levels within the CLSM system. The OMX images have a higher ratio of 

background voxels with a true 0 value resulting in lower colocalisation values than those 

produced by the higher CLSM background values. 

Thresholded Manders A and B values of the randomised images present a more realistic 

view of colocalisation between the channels. Values trending towards 0 for both channels 

and imaging modes strongly suggest random colocalisation between the two signals, as 

would be expected from such manipulated images. When comparing the relative change 

between inverted and colocalised images however, the OMX values appear to have less 

significance above that of the negative control compared to CLSM images.  

3.11.6. Analysis of Colocalisation Results 

From these results, it seems apparent that the CLSM system provides a more accurate 

measure of colocalisation between the images. Discounting the unthresholded original 

Manders values, the CLSM system consistently generated higher values within the 

colocalisation images combined with lower negative control values for both thresholded 

PCC and MOC values. In comparison, values generated from the OMX images were less 

definitive. Comparing both imaging systems based burely on colocalisation it seems clear 

that CLSM offers a more robust platform for the production of valid statistical data. 

Such results seem at odds with the distinct improvements in resolution and signal to noise 

ratio provided by the OMX system over that of CLSM. It stands to reason that the system 

which would increase spatial resolution and yield a higher signal to noise ratio would also 

provide the most accurate measure of colocalisation between two proteins. Indeed when 

combined with the analysis of the replication complex with dsRNA genomic intermediates 

as seen in Figure 7 the increased resolution of the OMX system offers a hitherto unseen 

level of accuracy in both structure and interaction between the two components. There 

appear to be a number of factors that act in a synergistic manner to reduce the quantitative 

colocalisation values while still providing high quality, subjectively accurate images. The 

first is the nature of the sites of interest themselves. Current literature examining the 

replication sites of other positive-strand RNA viruses postulate a size of 200-400nm (den 

Boon et al,2010), which is supported by the results obtained here. Replication site 
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quantification by microscopy and based on consistent structural features suggest only small 

numbers of actively replicating complexes within each cell. Given the small number of 

such sites relative to the high ratio of background voxels within the image, any calibration 

or optical errors will have a far greater effect on the statistical values than if those same 

errors were applied to larger subcellular structures such as mitochondria, endosomes etc.  

Therefore the nature of the structure being analysed serves to exacerbate any errors within 

the system.  

Differences in image capture methods may also contribute to errors in estimating the extent 

of colocalisation. The independent optical paths of the OMX system were developed to 

provide the highest resolution possible for each individual channel. However such design 

requires significant post-capture processing to accurately realign each channel with the 

next. In this study, channel alignment was a significant source of error. Such axial error 

influenced colocalisation when analysed via a 2-D histogram (Figure 9a [C-D]). However, 

as previously noted, limitations within the software environment prevent accurate 

realignment of the image components beyond the +/- 1 voxel channel shift. From an 

entirely subjective viewpoint, there appears to be alignment and correction errors within 

the xy plane in the form of uncorrected spherical lens aberration. Such problems were 

encountered at early stages in the study; assuming the centre of the image to be the origin 

of the axis (0,0) spatial errors between the channels was found to occur as a non-linear 

function of the distance from this point. Therefore differences in spatial colocalisation 

were significantly increased at the edge of an image compared to the origin. While this 

error was corrected through an API softWorX software update, a small but significant 

spatial error affecting the imaging system may remain within the data. Given the 

complexity and various steps of image reconstruction within the OMX, confirming the 

existence of such error was outside the scope of this study. However comparison and 

calibration of the channels using multi-colour fluorescent beads across the entire field of 

view may give some indication of any errors affecting the system.  

One other possible source of error may result from the difference in diffraction and PSF 

size as a result of the different emission wavelengths of the two fluorophore components. 

The longer emission wavelengths of the red 594nm channel will give a larger 3-D PSF 

than the shorter wavelength green 488nm channel. Even if perfect overlap and alignment is 

assumed, the larger red PSF will generate a differential in colocalisation coefficients which 

would be evident as a decrease in value of the thresholded Manders Red value and PCC.  
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There is currently a dearth of research within the area of quantitative analysis using super-

resolution microscopy; therefore comparison with other independent datasets was 

unavailable. However, from the results presented here it was clear that the resolution 

benefits afforded by such new techniques may not necessarily translate to increased 

accuracy in quantitative methodologies. Super-resolution microscopy and the API OMX 

system in particular is in its infancy as well understood and defined imaging systems.  The 

utilisation of a super-resolution microscopy platform undergoing continued development, 

while at the cutting edge of imaging is far more susceptible to unforeseen errors than the 

well understood and defined commercial CLSM systems. It may be that with future 

updates, channel alignment errors may be more effectively corrected for as the limits of the 

systems are better understood. Correction of non-linear channel alignment errors is a 

perfect example of such a problem. It may be that a systematic review of currently utilised 

correlation coefficients is required viewed in the light of increasing resolution beyond the 

physical barriers for which they were conceived. Both the PCC and MOC were developed 

at a time when the diffraction limit was expected to be an absolute limit to microscopy. 

3.12. Interaction of Replication Sites with the ER membrane 

Having evaluated and defined the relative distribution and colocalisation of individual viral 

NS proteins, the interaction of predicted replication sites with the host ER membrane was 

investigated. As described earlier, viral RNA synthesis is thought to occur at replication 

foci found on morphologically altered ER membrane surfaces (Gosert et 

al,2003;Moradpour et al,2004). These membrane alterations are induced by the viral NS 

proteins, specifically NS4B, to form complex multi-component structures termed the 

membranous web (Moradpour et al,2007). Previous analysis of these replication sites 

revealed resistance to protease and nuclease treatment and a partial sensitivity to detergent. 

This suggested that the foci may exist as invaginations within the ER membrane (Quinkert 

et al,2005).   

3.12.1. Utilisation of ER markers 

To investigate the juxtaposition of components of viral replication sites with host 

membranes, two markers for the ER, reticulon-4a (Rtn4a) and Sec61β were evaluated for 

OMX imaging. Rtn4a was tagged with a Myc epitope (Rtn4a-Myc) while Sec61β was 

fused to GFP (Sec61β-GFP). Rtn4a is one of a number of the reticulon family of proteins, 

that are targeted to the peripheral ER where they aid membrane curvature allowing the 

formation of tubular structures (Hu et al,2008). Despite the flexibility in staining afforded 
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by Myc-tagged Rtn4a, difficulty in achieving effective staining with the protocols required 

for viral proteins prevented further use within the project, this may be the result of epitope 

shielding by the ER membrane, kept largely intact by the soft permeabilisation techniques 

utilised. Greater success was found with Sec61β-GFP, which did not require any antibody 

for detection and therefore was compatible with the antibodies used to detect the viral 

components. The heteromeric Sec61 complex forms the core of the mammalian translocon, 

comprised of three subunits, alpha, beta and gamma. Oligomerisation of these subunits 

results in formation of a closed pore complex through which proteins are transported and 

integrated into the ER membrane (Greenfield et al,1999). As such the various subunits are 

distributed throughout both the nuclear envelope and the peripheral reticular system  

(Voeltz et al,2006). 

Initial experiments revealed that transfection of the Sec61β-GFP plasmid into Huh-7 and 

Huh-7/SGR-JFH1 cells gave high fluorescence; some time-dependent cell toxicity beyond 

16 hours was noted, most likely due to overexpression of the tagged protein. Following 

time course analysis of up to 24 hours of combined Sec61β-GFP and viral protein 

expression a fixation protocol was developed to enable both efficient detection of the ER 

marker and viral RCs without any observable differences in cell morphology or RC 

distribution and quantity as seen in Figure 11  [A].  

Optimisation of staining protocols was carried out initially by CLSM. This also enabled 

further comparison between diffraction and sub-diffraction imaging systems. OMX 

imaging and processing of transfected samples was carried out using the protocol as set out 

in Section 2.2.5. Structural and colocalisation analysis was performed using Bitplane 

Imaris software.  

3.12.2. Interaction of the ER membrane and HCV dsRNA 

For the following analysis, Huh-7/SGR-JFH1 cells were stained with the J2 antibody, to 

identify viral dsRNA at replication sites. In terms of juxtaposition with the ER membrane, 

it was assumed that the viral dsRNA could localise with Sec61β-GFP in two possible 

manners, either as an embedded and colocalised signal within the membrane which would 

support the notion of viral replication sites existing as invaginations within the membrane. 

Alternatively, any relative distribution that indicated viral dsRNA existed as an 

independent signal, in close association but excluded from the GFP-tagged protein could 

suggest protrusion of the viral replication sites from the membrane. Based on the evidence 

above which describes difficulties with establishing colocalisation between signals by  



Figure 11a. Visualisation and surface rendering of dsRNA localised to ER 
membrane by both confocal and super resolution microscopy.
Huh-7/SGR-JFH1 cells transfected with Sec61bGFP were fixed and stained for dsRNA 

using J2 antibody.  Images were then captured by either confocal microscopy or OMX 

super resolution microscopy. Surface rendering  was carried out using Imaris. Region  

highlighted in white [A] Scale bar represents 10µm.
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Figure 11b. Visualisation of ROI highlighting differences in imaging resolution 
on surface rendering and Colocalisation Scatterplots
Region Of Interest (ROI) identified in Figure 10a [A].  Panel [B] shows the effects of increasing 

resolution within the ROI. Colocalisation scatterplots [C] were carried out using Imaris 

MeasurementPro.  
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OMX imaging, analysis for the relative distribution of ER proteins and viral components at 

replication sites employed scatterplot analysis and image modelling for interpreting the 

data.    

Figure 11a [A] presents a typical cell image following transfection of the Sec61β-GFP 

construct into Huh-7/SGR-JFH1 cells. Cells were fixed and stained with the J2 antibody 

using standard protocols. Firstly, channel misalignment within the OMX datasets was 

corrected by Imaris software using a two voxel shift on the z-axis, identified and confirmed 

visually before being applied across the entire dataset. Both OMX and CLSM images show 

the complexity and extensive distribution of the reticular ER network within the cells 

(shown in green). Sites of genome replication are indicated by red punctate sites detected 

by antibody J2. Of note is the extranuclear DAPI staining, seen in Figure 11a [A] as blue 

speckles surrounding the cell. This is likely to be liposomes carrying Sec61β-GFP DNA as 

such a pattern was found only in cells exposed to the transfection reagents combined with 

DNA (data not shown) thereby excluding the possibility of mycoplasma infection, a 

common cause of such staining. The structural complexity of such images prevents an 

effective qualitative understanding of the relative distributions of the host ER membranes 

and viral dsRNA from the original image data. However application of surface rendering 

techniques to the dataset gives a clearer view of their interactions within cells. 

Differences in spatial resolution are also evident following the surface rendering applied to 

the cells shown in Figure 11a [A]. Reticular structures are more obvious from the OMX 

dataset compared to the amorphous and ill-defined ER generated from the CLSM dataset. 

There are difficulties in observing any meaningful interactions within such a model, 

thereby limiting any insight into the location and relationship between viral replication 

sites and host membranes. Further analysis was carried out on Regions Of Interest (ROI) 

containing punctate dsRNA signals indicative of active viral RNA replication. 

The ROIs from OMX and CLSM data give a clearer indication of the differences in 

resolving power and target localisation between the two systems (Figure 11b [B]). The 

CLSM image shows the punctate dsRNA signal partially embedded within the ER, 

supporting invagination of replication sites into the membrane. By contrast, the OMX data 

reveals the dsRNA as a separate and distinct signal sitting distal to the membrane surface. 

The reticular structure of the ER apparently surrounds the immediate area of the replication 

focus, suggestive of the alternative hypothesis in which replication sites protrude into the 

cytosol. While previous CLSM data has shown the dsRNA signal to protrude from the ER 

membrane, the limited resolution afforded by such a technique is equivocal as to the true 
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relationship between the viral components and membrane surface. Through the use of 

super-resolution techniques, it becomes possible to resolve the fine structural detail of the 

tubular ER and identify the juxtaposition of the two targets. 

The results of colocalisation analysis show the effect of increased resolution on the 

associated 2-D scatterplot (Figure 11b [C]). In the OMX scatterplot, there is clear 

exclusion of the two image components with any colocalisation arising close to the origin 

and therefore attributable to background intensities. The lack of colocalisation is further 

demonstrated by comparison to the flipped channel random image scatterplot, which yields 

an identical distribution of voxels. By contrast, the CLSM scatterplot reveals lower levels 

of exclusion between the two image components, than the corresponding OMX data and 

greater colocalisation distal from the origin, suggestive of low level colocalisation. Thus, 

there appears to be greater colocalisation with the CLSM system, ostensibly a result of the 

lower resolution achieved with this approach.  

3.12.3. Imaging of ER and Viral RC components 

Having observed differences in the colocalisation of dsRNA with the ER by OMX 

compared to CLSM data, the relationship between other components of the viral RC and 

the ER membrane was investigated. To this end, labelling with other components of the 

RC along with the ER membrane was explored. Antibodies against several targets (NS3, 

NS4B and NS5A) were tested for their compatibility of staining with Sec61β-GFP. 

Although conditions for detecting both NS3 and NS5A had already been optimised, the 

opportunity to localise NS4B, another of the NS proteins required for replication, was 

examined since antibodies specific to the protein were available (Gretton et al,2005). The 

ability to expand analysis to NS4B was of particular interest in relation to the barrel-like 

structures identified in the previous section since this viral protein can induce distinct 

membrane alterations independent of other viral proteins (Egger et al,2002). A number of 

NS4B specific antibodies (R1061, R1063 and R1152) have been raised for 

immunofluorescence or Western blot analysis of the subgenomic replicon. Previous 

attempts to utilise these antibodies under a limited set of conditions for detecting NS4B by 

immunofluorescence in Huh-7/SGR-JFH1 cells had been unsuccessful (Gretton,2006). 

Therefore, a more extensive series of parameters, including a variety of fixation, 

permeabilisation and antigen retrieval methodologies  commonly used in the field of 

immunohistochemistry to unmask fixative crosslinked epitopes were attempted to develop 

a protocol capable of detecting NS4B in Huh-7/SGR-JFH1 cells. Soft permeabilisation and 
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staining of live cells with the glycoside digitonin was attempted since epitope blocking can 

arise through use of fixatives such as PFA and GLA. Antigen retrieval of fixed samples 

was also tried utilising a heated sodium citrate antigen retrieval buffer. However, neither 

method proved effective in providing an acceptable fluorescent signal with any of the 

NS4B antibodies for confident examination of the protein by either CLSM or OMX (data 

not shown).  

Having failed to optimise conditions for NS4B detection, protein targets were limited 

therefore to NS3 and NS5A for colocalisation studies with Sec61β-GFP. Since detection of 

fluorescent signals was limited to 3 channels with the OMX, the DAPI nuclear stain was 

replaced with an Alexafluor 405nm secondary antibody for detecting the NS3 antibody, 

while the NS5A antibody was identified with an Alexafluor 594nm secondary antibody. 

Initial experiments with this combination of fluorophores gave significant deterioration of 

the 405nm signal, especially when exposed to the high laser intensity needed for OMX 

image capture even in the presence of free radical scavenging mounting media such as 

ProLong Gold (Invitrogen). Comparison of the decay in signal for a number of blue 

fluorophores following exposure to a suitable excitation laser revealed a significant 

difference in bleaching between fluorophores of the same wavelength. Indeed, Alexafluor 

405 gave poor photobleaching resistance (data not shown). Hence, AlexaFluor 405 was 

replaced with the fluorophore Atto 425, which gave greater resistance to photobleaching 

(data not shown) (M. Posch, personal communication). Although the excitation laser 

wavelength was not optimal and the fluorophore gave a lower quantum yield compared to 

AlexaFluor 405nm, the increased photobleaching resistance of Atto 425 yielded an overall 

improvement in image quality.  

Samples were reanalysed by OMX using this more optimal set of imaging conditions and 

processed as described earlier, including corrections for channel alignment. Results are 

shown in Figure 12 [A], where the punctate nature of the NS proteins is visible within the 

reticular ER signal.  

Despite difficulty in interpreting the blue NS3 signal on the black background of the 

original dataset, the image components were surface rendered to generate a 3-D model 

upon a grey background (Figure 12 [B]). This provided greater contrast and a somewhat 

clearer view of the NS3 signal, showing it’s predominantly perinuclear distribution. 

Increasing the transparency of the ER signal also gave an improved impression of the 

localisation between the two viral proteins within the complex signal given by  



Figure 12a. Visualisation of NS5A, NS3 localised to ER in cells actively 
replicating HCV RNA
Huh-7/SGR-JFH1 cells were transfected with Sec61β

GFP
 . Cells were fixed and stained 

for NS3 using NS3 antisera and  NS5A using NS5A antisera.   Three channel images 

were captured by OMX  and used to generate a surface rendered model of the 

membrane and viral structure shown in panel [A]. Model clarity was increased through 

utilisation of a grey background [B]. ROI marked in white [A] and [B] .  Colocalisation 

analysis was carried out using Imaris [D]. Scale bar represents 10µm.
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Figure 12b. Visualisation of ROI showing connecting membrane 
structures to the viral replication complex, identified by NS5A, NS3 in cells 
actively replicating HCV RNA
ROI identified in Figure 11a. is shown in various orientations showing the interaction 

and location of the viral replication complex relative to host peripheral ER.  “Neck like 

connection”  identified by white arrow. Colocalisation analysis of image components 

was carried out using Imaris [D].
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Sec61β-GFP. From this image, a ROI, which contained a putative replication site of 

similar size and structure to those identified earlier, was selected for further analysis 

(Figure 12 [C]).  

The selected ROI contained a replication site with an approximate internal diameter of 

300nm. Although modelling of the structure did not reveal an entirely hollow structure, the 

region showed a central depression, indicative of the decreased intensity that would be 

expected from a similar, albeit less well-resolved hollow structure. The lower quality of the 

blue Atto 425 signal, representative of the NS3 protein, resulted in a reduced signal to 

noise ratio than would be expected for other fluorophores (e.g. those excited at 488nm and 

594nm), which are more fade resistant. The result of this photobleaching was a colocalised 

NS3/NS5A signal (Figure 12 [B]) but with diminished structural detail within the NS3 

(Atto425) signal. 

Assuming that the NS3 and NS5A signals represent a single replication site, it is possible 

to consider their distribution compared to Sec61β-GFP.  Viewed from a number of angles, 

the viral RC apparently existed within the cytosolic space between the various tubular 

structures of the ER identified by Sec61β-GFP. From these data, it was concluded that 

components of the ER were excluded from the replication site. This interpretation is 

supported by scatterplots (Figure 12 [D]), which suggest some limited overlap in the NS3 

and NS5A signals but much less for scatterplots that compare colocalisation between either 

of the viral proteins and the Sec61β-GFP ER marker. Nevertheless, the modelled RC 

shown in Figure 12 [C] does suggest close juxtaposition with the ER, with a narrow 

elongated prominence from the membrane (indicated by white arrow) connecting the 

replication focus to the reticular network.  

3.13. Discussion 

All positive-strand RNA viruses replicate within distinct membranous compartments 

induced during infection which are formed from remodelling of host intracellular 

membranes (Miller et al,2008). Orchestration of viral RNA replication in these “replication 

factories” offers a number of benefits including, i) localised concentrations of viral 

components, ii) physical scaffolding and organisation of the RNA replication complex and, 

iii) evasion of the host immune response to the dsRNA replication intermediates which 

could otherwise be recognised by innate immune sensors such as RIG-I or MDA5 (Saito et 

al,2008). 
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The existing paradigm of HCV replication centres around the oft described “membranous 

web”, a complex of tightly associated double- and single-membrane vesicles and vacuoles 

surrounded by the ER membrane(Merz et al,2013). Similar structures have previously been 

described in the liver of a HCV-infected chimpanzee (Pfeifer et al,1980). However, the 

large multicomponent multi-membrane replication complexes described within such 

animal studies are found in the later stages of infection, most likely the result of cellular 

stress responses, in a manner similar to the autophagic response (Ferraris et al,2010).  

From these findings and the modelling of related Flaviviridae replication sites, it is 

assumed that the “membranous web” formed by HCV consists of ER membrane 

invaginations encapsulating the replication complex (Welsch et al,2009). Prior to the 

initiation of this study, little was known about the 3-D architecture of the membranous 

web. Here, we have taken advantage of the increased spatial resolution provided by SIM to 

investigate and model the structure of proposed sites of replication. 

Due to the relatively novel nature of the OMX system this study initially set out to 

compare and define similarities and differences with the CLSM system. Validation of 

published imaging data was utilised as a baseline from which to compare the 

improvements in image quality and optimise sample preparation techniques. Such 

comparisons showed no significant difference in image quality, cellular distribution or size 

of fluorescent signal except for the improved resolution expected of the OMX system. 

Analyses of the respective workflow methodologies highlighted issues with image fidelity 

during transfer between software packages, resulting in a scaling error between axes. This 

was identified as an error in image metadata reading and corrected prior to final image 

analysis and modelling. 

Having confirmed the fidelity of data generated using the OMX, this approach was utilised 

to reanalyse the structure and localisation of the various components of viral replication 

complexes. Utilising the NS5AGFP construct and the α-dsRNA antibody J2, the relationship 

between a viral replicase protein and HCV dsRNA genomic intermediates necessary for 

replication were examined at higher resolution than previously possible by light 

microscopy. By employing the 3-D modelling capabilities of the Imaris software, the 

relationship of the two image components could be examined as an interaction between 

two solid objects, as shown in Figure 7. These data showed that the dsRNA genomic 

intermediates existed within a “barrel-like” structure formed by NS5A. Previous imaging 

investigations into HCV replication have noted the close relationship between HCV 

dsRNA and NS5A, however the limited resolution of such systems could merely suggest 
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colocalisation between the two viral components. With increased resolution, it was 

possible to discern that the two components exhibited close association and indeed an 

intimate relationship, however they were not colocalised in the manner that had previously 

been reported (Targett-Adams et al,2008). This interaction was visible not just as a single 

replication site but as a multi-nucleated complex with multiple dsRNA copies existing 

within the hollow interior of the replication site(s).  It is perhaps worth noting the largely 

perinuclear localisation of the fully-formed replication sites; while there was staining 

throughout the cytoplasm, those sites exhibiting structure and dsRNA association were 

found relatively close to the nucleus, in support of previous studies (Targett-Adams et 

al,2008).  The structure and interaction between the components supports previous 

interpretations of the replication complexes of the related flaviviruses, dengue and West 

Nile virus. In these cases, it has been shown that viral RNA is most likely replicated within 

membrane invaginations originating from the endoplasmic reticulum membrane (Welsch et 

al,2009;Gillespie et al,2010).  The barrel structure and internally localised dsRNA could 

feasibly be the invaginated replication complex seen in other flaviviridae, with one or other 

ends of the structure opening into the cytosol for RNA release.  

It was noted that colocalisation appeared to occur only with the small number of NS5A 

structures of ~300nm diameter within the cell, alongside a larger population of non-

colocalised unstructured sub-300nm diameter objects. The colocalisation of HCV dsRNA 

with a population of structures with a discrete size was not unexpected, since the energetic 

requirements of membrane curvature will likely contribute to the optimum dimensions 

needed to sustain replication (Zimmerberg et al,2006). Previous investigations into 

replication site size have suggested values of between 80-150nm per vesicle, compared to 

the 70-400nm range of the picornaviridae (Miller et al,2008).  The results of this study 

suggest that replication of the HCV genome likely occurs within vesicles of approximately 

300nm in diameter as defined by the highest resolution OMX data. These results are based 

on measurements between adjacent maximum intensity points at predicted replication sites 

and therefore do not provide a truly accurate measurement of site size; the minimum OMX 

resolution is 120nm on the optical plane, suggesting that the site size can be assumed to be 

more likely between 120-300nm.  

Having elucidated the physical size and structure of the HCV replication site and its 

similarity to other flaviviridae replication sites, the study then sought to investigate the 

relationship between the viral components and host ER membranes. Beforehand, we 

sought to utilise and validate previously described quantitative methods to investigate the 
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relationship between the various viral and host components of interest in an unbiased 

manner. To this end, a comparison of the two principle colocalisation methodologies 

utilised in image and pattern analysis, the PCC and the MOC, were performed. 

It was immediately apparent that there were issues regarding channel alignment within the 

OMX system, resulting in displacement of the data from the 488nm and 594nm channels 

along the optical axis. This misalignment could be adjusted through a 2-voxel channel shift 

correction within the Imaris software package. It was noted though that this shift did not 

entirely correct the misalignment since a sub-voxel correction was unavailable. The effects 

of this correction were shown in the model in Figure 8a and 2-D scatterplots which 

presented pre-correction and corrected colocalisation data. 

Contrary to predictions, comparison of the CLSM and OMX data showed that the higher 

resolution data gave lower PCC and MOC colocalisation coefficients. This result seems 

counterintuitive to the general assumption that a higher resolution system would produce a 

colocalisation coefficient greater than that afforded by the lower resolution. Given the 

relative novelty of SIM techniques, very little published data exists relating to its use with 

quantitative colocalisation techniques. In-depth analysis of the equations utilised in 

producing these values highlighted the effects of increasing resolution on degradation of 

coefficient fidelity and accuracy. Channel alignment errors, as previously discussed, 

caused by the different optical trains of the OMX system, also were exacerbated by the 

relatively small size of the punctate sites being investigated. Cumulatively, this generated a 

lower colocalisation coefficient for the OMX data as compared to the CLSM data. 

Nonetheless, correlation was still higher than that of randomly-generated signals. Overall, 

further work is required to explore such limitations of super-resolution techniques with 

regards to quantitative analysis. Until such a time as more data is available on the subject, 

or a systematic study focused solely on colocalisation utilising OMX is carried out, all 

colocalisation values should be viewed critically and perhaps more weight given to the 

data provided by CLSM. 

This aspect of the project also highlighted the need to analyse data generated from the 

various coefficients in a holistic and critical manner and not as a sole indicator of 

colocalisation. Utilising any one of the values generated during the analysis it was possible 

to derive, i) complete colocalisation of both channels, ii) entirely random localisation or iii) 

any number of intermediates through selective analysis of the data. Only through careful 
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analysis and understanding of the limits to each value can a true picture of interdependency 

and interaction be generated. 

Having investigated and defined some of the limitations of the OMX system for 

quantitative analysis, the study continued with the examination of the relationship between 

the host ER membrane and the viral replication complex. Following current literature on 

ER membrane involvement in HCV replication, our study initially focused on this 

organelle surface (Moradpour et al,2007;Egger et al,2002). To this end, a GFP-tagged 

construct of the peripheral ER transmembrane transport protein Sec61β was utilised as a 

fluorescent marker to locate the membrane.  

To investigate this interaction, the study initially examined the relationship between the ER 

membrane and dsRNA genomic intermediates. Based on the two possible relationships to 

the organelle, the dsRNA signal would be visible either embedded within the ER itself as 

suggested by the related flavivirus replication complex, or as a distinct and independent 

signal distal to the membrane surface.  

Figure 11 compares the data generated by both OMX and CLSM systems. The most 

striking aspect is the very obvious difference in resolution between the two imaging 

methods. While CLSM data only provides a generalised outline of the ER network, the 

OMX data allows a far more detailed and intricate model of the convoluted network of 

tubules that comprise the ER. The two levels of resolution also display different 

interactions between HCV dsRNA and the ER. Examination of the CLSM model suggests 

that the dsRNA is heavily embedded within the ER membrane, in a manner suggestive of 

the flavivirus replication complex. Increasing the transparency of the model combined with 

examination of the colocalisation scatterplot in Figure 11b [C] would suggest that there is a 

strong colocalisation and embedding of the replication site within the ER membrane.  

Examining the interactions with the higher resolution OMX model revealed a different 

picture to that provided by CLSM. Here, HCV dsRNA resides in a position distal to the 

membrane surface, surrounded by the tubular ER network with a gap of approximately 

100nm between the two signals. This qualitative data is supported by 2-D scatterplots 

(Figure 11b [C]) in which the two signals show almost complete exclusion from each 

other. When compared to the randomly generated colocalisation scatterplot, there was no 

observable difference suggestive of little specific interaction between the viral and host 

components. 
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Having established an exclusionary relationship between the ER membrane surface and 

HCV dsRNA by OMX imaging, the study then investigated the relationship between HCV 

replicase proteins and the ER surface. Figure 12 [A] and [B] show the colocalised signal of 

HCV NS3 and NS5A within the ER structure marked by Sec61β. Examining a region of 

interest containing a structurally-defined RC in detail (Figure 12 [C]) shows the interaction 

between the replication site and ER membrane mirrors that of the dsRNA/ER interaction.  

In Figure 12 [C] the replication complex resides within the cytosolic space between the 

network of ER tubules, outside of the membrane surface as suggested from the dsRNA 

localisation. There does appear to be some interaction between the viral proteins and host 

membrane in the form of “neck-like” protrusions connecting to the replication complex, 

similar to those described by Merz et al (Merz et al,2013). Based on reconstruction of the 

OMX data, it would appear that the membrane is displaced around the replication complex, 

leading to the formation of holes and gaps within the ER that are filled by the viral 

components. 

By examining the 2-D scatterplots (Figure 12 [D]), there is a low level of colocalisation 

between the two viral components, whereas the colocalisation between the viral proteins 

and the host membrane is significantly lower. There may be some low level interaction 

between the proteins of the replication complex and the ER surface, with the two moieties 

connected by the narrow “neck like” protrusions discussed earlier. Colocalisation between 

the viral proteins is higher, presumably due to the multicomponent nature of the replication 

site and the need for close cooperation and interaction between the replicase proteins 

(Gosert et al,2003). The protruding, evidently non-invaginated nature of such a site 

supports the Bartenschlager hypothesis that viral replication occurs in protuberances from 

the ER membrane itself, connected by a narrow “neck” of host membrane (Merz et 

al,2013). 

The alteration of host membranes is induced by both the viral proteins, NS4B and NS5A, 

forming Single Membrane Vesicles (SMV) and Double Membrane Vesicles (DMV)s 

respectively suggesting that formation of a successful replication complex requires the 

actions of several HCV replicase proteins (Egger et al,2002;Ferraris et al,2010;Merz et 

al,2013). Late stage infection results in the formation of multi-membrane formations, 

possibly the result of a stress-induced reaction. In this respect, the mechanism of HCV 

infection closely resembles the membrane rearrangements seen in the distantly related 

picornaviridae and coronaviridae (Gosert et al,2002). 
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Combining all of the data from this chapter, it is possible to propose a model of the viral 

replication sites. Formation of the viral replication site occurs on the ER membrane 

surface. As has been shown previously, expression of the NS4B and NS5A proteins, 

induce morphological changes at this membrane, forming what has been termed the 

membranous web (Egger et al,2002). Unlike the other closely related flaviviruses such as 

dengue and West Nile Virus, the evidence in this study suggests that the HCV replication 

complex does not replicate within membrane invaginations but instead from membrane 

protrusions in a manner more reminiscent of other positive-strand RNA viruses such as the 

prototype member, poliovirus (Welsch et al,2009). The maturation of these membrane 

exvaginations, results in the formation of hollow single- and multi-nucleated barrel 

structures, attached to the membrane and organelle through neck-like structures from 

which they were formed. It is expected that replication of the viral genome through the 

formation of dsRNA intermediates occurs within these hollow structures before packaging 

of positive strands of the genome into immature virions. The number of sites that actively 

participates in replication and assembly is unknown but is expected to be relatively low 

given the low yields of virus from infected cells. It is possible that the sites composed of 

barrel-like structures identified by OMX are more likely to contribute to active replication 

and virion assembly. Such analysis was beyond the scope of the project but could be 

tackled for example by examining the effect of direct-acting antivirals on the number and 

characteristics of the proposed replication sites with structural features. This type of study 

may also shed light on the anti-viral function of some agents such as daclatasvir, which 

targets NS5A through an unknown mechanism (Targett-Adams et al,2008;Targett-Adams 

et al,2011). 
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4. Requirement for Targeting of NS5A to Sites of HCV RNA 

Replication  

4.1. Introduction 

 The pipeline described in Chapter 3 identified a systematic approach for image capture, 

post-image processing and unbiased mathematical analysis for evaluating colocalisation of 

fluorescent signals by CLSM and OMX. Further validation of the pipeline was pursued 

using CLSM, in light of the issues associated with applying statistical methods to OMX 

data. Therefore, the methods outlined in Chapter 3 were extended to a project examining 

the ability of HCV NS5A expressed either as an individual protein or as a component of a 

NS3-5A polyprotein to locate to sites of HCV RNA replication. This project formed part of 

a collaborative study with Dr Chris McCormick (University of Southampton). 

The existing literature on the ability to complement non-functional HCV replicase 

components by co-expressing a wild-type, functional counterpart has demonstrated that 

NS5A is the only protein for which complementation is possible to any significant level 

(Appel et al,2005;Graziani et al,2004;Tong et al,2006;Jones et al,2009). However, these 

reports do not agree on whether NS5A requires expression as part of the HCV polyprotein 

to enable complementation. One hypothesis is that complementation requires efficient 

targeting and integration of functional NS5A with defective replication complexes in order 

to participate in restoring replication competence. It is possible that the context of NS5A 

expression, either as part of a polyprotein or as an individual polypeptide, plays an 

important role in targeting.   

To examine whether the context of NS5A expression influenced targeting to replication 

sites, two subgenomic replicons, SGR/NS5A[V5]/NS3-5B[FLAG] and SGR/NS3-

5A[V5]/NS3-5B[FLAG],  were constructed (Figure 1 [A] and [B]). Both constructs 

expressed the NS3-5B polyprotein in the second cistron, which directs replication of the 

subgenomic replicon. In addition, NS5A in this polyprotein was tagged with a FLAG 

epitope. For SGR/NS5A[V5]/NS3-5B[FLAG], NS5A was expressed in the first cistron and 

was tagged with the V5 tag from the paramyxovirus, simian virus-5 (C McCormick, 

personal communication). In the case of SGR/NS3-5A[V5]/NS3-5B[FLAG], NS5A in the 

first cistron was generated by NS3/4A cleavage of a NS3-5A polyprotein precursor and 

was also tagged with the V5 epitope. Finally, upstream of NS5A and NS3-5A, the first 

cistron expresses the Renilla luciferase gene as a reporter for HCV RNA replication.  
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Figure 1. Subgenomic Replicon Structures used for analysis of NS5A 
localisation.
Construct SGR-NS5A[V5]/NS3-5B[FLAG] shown in panel [A] and 
SGR-NS3-5A[V5]/NS3-5B[FLAG] panel [B] were expressed in following 
electroporation into Huh-7 cells used to examine the e�ects of the Non 
Structural proteins on NS5A distribution. Replication e�ciency was 
determined by luciferase assay [C].
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Separating the luciferase and NS5A/NS3-5A sequences is a short FMDV 2A element, 

which directs intraribosomal cleavage at its C-terminus (de Felipe et al,2003).   

4.2. Transient HCV RNA Replication by SGR/NS5A[V5]/NS3-

5B[FLAG] and SGR/NS3-5A[V5]/NS3-5B[FLAG]  

Huh-7 cells were electroporated with RNA transcribed in vitro from both constructs at 3µg 

per 1x106, RNA quality was assessed by gel electrophoresis. Luciferase activity was 

measured at 4 hours post-electroporation and subsequently at 24, 48 and 72 hours. Results 

revealed that luciferase activities increased over time and were significantly higher than at 

the 4 hour time point (Figure 1 [C]). For comparison, cells were also electroporated with 

SGR-JFH1NS5AGFP RNA, which produces Firefly luciferase. Luciferase activity for this 

replicon was lower than that for SGR/NS5A[V5]/NS3-5B[FLAG] and SGR/NS3-

5A[V5]/NS3-5B[FLAG]. However, this was due to the reduced activity typically seen for 

Firefly luciferase as compared to its Renilla equivalent. These data indicated that both 

replicons expressing the Renilla luciferase produced replicating HCV RNA although it was 

evident that the level of replication for SGR/NS3-5A[V5]/NS3-5B[FLAG] was somewhat 

less as compared to that for SGR/NS5A[V5]/NS3-5B[FLAG]. At 72 hours after 

electroporation, cells were fixed with methanol at -20oC and then probed with antibodies 

against the V5 and FLAG tags. 

Analysis by CLSM showed that there were fewer cells expressing NS5A for SGR/NS3-

5A[V5]/NS3-5B[FLAG] compared to SGR/NS5A[V5]/NS3-5B[FLAG], which explained 

the reduced levels of Renilla luciferase activity for this replicon. To determine the extent of 

colocalisation between the two forms of NS5A, Z-stacks were taken from a series of cells 

expressing the replicons (n=2 coverslips per sample). Stacks consisted of 30 slices with 

pixel and Z-step size determined for appropriate Nyquist-Shannon sampling rates as 

discussed in Chapter 3. Imaging was carried out on a Carl Zeiss LSM 710 Meta confocal 

microscope using settings to maintain signal intensity within the dynamic range of the 

microscope. The stacks were then deconvolved using the AutoQuant software in the 

manner described in Section 3.5. 

4.3. Comparative Quantitative Analysis of NS5A Colocalisation 

Deconvolved data was transferred to the Imaris software package for colocalisation 

analysis using the Coloc module and processed as described in Section 3.12 to produce the 

colocalisation dataset shown in Figure 2a and b. Visualisation of the SGR/NS3-
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5A[V5]/NS3-5B[FLAG] dataset reveal approximately equal levels of expression of the 

2 copies of NS5A from the SGR (Figure 2a, [A]-[C]) and colocalisation between the 

signals for the two proteins. By evaluating the colocalisation of the two NS5A species 

using the Coloc module, a fourth channel comprised of all colocalised voxels was 

generated and added to the dataset as shown in [D]. This derived channel is shown also in 

[E] in greyscale to illustrate the similar distributions of the V5- and FLAG-tagged NS5A 

moieties.  

The 2-D histogram in [F] presents the comparison in intensity between red and green 

voxels and demonstrates the extent of colocalisation. The histogram reveals an almost 

perfect linear relationship between the two channels, with each voxel within the image 

having an equal fluorescent intensity in both channels, leading to the 45o slope of the 

graph. The low levels of background signal can be seen in the restriction of voxels along 

the axis to a region near the origin. This extremely high level of linear correlation between 

the two channels was observed in all other SGR/NS3-5A[V5]/NS3-5B[FLAG] samples 

imaged (data not shown). 

Visualisation of the SGR/NS5A[V5]/NS3-5B[FLAG] dataset in Figure 2b [A]-[C], again 

shows roughly equivalent expression of both tagged NS5A species. Merged channels 

(Figure 2b [A]) suggest reduced colocalisation, particularly in punctuate areas (identified 

by white arrows). Examination of the individual channels [B] and [C] further illustrates 

lesser colocalisation of the two proteins in punctae. This reduced colocalisation in foci is 

apparently a consequence of greater diffuse staining of V5-tagged NS5A compared to the 

FLAG-tagged species. 

The 2-D histogram in Figure 2b [F] shows the extent of colocalisation is different for 

SGR/NS5A[V5]/NS3-5B[FLAG] as compared to SGR/NS3-5A[V5]/NS3-5B[FLAG]. In 

Figure 2a [F], voxels do display a linear relationship at low to medium intensity values but 

almost complete exclusion for the highest intensity voxels. The correlation between low to 

medium intensity voxels suggests that there is little background staining within the sample. 

Those voxels that do correlate close to the origin are most likely the low levels of 

fluorescence seen within the ER of the cell in both samples. 

Of greater interest is the pattern for the highest intensity voxels (highlighted in the 

histogram). For the high intensity green voxels (circle 1) representing FLAG-tagged 

NS5A, it would appear that there is some colocalisation with the V5-tagged protein, albeit 

with low and medium intensity voxels in the red channel. This does not represent exclusion 
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Figure 2a. Data processing validation  SGR-NS3-5A[V5]/NS3-5B[FLAG] data 
and histogram
[A] Merged image of original data, [B] NS3-5A[V5] signal (594nm), [C] SGR-NS3-5B[FLAG] 
signal (488nm), [D] Merged image including generated colocalisation signal [E]. 2D 
Histogram generated using Imaris Coloc [F]. Scale Bar Represents 20mm.

141 



[A]

[C]

[B]

[D]

[E] [F]

Figure 2b. Data processing validation  SGR-NS5A[V5]/NS3-5B[FLAG] data 
and histogram
[A] Merged image of original data, [B] NS5A[V5] signal (594nm), [C] SGR-NS3-5B[FLAG] 
signal (488nm), [D] Merged image including generated colocalisation signal [E]. 2D 
Histogram generated using Imaris Coloc [F]. Scale Bar Represents 20mm.
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Figure 2c. Data processing validation of SGR-NS3-5A[V5]/NS3-5B[FLAG] Vs 
SGR-NS5A[V5]/NS3-5B[FLAG] colocalisation analysis
[A] Results of Pearsons Correlation Coe�cient (PCC) and Manders Overlap Coe�cient 
(MOC) generated using Imaris Coloc.  PCC values were plotted showing the small but 
signi�cant di�erence between the two cell populations examined [B].
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 as the highest intensity voxels in the green channel (FLAG-tagged NS5A) would lie 

closer to the y-axis. There is some evidence of exclusion of green voxels for the highest 

intensity red voxels (circle 2) which possibly arises from apparent non-specific staining in 

the upper right section of the image in Figure 2b [B]. Moreover, there are a lower number 

of high intensity voxels within the red channel, which may indicate reduced staining at 

punctate sites. Discounting the highest intensity voxels of the red V5-NS5A channel as 

non-specific staining, it was concluded that there was some colocalisation between the two 

channels, principally for the high-mid intensity FLAG-tagged NS5A with the medium 

intensity V5-tagged NS5A, resulting in upwards skewing of the graph. 

Additional images were collected for each replicon and correlation coefficients for the 

datasets were calculated following Costes thresholding to derive significance of the data 

generated through the Imaris Coloc module (Figure 2c [A]). Examination of the MOC ARed 

and BGreen coefficients for SGR/NS3-5A[V5]/NS3-5B[FLAG] show no significant 

differences between coefficients, and average values of 0.96 and 0.95 for ARed and BGreen 

respectively indicating extremely high levels of colocalisation between the NS5A proteins 

made from this replicon. The PCC for this sample (0.93) mirrors the results of MOC ARed 

and BGreen, thereby confirming and validating the near identical distribution of the two 

NS5A species. For SGR/NS5A[V5]/NS3-5B[FLAG], the average MOC ARed and BGreen 

values are slightly different. The lower value of MOC BGreen (0.88) compared to MOC ARed 

(0.91) suggests that although there is a high level of colocalisation between the two 

channels, there are also regions where V5-NS5A is excluded from FLAG-NS5A. A larger 

sample size is necessary to determine whether this difference is statistically significant, but 

the limited data available could suggest that the decrease in colocalisation results from 

exclusion of V5-NS5A from the replication complexes formed by FLAG-NS5A. The PCC 

value for SGR/NS5A[V5]/NS3-5B[FLAG] is lower (0.85) than that for SGR/NS3-

5A[V5]/NS3-5B[FLAG]. Examination of the PCC values in the scatterplot in Figure 2c. 

[B] show that this decrease is a trend between the two NS5A sample populations 

evaluated. 

4.4. Discussion 

These results illustrate the value of a detailed analysis of the extent of colocalisation using 

the pipeline developed in the study. The near perfect colocalisation values for V5- and 

FLAG-NS5A expressed from SGR/NS3-5A[V5]/NS3-5B[FLAG] suggests that expressing 

two copies of the protein, both of which are produced in the context of a polyprotein, does 
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not lead to the formation of two distinct populations of foci. Two distinct populations 

might have been expected, and formed by the two polyproteins expressed by the replicon. 

Instead the perfect linear relationship in colocalisation indicates that the recruitment of NS 

proteins to foci is stoichiometrically equal for the two polyproteins expressed from the 

SGR/NS3-5A[V5]/NS3-5B[FLAG] replicon. 

Compared to the results with SGR/NS5A[V5]/NS3-5B[FLAG], it is clear that expression 

of the NS3-NS4B proteins is required for targeting and integration of the NS5A protein 

into sites of viral replication. Examination of the distribution of V5-NS5A shows a similar 

diffuse, low intensity staining of the ER membrane matching that of FLAG-NS5A 

generated from NS3-5B[FLAG]. However, V5-NS5A is underrepresented at replication 

foci, indicating that expressing V5-NS5A alone does allow targeting of the protein to the 

ER membrane but not integration at replication sites. Thus, replication foci generated by 

SGR/NS5A[V5]/NS3-5B[FLAG] reside as complex “islands”produced by NS3-5B[FLAG] 

within an ER-bound “sea” of V5-NS5A protein. This model would explain the lower 

MOCGreen values seen in the sample set. In conclusion therefore, NS5A requires 

components from  the NS3-4B polyprotein for targeting to replication sites. 

While both NS3 and NS5A have been shown to be essential for the formation of viral RCs, 

the proteins themselves have no known direct interactions {Blight, 2000 110 /id}{Lam, 

2005 513 /id}. There is evidence to suggest though that there is a direct action between 

NS3 and NS5A with tubulin and actin respectively mediating the movement of RCs within 

the cell, this interaction is most likely vital to the interaction of viral RCs with the lipid 

droplets necessary for effective viral replication {Lai, 2008 514 /id}.  

The model system and data analysis pipeline presented provides a novel platform for 

further investigation into formation of the viral replication sites and targeting of the various 

HCV NS proteins. It would be interesting to explore the effects of the individual NS 

proteins on NS5A localisation. NS4B has been identified as playing a critical role in the 

formation and recruitment of viral proteins into replication complexes. Therefore, 

evaluating a NS4B-NS5A precursor in the replicon system described could be informative. 

Production of the individual NS4B and NS5A components from a NS4B-NS5A 

polyprotein would require the NS3/NS4A protease, which would be provided by the NS3-

5B[FLAG] polyprotein in the second cistron. Combined with the detailed confocal analysis 

presented here, this would be a powerful approach to understand targeting of NS proteins 

to replication sites.  
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5. Development of Quantum Dot Technologies for Correlative 

Light and Electron Microscopy (CLEM) 

5.1. Introduction 

In the previous chapters, super-resolution imaging was deployed to investigate  HCV 

replication sites and their relationship to the host ER membrane. The results achieved using 

this approach prompted an investigation into combining the specificity afforded by light 

microscopy with the ultrastructural detail of EM. 

As discussed in the Chapter 3, all positive-strand RNA viruses induce distinct membrane 

alterations, which result from viral non-structural protein expression that provide the 

scaffold for RNA replication. Candidate viral replication complexes have previously been 

imaged utilising EM techniques, however there has been limited data to suggest specificity 

(Egger et al,2002). Recent studies have employed GFP-tagged HCV NS5A protein to 

identify and model the replication site utilising Electron Tomography (ET) {Romero-Brey, 

2013 377 /id}. 

In recent years, Correlative Light and Electron Microscopy (CLEM) has become 

increasingly attainable as a methodology for combining imaging modalities. Light and 

laser-based microscopy techniques provide rich detail on the subcellular localisation and 

interaction of specific proteins (Giepmans et al,2005).  Despite the versatility and depth of 

information provided by light microscopy, there remains a significant limitation in the 

spatial resolution afforded even by super-resolution methods when analysing protein 

interactions (Schermelleh et al,2010). To investigate the supramolecular detail of the viral 

replication complex, Transmission Electron Microscopy (TEM) is the current methodology 

of choice, eschewing photons for the 100,000 times shorter wavelength of high energy 

electrons, to achieve spatial resolution of 50pm (Rolf et al,2009). It is clear that the 

advantages of light and electron microscopy are highly additive, however the 

methodological differences have long prevented an efficient use of single samples for 

imaging under both modalities.  

A number of whole cell labelling methods can be applied for CLEM, either immuno-

labelling or genetically coded tags to identify targets of interest. However, the 

permeabilisation by detergents that is required for immunolabelling often results in damage 

to the delicate ultrastructure of interest during delivery of reagents (Giepmans,2008). The 

discovery and development of GFP and its derivatives as imaging tags in the early 1990s 
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provided a number of novel genetically coded immunofluorescence probes compatible 

with EM methodologies without the need for destructive permeabilisation techniques 

(Giepmans et al,2006).  

While both immuno- and genetic labelling of targets provide a suitable label for light 

microscopy, the organic nature of most fluorescent probes lacks the intrinsic electron dense 

nature required to scatter the electron beam rendering them visible by EM (Giepmans et 

al,2005). Therefore probes must be modified with an electron dense particle, either through 

sequential labelling with gold and fluorescent labelled antibodies, or silver enhancement of 

fluoronanogold (Takizawa et al,1998). These multistep methodologies can be unreliable 

and limited in compatibility for multiplexing of labels (Giepmans et al,2005). The ideal 

CLEM probe marries the fluorescence afforded by traditional organic fluorophores with an 

intrinsic electron dense structure (Giepmans,2008). 

Recently, colloidal semiconductor nanocrystals, termed Quantum Dots (QDs) have 

emerged as prime candidates for CLEM probes. Quantum dots are single, uniform 

nanometre-sized crystals of cadmium selenide or related material coated in a passivating 

layer of zinc sulphide (Giepmans et al,2005). The high quantum yield (approaching 90%) 

and electron dense core make them ideal for visualisation through CLSM and TEM (Reiss 

et al,2002;Nisman et al,2004). The target specificity of the QD can be altered and defined 

through functionalisation of the surface with any number of biomolecules (Giepmans et 

al,2005). 

In this part of the project, the potential for use of QDs as probes to detect viral RNA and 

protein was examined. Moreover, the study sought to expand on the structural detail 

achieved in Chapter 3 by combining QDs with CLEM techniques. 

5.2. Investigation of Viral Genome Replication 

Previous visual investigation into the nature of viral genomic replication was based solely 

on the existence of dsRNA, identified using the J2 antibody. This monoclonal antibody 

possesses sequence- and nucleotide-independent specificity to the helix formed by dsRNA 

Replicative Intermediates (RIs). Therefore any targets identified with this antibody are not 

virus specific and only indicative of this RI stage, not the individual positive and negative 

ssRNA strands.  

Given the lack of any sequence specificity, initial development of QDs as CLEM probes 

focussed on targeting specific sequences in viral RNA. A short ssRNA probe with 
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sequence specificity to the 5’ UTR of HCV strain JFH1 was chemically synthesised, 

and included a biotin linker molecule attached to the 3’ end. This probe was designed to 

anneal to the positive strand of HCV RNA between nucleotides 315 to 333 in the 5’ UTR 

region. Huh-7/SGR-JFH1 cells were grown overnight on sterilised coverslips and fixed 

with 4% PFA prior to permeabilisation with 0.25% Triton X-100. Cells were then 

incubated and blocked using Endogenous Biotin Blocking Kit (Invitrogen), to prevent non-

specific binding of the biotin tag during probe incubation. RNA probe concentrations were 

titrated from 0.1µg RNA to 0.5µg diluted in Saline Sodium Citrate (SSC) and incubated 

overnight at 37oC  (Chaumeil et al,2008). Following RNA probe conjugation, secondary 

staining was carried out utilising 605nm ITK Streptavidin Quantum Dots diluted to 20nM 

in the supplied secondary incubation buffer for 1 hour at room temperature 

(Invitrogen,2007). The resulting probe structure is shown in Figure 1 [A]. 

Cells were imaged via CLSM and the results are shown in Figure 2[A]. Initial imaging 

appeared to identify punctate sites normally associated with detection of dsRNA in cells 

bearing the HCV JFH1 subgenomic replicon. However, examination of naïve Huh-7 cells, 

seen in Figure 2 [B] revealed a pattern and level of staining similar to that in Huh-7/SGR-

JFH1 cells. This similarity in staining between samples suggested non-specific binding 

possibly as a result of insufficient blocking of endogenous biotin epitopes within the cell, 

most likely within mitochondria (Coone et al,2008).  

A number of attempts were made to optimise the approach through various blocking steps 

and antibody/QD titrations. Despite further attempts at optimisation, it was not possible to 

develop a successful staining protocol using the combination of RNA and QD probes 

(Figure 3 [A] and [B]). Given that the number of copies of positive-sense viral RNA per 

cell varies between approximately 60-150 genomes (Leitch et al,2013), it was possible that 

the system would not achieve the sensitivity required without intensive development and 

hence this approach was not pursued further. Since viral proteins are produced in far 

greater excess compared to viral RNA, attention was directed at using QDs to detect viral 

protein.  
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Figure 1. Quantum Dot Conjugation and Functionalisation Methodologies
Conjugation Methodologies utilised within the study. Invitrogen Qdot 605nm ITK 

Streptavidin conjugated to RNA probe [A] and secondary staining of biotin tagged 

α-FLAG antibody. Invitrogen Qdot 585nm direct conjugation to 9E10 antibody [C].
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Figure 2. Visualisation of SGR-JFH1 genomic RNA utilising 5’UTR 
targeted RNA probe conjugated to 605nm quantum dots
Huh-7/SGR-JFH1 cells were fixed and stained for the 5’ UTR region of the viral 
genome utilising 605nm quantum dots conjugated to specific RNA probe [A]. 
Huh-7 negative controls were fixed and stained using the same protocol [B]. Scale 
bars represent 20µm
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Figure 3. Visualisation of Huh-7 SGR genomic RNA utilising 5’UTR targeted 
RNA probe conjugated to 605nm quantum dots
Huh-7/SGR-JFH1 cells were fixed and stained for the 5’ UTR region of the viral genome 
utilising 605nm quantum dots conjugated to a 5’UTR specific RNA probe [A]. Huh-7 
negative controls were fixed and stained using the same protocol [B]. Scale bars 
represent 20µm
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5.3. Quantum Dot Targeting Using FLAG-NS5A 

To simplify the imaging protocol, the use of RNA sequence-specific probes was replaced 

with an antibody-based immunofluoresence approach to enable comparison of the QD 

technique with a traditional primary-secondary staining method. Therefore it was decided 

to target proteins at replication sites, specifically the NS5A protein studied in Chapter 3. 

Due to the lack of a biotin-tagged α-NS5A antibody, a novel SGR construct containing a 

FLAG tag within the NS5A protein (SGR-JFH1NS5AFLAG, Materials and Methods 2.1.10, 

kindly provided by Chris McCormick and shown in Figure 4 [B]) was utilised; the FLAG 

tag in this construct was inserted at the same position as GFP in NS5A (Figure  4 [C]). 

This enabled utilisation of a commercially produced biotin-tagged α-FLAG antibody 

allowing detection of NS5A protein while providing a linker molecule for secondary 

conjugation to streptavidin-coated QD.  

A cell line was constructed containing the SGR-JFH1NS5AFLAG replicon, encoding the 

neomycin resistance gene to allow selection of cells constitutively replicating subgenomic 

RNA. Naïve Huh-7 cells were electroporated with RNA transcribed in vitro using T7 RNA 

polymerase from the SGR-JFH1NS5AFLAG and selected for neomycin resistance. Through 

this process a stable Huh-7/SGR-JFH1NS5AFLAG cell line was produced, constitutively 

replicating viral RNA and FLAG-tagged NS5A.  

Huh-7/SGR-JFH1NS5AFLAG cells were grown on coverslips, fixed and permeabilised with 

Triton X-100 as described above. Non specific binding sites were blocked using 

Endogenous Biotin Blocking Kit (Invitrogen) prior to application of primary α-FLAG 

antibody followed by incubation for 1 hour at room temperature. Samples were rinsed to 

remove unbound primary antibody followed by blocking of non-specific binding sites 

utilising Endogenous Biotin Blocking Kit ( (Invitrogen). 605nm ITK Streptavidin 

Quantum Dots were added to cells at a concentration of 20nM diluted in secondary 

conjugation buffer and incubated for 1 hour at room temperature. As with standard 

immunofluorescence protocols, samples were rinsed with PBS and mounted using 

Invitrogen ProLong Gold antifade reagent. Samples were then imaged using the 

appropriate laser and filter combinations. 

Initial results failed to detect any fluorescence within the samples stained with QDs (data 

not shown). Validation of NS5A detection was carried out using the α-FLAG antibody 

combined with a standard secondary AlexaFluor antibody. Utilising this traditional 

staining methodology, punctate foci indicative of FLAG-NS5A at replication sites were 
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Figure 4. Subgenomic Replicon Structures SGR-JFH1, SGR-JFH1
NS5AGFP 

 and 
SGR-JFH1

NS5AFLAG

Structural proteins are removed and replaced with the Neomycin resistance gene neo 

and T7 RNA promoter region to produce the subgenomic replicon SGR-JFH1 [A].  GFP 

was introduced into the C-terminus of NS5A [B]. This same region was also utilised for 

the insertion of a FLAG tag [C].
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 visible in the Huh-7/SGR-JFH1NS5AFLAG cell line. Specificity of the α-FLAG antibody 

was also confirmed further through counter-staining with a NS5A-specific sheep antibody 

(Materials and Methods 2.1.7.1), kindly provided by Mark Harris shown in Figure 5 [A]. 

Therefore, failure of QD- based staining most likely occurred after application of the 

primary antibody. Fluorescence of the probe itself was validated through visual inspection 

of diluted quantum dot probe using a UV illuminator (data not shown). Having narrowed 

the reason for failure of QDs to detect FLAG-NS5A, a literature search was carried to 

identify possible problems associated with secondary quantum dot conjugation and 

imaging. One possible cause of experimental failure lay in the use of mounting media 

containing antifade reagents specific to organic fluorophores, such as ProLong 

(Ignatius,2010;Whaley,2011)  

This quenching effect appears to result from the addition of antioxidants such as p-

Phenylenediamine (PPD). When used with traditional organic fluorophores, the antioxidant 

properties of PPD prevent the formation of free radicals, the main cause of fluorescence 

photobleaching. When applied to semiconductor-based nanocrystals, PPD acts as an 

electron acceptor or hole,, trapping the previously excited confined electrons in the excited 

state within it’s valence band thereby preventing them from returning to the ground state 

with subsequent photon release (Sharma et al, 2003). 

Having identified the mounting media as a possible cause of QD quenching, Prolong 

reagent was replaced with a 9:1 PBS/glycerol as mounting media and the previous 

experiment repeated. Figure 5 [B] shows the results of this change in mounting media on 

fluorescent signal in Huh-7/SGR-JFH1NS5AFLAG cells. Restoration of this signal revealed a 

number of punctate sites with a staining pattern and dispersion similar to previous NS5A 

results. When counterstained using the alternative NS5A antibody however, the 

colocalisation seen in Figure 5 [A] between the NS5A and FLAG antibodies was not 

evident. Despite numerous attempts to optimise this methodology through verification of 

antibody specificity and mounting media, it was not possible to achieve the specificity 

required for accurate staining of the NS5A protein.  

The failure to develop a specific staining methodology utilising either the RNA probe or 

FLAG-tagged immunofluorescence techniques against viral proteins suggested that 

incompatibility lay not with the probe itself but with the streptavidin QDs used for 

labelling. It was felt that perhaps the streptavidin biotin linker may contribute to the 

inconsistent results. The relatively high concentrations of endogenous biotin within  



Figure 5. Visualisation of NS5A expressed by SGR-JFH1
NS5AFLAG 

cells
Huh-7 /SGR-JFH1

NS5AFLAG
 cells were fixed and stained for the FLAG tag using a-FLAG 

antibody and NS5A using NS5A antisera[A]. This was repeated utilising a-FLAG 
conjugated quantum dots and NS5A antisera [B]. Scale bars represent 20µm
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metabolically active cells such as hepatocytes may also be the cause (Wood et al,1981). 

Therefore alternative methods of conjugation were sought which may prove more suitable 

to the cell lines being investigated. 

5.4. CLEM Imaging using GFP as a Detector 

Given the lack of success in developing an optimised QD staining methodology that could 

be further used for CLEM, the focus of probe development shifted to utilising GFP in place 

of nanocrystal technology. Unlike QDs, use of encoded GFP constructs has been well 

characterised as a localisation technique for use in CLEM with a number of robust 

protocols available for application in both EM and cryo-EM modalities (Luby-Phelps et al, 

2003). Utilising the Huh-7/SGR-JFH1NS5AGFP cells, results in Chapter 3 had shown it was 

possible to localise predicted replication sites using the GFP-NS5A protein and examine 

the underlying ultrastructure and altered membranes associated with the membranous web.  

Having characterised the fluorescent signal of GFP-NS5A by OMX imaging described in 

the Chapter 3, it was noted that the percentage of cells expressing GFP-NS5A was 

approximately 50%. While the differences in replicon expression were of limited 

significance for CLSM imaging, such variation decreases the likelihood of locating cells 

expressing the fluorescent tagged protein by EM. In an effort to increase the probability of 

visualising GFP-NS5A within samples, Huh-7/SGR-JFH1NS5AGFP cells were selected for 

GFP expression by Fluorescence Activated Cell Sorting (FACS). This increased the 

proportion of cells in monolayers that expressed GFP-NS5A to about 95%. 

FACS-purified cells were transferred to MatTek live cell imaging dishes containing a 

number of sterilised sapphire discs submerged in DMEM and incubated for 24 hours at 

37oC to allow cell adhesion. Expression of the GFP-NS5A protein was confirmed by 

CLSM imaging of the discs prior to embedding, as shown in Figure 6 [A]. Sapphire discs 

with adherent GFP-NS5A were then transferred to sample carriers for High Pressure 

Freezing (HPF) using a Leica EM PACT2 High Pressure Freezer. The extremely low 

thermal inertia of sapphire makes it an ideal substrate for rapid freezing of samples 

(Reipert et al, 2003). Samples were rapidly frozen using a jet of LN2 and transferred under 

cryo-conditions to a Leica EM AFS2 for freeze substitution and Lowicryl HM20 resin 

embedding. Samples were processed as described in Materials and Methods 2.2.12. 

Sectioned samples were transferred to EM finder grids for initial fluorescence microscopy 

by CLSM. One of the difficulties faced in CLEM methodologies is the imaging of resin-
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embedded and grid-mounted samples, which may not reside parallel to the focal plane. 

Physical size of the grids also poses certain technical difficulties, being almost of similar 

size to the objective lens making manipulation and retention of the sample difficult. To 

overcome these problems, MatTek dishes were utilised to hold a number of grids 

simultaneously, placed resin-side down to the glass coverslip base. In order to improve 

image quality, grids were immersed in ddH2O, limiting the changes in refractive index 

between media. Regions of interest within each grid were identified visually and 3D 

datasets of the fluorescent signal acquired through CLSM using appropriate laser and filter 

sets.  

Figure 6 [B] shows the Maximum Intensity Projection (MIP) of a single grid square 

harbouring a Huh-7/SGR-JFH1NS5AGFP cell, with alternate views and depth projection 

shown in [C] and [D]. The depth projection shown in [C] demonstrates the difficulty in 

successfully imaging target cells using only single focal plane data. The signal can clearly 

be seen to reside at a significant angle relative to the focal plane; using single image 

analysis, such a target could be easily missed or misinterpreted as background. Thus, only 

by collecting 3-D data of the ROI can such cells be accurately detected. Of note, it was 

somewhat surprising that the GFP signal was readily detected after UV polymerisation for 

48 hours. Resistance to photobleaching may be conferred by the resin absorbing the UV 

energy during polymerisation. The low temperature of the freeze substitution method may 

also act as a form of cryoprotection, limiting the excitation of electrons to higher energy 

states which can result in photobleaching (Rost,1992). 

Having successfully identified cells expressing GFP-NS5A by CLSM, samples were 

transferred to TEM. Despite successfully identifying and imaging the GFP-NS5A signal by 

fluorescence microscopy, TEM analysis failed to detect any clear structures that could be 

attributed to the signal itself. Further progress was hampered due to technical problems 

with curing of Lowicryl resin. While it was not possible to achieve accurate correlation 

between the two imaging modalities within the timescale of this project, in principle, the 

technical barriers should be surmountable in time. 

  



[A]

Figure 6 Visualisation of NS5A from SGR-JFH1
NS5AGFP 

 cells prepared for 
correlative Microscopy. Visualisation of NS5A from SGR-JFH1

NS5AGFP 
 cells 

prepared for correlative Microscopy
Huh-7/SGR-JFH1

NS5AGFP
  cells were grown on sapphire discs and imaged by CLSM prior 

to embedding [A]. Embedded samples were sectioned and mounted on finder grids 
and visualised through 3D CLSM. Imaris software was utilised to generate a Maximum 
Intensity Projection (MIP) of the Z-stack data [B] [C] [D]. Scale bars represent 20µm
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Thus, by this stage, a number of problems had been encountered in the project 

including: 

a) Difficulties with sensitivity to detect viral RNA with QDs. 

b) Lack of specificity for detecting viral protein by attempts to recognise viral NS5A 

using a traditional primary/secondary sandwich antibody approach. 

c) Technical problems with curing of Lowicryl resin.  

In the final part of the study, the experiences from the above problems were applied in an 

attempt to detect NS5A using QDs.     

5.5. NS5A Antibody Quantum Dot Conjugation 

During investigation of the GFP tag for CLEM, a novel commercial product became 

available allowing the direct conjugation of primary antibody to QDs (Qdot Antibody 

Conjugation Kit [Invitrogen]). It was considered that such a reagent could circumvent the 

problems previously encountered through the use of streptavidin/biotin-based secondary 

conjugation. However, one major limitation for use of this kit was the large quantity of 

antibody required for accurate stoichiometry during the conjugation reaction. Given the 

limited availability of the polyclonal α-NS5A an alternative source of antibody was sought. 

We were able to access milligram quantities of purified monoclonal antibody 9E10 (kindly 

provided by Dr T Tellinghuisen), which is highly specific for NS5A and was employed for 

crystallisation studies on Domain 1 of the protein (Tellinghuisen et al,2005). 

Specificity of 9E10 for NS5A expressed by the SGR-JFH1 replicon was confirmed through 

indirect immunofluorescence with Huh-7/SGR-JFH1 cells (data not shown). Having 

established the specificity of 9E10 with subgenomic replicon cells, conjugation of QDs to 

the monoclonal antibody was carried out as described in Materials and Methods 2.2.8.2. to 

form the probe conjugate shown in Figure 1 [C].  Given the previous problems 

encountered with secondary antibody conjugation, newly synthesised 9E10/QD conjugates 

were verified through colocalisation testing with the anti-NS5A polyclonal antibody. Huh-

7/SGR-JFH1 cells were fixed, permeabilised following the method described by Giepmans 

et al (2005) and probed with 9E10/QDs and α-NS5A polyclonal antibody (Figure 7 [A]). 

The 9E10/QD conjugated probe gave a signal that largely colocalised with the polyclonal 

NS5A antibody, in particular detecting punctate sites; by contrast, no such signals were 

detected in control Huh-7 cells (data not shown). Examination of cells prepared and stained 



Figure 7. Visualisation of NS5A expressed by SGR-JFH1 cells utilising 
functionalised quantum dots.
Huh-7/SGR-JFH1 cells were fixed and stained for the NS5A tag using quantum dot 
functionalised with the NS5A monoclonal anitbody 9E10, counterstained with a-NS5A 
antisera [A].  QD were visualised with DIC  [B]. Scale bars represent 20µm
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 using this methodology showed no obvious disruption of cell structure or morphology 

when examined by fluorescence microscopy combined with Differential Interference 

Contrast (DIC) microscopy (Figure 7 [B]). Based on these data, samples were then 

prepared and embedded for EM imaging. 

Given the technical problems associated with curing of resin with the sapphire disc HPS-

FS method, samples were chemically fixed, scraped from cell culture flasks and pelleted 

by centrifugation prior to EM staining. Unlike the planar methodology described 

previously, pelleting of the sample provides a greater density of cells, increasing the 

likelihood of identifying sample fluorescence. Following embedding in Epon resin, 

samples were trimmed to produce a planar surface. Trimmed samples were mounted in a 

custom holder and the entire block face imaged by CLSM. 

CLSM imaging of the resin blockface revealed that the fluorescence signal observed in cell 

monolayers had been entirely quenched. Cells were visible through the microscope as dark 

silhouettes devoid of any fluorescence including any typical background autofluorescence 

caused by the resin itself. The experiment was repeated with fluorescence imaging prior to 

embedding, which confirmed the existence of a fluorescence QD signal prior to 

embedding. However, analysis of the block after processing showed no fluorescence. 

Therefore it was concluded that the observed fluorescence quenching was a result of 

sample preparation for EM.  

Post-fixation processing included use of osmium tetroxide to provide contrast to the lipid 

components of the cell. A literature search identified osmium tetroxide as a possible 

causative agent for fluorescence quenching since it can interact with QDs, resulting in 

instantaneous and irreversible quenching (Deerinck, 2008). It should be noted that this 

observation contradicts the method published by Giepmans that had been followed 

previously.  Hence, staining steps that incorporated both osmium tetroxide and uranyl 

acetate were removed from the protocol and the experiment repeated to assess their impact 

on QD fluorescence.  

An image of an unstained section prepared for EM is shown in Figure 8 [A]. Removal of 

osmium tetroxide yielded high numbers of punctate fluorescence evident in the grid 

square. Grids were imaged as described previously, utilising the MatTek dishes to allow 

immersion of the grid in ddH2O for CLSM imaging. To accurately capture the non-planar 

orientation of the grid within the dish, Z-stack datasets were acquired and a MIP of the grid 

was generated for the image in Figure 8 [A]. This experiment unequivocally demonstrated  



[A]

[B]

Figure 8. Correlative Imaging of NS5A utilising targeted 585nm QDs on 
100nm sections.
Huh-7/SGR-JFH1 cells were fixed and embedded in Epon resin,  cut into 100nm 
sections  and stained for  NS5A using 9E10 Ab conjugated to 585nm QDs [A].  ROI 
were identified (shown by white box) [A] and [C] and examined by TEM at a number of 
magnifications,  x3k [B] and x5k [E]. The appropriate region of fluoresence was 
selected [D] and overlayed upon the TEM image to generate a combined CLSM/TEM 
image showing structural detail within regions of fluoresence [F]. Scale bars 
represent 20µm
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that heavy metal staining was incompatible with retaining QD fluorescence. However, 

staining of the individual grids post image capture by CLSM remained possible and was a 

simple alteration to the method. Thus, samples were stained after CLSM imaging and 

transferred to the Transmission Election Microscope (TEM). All electron microscopy 

described below was carried out by Dr Frazer Rixon (MRC-UoG Centre for Virus 

Research). Resultant EM images are shown in Figure 8 [B] and [E]. The final protocol 

therefore resulted in a modified version of Giepmans’ protocol, utilising embedding, 

sectioning and CLSM imaging followed by staining with osmium tetroxide and uranyl 

acetate prior to EM imaging The major incompatibility found with the Giepmans’ protocol 

may be due to differences in the quantum dot properties used in both experiments. Given 

the proprietary nature of the quantum dots used in this project it may be that the bio-

compatible coating varies in permeability to osmium tetroxide, resulting in the differences 

described here. 

The region highlighted in Figure 8 [A] was selected as an area of interest due to the levels 

of complexity and signal intensity shown in the fluorescence image. Having identified this 

region, EM imaging was carried out at a number of magnifications. The lowest 

magnification of x3000 [B] was used to align the coarse outline of cells and structures to 

that of the optical image, confirming the similarity and accuracy of regions imaged. 

Following this identification, a higher magnification (x6000, image [E]) was aligned to a 

smaller region of interest within the optical image shown in [C] and magnified in [D]. 

Figure 8 [D] shows a tight collection of punctate sites and unstained regions, which were 

aligned to image [E]. By increasing the transparency of the optical component [D] 

overlayed on the corresponding EM image [E] it was possible to observe in greater detail 

the correlation between the NS5A signal upon the structural details of the cell (Figure 21 

[F]). 

Examination of this region by EM microscopy showed an extremely complex 

ultrastructural interaction between a number of cellular components. Central to this region 

was a number of black spheres, the dark osmium tetroxide stain indicative of lipid dense 

organelles, most likely lipid droplets (labelled LD). Interwoven between the aggregated 

lipid droplets was the convoluted ER membrane (labelled ER) and surrounding both of 

these components are a number of unidentifiable dark grey regions. Overlaying the 

fluorescence data onto this EM data gives a greater level of detail to the complexity of the 

region. The fluorescent signal seems to be attributed to the outside of the lipid droplets and 
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along the ER membrane. Unfortunately it was not possible to directly identify the 

quantum dots themselves as electron dense regions within the sample, attempts to image 

unbound stock of the quantum dots failed(?) suggesting that the dots may have been 

significantly smaller and less dense than expected. 

Having successfully identified sites of replication by CLEM/QD methodology for standard 

TEM imaging of 100nm thick sections, the study progressed to investigation of the 3D 

architecture of putative replication sites. This was achieved using electron tomography of 

250nm sections, taken from the same sample as seen in Figure 21. Thicker sections were 

utilised to provide greater 3D depth of information of replication sites. ROI were identified 

in the same manner as 100nm using the LSM 710 meta, prior to deconvolution and 

generation of MIP using Autoquant and Imaris (Figure 9 [A]). A slight decrease in optical 

image quality was noted at this point, most likely down to the increased thickness of the 

resin being imaged. After a ROI (Figure 9 [A] White Box) was imaged and identified using 

the co-ordinate system of the finder grid, the sample was then transferred to a JEOL JEM-

2200FS for electron microscopy. 

Prior to tomography, 2D micrographs of the ROI were captured at a number of 

magnifications to allow alignment of the subsequent high magnification tomogram (Figure 

9 [B]). Although the image resolution afforded by the thicker sample is somewhat lower 

than the previous 100nm section seen in Figure 8 [B], it is still possible to identify a 

complex alteration within the cell with similarity to previously identified membrane 

perturbations that could be replication sites (Identified by white arrow).  

Tomograms were then generate at 5000x magnification as a +/- 55o tilt series, imaged at 2o 

increments, using 200kV accelerating voltage and energy-filtered image capture to exclude 

inelastically scattered electrons and enhance image contrast. Alignment of the tilt series 

was carried out using 15nm nanogold fiducial markers, pipetted onto the surface of the 

section prior to tomography. The region captured is identified by the black box in Figure 9 

[C], the tomogram itself shown in Figure 9 [D] (Full tilt series presented as a movie in 

accompanying material). Tomograms were then aligned to the previous generated CLEM 

image using coarse cellular landmarks visible at lower magnification. Using the aligned 

tomogram and CLEM image (Figure 9 [E]) the fluorescent signal was applied to generate a 

correlated fluorescence/tomogram (Figure 9 [F]). The fluorescent component of the 

correlated tomogram was then adjusted to show the region of highest intensity fluorescence 

to enable more accurate identification of structures within the tomogram (Figure 9 [G]).  



Figure 9a. Correlative Tomography of  viral replication complexes 
identified by the NS5A protein tagged using 585nm QDs on 250nm thick 
resin sections.
Huh-7/SGR-JFH1cells were fixed, stained for  NS5A using 9E10 Ab conjugated to 
585nm QDs and embedded in Epon resin prior to sectioning.  Confocal microscopy 
was carried out on sections mounted on reference grids [A]. ROI were identified 
(shown by white box) in [A] and examined by TEM at x3000magnification prior to 
tomography [B].  Fluorescence was found to correlate to regions of  altered cellular 
structure identified by white arrow.
Scale bar: [B] 2μm
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Figure 9b. Identification of regions for Correlated Tomography
ROI identified in Figure 22a.  were imaged with increasing magnification up to x6000 
by TEM [C] to select ROI, shown by black box, for further investigation by 
tomography at x5000 magnification shown in panel [D].
Scale Bars: [C] 2μm, [D] 1μm
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Figure 9c. Correlation of Fluorescence signal with TEM images and 
Tomograms.
TEM image and Tomogram shown in Figure 22b were then overlayed 
with the correlating region of fluorescence from Figure 22a [A] to 
produce the correlated TEM image [E] and correlated Tomogram [F].
Scale bars: [E] 2μm, [F] 1μm.
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Figure 9d. Magnified ROI of Tomogram with annotated cellular 
structures.
Magnified region of captured Tomogram shown in Figure 22b & c with cellular 
structures identified, convoluted ER membrane marked by black arrows. Spherical 
structures identified by black circles 1&2.
Scale bars: [G] [H] 300nm.
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From this overlay a number of  structures were identified within the tomogram and 

plotted in Figure 9 [H]. 

Figure 9 [H] shows a magnified region of the tomogram, centred on the high intensity 

fluorescence shown in Figure 9[G]. Compared to the surrounding cellular structure on the 

left-hand side of the image, there is a significant change in cell architecture and structure in 

the region detected by the NS5A-QD probe. Examining the location of the fluorescent 

signal indicates that it surrounds a large vesicle of at least 700nm in diameter (black circle 

1) with a number of other identifiable spherules or vesicles in close proximity. The ER 

membrane (identified by black arrows) can be seen interwoven throughout this region, 

surrounding the areas of highest intensity fluorescence. It should be noted that the regions 

of highest intensity fluorescence do not correlate with the vesicles themselves but are 

instead juxtaposed to their surface. The region identified by circle 2 is or particular interest, 

correlating with the highest intensity fluorescence within the image. It appears to be a 

complex, roughly spherical structure of approximately 300nm in diameter. The correlation 

in both fluorescent signal and structure size with those seen in Chapter 3 suggests that this 

may be a putative replication site. Its juxtaposition to the central vesicle (indicated by 

circle 1) lends weight to the possibility it could be a lipid droplet, associating through 

NS5A with the replication complex (Shi et al,2002). Given the number of punctate 

fluorescent sites within the boundings of the identified ER membrane, it may be that each 

signal represents a putative replication unit bound to vesicles to generate the membranous 

web. 

5.6. Discussion 

Through both 2D and 3D TEM imaging, a unique and unusual cellular architecture 

correlated with a fluorescent signal specific for NS5A which is located at viral replication 

sites. This identified structure of numerous vesicles held together in a tightly woven 

network or matrix of membranous materials, termed the membranous web, has been 

described previously as a cellular alteration caused by expression of the viral proteins 

(Egger et al,2002). Such images also bear striking similarity to the EM images revealing 

membrane alterations caused by infection by poliovirus (Dales et al,1965).  Until now, 

there has been limited data on the architecture of these membrane perturbations. The use of 

CLEM methodologies provides an unprecedented level of fidelity, not just to confirm that 

such sites harbour viral proteins, but also to extend the structural detail of replication sites. 
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Here, it has been possible to show that the NS5A protein can be found at punctate sites, 

juxtaposed to organelles likely to be lipid droplets. 

A similar methodology to that used in section 5.4 has recently been employed to identify 

membranous web structures within Huh-7 Lunet cells transfected with SGR-JFH1NS5AGFP 

RNA (Romero-Brey, 2013). Unlike the method described above, fluorescence imaging was 

carried out on samples prior to HPF and FS, allowing imaging of cells upon the sapphire 

discs themselves. There are a number of benefits associated with this method: i) 

photobleaching during polymerisation is removed as a inhibitory factor, ii) the clarity of 

the fluorescent image is greatly increased due to the greater integrity of the cell prior to 

sectioning and, iii) the less complex optical pathway available through the imaging 

medium. However there are also pitfalls with this approach. Firstly, there is a lack of 

certainty in reacquiring the same cell post-EM processing and sectioning. While the quality 

of fluorescence imaging of the resin section may be decreased compared to the sapphire 

disc method, there is no doubt as to the accuracy of the acquisition of the same cell at 

higher magnification due to the coordinates etched into each grid square. Identifying single 

cells upon removal of such a reference pattern makes location of a specific cell extremely 

difficult. The overlaying of widefield fluorescent images upon 60nm resin sections is also a 

cause for concern. Given the very different depths of field for both images, interpretation 

of the correlated signals is far more difficult. Only through fluorescent imaging of the 

section itself can the signal be definitively attributed to that particular region of the cell. 

Although limited by time constraints, the successful acquisition of 3D tomograms of 

putative HCV replication sites provides the foundation for further ultrastructural modelling 

of this region through tracing of the tomographic reconstructions to produce 3D 

representations such as those shown for optical imaging in Chapters 3 and 4. The methods 

developed in this chapter demonstrate that it is now possible to accurately determine the 

structural detail and location of fluorescent targets alongside the ultrastructural resolution 

provided by TEM. Moreover, the studies presented provide proof-of-concept for detecting 

viral antigens using QDs directly conjugated to a virus-specific antibody. This offers 

opportunities for other exploratory studies, not just in HCV but also with other viral 

pathogens. For example, there is scope to employ QDs with other spectral properties to 

enable multiplexing for detection of other viral or host cell factors. In addition, the ability 

to combine CLEM with EM tomography is a powerful method to expand the structural 

detail of sites where replication and virus assembly occurs.  
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6. Quantitative Proteomics of Naive Cell Lines by SILAC Mass 

Spectrometry 

6.1. Introduction 

Following on from the success of the genomics, there has been a significant trend in the 

life sciences towards the investigation of organisms at the systems level, methodologies 

collectively known as ‘omics technologies (Joyce et al,2006). Each specialises in the 

analysis of the pool of biomolecules within a particular organism, producing large-scale 

datasets which provide an unprecedented view of the inner workings of the cell (Tyers et 

al,2003). The proteomics branch of the ‘omics family examines the entire complement of 

proteins coded by the genome, including their modifications and structures to elucidate the 

metabolic pathways of the cell.   

The simplistic examination of protein expression as a binary present/not present function 

within the cell is in itself, limited in value. Of greater interest is the quantitative analysis of 

protein expression between two separate cell states, either as an absolute measure of 

protein quantity or the relative change between the two states (Mann,2006). Early 

quantitative techniques utilising fluorescence and radioactivity combined with 2-D gel 

electrophoresis provided excellent sensitivity and dynamic range but limited depth of 

proteome coverage, constrained to only the most abundant proteins within the sample 

(Tyers et al,2003;Bantscheff et al,2007). The application of Liquid Chromatography-Mass 

Spectrometry (LC-MS), has rapidly increased the depth of analysis available in 

proteomics, however it is not an inherently quantitative technique due to the complex 

relationship between analyte quantity and signal intensity, which can be affected by size, 

charge and hydrophobicity of the peptide (Bantscheff et al,2007;Aebersold et al,2003). 

While not a quantitative method per se, observed isotopic peak ratios are highly accurate, 

due to the lack of chemical differences between species. Consequently, a number of 

methods have been developed, based around the incorporation of isotopically labelled 

references into the sample, either as metabolic or chemical tags or as an external standard 

of a spiked synthetic peptide (Bantscheff et al,2007).  Stable-Isotope Labelling by Amino 

Acid Composition (SILAC) is one such recently developed metabolic labelling technique, 

incorporating isotopically heavy- and light-labelled amino acids into amino acid deficient 

cell culture media to ensure incorporation of labels directly into the cell proteome. By 

labelling one cell population with light amino acids and another with heavy amino acids, 

the two cell extracts can be mixed and proteomes analysed. By mixing populations at an 
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early stage in processing, losses occurring during extraction through to analysis will 

affect both samples equally, ensuring accuracy in relative quantification (Ong et al,2002). 

During analysis both heavy- and light-labelled peptides are detected simultaneously and 

identified by their relative mass shifts. 

As already described in this study, the Huh-7 cell line provides a cellular environment 

permissive for replication of the JFH-1 subgenomic replicon SGR-JFH1 (Targett-Adams et 

al,2005). Treatment of Huh-7 cells harbouring SGR-JFH1, or any other HCV subgenomic 

replicon, with IFN-α can eliminate the self replicating RNA creating a cured cell line. 

Cured cells have increased permissiveness to HCV infection. To further develop this 

permissiveness, a number of cured Huh-7 cell lines were cloned and tested for replication 

competence. From such an approach, Huh-7.5 cells were found to support a significantly 

higher (3-fold increase) level of replication than the parental Huh-7 cell line (Blight et 

al,2002). 

To investigate the possible cause of increased permissiveness, the study described in this 

chapter sought to compare the proteomes of Huh-7 and Huh-7.5 cells through SILAC 

analysis. With this aim, SILAC methodology was developed to enable stable maintenance 

of the two cell populations in SILAC media. Utilising these SILAC-maintained cell lines, 

it was hoped to identify differences in levels of protein expression which may affect HCV 

permissiveness. 

6.2. Cell Culture Development 

6.2.1. Foetal Calf Serum Testing 

Central to any SILAC investigation is the effective and sustained maintenance of the cell 

line in isotopically labelled SILAC media. Stable growth of the cell line under such 

conditions is critical to the success of the experiment as 5 rounds of cell division must be 

accomplished to ensure complete integration of the labelled amino acids, L-lysine and L-

arginine into the entire proteome. Failure to integrate heavy-labelled tags into the cell 

population results in a shift in relative expression towards light-labelled amino acids.  

To ensure complete integration of labelled lysine and arginine, all other sources of amino 

acids within the growth media must be removed or limited. Although SILAC DMEM 

media is deficient in both amino acids, the supplemental Foetal Calf Serum (FCS), 

containing a variety of undefined growth factors necessary for effective cell growth, is a 

source of unlabelled amino acids at unknown concentrations. To prevent contamination of 
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the media through supplementation, FCS utilised in any SILAC experiments must be 

thoroughly dialysed to remove free amino acids prior to use.  

Several commercially available dialysed media were tested for compatibility with Huh-7 

and Huh-7.5 cell lines. Due to the lack of availability of a dialysed variant of Gibco FCS 

typically used for Huh-7 maintenance, alternatives from Dundee Cell Products (DCP) and 

BioSera were tested. In addition, SILAC DMEM from DCP was used at this stage of the 

project. Sequential adaptation of the cells to dialysed FCS from these companies was 

employed to limit cell stress using the following method. 

 Passage 1: 75% Standard FCS/25% Dialysed FCS 

 Passage 2: 50% Standard FCS/50% Dialysed FCS 

 Passage 3: 25% Standard FCS/75% Dialysed FCS 

 Passage 4: 100% Dialysed FCS 

Despite the application of a sequential adaptation process during FCS testing, cell 

mortality increased with passage number rising to complete death of the cell population 

before passage 5. In an effort to lessen the effects of dialysed FCS on cell mortality rates 

during passaging, fresh media was supplemented with 25% conditioned media from the 

previous passage in an effort to reintroduce any low molecular weight (MW) growth 

factors excreted by the cells which may otherwise be lost. Unfortunately, even with 

sequential adaptation and supplementation with conditioned media, cell mortality 

continued to occur by passage 5. 

Commercially available dialysed FCS was therefore disregarded as a viable media 

supplementation method. As an alternative, Gibco FCS was dialysed, thereby minimising 

the adaptation requirements of the cell line for successful growth. Dialysis was carried out 

as described in Materials and Methods 2.2.13.1. This form of dialysed FCS failed to 

improve the growth and longevity of cell lines in SILAC DMEM media.  
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6.3. Analysis and Comparison of SILAC Media Compositions 

Having failed to sustain cell growth using SILAC-modified DMEM supplied by DCP, a 

comparison was carried out of the constituent components of the media provided by the 

company with standard Gibco DMEMCOMPLETE normally used for culturing of Huh-7/Huh-

7.5 cell lines. Comparing the two base media formulations, it became apparent that the 

DCP SILAC media was deficient in 20mM HEPES buffer found in Gibco 

DMEMCOMPLETE. This was a significant alteration from the expected formulation. HEPES 

buffer has an important role providing extra buffering capacity for metabolically active 

cells such as hepatocyte-derived cell lines. It was concluded that this lack of buffering 

resulted in a decrease in media pH values caused by excretion of metabolic by-products 

and the aforementioned cell mortality. 

Having identified the most likely cause of cell death during adaptation, a replacement 

SILAC DMEM formulation was sourced from Thermo matching that provided by Gibco. 

Testing of the Thermo SILAC DMEM in same manner as described above showed 

efficient cell growth during sequential adaptation through to continual passaging of both 

cell lines using 100% self-dialysed Gibco FCS. Cell viability was assessed and found to 

reach 92%. 

6.4. Huh-7/Huh-7.5 Comparative Proteome Analysis Using SILAC 

Establishment of stable cell growth in the SILAC media allowed progression to analysis of 

samples by mass spectrometry (MS). Huh-7 samples were grown in the “light” non-

isotopically labelled media, while the Huh-7.5 cell line was grown in media containing 

“heavy” labelled 13C lysine and arginine. Cells were harvested and proteins extracted for 

SDS-PAGE fractionation, followed by In-gel tryptic digestion and extraction of resultant 

peptides (Materials and Methods, Section 2.2.13.4). SILAC analysis was carried out in 

duplicate by Robin Antrobus (Cambridge Institute for Medical Research) using a Thermo 

Scientific LTQ Orbitrap and results processed using MaxQuant 1.3.0.2. As shown in 

Figure 1 [A], integration of the heavy labelled isotope tags was 97% efficient; the 

remaining 3% of light-labelled peptides can be accounted for during analysis, limiting its 

effects on quantitative accuracy. 

Processing of resultant data generated a list of peptides detected during MS analysis and 

their associated heavy and light ratios for both samples. From this list, it was possible to 

allocate each peptide to its associated parent protein. These data were then used to generate  
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Figure 1. SILAC Comparative Analysis of Huh-7 Vs Huh7.5 Proteomes
[A] Integration analysis of heavy isotope labelled Lysine [B]Scatteplot showing log2 

normalised Heavy (Huh-7.5)/Light (Huh-7) (H/L) ratios plotted against log10 intensity values. 

[C]  Protein outliers with statistically significant values showing relative ratio between H/L 

samples.
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[C]
Protein names

Gene 
names

Ratio H/L 
normalized Intensity

FRAS1-related extracellular matrix protein 2 FREM2 -5.57787 6.76171
Keratinocyte proline-rich protein KPRP -4.718464 5.470072
Keratin, type II cytoskeletal 6B KRT6B -4.559724 6.899717
Saitohin STH -4.531423 6.357954
Dehydrogenase/reductase SDR family member 7B DHRS7B -3.35872 5.737383
Pro-MCH PMCH -2.983703 5.553834
CAP-Gly domain-containing linker protein 2 CLIP2 -2.860295 5.759381
Protein broad-minded BROMI -2.856528 6.371972
Pyruvate Dehydrogenase Phosphatase Regulatory Subunit PDPR -2.757794 6.077586
Exportin-5 XPO5 -2.483339 6.546703
Aldo-keto reductase family 1 member C1 AKR1C1 -2.209361 7.177738
Equilibrative nucleoside transporter 2 SLC29A2 -2.11904 6.066214
Protein S100-P S100P -2.062987 7.439932
Integrin alpha-5 ITGA5 -1.98633 6.342561
Filamin-C FLNC -1.90498 6.508853
Dual specificity mitogen-activated protein kinase kinase 3 MAP2K3 -1.869544 6.259068
Arylacetamide deacetylase AADAC -1.840888 6.59608
Histone H1.1 HIST1H1A -1.725565 6.553859
LIM domain-containing protein 2 LIMD2 -1.707312 5.425094
Sequestosome-1 SQSTM1 -1.6997 6.950443
SNARE-associated protein Snapin SNAPIN -1.639804 6.205231
Multidrug resistance protein 1 ABCB1 -1.531156 6.269326
APOBEC1 complementation factor A1CF -1.529406 6.440657
Tubulin-folding cofactor B TBCB -1.442654 6.348052
Iron-sulfur protein NUBPL NUBPL -1.334753 6.934332
Prolow-density lipoprotein receptor-related protein 1 LRP1 -1.244104 6.858224
Integrin beta-1 ITGB1 -1.191458 7.563932
Integrin alpha-V ITGAV -1.11416 7.361293
Dihydrolipoyllysine-residue acetyltransferase component 
of pyruvate dehydrogenase complex, mitochondrial DLAT -1.01249 7.480007
NAD(P)H dehydrogenase [quinone] 1 NQO1 -0.9953045 7.3235
Alpha-fetoprotein AFP 1.244887 6.871608
Dihydrofolate reductase DHFR 1.245678 6.282984
Farnesyl pyrophosphate synthase FDPS 1.264837 7.442464
Methylsterol monooxygenase 1 MSMO1 1.290955 6.982755
Ladinin-1 LAD1 1.332565 5.651879
Bile salt sulfotransferase SULT2A1 1.369327 6.52106
Estradiol 17-beta-dehydrogenase 2 HSD17B2 1.420078 6.897424
Peptidyl-prolyl cis-trans isomerase FKBP11 FKBP11 1.47415 7.210479
Microsomal glutathione S-transferase 3 MGST3 1.505942 6.690701
Ubiquitin-conjugating enzyme E2 D3 UBE2D3 1.608242 6.512217
Anterior gradient protein 2 homolog AGR2 1.720541 7.214923
F-box only protein 2 FBXO2 1.750392 6.545121
Hydroxymethylglutaryl-CoA synthase, cytoplasmic HMGCS1 1.771548 7.505313
Arginase-1 ARG1 2.107219 6.722659
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a scatterplot (Figure 1 [B]) of log2 heavy/light ratios of protein against the log10 of 

intensity values, yielding a “teardrop”-shaped cluster with a number of outliers. The 

slightly diffuse nature of the central cluster is expected to be general minor differences 

between the two cell lines (R. Antrobus, Personal Communication).  Outliers with 

statistical significance are identified in Figure 1 [B]. Positive values within the Ratio H/L 

normalized column represent an upregulation of the specific protein while negative values 

represent a down-regulation of the associated protein within Huh-7.5 compared to Huh-7 

cells.  

Unfortunately, it was not possible to identify any variations in protein expression that may 

help elucidate the difference in viral replication permissiveness. The three targets identified 

with the greatest variation between cell lines are associated with epithelial skin cells and 

are therefore most likely contamination of the sample during processing (Smyth et 

al,2005). This downregulation is also an example of the effects of unlabelled protein on the 

skewing of results towards the unlabelled sample.  

6.5. Discussion 

Despite the failure to identify any targets, the methodology for establishing growth of Huh-

7 cells in SILAC media provides a novel platform for further investigation into identifying 

the determinants for increased permissiveness of Huh-7.5 cells to HCV RNA replication. 

In the context of the study described, it is perhaps unsurprising that it was not possible to 

identify significant differences in protein expression between the two cell lines given the 

filial relationship of Huh-7.5 to Huh-7 cells and the global proteomic analysis carried out. 

Proteins that were identified represent the tip of a proteome iceberg, the dynamic range of 

protein levels within any sample, a combination of both protein abundance within the cell 

and efficiency of extraction from the lysate will usually be outside the capabilities of most 

MS systems, preventing full coverage of the cellular proteome{Thakur, 2011 512 /id}..  

Adapting processing methodologies to enhance extraction of membrane-bound proteins 

might yield more in-depth results for that particular class of protein. Such an approach may 

yield more promising data since HCV RNA replication occurs at the ER membrane. Thus, 

there may be quantitative differences in host protein composition at sites of viral 

replication that could help to explain the differences in permissiveness between Huh-7 and 

Huh-7.5 cells. Separate from cell line comparisons, SILAC methodologies may be more 

suitable for the analysis of protein expression changes during viral infection or 

establishment of cells harboring subgenomic replicons. Preliminary experiments with this 
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objective using Huh-7/SGR-JFH1 cells failed due to an inability to establish stable cell 

growth in SILAC media. Indeed, the rapid cell mortality described above was accelerated 

in cells harbouring SGR-JFH1. With hindsight, this increased mortality may have been 

caused by the addition of G418 as the selection antibiotic in HEPES-deficient media; G418 

is acidic and would cause an even greater decrease in pH.  Re-evaluation using the protocol 

established at the end of the study with the appropriate suppliers of media may be more 

productive for identifying the proteins that could be involved in promoting HCV RNA 

replication.   
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7. Conclusions and Further Perspectives 

7.1. Summary 

By developing novel approaches to light and electron microscopy, this study has produced 

a number of findings which contribute to the understanding of the structure and location of 

sites of HCV RNA replication. The work described addresses the current paradigm of the 

architecture of replication sites, presenting evidence that is in support of recently published 

findings (Merz et al,2013;Ferraris et al,2010). 

Chapter 3 focussed on developing super-resolution microscopy as an approach to further 

investigate the nature of viral replication sites and their relationship with cellular 

membranes. Firstly, an evaluation of current diffraction-limited microscopy methods 

examined the achievable resolution and deconvolution processing methods available to 

improve the quality of imaging datasets. Volume rendering methods were evaluated to 

ensure data fidelity throughout the processing pipeline and to identify possible sources of 

error. 

Using the Huh-7/SGR-JFH1NS5AGFP cell line, examination of the GFP-NS5A signal 

revealed that previously observed punctate sites formed by NS5A were resolved to hollow, 

often multinucleated barrel-shaped structures. The dsRNA signal, employed as a marker 

for replicating viral RNA, which appears to colocalise with NS5A by CLSM microscopy, 

exhibited a nested configuration, residing within the hollow barrel structures resolved by 

OMX. Multinucleated structures apparently interacted with a number of dsRNA moieties 

residing within each of the spaces. The structure and localisation of these two viral 

components are indicative of viral replication sites, common to all positive-strand RNA 

viruses, typically characterised as membrane invaginations or spherules.  

It was noted that there appeared to be two distinct populations of NS5A at putative 

replication foci, a small population of 300nm barrel structures alongside a larger 

population of smaller-sized indistinct objects. Utilising the modelling and quantification 

capabilities of the Imaris software package, these objects were identified, filtered based on 

diameter and the two populations quantified. However limitations in the sphere 

identification algorithms obviated accurate quantification of the two populations. 

Channel alignment issues with the OMX dataset were identified during comparative 

analysis of quantitative signal correlation in CLSM and OMX datasets. Correction of this 

misalignment led to increased colocalisation within the dataset, although contrary to 
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expectation, colocalisation values were found to decrease with the increase in resolution. 

An in-depth investigation and comparison of the CLSM and OMX image capture and 

colocalisation methodologies highlighted a number of factors leading to this difference in 

correlation value. Through this analytical process, it became clear that differing values 

during OMX and CLSM imaging were not necessarily a decrease in colocalisation of the 

target proteins but instead the increased effects of inherent variation of the imaging 

technology combined with the correlation algorithms.  

Having determined the particular characteristics of OMX microscopy datasets relative to 

current technologies, the study sought to re-evaluate the interaction of the hollow barrel-

shaped structures with the surface of the ER membrane. Using the GFP-tagged Sec61β to 

visualise the ER membrane, the data revealed that the replication complex appears to sit 

distal to the membrane surface, as a spherule connected by a narrow “neck” of membrane. 

This result does not support the widely held view that HCV replication foci reside within 

membrane invaginations, a characteristic of other flaviviridae replication sites (Gillespie et 

al,2010;Welsch et al,2009;Paul et al,2013). By contrast, the data support recently published 

evidence suggesting that HCV replication foci mirror the membrane protrusions seen in the 

prototype RNA virus, poliovirus (Belov et al,2012;Merz et al,2013). 

The data processing pipeline developed for evaluating the CLSM and OMX imaging data 

was also used to provide a quantitative analysis of the extent of colocalisation between two 

tagged forms of NS5A expressed from different cistrons in subgenomic replicons. Through 

quantitative colocalisation analysis, it was shown that the NS3-4B proteins were required 

for targeting and integration of the NS5A protein into sites of viral replication. The 

validation of the approach to evaluate colocalisation by a more robust statistical and non-

subjective analysis opens opportunities for further studies on the cell biology of HCV RNA 

replication and assembly as well as for applications in studies on other viruses.  

In addition to the super-resolution optical microscopy techniques developed in this study, a 

method for bridging the gap between optical and electron microscopy was investigated. A 

number of CLEM techniques were examined to combine the specificity of optical 

immunofluorescence with the ultrastructural detail provided by TEM.  

Quantum dots (QDs) were investigated as a novel dual modality probe for use with CLEM 

microscopy, their high quantum yield and electron dense core making them ideal for both 

imaging modalities. Initial development failed to produce a probe conjugate and staining 

process which provided accurate and specific targeting of HCV replication sites. However, 
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the availability of new conjugation methods combined with access to a highly purified 

primary antibody allowed the production of a novel probe specific for the viral NS5A 

protein. Using this QD-NS5A antibody probe it was possible to accurately identify 

replication sites through CLSM imaging and correlate these with the same region by EM. 

Such images revealed that regions of high intensity fluorescence mapped to a complex 

region of lipid droplets and interwoven ER membrane. 

As an adjunct to the imaging analysis, proteomic studies were conducted on Huh-7 and 

Huh-7.5 cells to try to determine whether the greater permissiveness of Huh-7.5 cells for 

viral replication could arise from differential expression of proteins. The approach utilised 

SILAC methods for differential labelling of proteins in the two cell lines. Testing of 

SILAC media identified a number of factors which affected maintenance of Huh-7/Huh-

7.5 cells, allowing successful development of a protocol for the stable growth and labelling 

of both cell lines during cell culture. Although SILAC analysis of fractionated proteome 

samples failed to identify any significant differences between cell lines, the successful 

maintenance of cell lines within the media provides the opportunity for further analysis of 

both cell lines under a variety of conditions (e.g infection or treatment with agents that 

modulate expression such as IFN-α). 

7.2. Applications of Imaging Technology to Examine the HCV 

Lifecycle 

The level of detail provided by super-resolution could prove invaluable in further 

elucidating not just the fine structure and cellular interactions of the HCV replication 

complex but other aspects of the viral lifecycle. In this study, OMX imaging techniques 

were applied to re-evaluate the previously published confocal microscopy data that has 

formed the basis of the current structure and location paradigm of the replication stage of 

the lifecycle. Application of the OMX has provided the highest resolution images by light 

microscopy of replication sites and supports the emerging body of evidence questioning 

the membrane invaginations induced by replication complex formation.  

While investigation of the entire life cycle of infectious virus was not possible due to the 

current facility restrictions on handling a Hazard Group 3 pathogen, in principle there are 

no limitations to the use of OMX with the HCVcc system. Without these limitations the 

infectious model system could be explored by super-resolution microscopy. 
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Considering the unique insight provided by super-resolution to our understanding of the 

architecture of the viral replication complex, there is a case for a systematic review of the 

observed optical imaging data for the different stages of HCV infection using this 

approach. One aspect of the replication process not addressed in this study is the role and 

sequestration of lipid droplets to sites of viral RNA replication. Previous reports have 

indicated a high level of qualitative colocalisation and interaction between the core and NS 

proteins with the surface of lipid droplets. CLSM has shown NS5A associates with regions 

of the surface of lipid droplets that also stain for core protein, exhibiting a diameter slightly 

greater than that of the core signal itself. The close proximity of such core/NS5A-lipid 

droplets to the ER membrane has prompted suggestions that core recruits both free NS 

proteins and the replication complex itself to lipid droplet-associated membranes (Miyanari 

et al,2007;Boulant et al,2006). While current optical imaging data of the core/NS5A/lipid 

droplet interaction merely show a level of colocalisation, determining the juxtaposition of 

the components sites at the edge of current CLSM resolution (Miyanari et al,2007). Re-

examining the juxtaposition of the viral proteins at replication sites and on the surface of 

lipid droplets may give greater insight into the possible location of sites of assembly. For 

example, the data presented here suggests that there are 2 populations of structures targeted 

by NS5A with the larger barrel-shaped entities considered to possibly represent active 

replication sites. It would be of interest to determine whether lipid droplets are found 

associated at a higher frequency with the barrel-shaped structures compared to the non-

structured sites. If so, this could indicate a selective process in the positioning of lipid 

droplets to sites of replication. Indeed, it may be the case that there are direct connections 

between lipid droplets and replication sites to aid transfer of viral RNA to sites where 

virion assembly initiates. In this regard, it has been shown recently that MAVS, an adaptor 

protein for RIG-I, the pathogen recognition receptor, is targeted to a synapse between 

mitochondria and the ER membrane, which has been termed the mitochondrial-associated 

membrane (Horner et al,2011). MAVS is cleaved by the NS3/4A protease, thereby 

disrupting RIG-I signalling. Current evidence suggests that this synapse is a ‘bridge’ 

connecting mitochondria and the ER rather than direct contact between the two organelles 

(M. Gale, personal communication). Identification of this structure was only possible 

through higher resolution imaging by both light and electron microscopy. Similar studies 

using the power of immunofluorescence with super-resolution, allied to the correlative EM 

methods described here, would enable more detailed examination of possible links between 

sites of viral RNA replication and lipid droplets.  
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Another area not addressed by this study is the involvement and function of host factors in 

HCV RNA replication. Of particular interest is the membrane-bound lipid kinase, 

phosphatidylinositol 4-kinase, subtype III alpha (PI4KIIIα) which is critical for formation 

of the membranous web from previous studies (Berger et al,2009). PI4KIIIα binds to 

NS5A, which in turn stimulates its kinase activity, thereby generating phosphatidylinositol 

4-phosphate (PI4P) (Reiss et al,2011;Reiss et al,2013).The levels of PI4P are increased 

approximately 3-fold and accumulate at cytoplasmic punctuate foci. These foci only 

partially overlap with NS5A and hence the proximity of PI4P to sites of viral RNA 

replication remains unclear. Similarly, HCV RNA replication induces cytoplasmic foci 

containing polyubiquitin but their relationship to the membranous web is not known (V 

Schregel, personal communication). Using the approaches developed here, for example 

with super-resolution and statistical analysis, would help to unravel the nature of the 

interactions between these cellular pathways and replication sites. More broadly, the 

pipelines from this study could be employed for any virus system and potentially shed new 

light on virus-host interactions. 

A further application would be to apply the live cell capability of OMX to cells harbouring 

the subgenomic replicon that expresses GFP-tagged NS5A. This could give greater insight 

into the formation and dynamics of replications sites. Currently, the greatest limitation to 

live cell imaging is the temporal sampling rate available for 3-D multichannel analysis. 

Standard CLSM techniques are restricted to approximately 1 3-D image/sec, thus any 

process occurring on a subsecond timescale lies outside the temporal resolution of most 

systems. While advances such as resonant scanning may increase the temporal resolution 

of CLSM systems, the non linearity of scanning velocity, however the ultra short pixel 

dwell times in these systems result in poor signal to noise ratios and are ill suited to the 

work carried out within this project. While spinning disc systems provide high speed 

capture of thin optical sections similar to CLSM, the low level of light transmission 

through the disc, combined with the high levels of light reflected by the disc again result in 

a poor signal to noise ratio for low fluorescence samples.  By contrast, the OMX system 

achieves between 2 and 10 3-D images/sec while still maintaining an excellent signal to 

noise ratio. Combined with the greater spatial resolution, OMX could therefore be an ideal 

platform for investigations into trafficking of viral proteins and the dynamics of their 

attachment to the membranous web (Dobbie et al,2011). 

From the results described previously it is clear that the major benefits of OMX technology 

may lie in its live cell imaging capabilities, while there is a significant increase in 
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resolution over CLSM systems there are a number of other super resolution techniques 

which may provide higher resolution and more accurate spatial correlation. REversible 

Saturable Optical Fluorescence Transitions (RESOLFT) methodologies use 

photoswitchable fluorescent probes that can be reversibly switched between a fluorescent 

on state and fluorescent dark off state {Huang, 2009 515 /id}. Techniques such as 

PhotoActivated Localization Microscopy (PALM) and stochastic optical reconstruction 

microscopy (STORM) use low level laser intensities to ensure any given fluorophore has a 

low probability of being activated, the image collected at this stage should therefore be a 

small number of spatially distributed airy discs. The centroid of each airy disc can be 

identified accurately. By repeating this process a number of images are collected, each 

with a stochastically unique subset of fluorophores, the position of the individual 

molecules can be identified and a summed image generated from this dataset {Hofmann, 

2005 516 /id}. The accuracy of the location of each molecule is determined by the number 

of photons that can be collected from each emitter, therefore a large series of images must 

be combined to generate an accurate image. In this manner, resolution of 50-100nm in the 

XY plane can be achieved, significantly higher than that of OMX microscopy. Due to the 

long acquisition times necessary to acquire the image numbers required for this 

methodology, combined with the specialised media required for quenching make these 

techniques suitable only for fixed cell imaging. Unfortunately such methodologies were 

unavailable for use during this project but may provide the accuracy and resolution 

required to investigate the viral replication complex further. 

7.3. Applications for Quantum Dots as Intracellular Probes 

This study undertook an ambitious project to develop QDs as intracellular probes using 

HCV RNA replication sites as a model system. The justification for selecting QDs for this 

purpose was 2-fold. Firstly, QDs offer advantages over organic fluorophores in terms of 

their spectral properties and secondly, the possibility of detecting them as objects by EM. 

Combining both properties would then potentially make them ideal for CLEM. 
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7.3.1. Development of Quantum Dots as Detectors of Intracellular 

Viral Components  

Investigating the numerous host and viral factors involved in HCV RNA replication 

through standard immunofluorescence methodologies is hindered by the spectral overlap of 

the various organic fluorophores currently available. Such issues can be overcome with 

QDs as they possess an extremely narrow emission spectra and single excitation 

wavelength that is an inherent property of nanocrystal technology. This property opens the 

possibility for multiplexing, enabling a range of probes with distinct spectral characteristics 

conjugated to different antibodies to be used for investigating multiple factors in the same 

cell (Deerinck,2008). The one barrier to developing such a toolkit is the ready availability 

of antibody reagents for conjugation. However, the study presented here provides proof-of-

concept that purified antibodies with high specificity can be ideal probes following 

conjugation to QDs. The added advantage of QDs is that they can avoid difficulties with 

probing cells using multiple antibodies raised against the same species. For example, the 

antibodies that detect the viral NS3 protein and viral dsRNA are both monoclonal 

antibodies, this presents problems with indirect immunofluorescence as any secondary 

antibody (raised in mouse) would detect both primary antibodies. It would be possible to 

conjugate either antibody to QDs with different spectral properties to enable such 

combinations and indeed use other monoclonal antibodies to multiplex for other factors. 

Thus, there is significant potential for probing cells for multiple factors, which would 

avoid the current limitations of indirect immunofluorescence.  

Another possible use for QDs is for internalisation and probing intracellular events by live 

cell imaging. In the study presented here, the fixed nature of the samples limit our 

understanding of replication dynamics. During the course of the study, digitonin 

permeabilisation was investigated as a method for delivery of QDs into live cells for long-

term study. Preliminary results were promising, showing staining in live cells after 72hrs. 

Although the QDs used were non-specific, it would have been interesting to attempt such 

experiments with the QD-NS5A probe that was produced towards the end of the project. 

The low toxicity, high quantum yield and resistance to photobleaching could make QDs 

preferable candidates for the real-time examination of events in live cells compared to 

GFP. Following on from the application set out above, the ability to insert functionalised 

QDs into live cells without any observable deleterious effects may then be combined with 

their multiplexing capability so that a number of target proteins could be simultaneously 

imaged in the same cell. 
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7.3.2. Quantum Dots for Detecting Intracellular Structures by CLEM 

One of the reasons for the development of QDs as CLEM probes was their ability to be 

visualised by EM. Although this aim was not achieved with the available microscope, it is 

feasible  that failure to identify the nanocrystals by EM could be due to the limited 

information available for commercial probes. An alternative approach could be to custom-

manufacture QDs with pre-defined physical properties required for any particular project.  

Despite the inability to directly visualise QDs, their use with CLEM did demonstrate it was 

possible to overlay fluorescence images collected by light microscopy onto EM 

tomograms. This approach did identify the convoluted and complex structures that make 

up the membranous web. While attempts to model the replication site using tomography 

were limited by time constraints, there are now few technical hurdles to build on the 

experimental strategy that has been developed.  

One possible extension of the QD/CLEM methodology would exploit the long-term 

physical and photochemical stability of the nanocrystals to tag virus particles in situ during 

release from infected cells. For example, QDs can be targeted to a number of membranes 

in live cells, bound using chitosan-coated probes to produce positively-charged 

nanoparticles. During assembly and release of infectious virions, QDs attached to host 

membranes would be recruited to form the viral envelope, thereby producing a population 

of infectious QD-tagged virus (Chen et al,2010). QD-coated virus particles could then be 

analysed to elucidate the mechanisms underlying particle trafficking during virus entry. In 

a similar manner to previous investigations utilising the HCVPP system, harvested virus can 

be applied to naive Huh-7 cells grown on live cell dishes and the fluorescent signal of the 

QD-labelled virions particle tracked by live cell microscopy. By following virus particles 

in real time, it should be possible to image virions at various stages of attachment and entry 

using fluorescence microscopy. The infected cell can then be mapped with the grid 

reference system used in CLEM and the sample fixed using chemical or cryo-techniques. 

Traditional sample processing for EM imaging of biological samples would then require a 

form of sectioning to produce thin samples for TEM. However, identifying the particular 

region of the cell or sample containing tagged virions becomes more difficult as the 

number of processing steps increases. One method to circumvent this particular problem is 

the utilisation of Focused Ion Beam Scanning Electron Microscopy (FIB-SEM) to generate 

a 3-D “Z-stack” of the sample in a manner similar to 3-D CLSM. FIB-SEM uses a raster 

scanning electron beam to interact with the surface atoms of the sample, creating an image 
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composed of the secondary incident electrons released from the surface. Following image 

acquisition, a focused beam of ions, typically Ga+, is used to ablate the surface of the 

sample to a depth of several nanometres. This process of imaging/ablation is then repeated 

throughout the sample to produce a number of image slices that can be reconstructed to 

provide a 3-D model of the sample (Volkert et al,2007;Earl et al,2013).  

Having identified the regions of virus binding and trafficking within the cell, the particle 

and surrounding cellular ultrastructure can be identified by the electron dense QDs coating 

the virion. By applying this method to a time course analysis of the various stages of 

binding, entry and trafficking, identified by CLSM, it should be possible to provide a level 

of temporal resolution or “snapshots” of the various stages of the virus lifecycle at an 

ultrastructural level. Proof of concept for applying QDs to label virions has been 

successfully demonstrated for influenza virus and the approach has enabled studies on the 

dynamic trafficking of labelled virions at the single particle level (Liu et al,2013). There 

has been success with labelling the core protein in HCV virions using a tetracysteine tag to 

examine trafficking of the protein during the early stages of infection (Coller et al,2012). 

Combining this approach with labelling the virion envelope with QDs would offer the 

possibility for new insight into the relative dynamics of the viral envelope and the protein 

that forms the nucleocapsid. Clearly, this could have wider applications in virology aside 

from HCV.  
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