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Abstract 

 

The underlying thread of the research work presented in this thesis is the development of 

a robust, accurate and computationally efficient general-purpose Reynolds-Averaged 

Navier-Stokes code for the analysis of complex turbulent flow unsteady aerodynamics, 

ranging from low-speed applications such as hydrokinetic and wind turbine flows to high-

speed applications such as vibrating transonic wings. The main novel algorithmic 

contribution of this work is the successful development of a fully-coupled multigrid 

solution method of the Reynolds-Averaged Navier-Stokes equations and the two-

equation shear stress transport turbulence model of Menter. The new approach, which 

also includes the implementation of a high-order restriction operator and an effective 

limiter of the prolonged corrections, is implemented and successfully demonstrated in the 

existing steady, time-domain and harmonic balance solvers of a compressible Navier-

Stokes research code. The harmonic balance solution of the Navier-Stokes equations is a 

fairly new technology which can substantially reduce the run-time required to compute 

nonlinear periodic flow fields with respect to the conventional time-domain approach. 

The thesis also features the investigation of one modelling and one numerical aspect often 

overlooked or not comprehensively analysed in turbulent computational fluid dynamics 

simulations of the type discussed in the thesis. The modelling aspect is the sensitivity of 

the turbulent flow solution to the, to a certain extent, arbitrary value of the scaling factor 

appearing in the solid wall boundary condition of the second turbulent variable of the 

Shear Stress Transport turbulence model. The results reported herein highlight that the 

solution variability associated with the typical choices of such a scaling factor can be 

similar or higher than the solution variability caused by the choices of different turbulence 

models. The numerical aspect is the sensitivity of the turbulent flow solution to the order 

of the discretisation of the turbulence model equations. The results reported herein 

highlight that the existence of significant solution differences between first and second 

order space-discretisation of the turbulence equations vary with the flow regime (e.g. fully 

subsonic or transonic), operating conditions that may or may not result in flow separation 

(e.g. angle of attack), and also the grid refinement. 

     The newly developed turbulent flow capabilities are validated by considering a wide 

range of test cases with flow regime varying from low-speed subsonic to transonic. The 

solutions of the research code are compared with experimental data, theoretical solutions 

and also numerical solutions obtained with a state-of-the-art time-domain commercial 
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code. The main computational results of this research regard a low-speed renewable 

energy application and an aeronautical engineering application. The former application is 

a thorough comparative analysis of a hydrokinetic turbine working in a low-speed laminar 

and a high-Reynolds number turbulent regime. The time-domain results obtained with the 

newly developed turbulent code are used to analyse and discusses in great detail the 

unsteady aerodynamic phenomena occurring in both regimes. The main motivation for 

analysing this problem is both to highlight the predictive capabilities and the numerical 

robustness of the developed turbulent time-domain flow solver for complex realistic 

problems, and to shed more light on the complex physics of this emerging renewable 

energy device. The latter application is the time-domain and harmonic balance turbulent 

flow analysis of a transonic wing section animated by pitching motion. The main 

motivation of these analyses is to assess the computational benefits achievable by using 

the harmonic balance solution of the Reynolds-Averaged Navier-Stokes and Shear Stress 

Transport equations rather than the conventional time-domain solution, and also to further 

demonstrate the predictive capabilities of the developed Computational Fluid Dynamics 

system. To this aim, the numerical solutions of this research code are compared to both 

available experimental data, and the time-domain results computed by a state-of-the-art 

commercial package regularly used by the industry and the Academia worldwide. 

 

Keywords: compressible Reynolds-Average Navier-Stokes equations, shear stress 

transport turbulence model, harmonic balance, finite volume discretisation, 

multigrid, hydrokinetic turbines, transonic wings. 
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Chapter 1 

INTRODUCTION 

 

1.1  Computational fluid dynamics 

 

 

The growth of digital computer technology in the last two decades has dramatically 

reduced the time needed for engineers to accurately analyse and solve very complex flow 

problems. This has led not only to significant improvements in the design of a wide range 

of products, ranging from cars to aircraft and aircraft engines, but also to the exploration 

of new design solutions which were previously not considered due to the complexity of 

the fluid dynamics of such solutions, and to the high level of uncertainty associated with 

such complex fluid dynamics. Due to the abovesaid rapid growth of computing power 

and the availability of revolutionary new and powerful computing hardware such as 

General Purpose Graphics Processing Units (GPU) [1], designers and researchers have 

developed new aerodynamic and aeroelastic analysis and design technologies to solve 

complex fluid problems for modern engineering tasks. The development of these 

aerodynamic and aeroelastic computational tools applicable to many areas, including 

mechanical, aeronautical, marine and civil engineering is the subject of Computational 

Fluid Dynamics (CFD). The underlying principle of CFD is the numerical solution of the 

fundamental conservation laws of fluid mechanics at the discrete points of a 

computational grid, discretizing the physical domain of interest [2, 3, 4].  For both the 

academic and the industrial sectors, a variety of new numerical methods has been 

implemented in complex computer programs with great success both in terms of physical 

accuracy and computational efficiency. Nowadays, CFD is used by both industry and 

academia for a wide variety of engineering applications, including design and analysis of 

wind [5], hydraulic [6] and gas [7] turbines, aircraft [8] and rotorcraft [9] components or 

whole aircraft [10], car shape [11] and many other diverse products. On the other hand in 

high complexity physical model applications, experimental results may be more accurate 

than those of CFD. For this reason experiments are still the subject of research and 

development and their results are an invaluable source of data for validating new CFD 
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methods. The rapidly increasing popularity of CFD in the industry in the past few decades 

has enabled the reduction of product development cost since expensive experimental 

campaigns could be reduced by cheaper CFD simulations. Although the final 

development stages of complex products such as aircraft and aircraft engines still rely on 

costly experimental measurements campaigns, the use of CFD is allowing substantially 

more innovative design to be introduced, such as the highly three-dimensional fan blades 

of modern ultra-high-bypass-ratio turbofan engines [12]. 

     The fundamental tool of CFD is a computer code developed to solve numerically the 

physical conservation laws governing the fluid problem at hand. There exist several levels 

of fluid flow models of widely varying complexity. Such models range from the steady 

incompressible inviscid irrotational potential flow model that can be solved (numerically 

in general, and analytically only in special cases) by considering a Laplacian operator, to 

the time-dependent compressible  Navier-Stokes (NS) viscous flow model [13], that can 

be solved by considering a system of parabolic (with respect to time-variable) partial 

differential equations (PDEs). The Navier-Stokes flow model is one of the most general 

ones, but unfortunately, in the vast majority of flow problems of practical interest it is 

impossible to determine the analytical solution to these equations. This is the reason why 

the development of novel numerical approaches required by Navier-Stokes CFD codes to 

solve engineering flow problems of practical interest is a crucially important problem. 

Historically, the expression Navier-Stokes equations denoted only the equation 

describing the conservation of the linear momentum of the flow field under consideration. 

More recently, however, the expression has been used to name all three conservation laws 

required to solve a time-dependent compressible fluid flow problem, namely the 

conservation of mass, the conservation of linear momentum (which is a vectorial equation 

with 3 or 2 components depending on the problem dimensionality), and the conservation 

of energy.  Many real flow fields past stationary or moving objects (e.g. wings, blades, 

buses, aircraft or ships) are turbulent. This means that the flow field is stochastic and 

chaotic, and eddies of random size can appear in the flow field. 

     Using the Navier-Stokes equations to solve directly all temporal and spatial scales of 

turbulent high Reynolds number flow requires formidably high temporal and spatial 

resolutions due to the very wide range of temporal and spatial scales present in such flows. 

This approach, called Direct Numerical Simulation (DNS) [14] is not affordable for most 

problems of engineering interest due to the present lack of sufficiently large 

computational resources. Fortunately, there are several other approaches to accounting 

for turbulent flow effects when using the Navier-Stokes equations to solve complex 
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turbulent fluid flow problems, and such approaches differ from each other both because 

of their level of approximations of the turbulent flow features, and their computational 

cost. In General, the models with fewer approximations are the computationally more 

expensive ones, as expected. One of the most widespread, simpler and computationally 

cheap approaches is that associated with the use of the so-called Reynolds-Average 

Navier-Stokes (RANS) equations. In this method the NS equations are time-averaged on 

the time-scales of turbulence. By doing so, one obtains the RANS equations, which is a 

set of 3 partial differential equations formally very similar to the NS equations. Formally, 

the RANS equations differ from the NS equations for a small number of additional terms 

resulting from the time-averaging, taking into account the effects of turbulence in a mean 

sense. Such additional terms introduce new unknowns, and, in order to close the system, 

i.e. have an equal number of PDEs and unknowns, one has to introduce a turbulence 

model [15]. Turbulence model can consist of a single algebraic equation resulting from 

the use of a semi-empirical model, like the Baldwin-Lomax model [16], one or more 

additional partial differential equations, like the one-equation Spalart-Allmaras model 

[17], and the two equation 𝐾 −  𝜀  [18] and 𝐾 −  𝜔  [19] models, and also the seven-

equation Reynolds stress model [20, 21]. From a conceptual viewpoint, the main 

differences between the NS and RANS equations is that in the former case the flow 

variables represent instantaneous values of the time-dependent highly fluctuating 

turbulent flow, whereas in the latter case the flow variables represent mean values (i.e. 

time-independent), and the only information on the turbulent fluctuations is contained in 

an averaged form in the additional terms of the RANS equations. The Reynolds averaging 

approach requiring the use of one or just a few additional partial differential equations 

has the fundamental benefit that the temporal and spatial refinement of the computational 

grids required to tackle realistic engineering problems is such that the problem can be 

analysed using relatively small computational resources. This is because one does not 

need a particularly high refinement since there is no need to solve temporally and spatially 

the turbulence scales, neither the very tiny nor the large ones. The effects of turbulence 

are accounted for in an averaged fashion. The use of RANS models yields a lower fidelity 

than that achievable by DNS, and this is because the turbulence model required for the 

system closure depends partly on empirical coefficients determined from a small number 

of experimental results. The turbulence models featuring such constants are then applied 

to a wide variety of problems in which the assumptions of the experiments used to 

determine part of the turbulence model coefficients, often do not hold. Nevertheless, in 

flow problems characterised by a low to medium degree of separation near solid wall 
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boundaries and where the main objective of the analysis is the calculation of the forces 

acting on the body of interest rather than the far-field evolution of wakes and shed 

vorticity, it is found that the fidelity of RANS models is adequate for solving a wide class 

of practical engineering problems. It should be mentioned that other turbulence modelling 

approaches for the NS equations featuring fidelity higher than those of the RANS models 

and lower than that of DNS exist. The most notable method of this class is Large Eddy 

Simulation (LES) [22]. The LES approach to turbulence modelling is conceptually similar 

to that of the RANS approach. The main difference between LES and RANS models is 

that the former approach simulates directly (both temporally and spatially) the larger 

temporal and spatial turbulent scales, whereas it models (similarly to what the differential 

turbulence models used for the turbulence closure of the RANS equations do) the smaller 

temporal and spatial scales of turbulence. The modelling fidelity of LES is higher than 

that of RANS particularly for predicting the far-field temporal and spatial evolution of 

wakes and regions away from the body where such rotational flows originate. However, 

it is often found that, despite this feature, the LES and RANS prediction of the force 

acting on aerodynamic bodies such as aircraft wings and wind turbine blades are very 

close [23]. For high-Reynolds number wall-bound flows, however, the grid refinement 

required for accurate LES CFD simulations makes these analyses barely affordable on 

the largest supercomputers available today, and therefore the use of LES for practical 

engineering design remains still very limited. This is also the case for hybrid RANS/LES 

methods known as Detached Eddy Simulations (DES) [24, 25, 26] and Delayed Detached 

Eddy Simulation (DDES) [27, 28]. In DES, the RANS model is used close to solid wall 

boundaries, and LES is used in the rest of the domain. The use of RANS in the wall 

proximity, enables the use of substantially coarser grids than LES would require, and this 

reduces the computational cost of DES with respect to that of LES, though the 

computational cost of DES remains significantly higher than that of RANS approach. The 

DES approach is a promising compromise between computational cost and solution 

accuracy, particularly for high Reynolds number flows featuring significant vorticity 

production and propagation. Two of the main difficulties of a reliable DES CFD code is 

the selection and the implementation of an adequate criterion that identifies the domain 

portions where the use of either the RANS or the LES approach is applicable, and the 

implementation of a smooth transition from one model to the other [29, 30] .  

 

 



1.1 Computational fluid dynamics 

19 

 

1.2  Oscillating wings  

 

 

Three complex and realistic time-dependent fluid flow problems that are of particular 

interest to this thesis, as they will also serve the purpose of highlighting the predictive 

capabilities and the computational efficiency of the computational methods developed in 

this research, are the unsteady fluid dynamics of hydrokinetic turbines, the transonic 

aircraft wing sections and subsonic oscillating wing. These three problems share the 

existence of an oscillating wing animated by a harmonic motion, and such a motion is the 

root cause of the observed flow unsteadiness. An additional reason for selecting the 

hydrokinetic turbine problem is that the computational technologies developed in this 

research have also been used to investigate the complex flow physics of this device and 

obtain novel information on this emerging renewable energy device. The three problems 

are briefly summarised in the following two subsections, along with a brief literature 

survey of the work carried out in these areas. 

 

 

1.2.1 Hydrokinetic turbines  

 

 

Large-scale electricity production from the wind is primarily based on the use of multi-

megawatt horizontal axis turbines. Recently, the interest in the exploitation of tidal and 

river flows is also rapidly increasing. In most cases, the machine designs that are being 

considered and starting to be installed for the exploitation of tidal energy are derived from 

wind turbine technology, due to knowledge and measured data already available in the 

wind energy case. Therefore, even for tidal flow applications, one of the most popular 

machine layouts that is being considered is that of the horizontal axis wind turbine [31], 

though the vertical axis concept is also receiving some attention [32]. However, the use 

of significantly different devices for renewable energy production based on the 

conversion of the kinetic energy of fluid streams into mechanical and ultimately, electrical 

energy is receiving increasing attention from the scientific and industrial communities. A 

promising concept relies on the use of oscillating wings simultaneously heaving and 

pitching as power extraction devices. This concept was initially proposed by McKinney 

and DeLaurier [33] in 1981, and was further investigated by Jones et al. [34] more 
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recently. A thorough parametric CFD investigation into the effects of kinematic 

parameters (heaving amplitude, pitching amplitude and frequency) and geometric 

parameters (airfoil shape and location of pitching axis) on the efficiency of the power 

extraction achievable by the oscillating wing has been performed by Kinsey and Dumas 

[35]. The simulations reported in that study have been performed using the 

incompressible solver of the commercial CFD package FLUENT, and the majority of 

these analyses refer to a laminar flow regime with a Reynolds number based on the airfoil 

chord and the freestream velocity of 1100. The main conclusions of the article [35] are 

that the oscillating wing can extract energy from an oncoming fluid stream with 

efficiencies as high as 34%, and the main aerodynamic feature responsible for such a 

relatively high efficiency is the unsteady leading edge vortex shedding associated with 

dynamic stall. These conclusions were also confirmed by a later independent study 

performed by Campobasso and Drofelnik using the compressible research code with a 

low-speed preconditioner optimized for time-dependent flows [36]. 

     A prototype of the oscillating wing for extracting energy from an oncoming water 

stream has been recently tested in water at Lac-Beauport near Quebec City. The measured 

data have confirmed fairly high values of the energy conversion efficiency of this device. 

Based on the data reported in [37], the Reynolds number of the considered operating 

condition was 0.48 million. In this condition, the flow regime is predominantly turbulent, 

and CFD analyses aiming to provide accurate and quantitative data for investigating the 

fluid dynamics of the oscillating wing and optimizing its design ought to include the 

effects of turbulence. In a recent article of Kinsey and Dumas [38], the hydrodynamics of 

the oscillating wing for power production at a Reynolds number of 0.5 million is 

investigated by means of two-dimensional (2D) and three-dimensional turbulent 

incompressible FLUENT flow simulations using the Spalart–Allmaras (SA) turbulence 

model [17]. Although the article [38] does not report a comparative study of the 

hydrodynamics of the oscillating wing in the laminar and turbulent regimes, cross-

comparison of the laminar and turbulent flow simulations reported in the articles [35, 38] 

points to the fact that the efficiency of the energy conversion appears to increase 

significantly as the Reynolds number increases from low values, typical of laminar 

regimes, to fairly high values, at which a predominantly turbulent regime is expected. 

This cross-comparison analysis between laminar regime at a Reynolds number of 1100 

and turbulent regime at a Reynolds number of 1.5 million has been performed by 

Campobasso and Piskopakis et al [39] using a compressible research code with the two-

equation turbulence model of Menter [40] for closure. The main conclusion of article [39] 
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is that the oscillating wing can extract energy from an oncoming fluid stream with 

efficiency as high as 40% but due to turbulent flow effects, the optimal kinematic 

parameters obtained for the laminar regime have been lost. A new parametric CFD 

investigation on the effects of kinematic parameters (heaving amplitude, pitching 

amplitude and frequency) to achieve a maximum efficiency of the power extraction for 

the turbulent regime at a Reynolds number of 0.5 million has been performed by Kinsey 

and Dumas [41]. The main conclusions of the article [41] are that the oscillating wing can 

extract energy from an oncoming fluid stream with efficiencies as high as 43%, and the 

main aerodynamic feature responsible for such a relatively high efficiency is no longer 

related to the unsteady leading edge vortex shedding associated with dynamic stall as one 

of the optimal cases was found to be without a leading edge vortex shedding. 

     To date, there appears to exist more experimental and prototype-based studies 

regarding the use of the oscillating wing device to extract energy from oncoming water 

rather than air streams. Nevertheless, overall feasibility studies and detailed aerodynamic 

analyses aiming at developing oscillating wing devices to extract energy from the wind 

are ongoing. In 2008 Platzer et al. [42] have proposed the use of the oscillating wing 

technology for the development of ‘flying flapping-wing power generators for the 

purpose of tapping into the abundant energy available in the global jet streams’. They 

have also provided preliminary multidisciplinary assessments of the technical viability of 

this concept, which has been patented by Bradley and Platzer in 2009 [43]. The interest 

in the use of the oscillating wing device to extract energy from air streams is also 

highlighted by the increasing number of computational studies in this area [44, 45, 46]. 

A review of progress and challenges in flapping foil power generation can be found here 

[47]. 

     One of the objectives of this thesis is to thoroughly investigate the effects of flow 

turbulence on the detailed aerodynamic features accounting for the energy extraction of 

the oscillating wing by performing a comparative aerodynamic analysis of the device at 

the laminar flow condition with a Reynolds number of 1100 considered in [35, 36], and 

a turbulent regime with a Reynolds number of 1.5 million [39]. The presented analyses 

will highlight that the different aerodynamics of the laminar and turbulent regimes result 

in significantly different levels of power conversion efficiency. Although the turbulent 

flow analysis of the oscillating wing operating at a Reynolds number of 0.5 million has 

been reported in [38], it is instructive to perform comparative turbulent/laminar CFD 

analyses of this device because the Reynolds number of real installations is likely to vary 

due to both site-dependent design specifications and off-design operation. Hence, detailed 
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knowledge of how the fluid dynamics of oscillating wing devices varies over a wide range 

of the Reynolds number for given geometric and kinematic characteristics is needed to 

accurately assess the energy yield of this device. From this perspective, the present thesis 

is complementary to the other published studies in this area. 

 

 

1.2.2 Wing aerodynamics 

 

Wing aerodynamics has been a subject of research for many years. In 1911 Bryan [48] 

introduced the first aerodynamic models that could be applied on flight dynamics, and 

since then many types of experiments have been performed for test and design purposes. 

Recently McDaniel et al [49] compared computational fluid dynamics solutions for a 

fighter aircraft, with realistic flight test data, the so called aircraft flight testing [50], which 

is a costly process as an aircraft has to be developed. An alternative experiment, cheaper 

than aircraft flight testing, is the Wind-Tunnel testing of scaled models [51], where the 

object under consideration is positioned inside a closed tubular passage where the wind 

is produced by a powerful fan. Constraints such as scaling, blockage effects and the fact 

that it is difficult to achieve real-flight conditions, limit the effectiveness of Wind-Tunnel 

testing. Nowadays the most cost-efficient approach, used by industry and academia 

worldwide, to design, predict and optimize nonlinear flow physics is Computational Fluid 

Dynamics [52]. 

     In CFD applications, periodic oscillating wings have recently been a subject of 

research by aeronautical engineers, which include flutter oscillations for aircraft 

aeroelastic stability [53] or windmills [33], hydroelectric generators [37] and horizontal 

[31] or vertical [5, 54] axis wind turbines, to extract energy from an oncoming fluid 

stream [55, 56]. The aim of these applications is to numerically compute the sought 

periodic solution of an oscillating wing using CFD tools. The sought periodic solution 

obtained from time-domain CFD solvers requires significant computational effort to 

bypass transient effects, which, in many cases of engineering interest, means that several 

periods have to be simulated [57, 58]. An alternative and computationally cheaper method 

with respect to the time-domain approaches has recently been developed, the so-called 

harmonic balance method, which will be introduced in the following subsection. 

     One of the objectives of this thesis is to assess the computational efficiency of the 

turbulent RANS SST harmonic balance solver by performing time-domain and harmonic 
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balance turbulent analyses of a transonic oscillating airfoil animated by pitching motion, 

representative of the cross section of a transonic aircraft wing, and comparing the 

computational resources required by either approach. The comparison of the run-time 

associated with the COSA time-domain and harmonic balance analyses will highlight that 

the latter approach reduces at least one order of magnitude the run-time required to 

determine the periodic flow solution with respect to the run-time required by the time-

domain analysis. Similar comparison analyses will be performed for a subsonic 

oscillating airfoil animated by pitching motion where even higher run-time reduction of 

the harmonic balance with respect to the run-time of the time domain will be highlighted. 

 

 

1.3  COSA solver 

 

 

The computational technologies developed in this research and discussed in this thesis 

have been implemented and used to analyse the fluid dynamics problems discussed above 

in a compressible time-dependent RANS research code. The CFD Optimised Structured 

multi-block Algorithms (COSA) RANS code [39] solves the steady and time-dependent 

compressible RANS equations space-discretized on structured multi-block grids using an 

efficient explicit multigrid solver. The turbulent COSA solver solves the two systems of 

algebraic equations resulting from the time- and space-discretization of the RANS (or 

mean flow) equations and the two-equation Shear Stress Transport [40] turbulence model 

equations by means of an explicit multigrid algorithm based on a four-stage Runge-Kutta 

smoother. The two systems are solved using a strongly coupled approach [59, 60, 61], 

whereby the mean flow and the turbulence equations are solved simultaneously in the 

iterative process. This integration approach has been shown to lead to significantly faster 

convergence rates than the loosely coupled method [62, 63], whereby the mean flow and 

turbulence equations are solved separately and often with different methods. It is also 

possible to use a ’hybrid’ integration approach, whereby multigrid is applied 

simultaneously to the two systems, and time-marching on each grid level is decoupled 

[64], but this approach has not been adopted in the COSA code, which instead features 

the standard strongly coupled approach: the multigrid solver is applied simultaneously to 

the mean flow and turbulence equations, and the two systems are time-marched 

simultaneously on each grid level. The turbulent COSA code adopts the strongly coupled 
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integration method also for computing time-dependent problems, whereby the explicit 

multigrid integration is used to solve the unsteady RANS (URANS) equations coupled to 

the SST turbulence model. For such time-dependent problems, the turbulent multigrid 

solver also features a point-implicit treatment of certain terms arising from the 

discretization of the physical time-derivatives. This approach is an extension of the 

stabilization process reported by Melson et al. [65], and it enables the use of fairly high 

Courant Friedrichs Lewy (CFL) numbers, thus significantly reducing the number of 

multigrid cycles required to achieve a user-given reduction of  the flow residuals. 

     COSA features two different approaches to the solution of the URANS equations. One 

approach, applicable to general unsteady flows (e.g. transient states) is the classical time-

domain solution, based on the dual time stepping (DTS) approach where by one uses a 

backward finite difference discretisation to implicitly time-march the solution from one 

physical time to the next one with a user-given time step, and the multigrid solver to 

compute iteratively the solution at each physical time [66]. The other approach, applicable 

to nonlinear periodic flows, is the nonlinear frequency-domain (FD) harmonic balance 

(HB) integration. The harmonic balance is a perturbation method for the rapid solution of 

nonlinear problems described by one or more ordinary differential equations (ODE). The 

sought solution is represented as a truncated Fourier series retaining a user given number 

of complex harmonics, and the given time-domain problem is reformulated and solved in 

the frequency-domain using the solution approximation provided by the truncated Fourier 

series. The method is particularly effective when only a relatively small number of 

complex harmonics is required to represent accurately the time-domain solution. In the 

case of periodic turbulent flow, the harmonic balance solution enables a substantial 

reduction of the computational time with respect to the time-domain case with negligible 

accuracy penalties. Like all frequency-domain methods, it aims at computing directly the 

sought periodic solution, whereas time-domain methods need to solve also the flow 

transient preceding the establishment of the sought periodic state. This is one of the main 

reasons why the harmonic balance solver is substantially faster than the time-domain 

solver. Another important reason for the effectiveness of the harmonic balance RANS 

technology is that many periodic flows of engineering interest, though significantly 

nonlinear, can be accurately represented by using a few harmonics. As shown later in the 

thesis, the computational advantage of using the harmonic balance rather than the time-

domain solution is particularly high when the number of retained complex flow 

harmonics is low. The harmonic balance solution of the RANS equations was first 

introduced by Hall el al. [67], who first showed that, for the case of turbomachinery flows, 
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the technology can reduce the computational time to solution by at least one order of 

magnitude compared to the time-domain approach. 

     The development of COSA started within an EPSRC project [68] in 2008. By the end 

of the project, the code featured novel advanced far-field boundary conditions (BCs) [69], 

a novel unsteady low-speed preconditioner (the so-called mixed-preconditioning 

algorithm) [70] to enable the CFD analysis of very low-speed flows as well as flows 

featuring both high- and low-speed regions, the harmonic balance solver for the rapid 

analysis of unsteady periodic flows like those associated with the yawed wind regime of 

horizontal axis wind turbines [70], and also a first implementation of the 𝐾 −  𝜔  

turbulence model of Wilcox [19], a two-equation eddy viscosity model. The first 

implementation of  𝐾 −  𝜔  model, however, was not robust. As a consequence, neither 

the advanced low-speed modelling capabilities enabled by the mixed-preconditioning 

technology nor the substantial reductions of the run-time of unsteady periodic flow 

analyses enabled by the harmonic balance solver could be proved in the case of realistic 

high-Reynolds number turbulent flows. Part of the research work of this thesis consisted 

of investigating and successfully solving the robustness issues of the 𝐾 −  𝜔  turbulence 

model, and successfully implementing a new, more robust and accurate turbulence model, 

namely Shear Stress Transport (SST) model of Menter [40]. The first published 

demonstration of the new SST capability is reported in [39]. 

 

 

1.4  Objectives, novelty and overview of the thesis 

 

 

The main drive of the research work reported in this thesis was two-fold: on one hand, 

the research aimed to develop, assess and validate novel algorithmic and modelling 

technologies to improve the robustness and the computational efficiency of the RANS 

model-based analysis of general unsteady and periodic flow fields; on the other hand, the 

work aimed to demonstrate the accuracy and the effectiveness of the developed 

technologies by using the new RANS framework to investigate three challenging 

turbulent high-Reynolds number unsteady flows, namely the unsteady aerodynamics of a 

hydrokinetic turbine, the periodic transonic flow field past a transonic oscillating wing 

section, and a periodic subsonic oscillating wing. More specifically, the main objectives 

associated with the algorithmic work of this research were to: 
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 develop a numerically robust i.e. stable, multigrid-based solution framework for the 

fully-coupled integration of the steady, time-domain and harmonic balance RANS 

and SST turbulence model equations, and 

 

 assess the computational efficiency of the turbulent RANS SST harmonic balance 

solver by performing time-domain and harmonic balance turbulent analyses of a 

transonic wing section animated by pitching motion and comparing the 

computational resources required by each approach.  

 

     The main objective associated with the applied fluid dynamics part of this work was 

instead to investigate the flow mechanisms accounting for the high energy extraction 

efficiency of a hydrokinetic turbine both at a low-Reynolds number laminar flow 

condition, and a high-Reynolds number fully turbulent flow condition. 

     The thesis presents several elements of novelty, on the algorithmic side, on the 

turbulence modelling side and also on the fluid mechanics of hydrokinetic turbines. The 

developed multigrid fully coupled integration of the steady and time-domain RANS and 

SST equations is partly an extension of the approach proposed by Liu and Zheng [59] for 

steady equations and Yao et al [71] for the time-domain equations. However, the 

adaptation of this approach to the SST turbulence model and the detailed theoretical and 

numerical analyses carried out to optimise the algorithmic design of this procedure are a 

novel feature reported for the first time in this thesis. Here, this approach is also extended 

to the fully coupled integration of the turbulent harmonic balance RANS and SST 

equations, and this is also a feature, which, to the best of the writer’s knowledge, had 

never been implemented and used before. On the modelling side, the thesis reports, for 

the first time, an important parametric analysis on the numerical set-up of the turbulent 

wall boundary condition of the second turbulent variable 𝜔 . This study highlights that the 

variations of the solution associated with the, to a certain extent, arbitrary choice of the 

scaling factor for 𝜔 at the wall using a given turbulence model, can be of the same order 

of magnitude or even larger than the variations observed using a given scaling factor and 

different turbulence models. This result highlights an additional, typically overlooked 

source of uncertainty in the RANS-DES based turbulent flow analyses. Another important 

algorithmic aspect of the thesis is a comprehensive assessment of the solution sensitivity 

to the use of first or second order schemes for the turbulence equations for both subsonic 

and transonic flow problems. As for the fluid dynamics of hydrokinetic turbines, the 
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reported study highlights that the flow mechanisms accounting for the high energy 

extraction efficiency of oscillating wings in laminar and turbulent flow conditions are 

different. This new finding has recently been confirmed in a paper published in 2014 [41]. 

     The thesis is organised as follows. Chapter 2 reports in great detail the time-domain 

formulation of the compressible RANS and SST turbulence model equations, the 

Boussinesq approximation yielding the assumption of isotropic turbulence and enabling 

the use of eddy viscosity turbulence model, and the far-field and solid wall boundary 

conditions for the system of RANS and SST equations.  

     Chapter 3 presents the classical formulation of the harmonic balance perturbation 

method for finding the periodic solution of systems of ordinary differential equations, and 

also the so-called high-dimensional formulation of the harmonic balance method, which 

is a variant of the former formulation better suited to the numerical solution of the system 

of the RANS and SST equations. The two formulations are highlighted with a simple 

ODE example, and the chapter is concluded with the harmonic balance formulation of the 

RANS and SST equations. Chapter 4 focuses on the cell-centred finite volume space 

discretisation of COSA. It briefly reports the methods used for the space discretisation of 

the convective fluxes, the diffusive fluxes and the source terms of the SST turbulence 

model. The chapter highlights how the space discretisation of the RANS and SST partial 

differential equations yields a large set of nonlinear algebraic equations, the numerical 

solution of which yields the sought CFD solution. 

     Chapter 5 focuses on the underlying iterative solver (smoother) used to solve 

iteratively the steady, time-domain and harmonic balance RANS and SST equations, 

namely a four-stage Runge-Kutta scheme. The smoother is modified to enable a 

numerically robust fully-coupled integration of the flow and turbulence equations. Two 

versions of such a fully coupled approach are presented and discussed, an exact variant 

and an approximate variant yielding a reduction of computation costs. The chapter also 

briefly describes several convergence acceleration techniques used for the integration, 

namely the local time stepping method, a variable coefficient centred implicit residual 

smoothing algorithm and two CFL ramping schemes. The COSA code also uses a full 

approximation scheme multigrid algorithm for further accelerating the residual 

convergence. A detailed description of the turbulent multigrid algorithm used by COSA 

is reported in chapter 6. This includes new variants of the restriction and prolongation 

operators implemented in this research aiming at further improving the robustness of the 

integration of turbulent flow problems.  

     Chapter 7 presents the solution of three turbulent flow problems, which are used to 
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validate the turbulent flow predictive capabilities of COSA. Firstly a steady flat plate 

boundary layer for which theoretical results are available is considered. The characteristic 

boundary layer profiles computed by COSA and the available theoretical results are 

compared. The second test case is the NACA4412 airfoil in a low-speed freestream 

featuring a significant amount of flow reversal on the rear part of the suction side. The 

third test case is a RAE2822 airfoil operating in a transonic flow regime. All three test 

cases are analysed not only to validate the predictive flow capabilities of COSA, but also 

to: 

 

 assess the computed solution variability (i.e. uncertainty level) associated with the 

typical values selected for the scaling factor of the 𝜔 turbulent flow variable at solid 

wall boundaries, 

 

 demonstrate the high robustness of the turbulent solver resulting from the fully 

coupled integration and the turbulent multigrid enhancements developed in this 

research, and  

 

 assess the impact of using either a first or a second order discretisation of the 

computed turbulent flow equations for both subsonic and transonic problems and 

also for varying degrees of mesh refinement.  

 

The importance of this last analysis stems from the fact that published literature on this 

aspect provides a somewhat patchy set of conclusions, as some studies conclude that the 

use of second order discretisation for turbulence models is essential for high accuracy 

solution, and some other studies claim the opposite and prefer the use of first order 

discretisation, presumably because this may lead to more stable numerical solution 

procedures. Moreover, none of the existing studies on this topic addresses exhaustively 

the dependence of this issue on the flow regime and the grid refinement level.  

     Chapter 8 provides the main computational results of this research, consisting of a 

low-speed renewable energy application and two aeronautical engineering applications. 

The first application is a thorough comparative analysis of a hydrokinetic turbine working 

in a low-speed laminar and a high-Reynolds number turbulent regime, and it is also 

analyses and discusses in great detail the unsteady aerodynamics phenomena occurring 

in both regimes. The main motivation for the analysing this problem is to highlight the 

predictive capabilities and the numerical robustness of the developed turbulent time-
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domain flow solver for complex realistic problems, and also to shed more light on the 

complex physics of this emerging renewable energy device. The second application is the 

time-domain and harmonic balance turbulent flow analysis of a transonic wing section 

animated by pitching motion. The main motivation of these analyses is to assess the 

computational benefits achievable by using the harmonic balance solution of the RANS 

and SST equations rather than the conventional time-domain solution, and also to further 

demonstrate the predictive capabilities of the developed CFD system. To this aim, the 

numerical solutions of COSA are compared to both available experimental data, and the 

time-domain results computed by a state-of-the-art commercial package regularly used 

by the industry and the academia worldwide. The harmonic balance and time domain 

comparison analysis is then repeated for a third application but in a subsonic regime. The 

conclusions of the thesis and future work are provided in chapter 9. 
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Chapter 2 

REYNOLDS AVERAGED               

NAVIER-STOKES EQUATIONS         

AND TURBULENCE            

CLOSURE 

 

The underlying principle of Computational Fluid Dynamics is the numerical solution of 

the governing equations of fluid mechanics at the discrete points of a computational grid, 

discretizing the physical domain of interest. This chapter outlines the derivation of the 

Reynolds-Averaged Navier-Stokes equations. This derivation is a multi-stage process. 

First the time-dependent equations are averaged on the turbulence time-scales. This 

operation yields a new system, which differs from the original time-dependent equations 

for two reasons: a) the new system does no longer have time-derivatives, so it can be used 

for the numerical solution of steady turbulent flows, and b) the new system has additional 

unknown terms which form the components of a second order tensor, called Reynolds 

stress tensor. In order to determine this tensor, use of the Boussinesq approximation and 

two-equation turbulence models is made. The solution of steady turbulent problems is 

obtained by solving the system of Partial Differential Equations (PDEs) made up of the 

Navier-Stokes equations averaged on the turbulence time-scales (i.e. Reynolds Averaged 

Navier-Stokes equations) and the two PDEs associated with the turbulence model. Time-

dependent turbulent flows can instead be solved by adding to each RANS PDE and to 

each PDE of the turbulent model a new physical time-derivative, which considers time-

variations on the time-scales of the engineering problem at hand (e.g. period of oscillation 

of vibrating blade or period of vortex shedding from blunt objects in fluid flows). The 

Arbitrary Lagrangian Eulerian (ALE) formulation of the unsteady RANS equations, 

needed for solving moving body problems, is also presented. 
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2.1  Integral form of the Navier-Stokes equations 

 

 

The fundamental equations of fluid dynamics are based on the three universal laws of 

conservation: conservation of mass, conservation of momentum and conservation of 

energy. The conservation of mass states that the total mass of any system remains constant 

over time and mass is neither created nor destroyed. This system is closed from any 

external transfers of matter, energy or any kind of external sources (e.g. combustion). 

This equation is also known as continuity equation. The principle of the momentum 

conservation derives from Newton's second law, which states that the variation of 

momentum is caused by the overall force acting on a mass element. In two dimensional 

problems, the momentum conservation results in two scalar equations, one for each 

direction. In fluid mechanics these equations are known as momentum equations. The 

conservation of energy, known as energy equation, corresponds to the first law of 

thermodynamics which states that the total energy remains constant over time. In fluid 

dynamics the momentum equations are by definition the so-called Navier-Stokes (NS) 

equations. However, in recent years the expression ‘NS equations’ refers to all four 

equations mentioned above.  

 

 

Figure 2.1:Control Volume  

 

     The NS equations can be written in the differential form, applicable at a point or in the 

integral form, applicable to an extended region. This region can be identified from a 
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quantity of matter called control mass (CM). This technique is commonly used in solid 

problems however this is not the case in fluid flows.  It is very difficult to investigate the 

motion of a specific particle of matter through the physical domain. For this reason a 

spatial region is used, called control Volume (CV). Figure 2.1 highlights a volume 𝑉 

bounded by a surface 𝑆. The figure also depicts a surface element 𝑑𝑆 and its normal unit 

vector 𝒏. This volume is the so-called Control Volume. In two dimensional problems 𝑉 

is a surface and 𝑆 is a curve. The mass element 𝑑𝑚 is enclosed by an infinitesimal volume 

𝑑𝑉 and it is equal to 𝜌𝑑𝑉 where 𝜌 is the density. The expression of the integral form of 

the NS equations depends on whether this CV is fixed or not. In case of a fixed CV we 

say that the "Eulerian approach" is used. The following paragraphs explain briefly the 

terms of each equation as they are well established in the literature [2, 3, 4]. 

     The conservation of mass yields: 

 

 
𝜕

𝜕𝑡
 ∫ 𝜌 𝑑𝑉 + ∮𝜌 (𝒖 ∙  𝒏) 𝑑𝑆 =  0

 

𝑆

 

𝑉

 (2.1.1) 

 

where the symbols 𝑡 and 𝒖 are the time and the flow velocity vector, respectively. The 

first term of the continuity equation represents the variation of mass in time over a CV 

and the second term represents the transfer of mass through the boundary of the control 

volume.  

     The conservation of momentum, or Newton's second law yields: 

 

 

𝜕

𝜕𝑡
 ∫ 𝜌 𝒖 𝑑𝑉 + ∮𝜌 𝒖 (𝒖 ∙  𝒏) 𝑑𝑆 

 

𝑆

 

𝑉

= −∮  𝑝 𝒏 𝑑𝑆 +
 

𝑆

 ∮  𝝉  ∙  𝒏 𝑑𝑆
 

𝑆

 . 

(2.1.2) 

 

The symbol 𝑝 is the static pressure and 𝝉 denotes the molecular stress tensor. This tensor 

depends on the divergence of the flow velocity vector 𝒖 and the strain rate tensor S. For 

a Newtonian fluid, the expression of stress tensor is: 

 

 𝜏𝑖𝑗  =  2𝜇 [𝑆𝑖𝑗  − 
1

3
 
𝜕𝑢𝑘
𝜕𝑥𝑘

 𝛿𝑖𝑗] ,     𝑆𝑖𝑗  =   
1

2
 [
𝜕𝑢𝑖
𝜕𝑥𝑗

 +  
𝜕𝑢𝑗

𝜕𝑥𝑖
] (2.1.3) 
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where 𝜇 is the molecular dynamic viscosity, 𝑢𝑖(𝑗) are the Cartesian components of the 

flow velocity vector 𝒖, 𝛿𝑖𝑗 is the Kronecker Delta Function and 𝑥𝑖(𝑗) are the components 

of the position vector  𝒙. Sutherland's Law is used to compute the dynamic viscosity 𝜇: 

 

 𝜇 =  𝜇𝑟𝑒𝑓  (
𝑇

𝑇𝑟𝑒𝑓
)

3
2⁄

 
𝑇𝑟𝑒𝑓  +  𝑆𝜇

𝑇 +  𝑆𝜇
 (2.1.4) 

 

where 𝑇 is the static temperature, 𝜇𝑟𝑒𝑓  =  1.716  ∙  10
−5 𝑘𝑔𝑚−1 𝑠−1,  𝑇𝑟𝑒𝑓  =

 273.15 𝐾 and 𝑆𝜇  = 110.4𝐾. The first term of equation (2.1.2) represents the variation 

of momentum in time over the CV and the second term represents the transfer of 

momentum through the control boundary. The first term of the right hand side of the 

equation (2.1.2) represents the pressure forces acting on the control volume, whereas the 

second term corresponds to the shear stresses acting on the control volume, respectively.  

     The last conservation law, which is an expression of the first law of thermodynamics, 

provides the conservation of energy. Its expression is: 

 

 

𝜕

𝜕𝑡
 ∫ 𝜌 𝐸 𝑑𝑉 + ∮𝜌 𝐸 (𝒖 ∙  𝒏) 𝑑𝑆 =

 

𝑆

 ∮ (𝝉 ∙  𝒖)  ∙  𝒏 𝑑𝑆 
 

𝑆

 

𝑉

− ∮𝑝 (𝒖 ∙  𝒏) 𝑑𝑆 − 
 

𝑆

 ∮𝒒 ∙  𝒏 𝑑𝑆
 

𝑆

 

(2.1.5) 

 

where the symbol 𝐸 denotes the total energy per unit mass and 𝒒 represents the heat flux 

vector. The first term represents the variation of energy in time over the control volume 

and the second term denotes the transport of energy through the boundary of the control 

volume. The first two terms of the right hand side of the same equation correspond to the 

rate of work done on control volume. The last term of equation (2.1.5) represents the 

thermal heat fluxes 𝒒, the rate of heat energy transfer through the control volume, and is 

given by the generalized Fick's gradient law, 𝒒 =  − 𝑘𝐿 𝛁𝑇 where 𝑘𝐿 is the thermal 

conductivity. The definition of the total energy 𝐸 is: 

 

 𝐸 =  𝑒 +  
𝑢𝑖 𝑢𝑖
2

,     𝑒 =  𝑐𝑣 𝑇 (2.1.6)  

 

where the symbol 𝑒 denotes the internal energy per unit mass and 𝑐𝑣 is the specific heat 

at constant volume. For a calorically perfect flow, the specific heat coefficients are 
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constant. As a result, it is possible to relate temperature to the internal energy and static 

enthalpy and rewrite the equation (2.1.5) as: 

 

 

𝜕

𝜕𝑡
 ∫ 𝜌 𝐸 𝑑𝑉 + ∮𝜌 𝐻 (𝒖 ∙  𝒏) 𝑑𝑆 = 

 

𝑆

∮(𝝉 ∙  𝒖)  ∙  𝒏 𝑑𝑆 
 

𝑆

 

𝑉

− ∮𝒒 ∙  𝒏 𝑑𝑆
 

𝑆

 

(2.1.7)  

 

where 𝐻 is the total enthalpy per unit mass. Its definition is: 

 

 𝐻 =  ℎ +  
𝑢𝑖  𝑢𝑖
2

,     ℎ =  𝑐𝑝 𝑇,     𝐻 =  𝐸 +  
𝑝

𝜌
 (2.1.8)  

 

where the symbol ℎ is static enthalpy per unit mass and 𝑐𝑝 is the specific heat at constant 

pressure. 

     Finally we can write the Eulerian formulation as: 

 

 
𝜕

𝜕𝑡
 (∫ Û 𝑑𝑉

 

𝑉

) + ∮(�̂�c  −  �̂�d) 𝑑𝑆 =  0
 

𝑆

 (2.1.9) 

 

where the symbol    ̂ denotes an array and Û is the array of the conservative flow variables. 

The symbols �̂�c and �̂�d are the generalized convective and diffusive flux vectors, 

respectively. The array Û of conservative flow variables is defined as: 

 

 Û  =  [𝜌 𝜌𝑢𝑥 𝜌𝑢𝑦    𝜌𝛦]′ (2.1.10)  

where the superscript ‘′’ donates the transpose operator. The generalized convective flux 

vector �̂�c is: 

 

 �̂�c  =  Êc 𝒏𝒙  +  F̂c 𝒏𝒚 (2.1.11) 

 

where �̂�𝑐 and �̂�𝑐  are respectively the 𝑥- and 𝑦-components of  �̂�c and are given by: 
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 Êc  =  [𝜌𝑢𝑥 𝜌𝑢𝑥
2  +  𝑝 𝜌𝑢𝑥𝑢𝑦    𝜌𝑢𝑥𝐻]

′
 (2.1.12)  

 F̂c = [𝜌𝑢𝑦 𝜌𝑢𝑦𝑢𝑥 𝜌𝑢𝑦
2  +  𝑝    𝜌𝑢𝑦𝐻]

′
. (2.1.13) 

 

The generalized diffusive flux vector �̂�d is: 

 

 �̂�d  =  Êd 𝒏𝒙  +  F̂d 𝒏𝒚 (2.1.14) 

where Êd and F̂d are respectively the x- and y- components of �̂�d and are given by:  

 

 Êd = [0 𝜏𝑥𝑥 𝜏𝑥𝑦    𝑢𝑥𝜏𝑥𝑥  +  𝑢𝑦𝜏𝑥𝑦  −  𝑞𝑥]′ (2.1.15) 

 F̂d = [0 𝜏𝑥𝑦 𝜏𝑦𝑦    𝑢𝑥𝜏𝑥𝑦  + 𝑢𝑦𝜏𝑦𝑦  −  𝑞𝑦]′. (2.1.16) 

 

The scalars 𝑞𝑥 and 𝑞𝑦 are the Cartesian components of the heat flux vector 𝒒. The system 

of PDEs defined so far and used to determine the solution of two-dimensional problems, 

has 5 unknowns, namely 2 velocity components and 3 thermodynamic variables. The 

relationship required to close the system is the perfect gas equation of state. That can be 

written as: 

 

 𝑝 =  (𝛾 −  1) [𝜌 𝐸 −  
1

2
 𝜌 (𝑢𝑖 𝑢𝑖)] . (2.1.17) 

 

Where the symbol 𝛾 is the ratio of specific heat and is taken as 1.4. 

 

 

2.1.1 Arbitrary Lagrangian Eulerian formulation 

 

 

The formulation just presented is adequate for the solution of fluid dynamic problems 

with motionless bodies, including unsteady problems, where the unsteadiness originates 

from phenomena such us vortex shedding. In this study, however, we are also interested 
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in solving problems with moving bodies. For such problems, the Eulerian approach has 

to be generalized to include body motion. For this reason the so-called Arbitrary 

Lagrangian Eulerian (ALE) formulation of the NS equations has to be adopted [13]. In 

the ALE formulation the CV is allowed to move and deform during the considered time 

interval. Given a time-varying control volume 𝑉(𝑡) with boundary 𝑆(𝑡), it can be shown 

that the ALE integral form of the system of the 2D time- dependent NS equations is: 

 

 
𝜕

𝜕𝑡
 (∫ Û 𝑑𝑉

 

𝑉(𝑡)

) + ∮ (�̂�c  −  �̂�d) 𝑑𝑆 =  0
 

𝑆(𝑡)

 . (2.1.18) 

 

The generalized convective flux vector �̂�c  is: 

 

 �̂�c  =  Êc 𝒏𝒙  + F̂c 𝒏𝒚  −  𝒗𝒃 Û . (2.1.19) 

 

The vector 𝒗𝒃 is the velocity of the boundary 𝑆(𝑡), and the flux term −𝒗𝒃 Û is the 

boundary velocity contribution to the overall flux balance. When the velocity 𝒗𝒃 is equal 

to the velocity of the fluid, it can be easily proved that the second term of the mass 

conservation (2.1.1) becomes zero. When that happens, the mass remains constant and 

the CV is also a CM. In this case we have the Lagrangian mass conservation 

equation, 𝜕𝑚/𝜕𝑡 =  0. The generalized diffusive flux vector �̂�d using the ALE 

formulation is unchanged from the Eulerian approach. 

 

 

2.2  Reynolds-Favre averaging 

 

 

In the case of turbulent flows, the effects of turbulence are often taken into account by 

averaging the NS equations on the time-scales of turbulence. In 1895 Reynolds proposed 

the first approximation of turbulent flows [72]. The idea is based on the decomposition 

of the flow variables into a mean and a fluctuating part. In order to calculate the mean 

part of the flow variables, there are three well known forms of averaging [2, 19]. The first 

method is the so-called time averaging, which is suitable for stationary turbulence flows. 

This type of turbulence flow, on average, does not change in time. The second method is 
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the so called spatial averaging, used in turbulent homogeneous flows which are uniform 

in all directions. The last method is the so called ensemble averaging, which depends on 

experimental data. In this study, time averaging method is used, as the flow is not 

homogeneous. The derivation of Reynolds-Average Navier-Stokes equations along with 

the differences between Reynolds averaging and Favre averaging are reported in 

Appendix A. 

 

 

2.3  Boussinesq approximation 

 

 

The Boussinesq approximation [2] forms one of the most important assumptions in 

turbulence modelling. Ιt arises from the observation that in the turbulent flow, the 

momentum transfer is dominated by the large energetic turbulent eddies. The Boussinesq 

hypothesis assumes that the turbulent shear stress is linearly proportional to the mean 

strain rate, as in the laminar flow. In this way one can write the Favre stress tensor as: 

 

 𝜏𝑖𝑗
𝐹  =  −  𝜌 𝑢𝑖′′ 𝑢𝑗′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  =  2 𝜇𝛵  (�̃�𝑖𝑗  −  

1

3
 
𝜕�̃�𝑘
𝜕𝑥𝑘

 𝛿𝑖𝑗)  − 
2

3
 �̅� 𝐾 𝛿𝑖𝑗 (2.3.1) 

 �̃�𝑖𝑗  =   
1

2
 [
𝜕�̃�𝑖
𝜕𝑥𝑗

 +  
𝜕�̃�𝑗

𝜕𝑥𝑖
] (2.3.2) 

 

where �̃� is the Favre-averaged strain-rate tensor, the formal definition of which is the 

same as that of the molecular strain rate tensor. In addition it is found that the total stress 

tensor �̂�𝑖𝑗 is the sum of the laminar stress tensor 𝜏𝑖𝑗 and the so-called Favre-Reynolds 

stress tensor 𝜏𝑖𝑗
𝐹  

 

 �̂�𝑖𝑗  =  𝜏𝑖𝑗  + 𝜏𝑖𝑗
𝐹  . (2.3.3) 

 

The formal definition of the molecular stress tensor 𝜏𝑖𝑗 is given by equation (2.1.3). The 

symbol 𝐾 in the equation (2.3.1) is the turbulent kinetic energy and the symbol 𝜇𝛵 

represents an eddy viscosity parameter, which does not represent a physical characteristic 
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of the fluid, but is a function of the local flow conditions and the flow history. The total 

dynamic viscosity 𝜇𝑡 is the sum of a laminar and turbulent component 

 

 𝜇𝑡  =   𝜇 +  𝜇𝛵 . (2.3.4) 

 

Other approximations relative to the Reynolds-Averaged Navier-Stokes equations can be 

found in Appendix C. 

 

 

2.4  Wilcox’s K − ω model 

  

 

One sees that the RANS equations contain two additional variables with respect to the 

non-averaged NS equations, namely the eddy viscosity 𝜇𝛵 and the turbulent kinetic 

energy 𝛫. These two variables establish a strong coupling with the 2 PDEs associated 

with the 𝐾 −  𝜔  turbulence model. The 𝐾 −  𝜔  turbulence model consists of two 

transport equations: one PDE describing the convection, diffusion, creation and 

destruction of the turbulent kinetic energy, and one PDE describing the evolution of the 

specific dissipation rate, the second turbulent variable of the 𝐾 −  𝜔  model. The 

turbulent kinetic energy  𝐾  has dimensions 𝑚2 𝑠−2 and the specific dissipation 

rates  𝜔  has dimension 𝑠−1. In the present work, the version of the 𝐾 −  𝜔  turbulence 

model reported by Wilcox [19] is used:  

 

turbulent mixing energy, 

 

 

𝜕

𝜕𝑡
(𝜌 𝐾) +  

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝐾)  

=  𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 −  𝛽∗ 𝜌 𝜔 𝛫 + 
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝛫 𝜇𝛵) 

𝜕𝛫

𝜕𝑥𝑗
] 

(2.4.1) 
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 specific dissipation rate, 

 

 

𝜕

𝜕𝑡
(𝜌 𝜔)  +  

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝜔)  

=  
𝛾 𝜌

𝜇𝛵
 𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 −  𝛽 𝜌 𝜔2  +  
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝜔 𝜇𝛵) 

𝜕𝜔

𝜕𝑥𝑗
]. 

(2.4.2) 

 

The eddy viscosity 𝜇𝛵 at any position in the computational domain is determined by using 

the current values of 𝐾 and 𝜔 

 

 𝜇𝛵  =  𝛾
∗  
𝜌 𝛫

𝜔
 . (2.4.3) 

 

In Equation (2.4.1), the term 𝜏𝑖𝑗
𝐹  

𝜕𝑢𝑖

𝜕𝑥𝑗
 leads to production of turbulent kinetic energy, 

whereas the term 𝛽∗𝜌𝜔𝛫 leads to destruction of the same variable and these are the so 

called source terms �̂�. Diffusion of the turbulent kinetic energy is instead enforced by the 

term 
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝛫 𝜇𝛵) 

𝜕𝛫

𝜕𝑥𝑗
]. Following Wilcox [15], it is appropriate to notice that the 

Pressure Diffusion and Pressure Dilatation terms are not included in equations (2.4.2) and 

(2.4.3) as they are simply ignored because of the density fluctuations. Summarizing the 

source terms of all equations one can write the following equation: 

 

 𝑃𝐾  =  𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

,     𝑃𝜔  =  
𝛾 𝜌

𝜇𝛵
 𝑃𝐾 (2.4.4) 

 𝐷𝐾  =  𝛽
∗𝜌 𝜔 𝛫,     𝐷𝜔  =  𝛽 𝜌 𝜔2 . (2.4.5) 

 

The production terms 𝑃𝐾 and 𝑃𝜔 can also be written as: 

 

 𝑃𝐾  =  𝜇𝛵 𝑃𝑑  −  
2

3
 (𝛁 ∙  𝒖) 𝜌 𝛫 (2.4.6) 

 𝑃𝜔  =  𝛾 𝜌 𝑃𝑑  − 
𝛾 𝜌

𝜇𝛵
 
2

3
 (𝛁 ∙  𝒖) 𝜌 𝛫 (2.4.7) 

 𝑃𝑑  =  2 (𝑺  − 
1

3
 𝛁 ∙  𝒖)  𝛁𝒖 . (2.4.8) 
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It can be shown that the production term 𝑃𝑑 is always positive. Thus the source terms of 

the turbulent kinetic energy equation include a term which is always positive (production 

term proportional to 𝑃𝑑), a term which is always negative (destruction term 𝐷𝐾) and a 

term which is positive or negative depending on the sign of  𝛁 ∙  𝒖. Similarly to the 

𝐾 equation case, the source terms of the 𝜔 equation also include a term which is always 

positive (production term proportional to 𝑃𝑑), a term which is always negative 

(destruction term 𝐷𝜔), and a term which is positive or negative depending on the sign 

of  𝛁 ∙  𝒖. As highlighted in past studies [60, 59] on the numerical integration of the 𝐾 −

 𝜔 turbulence model equations, the identification of positive and negative source terms is 

of crucial importance. When one uses convergence acceleration methods such as explicit 

multigrid methods, the adoption of different numerical treatments for the positive and 

negative source terms improves the convergence rate of the solution process. More detail 

can be found in the chapter 5: numerical integration. 

     Finally in order to close the system of equations the turbulent coefficients have to be 

specified. The 𝐾 −  𝜔 model has six closure coefficients. Following Wilcox [19], these 

coefficients can be derived by the following relations. Firstly, in order to be consistent 

with the experiments that have taken place by Townsend [73] it was found that 
𝛽

𝛽∗ 
 =  

5

6
 . 

Secondly, in order to be consistent with the law of the wall [74] 𝛾 =  
𝛽

𝛽∗ 
 −  

𝜎𝜔 𝜅
2

√𝛽∗
  for the 

inner layer of a constant-pressure boundary layer and in order to reproduce a correct 

solution (with 𝜅  =  0.41 the Von Karman constant), we conclude that 𝛽∗  and 𝜎𝜔 are 

equal to 0.09 and 0.5 respectively. The values of the constants defining the   𝐾 − 𝜔   

turbulence model are: 

 

 [𝛽     𝛽∗    𝛾     𝛾∗    𝜎𝛫     𝜎𝜔] = [
3

40
   
9

100
    
5

9
    1.0     0.5     0.5] . (2.4.9) 

 

More details about the derivation of the turbulent coefficients or the complete derivation 

of the  𝐾 − 𝜔   turbulence model as well as the approximations adopted in this process 

can be found in the book of Wilcox [15]. 
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2.5  Menter’s shear stress transport model 

 

 

Menter [40] introduced two new variants of the  𝐾 −  𝜔  turbulence model, the so called 

Baseline (BSL) model and the so called Shear Stress Transport (SST) model. The design 

of the BSL model is based on the original  𝐾 −  𝜔  model of Wilcox and the 

standard  𝐾 −  𝜀  model [18, 75] rewritten using the 𝜔 rather than the  𝜀  variable. In the 

near wall region the model uses the robust and fairly accurate  𝐾 −  𝜔  model. Outside 

the boundary layer, the BSL changes gradually to the standard  𝐾 −  𝜀  model. The 

advantage of using the  𝐾 −  𝜀  model outside shear layers is that such a model is 

substantially less sensitive to the freestream turbulence data than the standard  𝐾 −

 𝜔  model. Conversely, the  𝐾 −  𝜔  model is more accurate than the  𝐾 −  𝜀  model in the 

prediction of boundary layers. For free shear layers the new model is virtually similar to 

the  𝐾 −  𝜀  model as well. Using the same turbulent transport equations of the BSL 

model, Menter introduced a second variant of the  𝐾 −  𝜔  model named SST model. 

Such a model has improved predictive capabilities of separated flows in adverse pressure 

gradient with respect to the BSL model. The SST model is based on Bradshaw’s 

assumption that the principal shear-stress is linearly proportional to the turbulent kinetic 

energy. The two transport equations of Menter [40] for the turbulent mixing 

energy  𝐾  and the specific dissipation rate 𝜔 are respectively: 

 

 

𝜕

𝜕𝑡
(𝜌 𝐾)  +  

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝐾)  

=  𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 − 𝛽∗𝜌 𝜔 𝛫 + 
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝛫 𝜇𝛵) 

𝜕𝛫

𝜕𝑥𝑗
] 

(2.5.1) 

 

𝜕

𝜕𝑡
(𝜌 𝜔)  + 

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗 𝜔)  

=  
𝛾 𝜌

𝜇𝛵
 𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 − 𝛽 𝜌 𝜔
2  +

𝜕

𝜕𝑥𝑗
 [(𝜇 + 𝜎𝜔 𝜇𝛵) 

𝜕𝜔

𝜕𝑥𝑗
]  

+  𝐶𝐷𝑡𝑒𝑟𝑚 

(2.5.2) 

 

 

where 

 

 𝐶𝐷𝑡𝑒𝑟𝑚  =  2 𝜌 (1 − 𝐹1) 𝜎𝜔2  
1

𝜔
 
𝜕𝐾

𝜕𝑥𝑗
 
𝜕𝜔

𝜕𝑥𝑗
 . (2.5.3) 



2.5 Menter’s shear stress transport model 

42 

 

 

The new definition of eddy viscosity is: 

 

 𝜇𝛵  =  
𝛼1 𝜌 𝛫

max (𝛼1 𝜔 , 𝛺 𝐹2) 
  (2.5.4) 

 

where 𝛼1 and 𝛺 are a constant and the modulus of the vorticity respectively. The variables 

𝐹1 and 𝐹2 are blending functions used to combine the  𝐾 −  𝜀  and  𝐾 −  𝜔  models. Their 

definitions are: 

 

 𝐹1 =  tanh ( arg1
4  )  (2.5.5) 

 arg1  =  𝑚𝑖𝑛 [𝑚𝑎𝑥 (
√𝐾

𝛽∗𝜔 𝑑 
 ,
500 𝜇

𝜌 𝜔 𝑑2 
) ,
4 𝜌 𝜎𝜔2 𝛫

𝐶𝐷𝐾𝜔 𝑑2 
]  (2.5.6) 

 𝐶𝐷𝐾𝜔  =  𝑚𝑎𝑥 (2 𝜌 𝜎𝜔2 
1

𝜔
  
𝜕𝛫

𝜕𝑥𝑗
 
𝜕𝜔

𝜕𝑥𝑗
 , 10−20)  (2.5.7) 

 𝐹2 =  tanh (arg2
2  ) (2.5.8) 

 arg2  =  𝑚𝑎𝑥 (
2 √𝐾

𝛽∗𝜔 𝑑 
 ,
500 𝜇

𝜌 𝜔 𝑑2 
) (2.5.9) 

 

where 𝑑  is the distance to the nearest wall. Equation (2.5.4) selects the minimum eddy 

viscosity between the value of the standard  𝐾 −  𝜔  model and the Bradshaw’s 

assumption (the principal shear stress is proportional to the turbulent kinetic energy). The 

blending function  𝐹2 limits Bradshaw’s assumption within the boundary layer region, 

whereas the rest of the computational domain makes use of the original definition of the 

turbulent viscosity. The source term of the 𝜔 −equation features the additional cross-

diffusion term 𝐶𝐷𝐾𝜔 compared with the corresponding source term in the original  𝐾 −

 𝜔  model. This cross-diffusion term can be positive or negative.  

     Finally in order to complete the definition of the SST turbulence model, the turbulent 

coefficients have to be specified. In the SST model, there are two sets of coefficients, 

which are combined using the blending function 𝛷 The constants for set 1 

are 𝛽1, 𝜎𝛫1, 𝜎𝜔1 and 𝛾1, and for set 2 are 𝛽2, 𝜎𝛫2, 𝜎𝜔2 and 𝛾2 which are reported in 

equations (2.5.12) and (2.5.13) below. Other coefficients used by the model are 𝛽∗ =

0.09, 𝜅 = 0.41 and 𝛼1 = 0.31. The equation used to calculate the coefficients 𝛾1 

and 𝛾2is: 
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 γ1  =  
𝛽1
𝛽∗
 −  

𝜎𝜔1 𝜅
2

√𝛽∗
   γ2  =  

𝛽2
𝛽∗
 −  

𝜎𝜔2 𝜅
2

√𝛽∗
 .  (2.5.10) 

 

Using the blending function 𝛷 defined by equation (2.5.11), one can compute the 

coefficients β , 𝜎𝛫, 𝜎𝜔 and γ for any area of the computational domain 

 

 𝛷 =  𝐹1 𝛷1  +  (1 − 𝐹1) 𝛷2     (2.5.11) 

 set 1:  [𝛽1     𝜎𝛫1     𝜎𝜔1     𝛾1] =  [0.0750     0.85     0.500     0.55317]   (2.5.12) 

 set 2:  [𝛽2     𝜎𝛫2     𝜎𝜔2     𝛾2] =  [0.0828     1.00     0.856     0.44035] . (2.5.13) 

 

     As mentioned above, both models, the 𝐾 −  𝜔  model of Wilcox and the SST model 

of Menter are two-equation eddy viscosity turbulence models, which require the solution 

of two additional transport equations, one for the turbulent kinetic energy, and one for the 

specific turbulence dissipation rate. The SST model is an extension of the original 

𝐾 −  𝜔  model of Wilcox, developed to  

 

 greatly reduce the sensitivity of the original 𝐾 −  𝜔  model to the somewhat 

arbitrary value of the specific dissipation rate enforced at the farfield boundaries of 

the computational domain, and  

 

 enhance the solution accuracy of turbulent flows by improving the capability of the 

𝐾 −  𝜔  model to predict the onset and amount of separation in adverse pressure 

flows.  

 

The numerical results of [40] and later comparative analyses performed for internal [76] 

and external [77] turbulent flows highlight that the SST model achieves both objectives. 

Other extensions of the original 𝐾 −  𝜔   model aiming to achieve the same objectives 

have also been developed by Wilcox [78]. One-equation eddy viscosity turbulence 

models [17, 79] require the solution of only one transport equation. Historically, the 

development of one-equation models has followed that of two-equation models, and its 

main motivation has been to reduce the computational cost associated with two-equation 
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models while limiting the accuracy loss with respect to flow simulations based on two-

equation models. Several comparative analyses of realistic turbulent flow problems using 

both one- and two-equation turbulence modelling highlight that, though the results of 

modern two-equation models often appear to be closer to experimental data, the solution 

differences between one- and two-equation models are indeed often small. A wider 

review of turbulence modelling is beyond the scope of this study, and the interested reader 

is referred to the review article [80] for a wider overview of the present state, challenges 

and needs of turbulence modelling for engineering applications, and long term projections 

for the progress in this area. 

 

 

2.6  Boundary conditions 

 

 

Appropriate boundary conditions (BCs) must be imposed at the far field and solid wall 

boundaries. The results of turbulent flow simulations strongly depend on the models used 

to define the boundary data (e.g. calculation of  𝜔  at wall boundaries), and, in some cases, 

directly on user-given data (e.g. value of  𝜔  at far field boundaries).  

 

 

2.6.1 Far field 

 

 

In the case of external flow problems, the far-field BCs for the mean flow equations are 

based on suitable combinations of one dimensional (1D) Riemann invariants and user-

given free-stream data, namely sound speed, entropy and velocity components. Using all 

the above free stream values one can compute the conservative variables (𝜌, 𝜌𝑢𝑖 , 𝜌𝑢𝑗 ,

𝜌𝛦) at the far field boundary. The way in which the user-given free stream boundary data 

are combined depends on whether the flow is subsonic or supersonic and whether the 

flow is entering (inflow boundary) or leaving (outflow boundary) the domain. The 

complete formulation of the characteristic far field boundary conditions can be found in 

the paper of Jameson [81]. 
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     In the case of internal flow problems, the subsonic inflow BCs for the mean flow 

equations are constructed by extrapolating the outgoing 1D characteristic variable and 

enforcing user-given values of total temperature, total pressure and flow direction. For 

supersonic inflow conditions, all thermodynamic and kinematic variables are imposed. 

The subsonic outflow conditions are determined by enforcing a user-given value of the 

static pressure and extrapolating the remaining variables from the interior of the domain 

with suitable procedures, whereas the supersonic outflow conditions are obtained by 

extrapolating all flow variables from the interior. Several variants of the far-field BCs for 

internal problems, including one which preserves the nominal second order of the 

numerical scheme for problems with strong flow gradients on the far-field boundaries, 

are reported in the article [69]. 

     On far field boundaries at which at inflow regime occurs, the two equations of 

the  𝐾 −  𝜔  model require the prescription of the free-stream values of 𝛫 and 𝜔. Making 

use of equation (2.5.4), one can then calculate the turbulent viscosity. It is also possible 

to specify at the boundary the values of 𝐾  and 𝜇𝛵  and then use the equation (2.5.4) to 

calculate the free stream value of 𝜔 . Only if the flow is entering the domain then the free 

stream values of the two selected turbulent variables are enforced at the farfield boundary. 

On the other hand if the flow is leaving the domain, then the values of  𝛫 and  𝜔  are 

extrapolated from the interior. 

 

 

2.6.2 Solid wall 

 

 

At solid wall boundaries, the static pressure is extrapolated from the interior and the 

density is computed from static pressure using the adiabatic condition of the wall. Both 

velocity components are set equal to the wall velocity, which is zero only in the case of 

problems with motionless grids. The two equations of the   𝐾 −  𝜔  or  SST  turbulence 

model require two wall conditions. One is that the turbulent kinetic energy 𝐾  must be 

zero at the wall boundary and the other condition requires specifying the value of 𝜔 at 

the wall. Two models are implemented to determine the value of 𝜔 at wall boundaries. 

     The first one was proposed by Wilcox [15] and allows roughness effects to be taken 

into account. According to this model the dissipation rate 𝜔 at the wall is: 
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 𝜔𝑤  =  
𝒖𝝉
2

𝜈𝑤
 𝑆𝑅  =  𝑆𝑅  (

𝜕𝒖| |

𝜕𝒏
)
𝑤
   (2.6.1) 

 

where 𝑢| | denotes the flow velocity component parallel to the wall boundary. The symbol 

𝒏 denotes the local coordinate normal to the wall and 𝜈𝑤 is the kinematic viscosity at the 

wall. The symbol 𝒖𝝉
  is the friction velocity and its definition is: 

 

 𝒖𝝉  = √
𝜏𝑤
𝜌
 .  (2.6.2) 

 

The symbol 𝑆𝑅 denote a surface roughness parameter, varying between 0 ≤  𝑆𝑅  ≤  ∞. 

The value 𝑆𝑅  =  0 corresponds to a rough wall, and 𝑆𝑅  →  ∞ for a smooth wall. The 

parameter 𝑆𝑅 depends on the average height of the sand-grain roughness elements 𝑘𝑅. 

Note that 𝑘𝑅 has the dimension of a length, and it is customary to use 𝑘𝑅
+, the non-

dimensional counterpart of 𝑘𝑅 obtained by using the reference length 𝜈𝑤 / 𝑢𝜏. For flow 

over very rough surfaces [15] the following relationship was found: 

 

 𝑘𝑅
+  =  

𝑢𝜏 𝑘𝑅
𝜈𝑤

 =  
𝑘𝑅 √𝜌𝑤 𝜏𝑤

𝜇𝑤
 (2.6.3) 

 

where 𝜏𝑤 is the shear stress at the wall given: 

 

 𝜏𝑤  =  𝜇𝑤  (
𝜕𝑢| |

𝜕𝑛
)
𝑤

 (2.6.4) 

 

where 𝜇𝑤 is the dynamic viscosity at the wall. Analytically, for a smooth wall one 

has 𝑘𝑅
+  =  𝑘𝑅  =  0. From the above definitions and following Wilcox [15], it is possible 

to determine a value for 𝑆𝑅 using: 

 

 𝑆𝑅  =  (
50

𝑘𝑅
+)

2

 

      𝑘𝑅
+  <  25  (2.6.5) 

 𝑆𝑅  =  (
100

𝑘𝑅
+ )

 

 

      𝑘𝑅
+  ≥  25 . (2.6.6) 
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Note that equation (2.6.5) corresponds to the case of smooth walls, and also that, 

numerically, one cannot use the analytical condition of smooth wall 𝑘𝑅
+  =  0, since this 

would yield overflow when computing 𝑆𝑅. Indeed, the solver used in this study sets 𝑘𝑅
+  =

 5 in the case of perfectly smooth walls (𝑘𝑅
  =  0). More recent studies, however, propose 

𝑆𝑅  =  2500 for a smooth wall [82]. The impact of the choice of 𝑆𝑅 on the computed 

viscous drag is analysed in chapter 7. 

     The second formulation to determine the value of 𝜔 at a smooth wall was proposed by 

Menter [40]. According to this author, the value of 𝜔 at a smooth wall can be obtained 

using the equation: 

 

 𝜔𝑤  =  60 
𝜇𝑤

𝜌𝑤  𝛽 (𝛥𝑦)2 
   (2.6.7) 

 

where 𝛥𝑦 is the distance to the first point off the wall from the wall itself and 𝛽 is a 

turbulent coefficient. Menter reports that equation (2.6.7) is equivalent to equation (2.6.1) 

written for a smooth wall provided that the nondimensionalised wall distance from the 

wall 𝑦+ is equal to or smaller than 3. The two different options that we have considered 

are examined in detail in the next subsection as they have a strong impact on the numerical 

solution. 

 

 

2.6.3 Comparison of Wilcox and Menter wall boundary 

conditions 

 

 

In the previous subsection two different wall boundary conditions for the calculation of 

the specific dissipation rate 𝜔 have been presented. In this subsection, the two BCs are 

compared with an emphasis on the impact of either model on the accuracy of the 

numerical solution and the stability of the numerical integration. Starting from Wilcox 

wall boundary condition (2.6.1) for smooth walls (𝑘𝑅
+  =  5), it follows that: 

 

 𝜔𝑤  =  
100 𝑢𝜏

2

𝜈𝑤
 . (2.6.8) 
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Inserting the expression of the Law of the Wall [74] provided by equation (2.6.9) into 

the wall boundary condition proposed by Menter, i.e equation (2.6.7), and using the 

given value 𝛽 =  3/40, yields equation (2.6.10)  

 

 𝑦+  =  
𝑢𝜏 𝑦 𝜌𝑤
𝜇𝑤 

   (2.6.9) 

 𝜔𝑤  =  
800 𝑢𝜏

2

𝜈𝑤 (𝛥𝑦+)2 
.   (2.6.10) 

 

Inserting 𝛥𝑦+  ≈  3 into equation (2.6.10) one finds that Wilcox’s smooth wall BC and 

Menter’s wall BC yield indeed comparable values of 𝜔, as stated by Menter. In real CFD 

simulations, however, the value of 𝑦+ at the wall varies significantly along the wall. Such 

a variation is not accounted for by Menter’s wall BC, which assumes a value of 𝑦+ 

constant and equal to 3. Numerical experiments performed within the work of this thesis 

have shown that when the mean value of 𝑦+ is close to 3, the computed solutions obtained 

by using either Wilcox’s or Menter’s wall BCs are similar, despite the local variations of 

𝑦+. When the mean value of 𝑦+ differs significantly from 3, however, the solutions 

obtained with either wall BCs differ significantly. Numerical experiments reported in 

chapter 7 also show that Menter’s wall BC for problems featuring values of 𝑦+ between 

1 and 3 close to viscous wall boundaries yields computed solutions which are in better 

agreement with available experimental and theoretical data than computed solutions 

obtained using Wilcox’s BC. This highlights the necessity of modifying the constant 100 

appearing in Wilcox’s condition (equation 2.6.8). Wilcox’s wall BC features a higher 

level of flexibility with respect to Menter’s BC both because the former condition depends 

on the local value of the viscous stress at the wall (which is more realistic than depending 

from the distance of the first point off the wall), and because Wilcox’s wall can also take 

into account wall roughness [19] and variation of this parameters [82]. 

     From a numerical viewpoint, the use of Wilcox’s wall BC structure is also preferable. 

This is because Menter’s value of 𝜔 at the wall depends on the minimum distance from 

the wall, a parameter affected by the local grid refinement. Moreover, even when the grid 

is sufficiently refined, Menter’s value of 𝜔 at the wall keeps changing when the minimum 

wall distance is further reduced. This feature may prevent a grid independent solution 

from being attained due to the dependence of the value of 𝜔 at the wall on the wall 

distance. Wilcox’s wall BC structure, conversely, does not have this drawback, because 



2.7 System of URANS and SST equations 

49 

 

the value of 𝜔 at the wall depends on the wall viscous stress, and such parameter does no 

longer vary with further grid refinement once a grid independent solution has been 

obtained. To prevent the ‘uncontrolled’ grid dependence of numerical solutions obtained 

using Menter’s wall BC, some authors (e.g. [83]) have adopted grid- and flow- dependent 

bounds of the wall values of 𝜔 provided by equation (2.6.7). Conversely, the use of 

equation (2.6.1) yields values of 𝜔 which, above a minimum level of grid refinement, are 

grid independent without requiring additional constraints. 

     The use of Wilcox’s wall BC also has another possible advantage over Menter’s wall 

BC when using the multigrid algorithm (chapter 6) for convergence acceleration. The use 

of such a condition, in fact, would lead to values of 𝜔 at the wall, which are similar on all 

grid levels, provided that also the coarser grids have sufficient spatial refinement. Using 

Menter’s BC, conversely, would always yield significantly values of 𝜔 at the wall on all 

grids, since the wall distance is doubled every time the solver moves from a grid level to 

coarser level. These strong variations of 𝜔 at the wall on the various grid levels may spoil 

the convergence of the multigrid solver, and the problem may be alleviated only by 

introducing additional constraints, thus increasing the complexity of the computer code 

 

 

2.7  System of URANS and SST equations 

 

 

In section 2.2, the RANS equations have been obtained by averaging the time-dependent 

Navier-Stokes equations on the turbulence time-scales. For steady problems the averaged 

time derivative is zero. For time-dependent problems the RANS equations are augmented 

with new time-derivatives accounting for time-variations on the characteristic time-scales 

associated with the engineering problem at hand. Thus, for time-dependent turbulent 

problems we solve the so-called Unsteady Reynolds Average Navier Stokes (URANS) 

equations. This chapter is concluded by the presentation of the non-dimensional URANS 

and SST equations in divergence and integral form. The derivation of the non-

dimensional form of the RANS equations can be found in Appendix D whereas a compact 

divergence form and a quasi-linear form of the equations are reported in Appendix E and 

F respectively. 
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2.7.1 Divergence form 

 

 

The divergence form of the 2D time-dependent RANS equations coupled to the two 

transport equations of the  𝑆𝑆𝑇  turbulence model in non-dimensional form are:  

     mass conservation: 

 

 
𝜕𝜌

𝜕𝑡
 + 

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗)  =  0 , (2.7.1) 

 

     momentum conservation: 

 

 
𝜕

𝜕𝑡
(𝜌 𝑢𝑖)  + 

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝑢𝑖) = −  

𝜕𝑝

𝜕𝑥𝑗
 +  

𝑀∞

𝑅𝑒
  
𝜕�̂�𝑖𝑗

𝜕𝑥𝑗
,    𝑖 =  1, 2 , (2.7.2) 

 

     mean energy conservation: 

 

 

𝜕

𝜕𝑡
(𝜌 𝛦)  + 

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝛨) 

= 
𝑀∞

𝑅𝑒
 
𝜕

𝜕𝑥𝑗
[𝑢𝑖  �̂�𝑖𝑗  +  (𝜇 + 𝜎𝛫 𝜇𝛵) 

𝜕𝛫

𝜕𝑥𝑗
 −  �̂�𝑗] , 

(2.7.3) 

 

     turbulent kinetic energy conservation: 

 

 

𝜕

𝜕𝑡
(𝜌 𝐾)  + 

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝐾) 

= 
𝑀∞

𝑅𝑒
 𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 −  𝛽∗𝜌 𝜔 𝛫 

+ 
𝛭∞

𝑅𝑒
  
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝛫 𝜇𝛵) 

𝜕𝛫

𝜕𝑥𝑗
] , 

(2.7.4) 

 

     dissipation rate 𝜔 conservation: 
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𝜕

𝜕𝑡
(𝜌 𝜔)  + 

𝜕

𝜕𝑥𝑗
(𝜌 𝑢𝑗  𝜔)  = 

𝛾 𝜌

𝜇𝛵
 𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 −  𝛽 𝜌 𝜔2  

+  
𝛭∞

𝑅𝑒
  
𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝜔 𝜇𝛵) 

𝜕𝜔

𝜕𝑥𝑗
]  +  𝐶𝐷𝑡𝑒𝑟𝑚 

 

 

(2.7.5) 

2.7.2 Integral form 

 

 

Given a control volume 𝑉(𝑡) with boundary 𝑆(𝑡), the integral form of the 2D time-

dependent RANS equations coupled to the two transport equations of the 𝑆𝑆𝑇 turbulence 

model in non-dimensional form are: 

 

 
𝜕

𝜕𝑡
 ∫ Û 𝑑𝑉 + ∮ (�̂�c  −  �̂�d) 𝑑𝑆 = 

 

𝑆(𝑡)

∫ �̂� 𝑑𝑉
 

𝑉(𝑡)

 

𝑉(𝑡)

 (2.7.6) 

 

where analytically the equations can be written separately as:  

     mass conservation 

 

 
𝜕

𝜕𝑡
 ∫ 𝜌 𝑑𝑉 + ∮ 𝜌 (𝒖 ∙  𝒏) 𝑑𝑆 =

 

𝑆(𝑡)

 0
 

𝑉(𝑡)

 , (2.7.7) 

 

     momentum conservation 

 

 

𝜕

𝜕𝑡
 ∫ 𝜌 𝒖 𝑑𝑉 

 

𝑉(𝑡)

+ ∮ 𝜌 𝒖 (𝒖 ∙  𝒏) 𝑑𝑆 
 

𝑆(𝑡)

= − ∮ 𝑝 𝒏 𝑑𝑆 + 
 

𝑆(𝑡)

𝑀∞

𝑅𝑒
 ∮ �̂�  ∙  𝒏 𝑑𝑆

 

𝑆

 , 

(2.7.8) 

 

      mean energy conservation 
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𝜕

𝜕𝑡
 ∫ 𝜌 𝐸 𝑑𝑉 

 

𝑉(𝑡)

+ ∮ 𝜌 𝐻 (𝒖 ∙  𝒏) 𝑑𝑆 = 
 

𝑆(𝑡)

𝑀∞

𝑅𝑒
 ∮ (�̂�  ∙  𝒖 − �̂�)  ∙  𝒏 𝑑𝑆

 

𝑆(𝑡)

 

+  
𝑀∞

𝑅𝑒
 ∫ (𝜇 + 𝜎𝛫 𝜇𝛵) ∇𝛫 𝑑𝑉 ,

 

𝑉(𝑡)

 

(2.7.9) 

 

     turbulent kinetic energy conservation: 

 

 
𝜕

𝜕𝑡
 ∫ 𝜌 𝐾 𝑑𝑉 + ∮ 𝜌 𝐾 (𝒖 ∙  𝒏) 𝑑𝑆 =

 

𝑆(𝑡)

 ∫ (𝑃𝐾  −  𝐷𝐾) 𝑑𝑉
 

𝑉(𝑡)

 

𝑉(𝑡)

 , (2.7.10) 

 

     dissipation rate ω conservation: 

 

 

𝜕

𝜕𝑡
 ∫ 𝜌 𝜔 𝑑𝑉 

 

𝑉(𝑡)

+ ∮ 𝜌 𝜔 (𝒖 ∙  𝒏) 𝑑𝑆 = 
 

𝑆(𝑡)

∫ (𝑃𝜔  −  𝐷𝜔  +  𝐶𝐷𝑡𝑒𝑟𝑚) 𝑑𝑉 .
 

𝑉(𝑡)

 

(2.7.11) 
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Chapter 3 

HARMONIC BALANCE 

FORMULATION OF THE 

GOVERNING EQUATIONS 

 

At present the most common method to solve numerically the URANS and the turbulence 

model equations is the time-domain approaches, whereby the time-dependent solution is 

time-marched from an initial state until a user-given physical time. In the case of periodic 

flows, this method often requires a long wall clock time due to the fact that several periods 

have to be simulated before a periodic solution is achieved. A computationally cheaper 

alternative is to solve the URANS and the turbulence model equations by using a 

Frequency-Domain formulation. As discussed in chapter 1, the use of Frequency-Domain 

methods for computing unsteady periodic flows has been shown to reduce the run-time 

of the CFD simulation by one or more orders of magnitude with respect to the case in 

which the conventional time-marching solution is used. The harmonic balance (HB) 

method is an efficient nonlinear frequency-domain method for the solution of nonlinear 

periodic problems defined by a single ordinary differential equation (ODE) or a system 

of ODEs. After providing the general definition of the HB solution process, this chapter 

presents the HB solution of a single ODE, the Duffing oscillator. This example is 

discussed to further clarify the general HB solution process and also highlight the 

differences between two mathematical implementations of the method, the classical 

harmonic balance method and the high dimensional harmonic balance (HDHB) method. 

A comparison of these two methods is provided to explain why HDHB route is adopted 

for solving the system of ODEs resulting from the space-discretisation of the time-

dependent CFD equations. Finally the formulation of the HDHB formulation of the 

URANS and the turbulence model equations is presented. 
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3.1  Harmonic balance 

 

 

At present the most common method to solve numerically the URANS and the turbulence 

model equations is to solve this system of equations in the time-domain (TD). The 

solution process starts from a user-given initial time and the solution is time-marched 

until a user-given final time. In general this method often requires long wall-clock times. 

In the case of time-periodic flows, such as oscillating wings or vertical axis wind turbines, 

one is often interested only in the periodic solution, rather than the whole transient from 

an arbitrary initial solution to the sought periodic state. In these circumstances, the TD 

solution approach is inefficient because several periods have to be simulated before a 

fully developed periodic solution is achieved. When multiple simulations of this type are 

required, like in the case of design optimisation, the numerical burden associated with the 

unnecessary solution of the transient phase becomes enormous. In order to achieve this 

periodic solution within a reasonable time, a new technology has been recently developed 

which exploits the periodic character of the sought flow solution by solving the URANS 

equations in the Frequency-Domain (FD). In this way one can define a harmonic form of 

the unsteady flow problem and solve the unsteady problem as a steady system. 

     Firstly in 1999 Verdon et al. [84] and later in 2000 Clark et al. [85] developed a time-

linearization technique whereby the unsteady flow field is decomposed into two parts, a 

steady nonlinear mean flow and a small harmonic perturbation. Using this modification, 

the computational cost needed to complete the calculations is reduced by more than one 

order of magnitude, compared to conventional time-marching algorithms. The 

disadvantage of this technology is that it cannot capture strong nonlinear flow features 

like shock discontinuities. Another FD technique was developed at the same time by Ning 

and He [86] named time-averaged nonlinear harmonic technique which can compute 

correctly flow shock discontinuities. Ning and He [86] followed the same procedure of 

Verdon et al. [84] which splits the unsteady flow field into two parts but instead of using 

a steady flow field they used a time-averaged flow field as the basis of the harmonic 

perturbations.  

     In 2002, Hall, Thomas and Clark [67] generalised the approach of Ning and He, and 

developed a new nonlinear frequency domain technique capable of solving arbitrarily 

strong nonlinear periodic flows. This method, called harmonic balance (HB), uses 

truncated Fourier series for representing the nonlinear periodic variation of each 
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conservation variable. The first term of the Fourier series represents the time-averaged 

flow-field solution over one period, while all the other terms of the series represent the 

harmonic components of the unsteady flow under investigation. The frequency used in 

each term of the Fourier series is a constant user-given input and this is the fundamental 

excitation frequency of the engineering problem at hand. Hall et al. [67] found that 

making use of several terms of the Fourier series (harmonics) improves the solution of 

the aerodynamic forces. Inserting the Fourier representations into the original equations 

will yield a system of coupled partial differential equations where the unknowns are the 

Fourier coefficients of the series. The process of matching or balancing harmonics of the 

same order yields a system, the size of which equals to the number of the starting 

nonlinear PDEs, times the number of retained Fourier harmonics. The same authors [67] 

introduced the High-Dimensional Harmonic Balance (HDHB) method, which is an 

implementation of the harmonic balance technology more amenable to the solution of the 

turbulent NS equations. The HDHB approach will be explained in detail in the following 

sections. This system resulting from the space-discretization of the HDHB turbulent 

RANS equations can be solved using standard pseudo time-marching CFD methods. 

Maple et al. [87] following the work of Hall et al. [67] developed a similar HB solver to 

solve the Euler equations with the ability to change the number of harmonics at each grid 

point depending on the local flow conditions. In the last two years researchers started 

using the HB method to solve the RANS equations and the turbulence model equations 

for closure. L. He [88] used the one-equation Spalart-Allmaras turbulence model to 

calculate the flow around turbo-machinery blades with separation, while Corral and 

Crespo [89] used the 𝐾 −  𝜔  turbulence model of Wilcox [19]. In the last ten years many 

other studies have been done using the HB approach [90, 91, 92, 93, 94, 95, 96]. 

     The computational cost of the HB method depends on the size of the grid and the 

number of harmonics to be used. As one will see later in chapter 8, for a given turbulent 

flow field without discontinuities, a small number of harmonics is needed to compute 

accurately the aerodynamic forces and it was found that the HB method was at least 8 

times faster compared to standard time-marching techniques. On the other hand when the 

flow field has strong discontinuities more harmonics are required to achieve the desired 

accuracy. Many researchers have developed the HB method and they have found a 

significant reduction of the computational cost [97, 98, 99, 100]. 
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3.2  Harmonic balance integration: ODE example 

 

 

Duffing’s oscillator is a nonlinear ODE which differs from the linear equation defining 

the forced response of mass-dashpot-spring system because of a nonlinear term 

proportional to the third power of the mass displacement 𝑥. The equation that describes 

the time-dependent forced motion of this nonlinear oscillator is:  

 

 𝑚 �̈�  +  𝑑 �̇�  +  𝑘 𝑥 +  𝑎 𝑥3  =  𝐹 𝑠𝑖𝑛(𝜔 𝑡)  (3.2.1) 

 

where 𝑚 is the mass, 𝑑 is the coefficient of the linear damping term, 𝑘 is the stiffness of 

the oscillator, and 𝑎 is the constant coefficient of the nonlinear cubic term. The symbol 𝐹 

denotes the amplitude of the harmonic forces applied to the system, 𝜔 is the excitation 

frequency and 𝑡 is the time. The natural frequency 𝜔0 and the nondimensionalized 

damping coefficient 𝜁 of the linear oscillator obtained by neglecting the nonlinear term 

are given respectively by: 

 

 𝜔0  =  √
𝑘

𝑚
   (3.2.2) 

 𝜁 =  
𝑑

2𝑚𝜔0
 .  (3.2.3) 

 

In order to simplify the notation in the solution process presented below, it is convenient 

to nondimensionalize equation (3.1.1) using the following expressions: 

 

  𝑡 =  
𝜏

𝜔0
 (3.2.4) 

 𝜔 =  �̃� 𝜔0 (3.2.5) 

 𝑥 =  �̃� ℎ (3.2.6) 

 

where the 𝜏, �̃� and �̃� are the non-dimensional time, frequency and unknown function, 

respectively. The expression of ℎ is: 
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 ℎ =  √
𝑘

𝑎
 . (3.2.7) 

 

Using the expression above, the non-dimensional form of equation (3.2.1) is found to be:  

 

 �̃�′′  +  2 𝜁 �̃�′ + �̃�  +  �̃�3  =  �̃� 𝑠𝑖𝑛(�̃� 𝜏 )  (3.2.8) 

 

where the expression of the nondimensionalized external force amplitude is: 

 

 �̃�  =  
𝐹

𝑘 ℎ
 =  

𝐹

𝑘
 √
𝑎

𝑘
 (3.2.9) 

 

 

3.2.1 Classical harmonic balance 

 

 

Using the same nomenclature introduced in [101], the standard implementation of the HB 

method is defined as classical HB here too. This method was successfully implemented 

by Virgin [102] to solve the Duffing’s oscillator problem using only one harmonic (HB1). 

Moreover Donescu [103] implemented the classical HB method to solve the same 

problem using more harmonics. In this subsection the solution steps of the same ODE  

using the classical method with one harmonic are reported in great detail.  

     In general, the HB calculation of the periodic solution of a nonlinear ODE like that 

associated with the Duffing’s oscillator starts by expressing the sought periodic solution 

as a truncated Fourier series retaining 𝑁𝐻 complex harmonics. The form of such a 

truncated Fourier series is: 

  

 𝑥(𝑡)  =  �̂�0  +  ∑ (�̂�2𝑛−1 𝑐𝑜𝑠(𝑛 𝜔 𝑡)  +  �̂�2𝑛 𝑠𝑖𝑛(𝑛 𝜔 𝑡))

𝑁𝐻

𝑛 = 1

 (3.2.10) 

 

where 𝜔 is the known fundamental frequency. The term �̂�0 is the mean value of the sought 

periodic solution, whereas the symbols �̂�2𝑛−1 and �̂�2𝑛, for  𝑛 = 1,2, … , 𝑁𝐻  contain the 

real and imaginary parts of the 𝑁𝐻 complex harmonics retained in the presentation of the 
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sought periodic solution. One can also write the expressions of the time-derivatives 

appearing in the ODE at hand as truncated Fourier series. In the case of the Duffing’s 

oscillator only the first and second time-derivatives of the unknown solution is needed. 

The Fourier series of the first and second derivatives are respectively:  

 

 �̇�(𝑡)  =  ∑ (− 𝑛 𝜔 �̂�2𝑛−1 𝑠𝑖𝑛(𝑛 𝜔 𝑡)  +  𝑛 𝜔 �̂�2𝑛 𝑐𝑜𝑠(𝑛 𝜔 𝑡))

𝑁𝐻

𝑛 = 1

 (3.2.11) 

 
�̈�(𝑡)  =  ∑(− 𝑛2 𝜔2 �̂�2𝑛−1 𝑐𝑜𝑠(𝑛 𝜔 𝑡)  

𝑁𝐻

𝑛 = 1

− 𝑛2 𝜔2 �̂�2𝑛 𝑠𝑖𝑛(𝑛 𝜔 𝑡)) . 

(3.2.12) 

 

The crucially important point is that all nonlinear terms appearing in the ODE at hand 

must also be expressed as truncated Fourier series. In the case of the Duffing’s oscillator, 

the Fourier representation of the nonlinear cubic term is:  

 

 𝑥3(𝑡)  =  �̂�0  + ∑(�̂�2𝑛−1 𝑐𝑜𝑠(𝑛 𝜔 𝑡)  +  �̂�2𝑛 𝑠𝑖𝑛(𝑛 𝜔 𝑡))

𝑁𝐻

𝑛 = 1

 (3.2.13) 

 

where �̂�0 is the mean value of the cubic term, �̂�2𝑛−1is the real part of the 𝑛𝑡ℎ complex 

harmonic of the nonlinear cubic term, and �̂�2𝑛is the imaginary part of the 𝑛𝑡ℎ complex 

harmonic of the nonlinear cubic term. Their expressions can be defined as: 

 

 

�̂�0  =  
𝜔

2 𝜋
 ∫ (�̂�0  

2𝜋
𝜔

0

+ ∑(�̂�2𝑛−1 𝑐𝑜𝑠(𝑛 𝜔 𝑡)  

𝑁𝐻

𝑛 = 1

+ �̂�2𝑛 𝑠𝑖𝑛(𝑛 𝜔 𝑡)))

3

 𝑑𝑡 

(3.2.14) 
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�̂�2𝑛−1  =  
𝜔

𝜋
 ∫ (�̂�0  

2𝜋
𝜔

0

+ ∑(�̂�2𝑛−1 𝑐𝑜𝑠(𝑛 𝜔 𝑡)  

𝑁𝐻

𝑛 = 1

+ �̂�2𝑛 𝑠𝑖𝑛(𝑛 𝜔 𝑡)))

3

cos (𝑛 𝜔 𝑡) 𝑑𝑡 

(3.2.15) 

 

�̂�2𝑛  =  
𝜔

𝜋
 ∫ (�̂�0  

2𝜋
𝜔

0

+ ∑(�̂�2𝑛−1 𝑐𝑜𝑠(𝑛 𝜔 𝑡)  

𝑁𝐻

𝑛 = 1

+ �̂�2𝑛 𝑠𝑖𝑛(𝑛 𝜔 𝑡)))

3

sin(𝑛 𝜔 𝑡) 𝑑𝑡 . 

(3.2.16) 

 

It is noted that the coefficients defined by equations (3.2.14), (3.2.15) and (3.2.16) are 

functions of the unknown coefficients �̂�𝑛. The process of matching or balancing 

harmonics of the same order yields a system of 2𝑁𝐻 + 1 equations for the unknown 

2𝑁𝐻 + 1 harmonic coefficients �̂�𝑛. The 2𝑁𝐻 + 1 algebraic equations of the above system 

can be written in a vector form as: 

 

 (𝛢2  +  2 𝜁 𝛢 +  𝛪) �̂�𝑥 + �̂�𝑥  =  �̃� �̂� (3.2.17) 

 

where  

 

 �̂�𝑥  =  

[
 
 
 
 
�̂�0
�̂�1
�̂�2
⋮

�̂�2𝑁𝐻]
 
 
 
 

,     �̂�𝑥  =  

[
 
 
 
 
�̂�0
�̂�1
�̂�2
⋮

�̂�2𝑁𝐻]
 
 
 
 

,     �̂� = 

[
 
 
 
 
0
0
1
⋮
0]
 
 
 
 

 (3.2.18) 

 

and 
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𝐴 =  

[
 
 
 
 
0     
 
 
 

𝐽1   
 𝐽2  
  …

 
 
 

    𝐽𝑁𝐻]
 
 
 
 

,

𝐽𝑛  =  𝑛 [
0 1
−1 0

] ,     𝑛 =  1, 2, … ,𝑁𝐻 

(3.2.19) 

 

The arrays �̂�𝑥, �̂�𝑥 and �̂� have length 2𝑁𝐻 + 1, and the matrix 𝐴 has a block structure 

where only the diagonal blocks contain non-zero entries. The block (1,1) is a scalar 0, 

whereas all the other diagonal blocks are 2x2. The overall size of 𝐴 is (2𝑁𝐻 + 1) ×

(2𝑁𝐻 + 1). Solving the harmonic integrals appearing in equations (3.2.14), (3.2.15) and 

(3.2.16) using 𝑁𝐻  =  1, one finds the following expressions of the �̂�𝑛 coefficients: 

  

 �̂�0  =  �̂�0
3  + 

3

2
 �̂�0 �̂�1

2  +  
3

2
 �̂�0 �̂�2

2 (3.2.20) 

 �̂�1  =  3 �̂�0
2 �̂�1  +  

3

4
 (�̂�1

3  + �̂�1 �̂�2
2) (3.2.21) 

 �̂�2  =  3 �̂�0
2 �̂�2  +  

3

4
 (�̂�2

3  +  �̂�2 �̂�1
2) (3.2.22) 

The above expressions of the coefficients �̂�𝑛 complete the definition of equation (3.2.17). 

The comparison of the HB solution obtained by solving system (3.2.17) and the numerical 

solution obtained by solving the ODE (3.2.8) with a MATLAB ODE solver is reported in 

Appendix G.  

     Equation (3.2.17) represents a system of algebraic quadratic equations. It is thus seen 

how the HB method simplifies the calculation of periodic solution: a given ODE (and 

more generally, a system of ODEs) is transformed into a system of algebraic equations. 

Each equation yields one harmonic component of the truncated Fourier series 

representation of the sought periodic solution. The coupling of these equations is caused 

by the nonlinear term of the given ODE, and it manifests itself in the dependence of the 

�̂�𝑛 on the harmonic components of the sought periodic flow. The calculation of the �̂�𝑛 

terms for ODEs and PDEs featuring nonlinear terms having a very complicated 

expression becomes extremely difficult, and this is the reason why, in such cases, the 

classical HB solution procedure presented above cannot be easily used. This problem is 

discussed by Hall et al. in [67] and more recently by Liu et al. in [101]. It was encountered 

when proposing the HB procedure for calculating the periodic solution of the RANS and 
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turbulence model equations. This problem can be circumvented by using the so-called 

high-dimensional HB method, presented in the next subsection. 

 

 

3.2.2 High-dimensional harmonic balance 

 

 

In the case of NS equations and, even more, the RANS equations augmented with the 

PDEs of differential turbulence models, the derivation of the �̂�𝑛 terms is so complex that 

the authors who first proposed this approach in RANS-based CFD (Hall et al. [67]) gave 

up this route. The same authors [67]  developed a new variant of the HB method that was 

later called the High-Dimensional Harmonic Balance (HDHB) method [101]. The main 

rationale for using HDHB approach is to avoid the derivation of the �̂�𝑛 terms, a process 

that even for simple problems such as the Duffing’s oscillator is quite involved, as shown 

by the complexity of equations (3.2.14), (3.2.15) and (3.2.16). The fundamental 

simplification introduced by the HDHB approach is to replace the 2𝑁𝐻 + 1 unknowns 

corresponding to the mean value and the real and imaginary parts of the retained complex 

𝑁𝐻 Fourier harmonics of the sought periodic flow solution with 2𝑁𝐻 + 1 equally spaced 

time-domain snapshots of the same sought periodic flow solution. This modification 

enormously simplifies the derivation of the HB equations to be solved, and it is also 

results in the form of the equations to be solved taking an extremely simple form. The 

2𝑁𝐻 + 1 harmonic balance Fourier coefficient solution variables �̂�𝑥 are related to 2𝑁𝐻 +

1 equally spaced solution snapshots �̃�𝑥 over a period of oscillation via a constant Fourier 

transform matrix 𝐸−1. This dependence can be expressed as: 

 

 �̃�𝑥  =  𝐸
−1 �̂�𝑥 (3.2.23) 

 

where 

 

 �̃�𝑥  =  [𝑥(𝑡0) 𝑥(𝑡1) 𝑥(𝑡2) … 𝑥(𝑡2𝑁𝐻−1) 𝑥(𝑡2𝑁𝐻)]
𝑇
 (3.2.24) 

 �̂�𝑥  =  [�̂�0 �̂�1 �̂�2 … �̂�2𝑁𝐻−1 �̂�2𝑁𝐻]
𝑇 (3.2.25) 
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and 

 

 𝑡𝑖  =  
𝑖

2 𝑁𝐻  +  1
 
2 𝜋

𝜔
 . (3.2.26) 

 

The expression of the Fourier matrix 𝐸−1 is: 

 

 𝐸−1

=

[
 
 
 
 
1 cos (𝜔 𝑡0) sin(𝜔 𝑡0) ⋯ 𝑐𝑜𝑠(𝜔 𝑁𝐻 𝑡0) 𝑠𝑖𝑛(𝜔 𝑁𝐻 𝑡0)
1 cos (𝜔 𝑡1) sin (𝜔 𝑡1) … 𝑐𝑜𝑠(𝜔 𝑁𝐻 𝑡1) 𝑠𝑖𝑛(𝜔 𝑁𝐻 𝑡1)
⋮ ⋮ ⋮ ⋱ ⋮ ⋮
1 cos (𝜔 𝑡2𝑁𝐻−1) sin (𝜔 𝑡2𝑁𝐻−1) … 𝑐𝑜𝑠(𝜔 𝑁𝐻 𝑡2𝑁𝐻−1) 𝑠𝑖𝑛(𝜔 𝑁𝐻 𝑡2𝑁𝐻−1)

1 cos (𝜔 𝑡2𝑁𝐻) sin (𝜔 𝑡2𝑁𝐻) … 𝑐𝑜𝑠(𝜔 𝑁𝐻  𝑡2𝑁𝐻) 𝑠𝑖𝑛(𝜔 𝑁𝐻 𝑡2𝑁𝐻) ]
 
 
 
 

 

 

(3.2.27) 

 

The relationship between the solution snapshots �̃�𝑥 and the Fourier coefficients of the 

solution is obtained by inverting equation (3.2.23), and is given by: 

 

 �̂�𝑥  =  𝐸 �̃�𝑥 (3.2.28) 

 

where 

 

 

𝐸 = 
2

2 𝑁𝐻  +  1

[
 
 
 
 
 
 
 
 
 

1/2 1/2 ⋯ 1/2

𝑐𝑜𝑠(𝜔 𝑡0) 𝑐𝑜𝑠(𝜔 𝑡1) … 𝑐𝑜𝑠(𝜔 𝑡2𝑁𝐻)

𝑠𝑖𝑛(𝜔 𝑡0) 𝑠𝑖𝑛(𝜔 𝑡1) … 𝑠𝑖𝑛(𝜔 𝑡2𝑁𝐻)

𝑐𝑜𝑠(2 𝜔 𝑡0) 𝑐𝑜𝑠(2 𝜔 𝑡1) … 𝑐𝑜𝑠(2 𝜔 𝑡2𝑁𝐻)

𝑠𝑖𝑛(2 𝜔 𝑡0) 𝑠𝑖𝑛(2 𝜔 𝑡1) … 𝑠𝑖𝑛(2 𝜔 𝑡2𝑁𝐻)

⋮ ⋮ ⋱ ⋮
𝑐𝑜𝑠(𝑁𝐻 𝜔 𝑡0) 𝑐𝑜𝑠(𝑁𝐻 𝜔 𝑡1) ⋯ 𝑐𝑜𝑠(𝑁𝐻  𝜔 𝑡2𝑁𝐻)

𝑠𝑖𝑛(𝑁𝐻 𝜔 𝑡0) 𝑠𝑖𝑛(𝑁𝐻 𝜔 𝑡1) ⋯ 𝑠𝑖𝑛(𝑁𝐻 𝜔 𝑡2𝑁𝐻)]
 
 
 
 
 
 
 
 
 

 . 

(3.2.29) 

 

Similarly  

 

 �̂�𝑥  =  𝐸 �̃�𝑥 (3.2.30) 

 �̂� =  𝐸 �̃�   (3.2.31) 

 

where 
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 �̃�𝑥  =  [𝑥(𝑡0)
3 𝑥(𝑡1)

3 𝑥(𝑡2)
3 … 𝑥(𝑡2𝑁𝐻−1)

3
𝑥(𝑡2𝑁𝐻)

3
]
𝑇
 (3.2.32) 

 �̃� = [𝑠𝑖𝑛𝑡0 𝑠𝑖𝑛𝑡1 𝑠𝑖𝑛𝑡2 … 𝑠𝑖𝑛𝑡2𝑁𝐻−1 𝑠𝑖𝑛𝑡2𝑁𝐻]
𝑇 . (3.2.33) 

 

Inserting equations (3.2.28), (3.2.30), and (3.2.31) into the classical HB formulation of 

Duffing’s oscillator equation (3.2.17) yields: 

 

 (𝛢2  + 2 𝜁 𝛢 +  𝛪) 𝐸 �̃�𝑥  +  𝐸 �̃�𝑥  =  �̃� 𝐸 �̃� . (3.2.34) 

 

Multiplying both sides of the above equation by 𝐸−1 gives: 

 

 (𝐷2  + 2 𝜁 𝐷 +  𝛪) �̃�𝑥  + �̃�𝑥  =  𝐹 �̃� (3.2.35) 

 

where 

 

 𝐷 =  𝐸−1 𝐴 𝐸,     𝐷2  =  𝐸−1 𝐴2 𝐸 . (3.2.36) 

 

Equation (3.2.35) is the HDHB formulation of Duffing’s oscillator. Both equations 

(3.2.17) and (3.2.35) represent a nonlinear system of  2𝑁𝐻 + 1 equations. Unlike equation 

(3.2.17), the assembly of equation (3.2.35) does not require complicated analytical 

transformations such as those needed for the construction of �̂�𝑛 terms of equation (3.2.17). 

This simplicity feature of the HDHB approach is crucially important when applying the 

HB technology for solving sophisticated system of equations such as those arising from 

the discretisation of the RANS equations and the PDEs of differential turbulence model 

equations. It should also be noted that the coupling of the flow snapshots in equation 

(3.2.35) occurs through the non-diagonal matrices 𝐷2  and 𝐷, which are the spectral 

counterparts of the second and first time-derivatives in the time-domain. These operators 

link the unknown snapshots in the system of equations. As previously stated, the coupling 

of the flow harmonics in equation (3.2.17) occurs instead through the terms �̂�𝑛, which 

depend on the unknown coefficients of the retained Fourier harmonics. In the case 𝑁𝐻  =

 1, one has 𝑡0  =  0, 𝑡1  =  
2 𝜋

3 𝜔
 and 𝑡2  =  

4 𝜋

3 𝜔
. Therefore, the matrix 𝐸 and 𝐸−1 become 

respectively: 
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𝐸 = 
2

3
 

[
 
 
 
 
1/2 1/2 1/2

1 𝑐𝑜𝑠 (
2 𝜋

3
) 𝑐𝑜𝑠 (

4 𝜋

3
)

0 𝑠𝑖𝑛 (
2 𝜋

3
) 𝑠𝑖𝑛 (

4 𝜋

3
)]
 
 
 
 

 

(3.2.37) 

 

𝐸−1 = 

[
 
 
 
 
1 1 0

1 cos (
2 𝜋

3
) sin (

2 𝜋

3
)

1 cos (
4 𝜋

3
) sin (

4 𝜋

3
)]
 
 
 
 

 . 

(3.2.38) 

 

From the equation (3.2.19) one can compute the arrays 𝐴 and 𝐴2 

 

 
𝐴 = [

0 0 0
0 0 1
0 −1 0

] 
(3.2.39) 

 
𝐴2 = [

0 0 0
0 −1 0
0 0 −1

] 
(3.2.40) 

 

and through those arrays one can calculate the new arrays 𝐷 and 𝐷2  needed for the 

HDHB method: 

 

 

𝐷  =  

[
 
 
 
 
 
 0

√3

3
−
√3

3

−
√3

3
0

√3

3

√3

3
−
√3

3
0 ]
 
 
 
 
 
 

 

(3.2.41) 

 

𝐷2
 
 =  

2

3
 

[
 
 
 
 
 −1

1

2

1

2
1

2
−1

1

2
1

2

1

2
−1]
 
 
 
 
 

 . 

(3.2.42) 
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3.3  HDHB formulation of RANS and SST equations 

 

 

As shown later in this thesis, space-discretising the system of time-dependent RANS and 

the turbulence equations (chapter 4), but retaining the continuing physical time-

derivatives, results in a very large system of nonlinear ODEs. The number of those ODEs 

is equal to the number of discrete points or cells used to discretise the physical domain of 

interest and the number of unknowns (i.e. PDEs) per point or cell. Therefore, the 

calculation of time-dependent solutions of the RANS and the turbulence model equations 

is accomplished by time-marching such large system of ODEs. In the case of periodic 

flow fields featuring strong nonlinearity levels, the solution of the aforementioned time-

dependent CFD equations can be achieved by applying the HB technology to the large 

system of ODEs resulting from the space-discretisation. The application of the HB 

approach to this system yields a system of nonlinear algebraic equations the size of which 

equals that of the starting system of nonlinear ODEs times the number of harmonics to be 

used. In view of the higher simplicity of obtaining the HB equations using the HDHB 

approach rather than the classical HB approach, the former technique has been used for 

obtaining the governing HB RANS and SST equations solved by the CFD solver used in 

this research. Recently Ekici and Hall developed an HDHB approach to solve the RANS 

equations and the Spalart-Allmaras turbulent equation [104, 105]. Denoting by �̂� and �̂� 

respectively the volume and surface integral of the RANS and turbulence equations 

(2.7.6), one can approximate both variables by means of the following truncated Fourier 

series: 

 

 �̂�(𝑡)  =  �̂�0  +  ∑ (�̂�𝑎𝑛 cos(𝜔 𝑛 𝑡)  +  �̂�𝑏𝑛 sin(𝜔 𝑛 𝑡))

𝑁𝐻

𝑛 = 1

 (3.3.1) 

 �̂�(𝑡)  =  �̂�0  +  ∑ (�̂�𝑎𝑛 cos(𝜔 𝑛 𝑡)  +  �̂�𝑏𝑛 sin(𝜔 𝑛 𝑡))

𝑁𝐻

𝑛 = 1

 (3.3.2) 

 

The time-derivative of �̂� is instead approximated by: 

 

 
𝜕�̂�(𝑡)

𝜕𝑡
 =  ∑ 𝑛 𝜔 (− �̂�𝑎𝑛 𝑠𝑖𝑛(𝜔 𝑛 𝑡)  +  �̂�𝑏𝑛 cos(𝜔 𝑛 𝑡))

𝑁𝐻

𝑛 = 1

 (3.3.3) 
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Note all arrays appearing in equations (3.3.1), (3.3.2) and (3.3.3) have length 𝑁𝑃𝐷𝐸, where 

𝑁𝑃𝐷𝐸 is the number of considered conservation laws. In the case of 2D RANS equation 

coupled to the SST model  𝑁𝑃𝐷𝐸 are equal to 6. Inserting the expressions (3.3.2) and 

(3.3.3) into equation (2.7.6) and ’balancing’ or matching harmonics of the same order 

results in a system of  𝑁𝑇 = 𝑁𝑃𝐷𝐸 × (2𝑁𝐻 + 1) equations in 𝑁𝑇 unknowns, which can be 

expressed as 

 

 
𝜔 𝐴 �̂�  + �̂�  =  0 . (3.3.4) 

 

The symbol 𝐴 denotes a 𝑁𝑇 𝑥 𝑁𝑇 matrix containing the entries of equation (3.2.19), while 

the arrays �̂�𝒏   and �̂�𝒏  have length 𝑁𝑃𝐷𝐸 and represent respectively the real and imaginary 

parts of the complex harmonics of the volume and surface integrals of the system of 

RANS and SST equations. 

     As highlighted with the example of the Duffing’s oscillator presented above, the 

difficulty with solving equations (3.3.2) is deriving analytically the expressions for �̂�𝒏 as 

functions of �̂�𝒏. To avoid this problem, the HDHB method is applied. By doing this the 

unknowns become the 2𝑁𝐻 + 1 equally spaced snapshots of the sought periodic flow 

field with period 𝑇 =  
2𝜋

𝜔
. The array �̃�  containing the snapshots of the volume integral 

and the array �̃�  containing the snapshots of the surface integral are given respectively by: 

 

 �̃� = 

{
 
 

 
 
𝐮(𝑡0 +  𝛥𝑡)

𝐮(𝑡0  +  2 𝛥𝑡).
.
.

𝐮(𝑡0  +  𝑇) }
 
 

 
 

,    �̃� = 

{
 
 

 
 
 𝐡(𝑡0 +  𝛥𝑡)

 𝐡(𝑡0  +  2 𝛥𝑡).
.
.

 𝐡(𝑡0  +  𝑇) }
 
 

 
 

       

                            

(3.3.5) 

 

 

where 𝛥𝑡 =  
2 𝜋

(𝛮𝛵 𝜔)
 . As in the example of Duffing’s oscillator, the Fourier harmonics are 

related to the snapshots by means of a Fourier matrix 𝐸−1 through the following 

transformation: 

 

 �̃�  =  𝐸
−1 �̂� (3.2.6) 

 �̃�  =  𝐸
−1 �̂� . (3.3.7) 
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Inserting these expressions into equation (3.3.4) gives: 

 

 𝜔 𝛢 𝛦 �̃�  +  𝐸 �̃�  =  0 . (3.3.8) 

 

Multiplying all terms by the transformation matrix 𝐸−1 

 

 
𝜔 𝐸−1 𝛢 𝛦 �̃�  +  𝐸

−1 𝐸 �̃�  =  0 (3.3.9) 

 

And 

 

 𝜔 𝐷 �̃�  +  �̃�  =  0 . (3.3.10) 

 

Inserting the integral definitions of �̃�  and �̃�  into equation (3.3.10) leads to the so called 

high-dimensional harmonic balance formulation [95] of the RANS and turbulence 

equations: 

 

 𝜔 𝐷 (
𝜕

𝜕𝑡
 ∫ Û𝐻 𝑑𝑉

 

𝑉(𝑡)

) + ∮ (�̂�cH  −  �̂�dH) 𝑑𝑆 = 
 

𝑆(𝑡)

∫ �̂�𝐻 𝑑𝑉
 

𝑉(𝑡)

 (3.3.11) 

 

Where 

 

  Û𝐻  =  [Û(𝑡0) Û(𝑡1) Û(𝑡2) … Û(𝑡2𝑁𝐻−1) Û(𝑡2𝑁𝐻)]
𝑇
 (3.3.12) 

 

�̂�cH  

=  [�̂�cH
(𝑡0) �̂�cH

(𝑡1) �̂�cH
(𝑡2) … �̂�cH(𝑡2𝑁𝐻−1) �̂�cH(𝑡2𝑁𝐻)]

𝑇
. 

(3.3.13) 

 

Similar expressions hold for �̂�dH and �̂�𝐻. As one can see the number of unknowns of the 

system has been increased from   𝑁𝑝𝑑𝑒 to 𝑁𝑝𝑑𝑒 × (2𝑁𝐻 + 1). Despite the fact that the 

number of PDE’s to be solved has increased, the HB approach allows one to compute 

unsteady periodic flows at a lower computational cost with respect to the time-domain 

approach. This will be shown in chapter 8 of this thesis.  
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Chapter 4 

SPACE DISCRETISATION 

 

Chapter 2 highlighted the physical interpretation of the PDEs of the RANS system, and 

also the two PDEs of the shear stress transport equation used for the turbulence closure, 

and outlined the main steps taken in the derivation of these equations. Chapter 3 

introduced the Harmonic Balance form of the RANS and SST equations, an alternative 

form to the time-domain formulation of these conservation laws, well suited for the rapid 

calculation of unsteady periodic flow fields. The presented system of PDEs, however, can 

be very rarely solved analytically. In general, these equations have to be solved 

numerically. The first stage of the numerical solution consists of space-discretising the 

system of RANS and the SST equations. This chapter outlines the space-discretisation 

used to solve these governing equations in the framework of this research. Firstly the 

physical domain has to be space-discretised and this lead to the construction of the 

computational domain to which one can associate a mesh. Once the generation of the 

mesh is completed, the equations have to be discretised choosing a particular 

discretisation approach (finite differences, finite volumes, finite elements or other 

methods). This step yields a large set of nonlinear algebraic equations. In this research, a 

cell-centred finite volume discretisation strategy has been selected. The form of the 

governing equations best suited to the finite volume discretisation is the integral form of 

the conservation laws. As customary in compressible finite volume methods a different 

discretization type has to be used for the convective fluxes, the diffusive fluxes and the 

source terms, even though a single general discretization approach is selected to move 

from the continuous to the discrete representation of the governing equations. The 

discretisation of the convective fluxes is performed using Van Leer’s Monotone Upstream 

centred extrapolations and Roe’s flux-difference splitting method, and flux limiters are 

applied to avoid non-physical values of the entropy. The diffusive fluxes are computed 

by using the generalized curvilinear coordinates associated with the grid line system, and 

central finite differencing. All source terms of a particular cell are evaluated at the cell 

centre, and therefore, unlike the convective and the diffusive fluxes, the discretization of 

the source terms of a cell, does not couple the unknown flow field of that cell to that of 

neighbouring cells.  
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4.1  Meshes 

 

 

The RANS and SST equations described in chapter 2 have to be solved in a bounded 

physical domain. For this reason the physical domain of interest is discretised by means 

of a computational mesh or grid, which is divided into a number of geometrical elements, 

called cells. This process, known as grid generation, yields a computational grid or mesh. 

Meshes can be unstructured or structured. At the conceptual level, unstructured meshes 

are obtained by considering a cloud of points enclosed by the boundaries of the 

computational domain and joining these points according to certain rules. In 2D problems, 

unstructured meshes are usually (not always) made up of triangles, whereas in 3D 

problems, they are made up of tetrahedral. Because of their construction, unstructured 

meshes lack the inherent topology required to easily identify the neighbours of a given 

grid node, the edges sharing a common vertex and the volumes sharing a common vertex. 

These characteristics increase the complexity of certain aspects of unstructured CFD 

codes, such as the calculation of the convective fluxes. The typical motivation for 

accepting this kind of additional complexity of unstructured CFD codes, is the ease by 

which unstructured grids can handle geometric complexities, i.e. the grid generation 

process required to model the flow past very complex geometries. 

     A simple structured mesh is defined by 2 (in two dimensional problems) and 3 (in 

three dimensional problems) families of grid lines intersecting each other and filling the 

space defined by the physical domain. The vertices of the intersections define the grid 

vertices. Since the intersections can be easily numbered using a progressive sequence in 

each direction, the neighbours of each vertex, the edges sharing a common vertex and the 

volumes sharing a common vertex can be immediately defined, given the intrinsic 

topology of the structured meshes. In 2D problems the elements of structured meshes are 

rectangles, whereas in 3D problems the elements are hexahedra. An example of a simple 

structured mesh required for the calculation of the flow field past a NACA4412 airfoil is 

provided in figure 4.1. 

     The structured grid generator, namely a computer program that takes as input the 

geometry of the boundaries of the physical domain, and other grid-related information 

such as number of grid lines in the 2 directions and the stretching factors and/or minimum 

distances from selected boundaries, gives as output the coordinates of the vertices of the 

required computational grid. When using structured meshes, necessary conditions to 

guarantee a good solution quality are that the grid lines be as smooth as possible (i.e. their 
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first derivatives should not have discontinuities) and the linear dimension of the grid 

elements in each direction vary as smoothly as possible. The family lines (2 in 2D 

problems and 3 in 3D problems) should intersect locally at an angle that should be as 

close as possible to 90 degrees, i.e. the grid should be as close as possible to the local 

orthogonally condition. In addition no holes should exist between the grid cells and the 

lines that connect the vertices should not overlap.  

 

Figure 4.1:structured grid 

 

     The main advantage of using structured meshes is that certain features of structured 

CFD solvers, such as the calculation of the convective fluxes, are simpler than in the case 

of unstructured CFD solvers. A potential disadvantage of the structured meshes comes 

from the fact that it is hard to generate good quality meshes past very complex geometries 

using a single block, like that reported in figure 4.1. This problem, however, is easily 

overcome by using multi-block grids, i.e. composite structured grids resulting from the 

union of simple structured blocks. An example of a structured multi-block grid is 

illustrated in figure 4.2. 
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Figure 4.2: structured multi-block grid  

 

     The structured multi-block capability allows geometric complexity to be effectively 

handled also with structured meshes. The multi-blocking feature, however, introduces 

additional complexity in the architecture of the structured CFD solver, particularly in the 

code sections associated with the data information among blocks. Hence, it is seen that 

the overall level of added complexity of structured and unstructured CFD solvers when 

dealing with fluid problems with complex geometries ends up being fairly similar. 

Detailed information on the theory behind structured and unstructured grid generation, 

and good practice in both processes can be found in [106] whereas details about the 

generation of structured and unstructured grids can be found in the books of Thompson 

et al [107, 108]. 

     For complex turbulent unsteady problems, computational run-times can be very large, 

particularly when using meshes with large numbers of cells. It is therefore essential to use 

a high level of spatial refinement only where strictly necessary, that is in the flow region 

characterised by large flow gradients. The necessity of maintaining the overall grid size 

within the bounds that make the simulation affordable with the available computational 

resources, introduces grid generation constraints that make the grid generation process 
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more involved. An additional, complementary, means of reducing run-times is to make 

use of parallel computing. A typical effective way of parallelising large CFD simulations 

is to use distributed parallel computing based on the Message Passaging Interface (MPI) 

libraries. In the case of structured multi-block codes, each MPI handles a subset of grid 

blocks, and periodically, flow information is exchanged among the MPI processes 

through the interfaces of the grid blocks. More detail on the MPI parallelisation on the 

CFD solver used in this research is available in [109, 110, 111]. 

 

 

4.2  Discretisation approaches and the finite volume 

method  

 

 

Once the generation of the mesh is completed, the equations can be discretized leading to 

a large set of nonlinear algebraic equations. There are three kinds of discretization 

approaches for the numerical solution of a PDE or a system thereof: the finite difference 

(FD) method, the finite element (FE) method, and the finite volume (FV) method.  

     The finite difference method [2, 3, 4, 13, 112] was proposed by Euler around 1768 and 

was the first method applied to the numerical solution of differential equations. Using this 

approach, the conservation laws are solved in differential form at each grid point. The 

derivatives of the flow variables are replaced by finite differences obtained by suitably 

combining truncated Taylor series. For a one-dimensional structure mesh with 𝑁 discrete 

points 𝑥𝑖, 𝑖 = 1,… , 𝑁 one can approximate the first derivative of a function 𝑢(𝑥) at the 

point 𝑥𝑖, using a Taylor series as: 

 

 
𝜕𝑢𝑖
𝜕𝑥

 =  
𝑢𝑖+1  −  𝑢𝑖

𝛥𝑥
 +  𝑂(𝛥𝑥) (4.2.1) 

 
𝜕𝑢𝑖
𝜕𝑥

 =  
𝑢𝑖  −  𝑢𝑖−1

𝛥𝑥
  +  𝑂(𝛥𝑥) (4.2.2) 

 

where 𝛥𝑥 is the distance between the discrete points and  𝑂(𝛥𝑥) is the truncation error. 

Both equations (4.2.1) and (4.2.2) are first order approximations of the first derivative of  

𝑢  whereas the former equation is the so called forward difference and the latter equation 

is the so called backward difference. In addition one can use the truncated Taylor series 
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to obtain a second order approximation for the first derivative of 𝑢, the so-called central 

difference, written as: 

 

 
𝜕𝑢𝑖
𝜕𝑥

 =  
𝑢𝑖+1  −  𝑢𝑖−1

2𝛥𝑥
 +  𝑂(𝛥𝑥2) . (4.2.3) 

 

Equation (4.2.3) can be used to calculate the derivative of the mid-point between 𝑥𝑖 

and 𝑥𝑖+1, or between 𝑥𝑖−1 and 𝑥𝑖. In this way the forward difference or backward 

difference can be considered as second order approximations of the derivatives 
𝜕𝑢𝑖+1/2

𝜕𝑥
 

and 
𝜕𝑢𝑖−1/2

𝜕𝑥
 respectively. 

 

 
𝜕𝑢𝑖+1/2

𝜕𝑥
 =  

𝑢𝑖+1  −  𝑢𝑖
𝛥𝑥

 +  𝑂(𝛥𝑥2) . (4.2.4) 

 
𝜕𝑢𝑖−1/2

𝜕𝑥
 =  

𝑢𝑖  −  𝑢𝑖−1
𝛥𝑥

 +  𝑂(𝛥𝑥2) . (4.2.5) 

 

As a result each grid point yields one algebraic equation for each PDE to be solved, and 

the number of unknowns of each equation is equal to the number of nodes used to form 

all finite differences used to discretise each PDE at a given grid vertex. More details about 

the development of the FD formulas and their accuracy can be found in the book of 

Hildebrand [113]. The main advantages of the FD method are its simplicity and the 

potentially high-order that can be achieved by usable suitable finite differences. However, 

one of the general drawbacks of the FD method is that it can be used only for structured 

meshes. In the case of compressible CFD applications, the use of the FD method does not 

yield shock-capturing schemes, a property of crucial importance for the solution of 

transonic flow problems. For this type of applications, a compressible CFD solver based 

on the FD method would require the use of a shock fitting method [114, 115] and this 

would significantly complicate the implementation of the CFD code. 

     The finite element (FE) method was first introduced by Turner [116] in 1956 and later 

by Clough [117] in 1960. Using this approach, the method discretizes the physical domain 

into a number of geometrical “elements” which have arbitrary size and shape. Usually, 

the shape of these elements is triangular and quadrilateral and their only constraint is to 

fulfil the physical domain and not overlap with each other. Inside each element or on its 

boundaries, one can define a certain number of points where the values of the PDEs and 

their derivatives have to be solved. The total number of unknowns for each element is 
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called degrees of freedom of the numerical problem. In addition the so-called shape 

functions represent the variation of the solution inside each element and they have to be 

defined. Usually shape functions are linear, defined in such a way that their value outside 

of the corresponding element is zero. The nature of the FE discretisation method makes 

it more suitable for unstructured grids and for this reason the method can be used to solve 

fluid flows past very complex geometries. More detail about the FE method can be found 

in the book of Taylor et al [118], Chung [119] and Thomasset [120]. More advance 

applications of finite elements to fluid flows can be found in Baker [121]. 

     The most popular method to discretise the PDEs is the finite volume method, which 

was first proposed and implemented by McDonald [122] in 1971 for the simulation of 

two dimensional inviscid flows. The idea is to use the mesh to subdivide the 

computational domain into a number of arbitrary CVs, and apply directly the integral 

formulation of the governing conservation laws. The method is very flexible as it can be 

used for any type of grid and a large number of options are available for defining the CV. 

The approximation of the surface intervals derives from the sum of the fluxes on the faces 

of the CV. The accuracy of this approximation depends on the scheme used to calculate 

the fluxes. One of the main advantages of the FV method is that it has the ability to 

compute weak solutions on the governing equations. This means that it is a shock 

capturing method while, on the other hand, FD method does not have this ability. Its main 

drawback is that it’s difficult to obtain high order schemes compared to FD and FE 

methods. Since the study reported in this thesis has been performed using a compressible 

CFD code based on the finite volume method, this approach is described in more detail 

in the following subsection. 

 

 

4.2.1 The finite volume method 

 

 

The FV method solves directly the integral form of RANS and turbulence equations. The 

most common schemes of FV are: the cell-centred scheme and the cell-vertex scheme. In 

the cell-centred scheme, the unknown flow field is taken to be referred to the cell centres 

of the grid cell or finite volumes, and the CVs over which the conservation laws are 

enforced are the grid-cells themselves. A grid cell is highlighted with a solid red line in 

the left subplot of figure 4.3. In the cell-vertex scheme, on the other hand, the unknown 
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flow field is taken to be referred to cell-vertices of the grid, which are the nodes of the 

given computational grid. In this case, the CVs over which the conservation laws are 

enforced are the cells on the dual grid obtained by joinning the cell centres of the input 

data. A finite volume of the grid for a cell-vertex CFD code is reported in the right subplot 

of figure 4.3. The CFD code used for the research presented in this thesis uses a cell-

centred finite volume scheme. 

 

 

Figure 4.3: Left: cell-centred scheme, Right: cell-vertex scheme 

 

     When using the FV to solve the RANS and the turbulence equations, the general 

integral from the governing equations given by equation (2.7.6) and reported below for 

clarity 

 

 
𝜕

𝜕𝑡
 ∫ Û 𝑑𝑉 + ∮ (�̂�c  −  �̂�d) 𝑑𝑆 = 

 

𝑆

∫�̂� 𝑑𝑉
 

𝑉

 

𝑉

 (4.2.6) 

 

is applied to each of the finite volumes defined by the given grid. The entries of the 

unknown flow field state Û  are taken to be averaged values over the CV, and such an 

average is taken to be defined at the cell centre. The first term on the left hand side of 

equation (4.2.6) and the term on the right hand side of the same equation require 

integration over the CV. The simplest approximation to compute these terms numerically 

is to replace the volume integral by the product of the mean value of the integrand and 

the volume of the cell. The second term of the above equation represents the net flux 

through the CV boundary and it can be replaced by the sum of the fluxes over all the faces 

of the CV, the number of which is equal to 4 in two-dimensional problems, and 6 in three-

dimensional problems. Applying the FV method to the continuous form of the 

conservation law provided by equation (4.2.6) yields the following space-discretised form 
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of the governing equations: 

 

 
𝜕

𝜕𝑡
(Û𝑐 𝑉𝑐)  + ∑ (�̂�c  −  �̂�d)𝑐 𝑆 = �̂�𝑐 𝑉𝑐

 

𝑠𝑖𝑑𝑒𝑠

 (4.2.7) 

 

where the subscript c denotes a particular CV or cell of the computational domain and 𝑉𝑐  

is the volume of the cell. Each CV produces one algebraic equation and the sum of all 

these equations yields equation (4.2.6), which can thus be viewed as the set of 

conservation laws applied to the control volume corresponding to the entire physical 

domain, as previously discussed. The first term of equation (4.2.7) represents the time 

variation of Û𝑐. In order to compute this term (which, as shown in the following chapters, 

is the key term for solving the set of discrete equations by means of the explicit pseudo-

time-marching process), the calculation of the volumes 𝑉𝑐 is required. In the cell-centred 

scheme, which is used in the present study, the calculation of  𝑉𝑐 simply requires the 

coordinates of the mesh vertices, which are the points defining all CVs. The net flux of 

each cell is calculated independently of that of all other cells of the domain, but the 

calculation of each face flux requires multiple cell centres, as discussed in the following 

sections. The coupling of the flow field at all cell centres is caused by this dependence of 

each face flux on multiple cell centres. As shown in section 4.3, the calculation of the 

convective fluxes is accomplished by Van Leer’s Monotone Upstream-centred Schemes 

for Conservation Laws (MUSCL) [123] and Roe’s flux-difference splitting [124]. The 

use of this approach requires knowledge of both the value of the flow field at each cell 

face, and the discontinuity or jump of the flow field at the same interface. Finally, the 

diffusive fluxes are computed by using the system of generalised coordinates associated 

with the family lines of the structured grid, and applying central-differencing. This is 

explained in more detail in section 4.5. 

 

 

4.3  Convective fluxes 

 

 

In this section the approximation of the convective fluxes will be explained in detail. 

There are many methods that one can use to calculate the values of the fluxes using the 
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FV method. The method that is used in this study is the Flux-Difference Splitting (FDS) 

[125]. In this method, each entry of the convective flux vector (i.e. mass, momentum and 

energy flux) is written as the sum of the average of a left and right flux (left and right with 

respect to the considered cell face), and a flux difference across the considered face. Each 

flux difference can be split into two components according to the sign of the speeds of 

the characteristic variables of the Euler equations (the characteristic variables can be 

viewed as the dependent variables of a system of wave equations equivalent to the Euler 

equations [4]). Each flux difference is written as a sum of wave or characteristic 

contributions taking into account the direction of propagation of each wave. This, along 

with the use of suitable averages [126], guarantees good shock capturing features of the 

FV scheme thus constructed. In this way a better resolution of shocks can be achieved. 

     Before presenting the main description of Roe’s FDS and Van Leer’s MUSCL 

extrapolations, the meaning of the designations of left (L) and right (R) has to be 

introduced. Figure 4.4 reports a 1-D mesh with several points. Each point belongs to one 

CV with two boundaries, and each face can be approached from two different sides, from 

the left side of the face or from the right side of the face. As shown later, using the upwind 

method, the calculation of the left flux through the right face of cell 𝑖 requires the flow 

states of cell 𝑖, and cell 𝑖 − 1, and the calculation of the right flux through the right face 

of the same cell 𝑖 requires the flow states of cells 𝑖 + 1, and 𝑖 + 2.  

 

 

Figure 4.4: Flux-difference splitting  

 

      In 2D problems, starting from equation (2.7.6) the analytical expression of the 

convective fluxes through a cell face of area 𝑑𝑆 and unit normal 𝒏 is given by: 

 

 �̂�c  =  (�̂�𝑐,𝑓  ∙  𝒏) 𝑑𝑆 =  (Êc 𝒏𝒙  +  F̂c 𝒏𝒚) 𝑑𝑆 (4.3.1) 

 

where 𝒏𝒙 and 𝒏𝒚 are respectively the x- and y- components of 𝒏. In order to calculate the 

fluxes �̂�𝑐
 , the flow state �̂� must be extrapolated from the cell centres to the sides of the 

CV faces under consideration. Following [127], if we consider a flow state �̂�𝑖 of a cell i 

(figure 4.4) and calculate the first derivative of �̂�𝑖 obtained by suitably combining 
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truncated Taylor series, one obtains the expression below: 

 

 
𝜕�̂�𝑖
𝜕𝑥

 =  
3 Ûi  −  4 Ûi−1  +  Ûi−2

2 𝛥𝑥
 + 𝑂(𝛥𝑥2) . (4.3.2) 

 

Equation (4.3.2) is a second order backward finite difference approximation and can be 

expressed as the sum of first order backward difference (4.2.2) and a correction for second 

order accuracy: 

 

 
𝜕�̂�𝑖
𝜕𝑥

 =  
Ûi  −  Ûi−1 

𝛥𝑥
 + 

Ûi  −  Ûi−1
2 𝛥𝑥

 − 
Ûi−1 − Ûi−2

2 𝛥𝑥
 . (4.3.3) 

 

Equation (4.3.3) can be written as: 

 

 𝜕�̂�𝑖
𝜕𝑥

 =  

Û
i+
1
2

−  −  Û
i−
1
2

−  

𝛥𝑥
  

(4.3.4) 

 

where 

 

 Û
i+
1
2

−  =  Ûi + 
Ûi  − Ûi−1 

2
  (4.3.5) 

 

 Û
i−
1
2

−  =  Ûi−1 + 
Ûi−1  −  Ûi−2 

2
 . (4.3.6) 

 

The superscript symbol  " − " denotes the backward finite difference. Similarly, 

calculating the first derivative of �̂�𝑖 with a second order forward finite difference, 

obtained by suitably combining truncated Taylor series, one obtains the expression below:  

 

 
𝜕�̂�𝑖
𝜕𝑥

 =  
− Ûi+2 + 4 Ûi+1 −  3 Ûi

2 𝛥𝑥
+  𝑂(𝛥𝑥2) . (4.3.7) 

 

Following the same procedure but using this time the second order forward finite 

difference approximation, one can obtain the expression below: 
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 𝜕�̂�𝑖
𝜕𝑥

 =  

Û
i+
1
2

+  −  Û
i−
1
2

+  

𝛥𝑥
  

(4.3.8) 

 

where 

 

 Û
i+
1
2

+  =  Ûi+1 − 
Ûi+2  −  Ûi+1 

2
  (4.3.9) 

 

 Û
i−
1
2

+  =  Ûi − 
Ûi+1  −  Ûi 

2
 . (4.3.10) 

 

The superscript symbol  " + " denotes the forward finite difference. Using the expressions 

(4.3.5) and (4.3.9) one can approximate a convective flux from the left and from the right, 

respectively, using only information from one side of the flux. This is the so-called 

monotone upstream-centred scheme for conservation laws (MUSCL). Finally one can 

write equations (4.3.5) and (4.3.9) as:  

 

 Û
i+
1
2

L  =  Ûi + 
Ûi  − Ûi−1 

2
  (4.3.11) 

 Û
i+
1
2

R  =  Ûi+1 − 
Ûi+2  −  Ûi+1 

2
 . (4.3.12) 

 

Equations (4.3.11) and (4.3.12) provide second order fully one side left and right 

approximations of the flow state on the interface i +
1

2
 and such approximation form the 

basis of the linear upwind method. Limiters have to be applied in equation (4.3.11) and 

(4.3.12) to avoid any oscillations around shocks and other discontinuities or sharp 

changes in the solution domain. The Van Albada limiter [128] has been implemented in 

this study. Using this limiter equations (4.3.11) and (4.3.12) can be written as: 

 

 Û
i+
1
2

L  =  Ûi  +  𝜑𝐿(𝑟) 
Ûi  −  Ûi−1

2
 (4.3.13) 

 Û
i+
1
2

R  =  Ûi+1  −  𝜑𝑅(𝑟) 
Ûi+2  −  Ûi+1

2
 (4.3.14) 

 

where 
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 𝜑𝑅 = 
𝑟 (𝑟 +  1)

𝑟2  +  1
,      𝑟 =  

�̂�𝑖+1  −  �̂�𝑖  

�̂�𝑖+2  −  �̂�𝑖+1
  (4.3.15) 

 𝜑𝐿 = 
𝑟 (𝑟 +  1)

𝑟2  +  1
,      𝑟 =  

�̂�𝑖+1  −  �̂�𝑖 

�̂�𝑖  −  �̂�𝑖−1
  (4.3.16) 

 

     After calculating the flow state �̂� at the cell faces, the numerical representation of the 

continuous convective fluxes described by equation (4.3.1) at the cell faces can be 

obtained by using the flux difference splitting method. The adoption of this technique 

yields: 

 

 �̂�𝑐
∗  =  

1

2
 [�̂�𝑐,𝑓(�̂�𝐿)  + �̂�𝑐,𝑓(�̂�𝑅)  − |�̃�𝑈| 𝛿�̂� ] . (4.3.17) 

 

Here the superscript " ∗ " denotes a numerical approximation. The subscripts f, L and R 

denote respectively face fluxes, and flow states extrapolated from the left and from the 

right side of the cell face under consideration. The numerical dissipation term |�̃�𝑈| 𝛿�̂� 

depends on the flow state discontinuity across the cell face, defined by 𝛿�̂�  =  �̂�𝑅  −  �̂�𝐿, 

and the generalized flux Jacobian �̃�𝑈 evaluated at the face under consideration using 

suitably defined mean values of the flow state. The expression of this flux Jacobian is: 

 

 �̃�𝑈 =
𝜕�̂�𝑐

𝜕�̂�
= (

𝜕Ê𝑐

𝜕�̂�
𝒏𝒙 +

𝜕F̂𝑐

𝜕�̂�
𝒏𝒚) = (�̃�𝒏𝒙 + �̃�𝒏𝒚) (4.3.18) 

 

where the symbols �̃� and �̃� denote respectively the flux Jacobian of the convective fluxes 

in the x- and y- direction. One can rewrite the last term of equation (4.3.17) as: 

 

 δ�̂� = |�̃�𝑈|𝛿�̂� = �̃�|�̃�|�̃�
−1𝛿�̂� = �̃�|�̃�|𝛿�̂� (4.3.19) 

where �̃� is the matrix of the right eigenvectors of �̃�𝑈 (more specifically the columns of �̃� 

are the right eigenvectors of �̃�𝑈 ), �̃� is the matrix of the eigenvalues of �̃�𝑈 (more 

specifically �̃� is diagonal and its nonzero entries are the eigenvalues of �̃�𝑈), and the 

symbol 𝛿�̂� denotes the discontinuity of the characteristic variables at the cell interface, 

defined by 𝛿�̂� = 𝑷−1𝛿�̂�. The symbol �̃�−1 denotes the matrix of the left eigenvectors 
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of �̃�𝑈: its rows are the left eigenvectors of �̃�𝑈. Equation (4.3.19) highlights that the 

construction of the numerical dissipation requires the calculation of the eigenvalues and 

the eigenvectors of �̃�𝑈. More details on the calculation of the numerical dissipation term 

of equation (4.3.19) can be found in Appendix H.  

     There are other methods that one can use to calculate the numerical fluxes at the 

interfaces of the cells when using the FV method. Such methods include: Central 

differencing [112], Flux-vector splitting [124, 129] and Total variation diminishing 

(TVD) [130, 131]. The simplest method is central differencing where the approximation 

of the convective fluxes is based on the values of the two adjacent cells (equation (4.2.4) 

and (4.2.5)). It is a second order method but is unbounded. This means that, in problems 

characterised by strong shocks, the method produces non-physical oscillations. For this 

reason, the introduction of numerical dissipation is required. When using the so called 

matrix-dissipation method [132] the properties of the central differencing method can be 

made similar to those of the flux-difference splitting approach discussed above. The main 

idea underlying the second method, Flux-vector splitting, is that the flux can be split into 

two components according to the sign of certain characteristic variables. In this way a 

better resolution of shocks and boundary layers can be achieved. This method is more 

suitable for the Euler equations than for the RANS equations. For the latter flow model, 

in fact it has been found that the method leads to inaccurate stagnation and wall 

temperature. The main idea underlying the last method, Total variation diminishing, is 

that the total variation of any physically admissible solution does not increase in time. 

This usually is based on non-linear limiters where the variation of the numerical solution 

is controlled in a non-linear way. More details on the particular implementation of these 

methods can be found in the books of Blazek [2], Peric [13] or other relative books in 

computational fluid mechanics.  

 

 

4.4  Entropy fix 

 

 

It has been shown that Roe’s method for the calculation of convective fluxes at the cell 

interfaces is not consistent with an entropy inequality (second law of thermodynamics) 

[133, 134, 135, 136]. As a consequence, the scheme might converge to non-physical 

solutions such as unphysical expansion shocks, characterised by unphysical entropy 
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reductions. Woodward and Colella [135] used a variety of different methods to treat the 

discontinuities of the flow and they highlighted the importance of this problem. To fix 

this problem a slight modification can be introduced in the construction of the numerical 

dissipation (flux differences). This modification is known as entropy fix. The entropy fix 

prevents the occurrence of unphysical features like expansion shocks, which violate the 

second law of thermodynamics. The entropy fix used in this study is that proposed by 

Yee in 1989 [134]. In his report, Yee has recommended the following relationship to 

modify the eigenvalues used to construct the numerical dissipation term of equation 

(4.3.19): 

 

 𝜆 =  {
|𝜆|

(𝜆2  +  𝛿2)/2 𝛿
    
𝜆 ≥  𝛿
𝜆 <  𝛿

    (4.4.1) 

 

where 𝛿 is a user given small constant. 𝛿 =  0 corresponds to the use of no entropy fix. 

The larger the value of δ, the more dissipative the scheme becomes. Yee [134] found that 

for subsonic to low supersonic steady state NACA0012 airfoil simulations, the resolution 

of the shock waves is good and fairly insensitive to the values of 𝛿 in the interval 0.1 ≤

𝛿 ≤ 0.125. Thus, for this type of flows, the use of a constant value of 𝛿 in the entropy fix 

seems to be sufficient. However for hypersonic flows, especially for blunt body flows, 

the use of a constant 𝛿 was found to be inadequate. On the other hand, an entropy fix 

based on variable value of 𝛿, that is a value depending on the local spectral radius of the 

flux Jacobian is very beneficial both in terms of solution accuracy and stability and 

convergence rate of the solver. A proper choice of the entropy parameter 𝛿 for higher 

Mach number flows not only helps in preventing non-physical solutions but can smooth 

the convergence rate and improve the resolution (i.e. sharpness) of the shocks. However, 

𝛿  cannot be arbitrarily large. In this reference [134] it is reported that for the blunt body 

steady state calculations, the solution accuracy can be significantly improved by using 

the following expression for 𝛿: 

 

 𝛿 =  𝛿  (|𝑢𝑥|  +  |𝑢𝑦|  +  𝑐)   (4.4.2) 

 

with 0.05 ≤ 𝛿 ≤ 0.25. More recently Madrane and Tadmor [137] proposed a new 

entropy condition combining the work of Harten [136] and Tadmor [138] in order to 

achieve a better resolution at stagnation point. They recommend the following relation 
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for 𝜆: 

 

 𝜆 =  {
|𝜆|

(2𝜆2  + 𝛿2/2)/2 𝛿
    
𝜆 ≥  𝛿/2
𝜆 <  𝛿/2

    (4.4.3) 

 

 

4.5  Diffusive fluxes 

 

 

The discretization at the cell faces of the derivatives (i.e. 
𝜕𝑢𝑥

𝜕𝑥
, 
𝜕𝑢𝑥

𝜕𝑦
, 
𝜕𝑢𝑥

𝜕𝑦
, 
𝜕𝑢𝑦

𝜕𝑦
) appearing in 

the components of the diffusive fluxes given by equations (B.5) and (B.6) are based on 

second order finite-differencing, whereas all the face values of the flow variables (density 

𝜌, static pressure 𝑝, turbulent kinetic energy 𝛫 and static temperature 𝑇 required to 

calculate the molecular viscosity 𝜇) are by means of simple arithmetic averages of the 

form: 

 

 𝜓𝑖+1/2  =  
1

2
 (𝜓𝑖  +  𝜓𝑖+1) (4.5.1) 

 

where 𝜓 is any of the above flow variables, 𝜓𝑖 and 𝜓𝑖+1 are the values at the midpoint of 

cells 𝑖 and 𝑖 +  1, respectively, and 𝜓𝑖+1/2 is the sought value at the interface of cell 𝑖 

and 𝑖 +  1. 

     To illustrate the discretisation of the diffusive fluxes, let us consider the net flux 

balance of the viscous stresses over a control volume of area 𝑆. Such overall flux is given 

by the integral of the viscous stress over 𝑆, namely by: 

 

 ∮ �̂� ∙ 𝒏 𝑑𝑆
 

𝑆

 (4.5.2) 

 

The expression above has to be discretized on the faces of each cell of the computational 

domain. Hence, the discretised representation of the net flux of the viscous stress on the 

boundary of cell 𝑖, 𝑗 is given by the sum of the fluxes parallel to the 𝑖 family of grid lines 

and parallel to the 𝑗 family of grid lines. The x-component of the net flux of the viscous 

stress is thus given by: 
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[(�̂�𝑥𝑥𝑛𝑥 + �̂�𝑥𝑦𝑛𝑦)𝛥𝑆]𝑖+1/2,𝑗 + [(�̂�𝑥𝑥𝑛𝑥 + �̂�𝑥𝑦𝑛𝑦)𝛥𝑆]𝑖,𝑗+1/2

+ [(�̂�𝑥𝑥𝑛𝑥 + �̂�𝑥𝑦𝑛𝑦)𝛥𝑆]𝑖−1/2,𝑗

+ [(�̂�𝑥𝑥𝑛𝑥 + �̂�𝑥𝑦𝑛𝑦)𝛥𝑆]𝑖,𝑗−1/2 

(4.5.3) 

 

Whereas the y-component of the net flux is given by: 

 

 

[(�̂�𝑥𝑦𝑛𝑥 + �̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖+1/2,𝑗 + [(�̂�𝑥𝑦𝑛𝑥 + �̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖,𝑗+1/2

+ [(�̂�𝑥𝑦𝑛𝑥 + �̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖−1/2,𝑗

+ [(�̂�𝑥𝑦𝑛𝑥 + �̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖,𝑗−1/2 

(4.5.4) 

 

The components 𝜏𝑥𝑥, 𝜏𝑥𝑦 and 𝜏𝑦𝑦, of the stress tensor need to be computed on the four 

faces of each control volume. From the definition of the stress tensor (2.1.3), it follows 

that: 

 

 �̂�𝑥𝑥  =  2 (𝜇 + 𝜇𝛵) [
𝜕𝑢𝑥
𝜕𝑥

 − 
1

3
 (
𝜕𝑢𝑥
𝜕𝑥

 + 
𝜕𝑢𝑦

𝜕𝑦
)]  − 

2

3
 𝜌 𝛫 (4.5.5) 

 �̂�𝑥𝑦  =  (𝜇 + 𝜇𝛵) [
𝜕𝑢𝑥
𝜕𝑦

 + 
𝜕𝑢𝑦

𝜕𝑥
] (4.5.6) 

 �̂�𝑦𝑦  =  2 (𝜇 + 𝜇𝛵) [
𝜕𝑢𝑦

𝜕𝑦
 − 

1

3
 (
𝜕𝑢𝑥
𝜕𝑥

 + 
𝜕𝑢𝑦

𝜕𝑦
)]  − 

2

3
 𝜌 𝛫 (4.5.7) 

 

The Cartesian velocity derivatives needed to calculate the components of the molecular 

stress tensor  𝝉 and also those of the turbulent stress tensor  𝝉𝑭 are determined by 

considering the local generalized curvilinear coordinates (𝜉, 𝜂) associated with the grid 

lines, using the chain rule to relate the Cartesian derivatives of the velocity components 

to their derivatives in the (𝜉, 𝜂) domain. 
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Figure 4.5: Mapping function between Cartesian and Curvilinear coordinates  

 

We introduce a mapping function between the Cartesian and the curvilinear coordinates 

system (figure 4.5) as: 

 

 𝜉 =  𝜉(𝑥, 𝑦) (4.5.8) 

 𝜂 =  𝜂(𝑥, 𝑦) (4.5.9) 

 

where the spacing 𝛥𝜉 and 𝛥𝜂 are considered to be equal to 1. Using this mapping function 

and the chain rule, one can compute all velocity derivatives appearing in the equations 

(4.5.5), (4.5.6) and (4.5.7) where their expressions are reported in Appendix I. 

     In the energy equation one has to discretise the two terms below: 

 

 ∮(�̂�  ∙  𝒖)  ∙ 𝒏 𝑑𝑆
 

𝑆

 (4.5.10) 

 ∮�̂� ∙  𝒏 𝑑𝑆
 

𝑆

 . (4.5.11) 

 

The procedure followed to discretize equations (4.5.10) and (4.5.11) is the same explained 

for the case of the two components of the momentum equation where their expressions 

can be found in Appendix I. 
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Chapter 5 

NUMERICAL INTEGRATION 

 

Numerical methods for solving the large system of algebraic equations resulting from the 

space-discretisation of the flow and turbulence model equations can be explicit or 

implicit. After briefly reviewing advantages and disadvantages of both categories, this 

chapter provides a detailed description of the adopted explicit integration strategy for 

solving the space-discretised RANS equations and the two equations of the SST 

turbulence model. The steady RANS equations and the two-turbulence equations are 

treated as a single set of strongly coupled equations and solved iteratively with the same 

multi-stage Runge-Kutta smoother. The detrimental effects of the system stiffness 

resulting from the presence of certain source terms in the turbulence equations are 

alleviated by treating implicitly such source terms within the Runge-Kutta integration. 

General time-dependent flow problems are solved using the so-called dual-time-stepping 

approach, whereby the physical time-derivatives of the space-discretised governing 

equations are discretised by means of backward finite-difference yielding a system of 

nonlinear equations for the flow field at each discrete physical time. Each of these systems 

is then solved using the same Runge-Kutta smoother used for the solution of steady 

problems. In the case of unsteady periodic flows, the high-dimensional harmonic balance 

RANS and SST equations are solved, as this results in substantial reductions of run-times 

with respect to the case in which the time-domain equations are solved. The harmonic 

balance RANS and SST equations are solved using the same numerical integration 

strategy used for steady problems. Local time-stepping and centred variable-coefficient 

implicit residual smoothing are adopted for accelerating the convergence rate of the 

Runge-Kutta smoother, and a brief description of both methods is also reported. An 

additional important convergence acceleration technique used by the CFD code of this 

study is a full approximation scheme multigrid solver, but the description of this feature 

is provided in the next chapter. The chapter is concluded by the description of two CFL 

ramping strategies which have been implemented in the CFD code used in this study, and 

have been found to greatly improve the stability and the convergence rate of complex 

turbulent problems. 
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5.1  Explicit and implicit integration 

 

 

The space-discretisation of the convective and diffusive terms of the steady RANS and 

SST equations, and the space-discretisation of the source terms of the steady SST 

turbulence model equations yield a system of non-linear algebraic equations. Such a 

system can be solved by using an explicit or an implicit time-marching strategy. Time-

marching methods rely on re-introducing the time-derivatives of the unknown flow 

variables at the cell centres into the system of algebraic equations resulting from the 

space-discretisation of the governing conservation laws. This operation yields a system 

of ODEs, the steady state of which can be obtained by time-marching, enabled by suitably 

time-discretising the aforementioned time-derivative. The time-marching starts from a 

convenient initial solution and is carried out until the sought steady solution is achieved. 

Denoting by 𝑓(�̂�) the system of 𝑁 equations obtained from the space discretisation, and 

�̂� the array storing the unknowns 𝑄1, 𝑄2, … , 𝑄𝑁, the solution of the steady equations can 

be obtained by time-marching the solution of the following system of ODEs: 

 

 
𝜕�̂�

𝜕𝑡
 +  𝑓(�̂�)  =  0 . (5.1.1) 

 

The sought steady solution is obtained when 𝑓(�̂�), which represents the residuals of the 

steady equations, equals zero. 

     A simple explicit time-marching method can be implemented by evaluating the 

residuals term 𝑓(�̂�) at time level 𝑛 and using a first order finite-difference to approximate 

the time-derivative, obtaining: 

 

 �̂�𝑛+1  =  �̂�𝑛  −  ℎ 𝑓(�̂�𝑛) (5.1.2) 

 

where �̂�𝑛 is the value of �̂� at time 𝑡 =  𝑛 ℎ. Equation (5.1.2) can be used in an iterative 

fashion to update the stage �̂�𝑛+1 until the procedure converges and �̂�𝑛+1 becomes an 

accurate estimate of the steady solution. Each step of the explicit time-marching solution 

procedure does not require a large number of floating points operations (FLOPs), and, 

from this viewpoint, explicit time marching is quite convenient. Moreover, the approach 

does not require building and storing Jacobian matrices, and for this reason it is very 
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convenient in terms of memory usage. On the other hand, there exist bounds on the size 

of the marching step ℎ. For numerical stability reasons, the value of ℎ must be smaller 

than scheme-dependent and also problem-dependent thresholds. As a consequence, the 

number of iterations required to obtain the sought steady solution may become very large. 

Thus, the overall FLOP count of explicit methods (and therefore the time required to carry 

out the calculation) can become quite large since each iteration is computationally cheap, 

but a very large number of iterations is required. For this reason, explicit time-marching 

methods cannot be used in their simplest form, but require the concurrent use of 

acceleration techniques such as implicit residual smoothing [81, 139, 140, 141] and 

multigrid [142, 143]. 

     One of the most widely adopted explicit time-marching strategies for solving the 

RANS and the turbulence model equations is the explicit multi-stage Runge-Kutta time-

marching method, which was first introduced by Jameson to solve the Euler equations 

[144]. The method was later extended to the solution of the laminar NS equations [145] 

and the RANS equations augmented with algebraic turbulence models [146, 16] and 

differential turbulence model equations [60, 59, 147]. 

     Implicit time-marching solution methods also rely on using the time-derivatives of the 

governing equations to time-march the solution until a steady state is achieved. However, 

the residual is evaluated at time level 𝑛 +  1 and the time-derivatives are discretised by 

means of a backward finite-difference. With reference to the system of ODEs represented 

by equation (5.1.1), implicit approach yields the following system of algebraic equations: 

 

 �̂�𝑛+1  =  �̂�𝑛  −  ℎ 𝑓(�̂�𝑛+1) . (5.1.3) 

 

It is thus seen that computing the solution of 𝑓(�̂�)  =  0 by applying iteratively equation 

(5.1.3) requires solving a system of equations at each time level 𝑛 +  1. The fact that the 

solution update requires the solution of a large system of equations at each time-step is 

certainly a disadvantage with respect to the explicit time-marching method. The 

attractiveness of implicit time-marching approach, however, stems from the fact that 

numerical stability analysis shows that the maximum size of the time-step ℎ usable with 

implicit time-marching is substantially higher than in the explicit time-marching case. 

Hence, the overall amount of FLOPs required computing a steady flow solution can be 

comparable or even smaller than with explicit methods augmented with convergence 

acceleration algorithms, because, though each implicit time-step is computationally 
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expensive, the overall number of required time-steps can be substantially smaller than 

with explicit methods. In other words, using implicit methods, the additional 

computational cost associated with solving a system of equations at each time level may 

be outweighed by a significant reduction of the number of time-steps required to achieve 

the sought steady state. In general, the overall number of FLOPs and/or the run-time to 

solution needed with explicit and implicit time-marching methods for a given amount of 

computational resources is quite case-dependent. 

     In order to illustrate in more detail the solution of steady problems using the most 

common implementations of implicit time-marching methods, one needs to linearize 

equation (5.1.3). Performing this operation yields: 

 

 (
𝐼

ℎ
 +  𝐴)  𝛥�̂�  =  − 𝑓(�̂�𝑛) (5.1.4) 

 

where   

 

 𝛥�̂�  =  �̂�𝑛+1  −  �̂�𝑛 (5.1.5) 

 

and the Jacobian matrix 𝐴 is defined by: 

 

 𝐴 =  
𝜕𝑓(�̂�𝑛)

𝜕�̂�𝑛
 . (5.1.6) 

 

One way of solving (5.1.4) consists of solving the system of linear equations arising at 

each time step 𝑛 + 1 using an effective, often preconditioned, linear solver such as the 

generalized minimal residual algorithm [148], a Krylov subspace method. After each 

linear system is solved, the solution is updated using the relationship: 

 

 �̂�𝑛+1 = �̂�𝑛 + 𝛥�̂� (5.1.7) 

and the implicit time-marching procedure then moves to the next time-step. This type of 

approach is adopted in the CFD code described in [149, 66, 150].  

     It should be noted that using this approach and setting the time-step to very large value, 

thus neglecting the term proportion to 1/ℎ in equation (5.1.4) yields Newton’s method. 
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The convergence of this integration procedure is quadratic, and therefore extremely 

favourable. However, it is very difficult to develop a stable solution procedure based on 

Newton’s method because this algorithm requires the initial solution to be very close to 

the sought steady solution. For this reason, CFD codes based on Newton’s method start 

by using a relatively small time step h, and this often happens only towards the end of the 

implicit time-march. More detail on the use of this approach for solving the Navier-Stokes 

equations can be found in the articles of Zingg [151] and his researchers [152, 153]. 

     Another very popular technique for solving the RANS and turbulence model equations 

represented by system (5.1.4) by means of implicit time-marching methods consists of 

approximating the matrix operator on LHS of equation (5.1.4) using the product of 2 (in 

two dimensions) or 3 (in three dimensions) suitably built simple matrices (e.g. tridiagonal 

matrices). Each factor or the product refers to a particular direction in space. System 

(5.1.4) can be solved iteratively, by solving 2 (or 3) simple systems at each iteration. At 

the end of each iteration the residuals represented by the RHS of equation (5.1.4) is 

updated using the value of �̂�𝑛+1 just calculated. This type of methods is the so called 

Approximate Factorization Alternating Direction Implicit technique (AF-ADI), and it has 

been used by many researchers [154, 155, 156, 157, 83]. 

     The computational cost of using Newton’s method to solve the steady Navier-Stokes 

equations in terms of run-time may vary significantly depending on the method used to 

solve the system of linear equations arising at each step of the nonlinear solution process. 

The memory storage also varies significantly on whether matrix-free or matrix-based 

implementations of the iterative linear solver at each step of Newton’s method are used. 

When using linear iterative solvers at each Newton’s step, the choice of the preconditioner 

plays a significant role on the convergence of the linear solver, which in turn affects the 

overall run-time to solution [153, 158]. The main advantage of Newton’s method is its 

quadratic convergence, which allows the sought steady state to be achieved in a very 

small number of steps. Its main disadvantages include: a) the difficulty of starting the 

solution process when the initial solution is not sufficiently close to the sought solution, 

b) the very high memory storage when not using a matrix-free implementation of the 

linear solver, and c) the high computational cost required to solve each linear system. The 

convergence rate of AF-ADI methods is usually not as favourable as that of Newton 

solvers, but AF-ADI solvers have the significant advantage of being matrix-free, which 

substantially reduce the memory requirement of the simulation. 
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5.2  Runge-Kutta time-marching 

 

 

One of the most popular explicit time-marching approaches to the solution of RANS and 

turbulence model equations is the multi-stage Runge-Kutta (RK) time-marching, the 

integration method used in this study. The use of multi-stage Runge-Kutta time-marching 

for solving the Euler equations was first introduced by Rizzi and Eriksson [159], who 

implemented a three stage RK scheme to solve a transonic flow around a wing and 

fuselage. Jameson and his researchers [144] expanded and optimised the RK method into 

a four-stage scheme. More recently other researchers like [160, 161, 162, 163] have 

implemented the RK time-marching algorithm with great success. The underlying idea of 

this method is that the time-derivative appearing in the Euler and Navier-Stokes equations 

can be used to time-march the flow field until a steady state is achieved asymptotically. 

Time-marching is accomplished by discretising the time derivative using optimally 

designed RK schemes [164, 165]. 

     Once discretized in space, the governing equations are reduced to a set of ordinary 

differential equations of the same system (5.1.1). The multi-stage RK schemes introduced 

by Jameson compute the RHS of the system (5.1.2) at several values of �̂� in the interval 

between 𝑛 𝛥𝑡 and (𝑛 +  1) 𝛥𝑡. Considering a 𝑘-stage RK cycle, the sequence of 

operations required to advance the solution from time level 𝑙 to time level 𝑙 +  1 is: 

 

 �̂�(0)  =  �̂�𝑙  

 �̂�(1)  =  �̂�(0)  − 𝑎1 𝛥𝑡 𝑓(�̂�
(0))  

 �̂�(2)  =  �̂�(0)  − 𝑎2 𝛥𝑡 𝑓(�̂�
(1))  

 

.

.

.
 (5.2.1) 

 �̂�(𝑘)  =  �̂�(0)  −  𝑎𝑘 𝛥𝑡 𝑓(�̂�
(𝑘−1))  

 �̂�𝑙+1  =  �̂�
(𝑘)  

 

where 𝑎1, 𝑎2 and 𝑎𝑘 are the RK coefficients. The CFD code used in this study uses a four-

stage RK4 scheme, and its coefficients are: 
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 𝑎1  =  
1

4
,     𝑎2  =  

1

3
,     𝑎3  =  

1

2
,     𝑎4  =  1 (5.2.2) 

 

These coefficients are those proposed by Jameson [81] for use with space discretisation 

of the Euler equations based on central schemes. Van Leer and his researchers [164, 165] 

later introduced a method for optimising the RK scheme coefficients, thus providing a 

tool to maximise the convergence rate of the Euler equations also taking account the type 

of adopted space discretisation. The coefficients of the 4-stage RK scheme based on 

upwind space discretisation of Euler equations are: 

 

 𝑎1  =  0.1084,     𝑎2  =  0.2602,     𝑎3  =  0.5052,     𝑎4  =  1 (5.2.3) 

The comparative analysis of the convergence rate of the turbulent solver used in this 

research using either set of coefficients was beyond the scope of this research, but 

preliminary investigations have shown that the choice of either set does not significantly 

vary the convergence rate of the solver for complex turbulent flow problems. 

     The turbulent flow solver used in this study solves the two systems of algebraic 

equations resulting from the space discretization of the RANS equations and the 

turbulence model equations by means of an explicit multigrid algorithm based on explicit 

time-marching approach, accomplished by using a four-stage RK algorithm with stage 

coefficients provided by equation (5.2.2). The two systems are solved using a strongly 

coupled approach [60, 59, 61], whereby the mean flow and the turbulence equations are 

solved simultaneously in the iterative process. This integration approach has been shown 

to lead to significantly faster convergence rates than the loosely coupled method [62, 63], 

whereby the mean flow and the turbulence equations are solved separately and often with 

different integration methods [147, 152]. As reported later in this chapter, the turbulent 

CFD code used in this study adopts the strongly coupled integration method for solving 

the TD formulation of the RANS and the turbulence model equations [39], and the 

harmonic balance formulation of the two systems [95]. In TD case, the turbulent multigrid 

solver also features a point-implicit treatment of certain terms arising from the 

discretization of the physical time-derivatives (see below). This approach is an extension 

of the stabilization process reported by Melson et al. [65], and it enables the use of fairly 

high CFL numbers, thus significantly reducing the number of multigrid cycles required 

to achieve a user-given reduction of the flow residuals. A similar stabilisation procedure 

has also been successfully developed and applied to the HB case. In this circumstance, 
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the point-implicit treatment is applied to the source term which is the spectral counterpart 

of the time derivatives of the conservative variables in the TD case [70, 95]. 

 

 

5.2.1 Turbulent steady problems 

 

 

For steady turbulent problems the time-derivative appearing in equation (2.7.6) vanishes. 

The space-discretisation of all remaining terms, leads to a system of non-linear algebraic 

equations of the form: 

 

  �̂�𝛷(�̂�)  =  0 (5.2.4) 

 

The entries of the array �̂� are the unknown flow variables at the cells centres of the 

discretized physical domain. If the computational grid has 𝑛𝑐𝑒𝑙𝑙 cells, then the array �̂� 

can is made up of 𝑛𝑐𝑒𝑙𝑙 sub-arrays, each of which stores the number of PDE (𝑛𝑝𝑑𝑒) flow 

unknowns at a particular cell centre. The length of �̂� is therefore (𝑛𝑝𝑑𝑒 × 𝑛𝑐𝑒𝑙𝑙). The array 

�̂�𝛷 stores the cell residuals, and its structure is the same as that of �̂�. For each cell, the 

residual of each PDE is obtained by adding the convective fluxes �̂�c and the diffusive 

fluxes �̂�d through all its faces, and, for the 𝐾 and 𝜔 residuals, by also adding the 

associated source terms �̂� evaluated at the cell centre, given by equations (E.6 - E.10). 

The unknown flow array �̂� is computed by solving iteratively equation (5.1.1) on the 

user-given computational grid (the developed turbulent multigrid capability of the CFD 

code in this study is described in great detail in the next chapter). A fictitious time-

derivative 𝜕�̂�/𝜕𝜏 pre-multiplied by the cell volumes is added to this system, and this 

yields: 

 

𝑉 
𝜕�̂�

𝜕𝜏
 + �̂�𝛷(�̂�)  =  0 . (5.2.5) 

 

The fictitious time derivative is then discretized with a four-stage RK scheme. The 

numerical solution is thus marched in pseudo-time until the steady state is achieved. The 

convergence rate is greatly enhanced by means of local time-stepping (LTS), variable-
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coefficient central implicit residual smoothing (IRS) and full-approximation scheme 

(FAS) multigrid (MG) algorithm. The LTS method consists of using an optimal pseudo-

time-marching step for each cell. The IRS technique results from applying a smoothing 

operator to the entire residual field, and this process can be viewed as the application of 

a Laplacian operator with homogeneous Dirichlet boundary conditions enforced at the 

boundaries of the computational domain. The MG algorithm is a technique for 

convergence acceleration resulting from solving the equations on multiple grid levels, 

including the user-given grid (fine grid), and a sequence of internally built coarse grids 

obtained by coarsening the fine grid recursively in each direction. The use of MG results 

in the appearance of a forcing term in the equations to be solved on the coarse grid levels 

and depending on the residuals of the fine grid. Each method will be explained in more 

detail in sections 5.3, 5.4 and chapter 6, respectively. Denoting by 𝛥𝜏 the local pseudo-

time-step, 𝑙 the RK cycle counter, 𝑘 the RK stage index and 𝑎𝑘 the 𝑘𝑡ℎ RK coefficient, 

the explicit RK iteration for solving the RANS and 𝐾 − 𝜔 SST turbulent equations is: 

 

 �̂�(0)  =  �̂�𝑙  

 �̂�(𝑘)  =  �̂�(0)  −  𝑎𝑘 𝛥𝜏 𝑉
−1 𝐿𝐼𝑅𝑆 [�̂�𝛷(�̂�

(𝑘−1))  + 𝑓𝑀𝐺] (5.2.6)  

 �̂�𝑙+1  =  �̂�
(𝑘)  

 

where 𝐿𝐼𝑅𝑆 denotes the IRS operator, and 𝑓𝑀𝐺  is the MG forcing function, which is zero 

only on the fine grid. The diagonal matrix 𝑉 stores the volumes of the grid cells. It can be 

viewed as a block-diagonal matrix of size (𝑛𝑐𝑒𝑙𝑙 × 𝑛𝑐𝑒𝑙𝑙) with each block being the identity 

matrix of size (𝑛𝑝𝑑𝑒 × 𝑛𝑝𝑑𝑒) multiplied by the volume of the cell the block refers to. 

     The iteration (5.2.6) has a very poor convergence rate, due to the stiffness of the 

iterative operator caused by the large negative source terms of the turbulence model, such 

as −𝐷𝐾 and −𝐷𝜔. To alleviate this problem, a semi-implicit integration strategy can be 

adopted: the negative source terms of the turbulence equations are evaluated at the RK 

stage 𝑘 rather than at the stage 𝑘 − 1. Liu and Zheng [59] adopted this approach to 

develop an efficient strongly coupled MG iteration for the compressible RANS equations 

coupled with the standard 𝐾 − 𝜔 model. Those authors treat implicitly also the negative 

source term proportional to −∇ ∙ 𝒖 when the velocity divergence is positive. The turbulent 

RK iteration implemented in this study uses an approach similar to that developed in [59] 

and later adopted by other researchers too [71], but also presents important differences, 
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highlighted below, with respect to the scheme of Liu and Zheng, due primarily to the 

modelling differences of the standard 𝐾 − 𝜔 and the 𝐾 − 𝜔 𝑆𝑆𝑇 models. 

     The equations of Wilcox’s 𝐾 − 𝜔 turbulence model can be written as: 

 

 
𝜕(𝜌 𝛫)

𝜕𝑡
 + 𝑅𝐾(𝜌 𝛫, 𝜌 𝜔)  =  0 (5.2.7) 

 
𝜕(𝜌 𝜔)

𝜕𝑡
 + 𝑅𝜔(𝜌 𝛫, 𝜌 𝜔)  =  0 (5.2.8) 

 

where 

 

 𝑅𝐾(𝜌 𝛫, 𝜌 𝜔)  =  
1

𝑉
 (ΦcΚ  −  Φ𝐷Κ)  − 𝑆𝐾 (5.2.9)  

 𝑅𝜔(𝜌 𝛫, 𝜌 𝜔)  =  
1

𝑉
 (Φcω  −  ΦD𝜔)  − 𝑆𝜔 (5.2.10) 

 

where ΦcΚ and Φcω are the discrete form of the convective flux of  𝐾 and 𝜔 respectively. 

The symbols Φ𝐷Κ and ΦD𝜔 denote the discrete form of the diffusive flux of  𝐾 and 

𝜔 respectively. The symbols 𝑆𝐾 and 𝑆𝜔 denote the cell values of the source terms of 𝐾 

and 𝜔 equations respectively. The expressions of the terms appearing on the RHS of 

equation (5.2.9) and (5.2.10) are: 

 

 ΦcΚ  =  ∑[(𝜌 𝐾 𝒖𝒏)  ∙  𝛥𝑺]𝑖𝑠

4

𝑖𝑠=1

 (5.2.11)) 

 Φcω  =  ∑[(𝜌 𝜔 𝒖𝒏)  ∙  𝛥𝑺]𝑖𝑠

4

𝑖𝑠=1

 (5.2.12) 

 Φ𝐷Κ  =  ∑[(𝜇 + 𝜎𝛫 𝜇𝛵) 𝛁𝛫 ∙  𝛥𝑺]𝑖𝑠

4

𝑖𝑠=1

 (5.2.13) 

 ΦD𝜔  =  ∑[(𝜇 + 𝜎𝜔 𝜇𝛵) 𝛁𝜔 ∙  𝛥𝑺]𝑖𝑠

4

𝑖𝑠=1

 (5.2.14) 

 𝑆𝐾  =  𝜇𝛵 𝑃𝑑  −  
2

3
 (𝛁 ∙  𝒖) 𝜌 𝐾 − 

𝛽∗

𝜌
 (𝜌 𝐾)(𝜌 𝜔) (5.2.15) 

 𝑆𝜔  =  𝛾 𝜌 𝑃𝑑  −  𝛾 
2

3
 (𝛁 ∙  𝒖) 𝜌 𝜔 − 

𝛽

𝜌
 (𝜌 𝜔)2 (5.2.16) 
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where the expression of 𝑃𝑑  is given by equation (2.4.8). The turbulent viscosity that 

appears in the second term of the right hand side of equation (2.4.7) does no longer appear 

in equation (5.2.16) as it has been replaced from the equation (2.4.3). 

The 𝜇𝛵 𝑃𝑑  and 𝛾 𝜌 𝑃𝑑  terms are the major contributors to the production 

of 𝐾 and 𝜔 respectively. Those two source terms are always positive. The 

terms  − 
2

3
 (𝛁 ∙  𝒖) 𝜌 𝐾 and −𝛾 

2

3
 (𝛁 ∙  𝒖) 𝜌 𝜔 provide minor contributions to the 

production of 𝐾 and 𝜔, but they can be either positive or negative. The 

terms − 
𝛽∗

𝜌
 (𝜌 𝐾)(𝜌 𝜔) and − 

𝛽 

𝜌
 (𝜌 𝜔)2 are destruction terms, and are always negative. 

Thus, they annihilate  𝐾 and 𝜔: the larger these terms, the faster 𝐾 and 𝜔 decay, but the 

system also becomes stiffer due to the larger negative eigenvalues. 

    The explicit time-marching formula for the 𝐾 and 𝜔 equations used at each stage of 

the multi-stage scheme can be modified to treat part of the source terms implicitly 

reducing the equation stiffness and thus improving the convergence rate of the turbulent 

equations. If we define 

 

 𝛥+  =  𝑚𝑎𝑥 (0,
2

3
 𝛁 ∙  𝒖) (5.2.17) 

 

all negative source terms of the 𝐾 and 𝜔 equations can be moved to the LHS of the 

equations (5.2.7) and (5.2.8) to form a semi-implicit time marching formula. Let us 

rewrite equation (5.2.7) as: 

  

 

𝜕

𝜕𝑡
(𝜌 𝐾)  + 

1

𝑉
 (ΦcΚ  − Φ𝐷Κ)  − 𝜇𝛵 𝑃𝑑  +  𝛥

+ 𝜌 𝛫 + 𝛥− 𝜌 𝛫 

+ 
𝛽∗

𝜌
 (𝜌 𝐾)(𝜌 𝜔)  =  0 

(5.2.18) 

 

where  

 

 
𝛥−  =  

2

3
 ∇  ∙  𝒖 − 𝛥+ . (5.2.19) 

 

The general RK step with semi-implicit treatment can be written as 
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(𝜌 𝛫)𝑘  − (𝜌 𝛫)0

𝑎𝑘 𝛥𝜏
 + 

1

𝑉
 (ΦcΚ  −  Φ𝐷Κ)

𝑘−1
 −  (𝜇𝛵 𝑃𝑑)

𝑘−1  

+  (𝛥+ 𝜌 𝛫)𝑘  +  (𝛥+ 𝜌 𝛫)𝑘−1 − (𝛥+ 𝜌 𝛫)𝑘−1  

+  (𝛥− 𝜌 𝛫)𝑘−1  +  (
𝛽∗

𝜌
 (𝜌 𝐾)(𝜌 𝜔))

𝑘

 

+  (
𝛽∗

𝜌
 (𝜌 𝐾)(𝜌 𝜔))

𝑘−1

 −  (
𝛽∗

𝜌
 (𝜌 𝐾)(𝜌 𝜔))

𝑘−1

 =  0 

(5.2.20) 

 

where the superscript 𝑘 denotes the RK stage and 𝑎𝑘 is the RK stage coefficient. The 

underlined terms form the term 𝑅𝐾
𝑘−1, which denotes the complete cell residual array 

of 𝜌𝛫. Therefore one obtains: 

 

 

(
1

𝛼𝑘 𝛥𝜏
 + 𝛥+) (𝜌 𝛫)𝑘  −  

(𝜌 𝛫)0

𝛼𝑘  𝛥𝜏
 − 𝛥+ (𝜌 𝛫)𝑘−1  

+  
𝛽∗

𝜌
 [(𝜌 𝐾)𝑘(𝜌 𝜔)𝑘  −  (𝜌 𝐾)𝑘−1(𝜌 𝜔)𝑘−1]  

=  − 𝑅𝐾
𝑘−1 

(5.2.21) 

 

in which the two following approximations have been used: 

 

 (𝛥+)𝑘  =  (𝛥+)𝑘−1 (5.2.22) 

 
1

𝜌𝑘
 =  

1

𝜌𝑘−1
 (5.2.23) 

 

Following the same procedure for the 𝜔 equation one obtains the following semi-implicit 

iteration for updating 𝜔: 

 

 

(
1

𝛼𝑘 𝛥𝜏
 + 𝛾 𝛥+) (𝜌 𝜔)𝑘  −  

(𝜌 𝜔)0

𝛼𝜅 𝛥𝜏
 − 𝛾 (𝛥+ 𝜌 𝜔)𝑘−1  

+ 
𝛽 

𝜌
 [(𝜌 𝜔)𝑘(𝜌 𝜔)𝑘  −  (𝜌 𝜔)𝑘−1(𝜌 𝜔)𝑘−1]  

=  − 𝑅𝜔
𝑘−1 

(5.2.24) 
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where 𝑅𝜔
𝑘−1 denotes the complete cell residual array of 𝜌𝜔. We now have to linearize 

equations (5.2.21) and (5.2.24). Introducing the following definitions: 

 

 𝛿𝜌𝛫 =  (𝜌 𝛫)𝑘  −  (𝜌 𝛫)𝑘−1 (5.2.25) 

 𝛿𝜌𝜔 =  (𝜌 𝜔)𝑘  −  (𝜌 𝜔)𝑘−1 (5.2.26) 

 

the linearized form of the terms (𝜌 𝛫)𝑘(𝜌 𝜔)𝑘 and (𝜌 𝜔)𝑘(𝜌 𝜔)𝑘, are found to be 

respectively: 

 

 

(𝜌 𝛫)𝑘 (𝜌 𝜔)𝑘  =  ((𝜌 𝛫)𝑘−1  +  𝛿𝜌𝛫) ((𝜌 𝜔)𝑘−1  +  𝛿𝜌𝜔)  

≅  (𝜌 𝛫)𝑘−1 (𝜌 𝜔)𝑘−1  +  (𝜌 𝛫)𝑘−1 𝛿𝜌𝜔 

+ (𝜌 𝜔)𝑘−1 𝛿𝜌𝛫 

(5.2.27) 

 
(𝜌 𝜔)𝑘 (𝜌 𝜔)𝑘  =  ((𝜌 𝜔)𝑘−1  +  𝛿𝜌𝜔) ((𝜌 𝜔)𝑘−1  +  𝛿𝜌𝜔)  

≅  (𝜌 𝜔)𝑘−1 (𝜌 𝜔)𝑘−1  +  2 (𝜌 𝜔)𝑘−1 𝛿𝜌𝜔 
(5.2.28) 

 

Inserting expression (5.2.27) into the equation (5.2.21), the final equation for updating 𝜌𝛫 

becomes: 

 

 

 

[1 + 𝑎𝑘 𝛥𝜏 (𝛥
+  + 𝛽∗ 𝜔𝑘−1)] (𝜌 𝛫)𝑘  +  𝛼𝑘 𝛥𝜏 𝛽

∗ 𝛫𝑘−1(𝜌 𝜔)𝑘  

=  (𝜌 𝛫)0  +  𝛼𝜅 𝛥𝜏 (𝛥
+  +  2 𝛽∗ 𝜔𝑘−1) (𝜌 𝛫)𝑘−1  

−  𝛼𝜅 𝛥𝜏 {𝑅𝐾
𝑘−1} 

(5.2.29) 

 

Similarly, inserting equation (5.2.28) into equation (5.2.24), the equation for updating 𝜌𝜔 

becomes: 

 

 

[1 + 𝑎𝑘 𝛥𝜏 (𝛾 𝛥
+  +  2 𝛽 𝜔𝑘−1)] (𝜌𝜔)𝑘  

=  (𝜌 𝜔)0  + 𝛼𝜅 𝛥𝜏 (𝛾 𝛥
+  +  2 𝛽 𝜔𝑘−1) (𝜌 𝜔)𝑘−1  

−  𝛼𝜅 𝛥𝜏 {𝑅𝜔
𝑘−1} 

(5.2.30) 

 

It is thus seen that, using the semi-implicit integration of 𝜌𝛫 and 𝜌𝜔, the update of 𝜌𝛫 

depends on the new value of 𝜌𝜔. Due to this partial coupling of the 𝐾 and 𝜔 equations, 

one must update 𝜌𝜔 first, and 𝜌𝐾 thereafter. The fully coupled RK iteration for updating 

both the RANS and the 𝐾 − 𝜔 variables incorporating IRS and MG can be written as: 



5.2.1 Turbulent steady problems 

99 

 

 �̂�(0)  =  �̂�𝑙 
                             

 

 

(𝐼 +  𝑎𝑘 𝛥𝜏 𝛢) �̂�
(𝑘)  

=  �̂�(0)  +  𝑎𝑘 𝛥𝜏 𝛢 �̂�
(𝑘−1)  

− 𝑎𝑘 𝛥𝜏 𝑉
−1 𝐿𝐼𝑅𝑆 [�̂�𝛷(�̂�

(𝑘−1) )  +  𝑓𝑀𝐺] 

(5.2.31) 

 �̂�𝑙+1  =  �̂�
(𝑘) 

                             

 

 

The matrix 𝛢 is block-diagonal and it has size (𝑛𝑐𝑒𝑙𝑙 × 𝑛𝑐𝑒𝑙𝑙). The only nonzero elements 

of each (𝑛𝑝𝑑𝑒 × 𝑛𝑝𝑑𝑒) block on the diagonal of 𝛢 are those of the bottom right (2 × 2) 

partition, and, due to the structure of these blocks, this occurrence results in the necessity 

of updating 𝜌𝜔 before 𝜌𝐾. The definitions of the matrix 𝛢 is: 

 

 𝛢(5: 6, 5: 6)  =  𝐴𝐾−𝜔  =  [
𝛥+  +  𝛽∗ 𝜔 𝛽∗ 𝛫

0 𝛾 𝛥+  +  2 𝛽 𝜔
] (5.2.32) 

 

in which all variables are evaluated at the RK stage 𝑘 − 1. 

     In the case of the SST model, the equation of the turbulent kinetic energy 𝛫 is identical 

to that of Wilcox 𝐾 − 𝜔 model, but for the equation of the specific dissipation rate ω has 

an additional cross-diffusion term 𝐶𝐷𝑡𝑒𝑟𝑚. In addition the turbulent viscosity is given by 

the equation (2.5.4). The source term of the ω equation can be written as: 

 

 

 
𝑆𝜔  =  𝛾 𝜌 𝑃𝑑  −  𝛾 𝛾

∗  
2

3
 (𝛁 ∙  𝒖) 

𝜌 𝐾

𝜈𝛵
 − 

𝛽 

𝜌
 (𝜌 𝜔)2  +  𝐶𝐷𝑡𝑒𝑟𝑚 (5.2.33) 

 

The cross-diffusion term 𝐶𝐷𝑡𝑒𝑟𝑚 can be positive or negative depending on the local flow 

conditions, and therefore, when negative, it could be treated like 𝛥+ in the semi-implicit 

integration. However, this approach would make the implementation substantially more 

complex and less efficient because the term 𝐶𝐷𝐾𝜔 depends on ∇𝐾 and ∇𝜔. The evaluation 

of these gradients at stage 𝑘 would couple the update process of several cells, thus 

requiring the inversion of significantly larger systems. For this reason, it has been 

preferred to treat the term 𝐶𝐷𝑡𝑒𝑟𝑚 explicitly regardless of its sign. It should be noted that 

this term is absent in the standard 𝐾 − 𝜔 model. Following a procedure similar to that 

adopted for the case of the standard 𝐾 − 𝜔 process, the iteration for updating 𝜌𝐾 and 𝜌𝜔 

in the SST case is found to be formally identical to equations (5.2.31). The expression of 

the matrix 𝛢, however, is different and is given respectively by: 
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 𝛢(5: 6, 5: 6)  =  𝐴𝑆𝑆𝑇  =  [

𝛥+  +  𝛽∗ 𝜔 𝛽∗ 𝛫

𝛾 𝛥+

𝜈𝛵
2 𝛽 𝜔

] (5.2.34) 

 

One important difference between the semi-implicit integration of the standard 𝐾 − 𝜔 

model reported in references, [60, 59]  and that of the SST model is that, in the former 

case, 𝜌𝜔 can be updated independently of 𝜌𝛫. This is however not possible in the SST 

case, since the element (2, 1) of 𝐴𝑆𝑆𝑇 is not zero. Due to this feature, a (2 x 2) matrix 

inversion is required at each grid cell to update 𝜌𝐾 and 𝜌𝜔. The different turbulent 

variables update of 𝐾 − 𝜔 and SST models occurs because the expression of the turbulent 

viscosity of the former model is obtained by setting 𝐹2 = 0 in equation (2.5.4). In general, 

when using the SST turbulence model, one would adopt equation (5.2.34) rather than 

equation (5.2.32). However, numerical experiments performed in this study revealed that 

the results computed with either approach present zero differences for low-speed flows 

and transonic flows for Mach number less than one. For this reason and due to lower 

computational cost associated with the use of equation (5.2.32), all low-speed flow 

analyses presented in chapter 8 are based on the use of this equation. The errors associated 

with the choice of equation (5.2.32) when using the SST model may be significant for 

high-speed problems (supersonic), due to the higher values of ∇ ∙  𝒖  caused by 

compressibility effects. 

     In the update process performed by the RK iteration, the new estimate of 𝜔 is 

prevented from assuming unphysical low values by limiting it with a minimum threshold 

based on the production term 𝑃𝑑 of equation (2.4.8), following the guidelines of [59]. This 

limiter is given by the following expression: 

 

 (𝜌 𝜔)𝑚𝑖𝑛  =  𝛾 𝛾
∗ 𝜌 √𝑃𝑑 (5.2.35) 

 

 

5.2.2 Turbulent time-domain problems 

 

 

In order to compute the flow state at each physical time 𝑛 + 1, the physical time-

derivative of system (2.7.6) is discretized with a second order backward finite difference 

computed at the aforementioned time level 𝑛 + 1, and all spatial terms are also evaluated 
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at the same physical level. The set of nonlinear algebraic equations resulting from this 

implicit time-discretization and the space-discretization of system (2.7.6) already 

discussed in chapter 4 is then solved using the same explicit time-marching procedure, 

and the same LTS, IRS and MG convergence acceleration techniques used for solving the 

steady equations. The discretization of the physical time-derivative of the unknown flow 

state by means of a second order backward finite difference and the introduction of the 

fictitious time-derivative 𝑉 (
𝜕�̂�

𝜕𝜏
)
𝑛+1

required to implement the explicit time-marching 

solution process yield the equation: 

 

 𝑉 
𝜕�̂�𝑛+1

𝜕𝜏
 + �̂�𝑔(�̂�

𝑛+1)  =  0 (5.2.36) 

 

where 

 

 
�̂�𝑔(�̂�

𝑛+1)  =  
3 �̂�𝑛+1 − 4 �̂�𝑛  +  �̂�𝑛−1

2 𝛥𝑡
 𝑉 + �̂�𝛷(�̂�

𝑛+1) . (5.2.37) 

 

The symbol �̂�𝑔 denotes a residual vector which also includes the source terms associated 

with the discretization of the physical time-derivative 
𝜕𝑈

𝜕𝑡
 contained in equation (2.7.6). 

Note that, also for time-dependent problems with moving bodies, the matrix 𝑉 is 

independent of the physical time-level (denoted by the superscripts 𝑛 + 1, 𝑛 and 𝑛 − 1) 

because in this study only rigid-body grid motion is considered. The symbol 𝛥𝑡 indicates 

the user-given physical time-step. Equation (5.2.36) can thus be viewed as a system of 

(𝑛𝑝𝑑𝑒× 𝑛𝑐𝑒𝑙𝑙) ordinary differential equations in which the unknown is �̂�𝑛+1, the flow state 

at time level 𝑛 + 1. The calculation of �̂�𝑛+1 is performed iteratively by discretizing the 

fictitious time-derivative (
𝜕�̂�

𝜕𝜏
)
𝑛+1

 of equation (5.2.36) with the same four-stage RK 

scheme, described in the previous subsection, and marching the equations in pseudo-time 

until a steady state is achieved. Such steady state is the flow solution at the physical time 

being considered. Similarly to the case of steady flow problems, the convergence rate is 

enhanced by means of LTS, variable-coefficient central IRS and MG which will be 

explained in the following sections. Once the flow solution at the physical time-level 𝑛 +

1 has been calculated, the array �̂�𝑛  is moved to �̂�𝑛−1, the array �̂�𝑛+1  is moved to �̂�𝑛, 

and the calculation of a new time-level is started. This procedure is the so-called dual-

time-stepping approach to the integration of time-dependent problems [66, 166, 39]. 
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     This solution procedure may become unstable when the physical time-step 𝛥𝑡 is 

significantly smaller than the pseudo-time-step 𝛥𝜏. This instability was reported in [167], 

and thoroughly investigated by Melson et al. [65]. The latter study, considering the 

simulation of turbulent flow problems by means of the thin-layer Navier–Stokes and the 

algebraic Baldwin–Lomax turbulence model [16] elegantly solved the stability problem 

by treating implicitly the term �̂�𝑛+1  of the physical time-derivative within the RK 

integration process. This strategy has also been implemented in the turbulent TD flow 

solver used in this study. The residual 𝑅𝑔 is split into the contribution depending on the 

�̂�𝑛+1 term of the physical time derivative, and a term 𝑅𝑑 equal to the difference of 𝑅𝑔 

and the aforementioned �̂�𝑛+1 term: 

 

 �̂�𝑔(�̂�
𝑛+1)  =  

𝑉

𝛥𝑡
 [
3

2
 �̂�𝑛+1  +  𝑔(�̂�𝑛, �̂�𝑛−1)]  + �̂�𝛷(�̂�

𝑛+1) (5.2.38) 

 

where 

 

 �̂�(�̂�𝑛, �̂�𝑛−1)  =  − 2 �̂�𝑛  +  0.5 �̂�𝑛−1 . (5.2.39) 

 

Equation (5.2.38) can also be written as: 

 

 �̂�𝑔(�̂�
𝑛+1)  =  �̂�𝑑(�̂�

𝑛+1)  +  
3 𝑉

2 𝛥𝑡
 �̂�𝑛+1 (5.2.40) 

 

with 

 

 
�̂�𝑑(�̂�

𝑛+1)  =  
𝑉

𝛥𝑡
 [ − 2 �̂�𝑛  +  0.5 �̂�𝑛−1]  +  �̂�𝛷(�̂�

𝑛+1) . (5.2.41) 

 

Including the additional terms resulting from the backward discretisation of the physical 

time-derivative into equation (5.2.21), the iteration used for updating 𝜌𝛫 in the case of 

steady problems, and treating such terms as described above, yields the following 

iteration for updating the turbulent kinetic energy in case of time-dependent problems: 
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(
1

𝛼𝑘 𝛥𝜏
 + 

3

2 𝛥𝑡
 + 𝛥+) (𝜌 𝛫)𝑘  −  

(𝜌 𝛫)0

𝛼𝑘 𝛥𝜏
 − 𝛥+ (𝜌 𝛫)𝑘−1  

+  
𝛽∗

𝜌
[(𝜌 𝐾)𝑘 (𝜌 𝜔)𝑘  −  (𝜌 𝐾)𝑘−1 (𝜌 𝜔)𝑘−1]  

=  − 𝑅𝐾
𝑘−1 . 

(5.2.42) 

 

Starting from equation (5.2.24) and following the same steps, the iteration used for 

updating the specific dissipation rate in the case of time-dependent problems is found to 

be: 

 

 

(
1

𝛼𝑘 𝛥𝜏
 + 

3

2 𝛥𝑡
 + 𝛾 𝛥+) (𝜌 𝜔)𝑘  − 

(𝜌 𝜔)0

𝛼𝜅 𝛥𝜏
 − 𝛾 (𝛥+ 𝜌 𝜔)𝑘−1  

+  
𝛽 

𝜌
[(𝜌 𝜔)𝑘 (𝜌 𝜔)𝑘  − (𝜌 𝜔)𝑘−1 (𝜌 𝜔)𝑘−1]  

=  − 𝑅𝜔
𝑘−1 

(5.2.43) 

 

Equations (5.2.42) and (5.2.43) can be linearized following the same procedure reported 

above for the steady case. After doing so, the RK cycle for updating all conservative flow 

variables at physical time level 𝑛 +  1  in the case of turbulent time-dependent flows 

reads: 

 

 �̂�(0)  =  �̂�𝑙 
                             

 

 
(𝐼 +  𝑎𝑘 (𝛽𝑇𝐷 𝐼 +  𝛥𝜏 𝛢)) �̂�

(𝑘)  

=  �̂�(0)  +  𝑎𝑘 𝛥𝜏 𝛢 �̂�
(𝑘−1)  −  𝑎𝑘 𝛥𝜏 𝑉

−1 �̂�𝑑(�̂�
(𝑘−1) ) 

    

(5.2.44) 

 �̂�𝑙+1  =  �̂�
(𝑘)                              

 

where �̂�𝑙 is shorthand for �̂�𝑙
𝑛+1 and 

 

 𝛽𝑇𝐷  =  
1.5 𝛥𝜏

𝛥𝑡
 (5.2.45) 

 

The stability analysis of [65] shows that the stability of algorithm (5.2.44) no longer 

depends on the ratio 𝛥𝜏/𝛥𝑡. However, iteration (5.2.44) is still unsuitable when IRS and 

MG are also used, because both acceleration techniques have to be applied to a residual 

term that vanishes at convergence, and this is not the case of 𝑅𝑑. The solution is to 
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introduce the residual �̂�𝑔 which does vanish at convergence. Using equation (5.2.40) one 

finds: 

 

 𝛥𝜏 �̂�𝑑(�̂�
(𝑘−1) )  =  − 𝛽𝑇𝐷 𝑉 �̂�

(𝑘−1)  +  𝛥𝜏 �̂�𝑔(�̂�
𝑘−1) . (5.2.46) 

 

Inserting this expression into equation (5.2.44) and performing some algebraic 

transformation, one finds that the IRS-MG-tailored counterpart of algorithm (5.2.44) is: 

 

 �̂�(0)  =  �̂�𝑛 
                            

 

 

(𝐼 +  𝑎𝑘 (𝛽𝑇𝐷 𝐼 +  𝛥𝜏 𝛢))�̂�
(𝑘)  

=  �̂�(0)  +  𝑎𝑘 𝛥𝜏 (𝛽𝑇𝐷 𝐼 +  𝛥𝜏 𝛢) �̂�
(𝑘−1)  

−  𝑎𝑘 𝛥𝜏 𝑉
−1 𝐿𝐼𝑅𝑆 [�̂�𝑔(�̂�

(𝑘−1) )  + 𝑓𝑀𝐺] 

(5.2.47) 

 �̂�𝑛+1  =  �̂�(𝑘) 
                             

 

Note that the matrix multiplying �̂�(𝑘)  at the second line of algorithm (5.2.47) is block-

diagonal with 𝑁𝑐𝑒𝑙𝑙 blocks. In each block the top left (4 × 4) partition is proportional to 

the identity matrix through the coefficient (1 + 𝑎𝑘 𝛽𝑇𝐷), the bottom right (2 × 2) 

partition is given by the sum of the (2 × 2) identity matrix multiplied by (1 + 𝑎𝑘 𝛽𝑇𝐷) 

and a non-diagonal (2 × 2) block given by equation (5.2.32) or (5.2.34), depending on 

whether the exact or approximate update of 𝜌𝜔 is used, and all other entries are zero. 

Similarly to the case of the integration of the steady equations, this structure of the matrix 

pre-multiplying �̂�(𝑘)  results in the coupling of the update process of the turbulent 

variables, whereas it still enables the four mean flow variables to be updated without any 

actual matrix inversion. Due to the fact that the �̂�𝑛+1 term arising from the backward 

finite-difference of the physical time-derivative is evaluated at stage 𝑘, algorithm (5.2.47) 

is said to be based a point-implicit Runge-Kutta (PIRK) integration of the time-dependent 

mean flow and turbulence equations. The standard fully explicit Runge-Kutta (FERK) 

integration method is retrieved by setting 𝛽𝑇𝐷 = 0 in this algorithm. The integration 

scheme of the steady equations is instead obtained by also replacing �̂�𝑔 with �̂�𝛷 in 

algorithm (5.2.47). Several numerical tests, including the analyses of the oscillating wing 

presented in chapter 8 (results), have highlighted that the turbulent PIRK integration 

significantly improves the stability of the fully-coupled integration, enabling stable 

pseudo-time-marching with larger CFL numbers than with the standard FERK 
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integration. This yields significant reductions of runtimes, due to the reduction of the 

overall number of MG cycles required to achieve a user-given reduction of the flow 

residuals. 

 

 

5.2.3 Turbulent harmonic balance problems 

 

 

The only formal difference between the integral harmonic balance formulation of the 

system of RANS and SST equations (3.3.11) and the integral TD formulation (2.7.6) is 

that the time-derivative of the latter system is replaced by a volumetric source term 

proportional to 𝜔 and a combination of the flow snapshots resulting from the flow 

harmonics retained in the Fourier representation of the sought periodic flow. Such a 

volumetric source term corresponds to the spectral derivative representation of the high-

dimensional harmonic balance formulation. The system of non-linear equations resulting 

from the space discretisation of the harmonic balance RANS and SST equations is solved 

using the same RK smoother used for steady problems and described in section 5.2.1. A 

fictitious time-derivative 𝑑�̂�/𝑑𝜏 pre-multiplied by the cell volumes is added to this 

system, and this operation yields the following system of ordinary differential equations: 

 

 
𝑑�̂�𝐻
𝑑𝜏

 + 𝑉 
−1 �̂�𝑔𝐻(�̂�𝐻) =  0 (5.2.48) 

 

where 

 

 
�̂�𝑔𝐻(�̂�𝐻)  =  𝜔 𝑉  𝐷 �̂�𝐻  + �̂�𝛷𝐻(�̂�𝐻) (5.2.49) 

The array �̂�𝐻 is made up of 2𝑁𝐻 + 1 sub-arrays. Each sub-array represents the flow state 

or snapshot at one of the physical times defined by equation (3.2.26). Thus the array  �̂�𝐻 

can be written as: 

 

 �̂�𝐻  =  [�̂�(𝑡0) �̂�(𝑡1) �̂�(𝑡2) … �̂�(𝑡2𝑁𝐻−1) �̂�(𝑡2𝑁𝐻)]
𝑇
 (5.2.50) 

 

where each sub-array  �̂�(𝑡𝑖) has length (𝑛𝑝𝑑𝑒 × 𝑛𝑐𝑒𝑙𝑙) and denotes the unknown flow 
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variables at the cells centres at time 𝑡𝑖. The arrays �̂�𝛷𝐻  and �̂�𝑔𝐻 have the same structure. 

The former stores the cell residuals associated with the convective and diffusive fluxes 

and the turbulent source terms. The latter is the sum of the residuals  �̂�𝛷𝐻  and the source 

term 𝜔𝑉 𝐷�̂�𝐻. The matrix 𝐷 is defined by equation (3.2.36) and the number of unknowns 

of the system (5.2.48) is equal to (𝑛𝑝𝑑𝑒 × 𝑛𝑐𝑒𝑙𝑙 × (2𝑁𝐻 + 1)). The source term is treated 

implicitly for the stability reasons discussed in [70]. As a result discretising the fictitious 

time-derivative of equation (5.2.48) with the same multi-stage RK scheme used for 

solving the steady equations, and considering the source term of Equation (5.2.49) at stage 

k rather than at stage (k − 1) yields the following RK algorithm: 

 

 �̂�𝐻
(0)  =  �̂�𝐻𝑙 

                             

 

 

(𝐼 + 𝑎𝑘 𝛥𝜏𝐻 (𝛢 +  𝜔 𝐷)) �̂�𝐻
(𝑘)  

=  �̂�𝐻
(0)  + 𝑎𝑘 𝛥𝜏𝐻 𝛢 �̂�𝐻

(𝑘−1)  −  𝑎𝑘 𝛥𝜏𝐻 𝑉𝐻
−1 �̂�𝛷𝐻(�̂�𝐻

(𝑘−1) ) 

    

(5.2.51) 

 �̂�𝐻𝑙+1  =  �̂�𝐻
(𝑘)

 
                             

 

 

The symbol 𝛥𝜏𝐻 denotes an array made up of 2𝑁𝐻 + 1 sub-arrays, one for each harmonic. 

These sub-arrays have length 𝑛𝑐𝑒𝑙𝑙 and they store the local time step of each cell. The 

matrix 𝛢 has 2𝑁𝐻 + 1 sub-arrays and each of them has size (𝑛𝑐𝑒𝑙𝑙 × 𝑛𝑐𝑒𝑙𝑙). Equation 

(5.2.51) is still not suitable for using the MG and IRS acceleration techniques. This is 

because these methods have to be applied to a residual term that vanishes at convergence. 

Therefore, the residual array �̂�𝛷𝐻  has to be replaced by the residual  �̂�𝑔𝐻 by using the 

equation (5.2.49), because the residual �̂�𝑔𝐻 becomes zero at convergence. By suitably 

combining equations (5.2.49) and (5.2.51), the MG and IRS enhanced RK iteration for 

solving the HB equations is found to be: 

 

 �̂�𝐻
(0)  =  �̂�𝐻𝑙  

 

(𝐼 +  𝑎𝑘 𝛥𝜏𝐻 (𝛢 +  𝜔 𝐷)) �̂�𝐻
(𝑘)  

=  �̂�𝐻
(0)  +  𝑎𝑘 𝛥𝜏𝐻 (𝛢 +  𝜔 𝐷) �̂�𝐻

(𝑘−1)  

−  𝑎𝑘 𝛥𝜏𝐻 𝑉𝐻
−1 𝐿𝐼𝑅𝑆  [�̂�𝑔𝐻(�̂�𝐻

(𝑘−1) )  +  𝑓𝑀𝐺𝐻] 

(5.2.52) 

 �̂�𝐻𝑙+1  =  �̂�𝐻
(𝑘)
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where the array of the HB MG forcing term 𝑓𝑀𝐺𝐻 has the same structure of the array �̂�𝐻. 

The HB IRS operator has the same block structure of 𝛢. The use of the turbulent PIRK 

HB smoother (5.2.52) enables the use of significantly larger CFL numbers than the use 

of its FERK counterpart. Moreover, the higher stability of this PIRK relative to that of 

the FERK iteration increases significantly with 𝑁𝐻. 

     It should be noted that the computational cost reduction achieved by using equation 

(5.2.32) rather than equation (5.2.34) is even higher when using the SST turbulence model 

with the HB RANS and SST solver [70]. This is because, using the stabilised iteration 

(5.2.52) and the SST structure of the matrix 𝛢 (equation (5.2.34), the size of the matrix 

inversions at each grid cell required to update all 𝑁𝐻 complex harmonic components of 

𝜌𝐾 and 𝜌𝜔 is [2(2𝑁𝐻  +  1) × 2(2𝑁𝐻 + 1)]. Conversely, the independence of the 𝜔 

update on the new value of 𝐾 obtained by using equation (5.2.32) requires only the 

inversion of block size [(2𝑁𝐻 + 1) × (2𝑁𝐻 + 1)], for updating the harmonic components 

of 𝐾 and 𝜔. For highly nonlinear periodic flows, the value of 𝑁𝐻 needed for a satisfactory 

time-resolution often exceeds 5, and this implies that 𝑛𝑐𝑒𝑙𝑙 matrices of size [11 × 11] or 

more have to be inverted using the 𝐾 –  𝜔 structure of (5.2.32), and 𝑛𝑐𝑒𝑙𝑙 matrices of size 

[22 × 22] or more have to be inverted using the SST structure of (5.2.34). Since these 

𝑛𝑐𝑒𝑙𝑙 matrices are dense and unstructured, Gaussian elimination is used for their inversion, 

and the computational cost of such inversions is proportional to the third power of the 

system size. Therefore, the ratio of the computational cost for updating the harmonics of 

the SST turbulence variables using equation (5.2.34) and (5.2.32) is 8, and therefore the 

use of equation (5.2.32) rather than equation (5.2.34) for updating the harmonics of the 

SST turbulence variables yields a reduction of the computational cost of nearly one order 

of magnitude. Like in the TD case, the errors associated with the choice of equation 

(5.2.32) when using the SST model may be significant for high-speed problems for Mach 

number greater than 1, due to the higher values of ∇ ∙ 𝒖 caused by compressibility effects. 

However, it should be noted that the primary cause of the possible inadequacy of equation 

(5.2.32) for updating the SST turbulence variables for high-speed flows, is not the non-

negligible magnitude of  ∇  ∙  𝒖, but rather the SST expression of 𝜇𝛵, which in general 

prevents decoupling the semi-implicit update of 𝜌𝐾 and 𝜌𝜔. Other two-equation 

turbulence models, including the Baseline model of Menter [40], feature expressions of 

𝜇𝛵 structurally similar or identical to that of Wilcox’s 𝐾 − 𝜔 model, and therefore enable 

an exact computationally cheaper update of the turbulence variables for both low- and 

high-speed flows. 
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5.3  Local time-stepping 

 

 

The time step 𝛥𝜏 that appears in equations (5.2.31) and (5.2.47) needs to be defined. In 

explicit time-marching methods, the time-step is subject to an upper threshold dictated by 

numerical stability requirements [2, 13]. This upper threshold depends on the numerical 

scheme adopted to solve the problem at hand, on local flow field parameters such as the 

local flow and sound speeds, and on local characteristic length. The dependence of the 

time step on the scheme is represented by the Courant-Friedrichs-Lewy (CFL) number, 

a parameter representing the maximum time step suitably nondimensionalized using local 

flow variables and characteristic lengths. For a given numerical scheme, one could 

compute the local time step for each cell of the computational grid and take the minimum 

value to time-march the whole solution using a single time step. This is the so-called 

Global time stepping approach. However, it is extremely inefficient when using time-

marching methods to solve steady problems. This is because the speed by which the 

solution proceeds towards convergence will be heavily reduced in all regions where the 

time step can be higher than in the area requiring the minimum time step determined with 

the stability analysis. Since the time-accuracy is not important when using time-marching 

methods to solve steady problems, a much more effective solution approach consists of 

using a local time stepping approach that is using the maximum possible time step 

dictated by stability analysis for each cell of the computational domain. By doing so, a 

significant acceleration of the convergence process is achieved. In the case of the multi-

dimensional RANS and SST equations different expressions of the local time-step can be 

used [168, 169, 170]. The definition of the local time step adopted by the CFD code used 

in this study is: 

 

 𝛥𝜏 =  𝐶𝐹𝐿 
𝑉

𝛬𝑖
𝑐  +  𝛬𝑗

𝑐  +  𝛬𝑖
𝑣  +  𝛬𝑗

𝑣 
(5.3.1) 

 

 

where the symbols 𝛬𝑖 
𝑐and 𝛬𝑗 

𝑐  denote the absolute value of the maximum eigenvalues of 

the convective flux Jacobian based on the two contravariant velocity components and the 

sound speed. The expressions of 𝛬𝑖 
𝑐and 𝛬𝑗 

𝑐  are  

 

 𝛬𝑖
𝑐
 

 
= (|𝒖 ∙  𝒏𝒊|  +  𝑐) 𝛥𝑆𝑖

  (5.3.2) 
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 𝛬𝑗
𝑐

 

 
= (|𝒖 ∙  𝒏𝒋|  +  𝑐) 𝛥𝑆𝑗

  (5.3.3) 

 

where symbols 𝒏  denotes the normal vector on x- and y- direction whereas symbol 𝑐 

denotes the speed of sound. The symbol 𝛥𝑆𝑖
  denotes the mean size of the cell faces with 

normal in the 𝑥 direction, and 𝛥𝑆𝑗
  denotes the mean size of the cell faces with normal in 

the 𝑦 direction. The symbol 𝛬𝑖 
𝑣and 𝛬𝑗 

𝑣 in equation (5.3.1) denotes the viscous eigenvalues 

and its expression is: 

 

 𝛬𝑖
𝑣
 

 
=  

4 𝛾

𝜌
 (
𝜇

𝑃𝑟
 +  

𝜇𝛵
𝑃𝑟𝑇
) 
𝛥𝑆𝑖

2

𝑉
 

(5.3.4) 

 

 𝛬𝑗
𝑣

 

 
= 
4 𝛾

𝜌
 (
𝜇

𝑃𝑟
 +  

𝜇𝛵
𝑃𝑟𝑇
) 
𝛥𝑆𝑗

2

𝑉
 (5.3.5) 

 

where symbols 𝜇 and 𝜇𝛵 are the laminar and turbulent dynamic viscosity, respectively, 

whereas 𝑃𝑟 and 𝑃𝑟𝑇  are the laminar and the turbulent Prandtl numbers. The derivation of 

the expression of the viscous eigenvalues can be found in [168]. 

 

 

5.4  Implicit residual smoothing 

 

 

The implicit residual smoothing is a convergence acceleration technique which enables 

the use of significantly higher value of the CFL numbers with respect to those one can 

use with the unsmoothed scheme. The use of higher CFL numbers leads to larger local 

time steps, and this reduces the number of RK cycles required for the solution 

convergence. The method was thoroughly analysed and extensively used for solving both 

external and internal aerodynamics problems [81, 139, 141, 145, 161, 171, 172]. The 

general principle is to apply an implicit Laplacian operator with homogeneous Dirichlet 

boundary conditions at each step of the iterative solution process. To avoid the solution 

of large linear systems, the exact Laplacian operator is generally approximated with a 

factorised operator, namely as the product of one-dimensional operators (one of each 

direction) applying the smoothing in each direction separately. The coefficients of the 

linear system for each direction can be constant [81], or variable [172] constructed as 
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functions of the local flow field variables [139, 141]. These operators are applied to each 

PDE separately, but when using variable coefficient versions of the IRS method, coupling 

of smoothed residuals of all PDEs occurs through the dependence of the system 

coefficients on all local flow variables. In the CFD code used in this study, the factorised 

IRS operator is applied to smooth the residuals at the end of each RK stage where the 

residuals �̂�𝛷 are replaced by the smoothed residuals �̂�𝛷
∗  before the solution �̂� is updated. 

This implementation requires the solution of two sets of tridiagonal systems, one for each 

direction, at each RK stage. Denoting respectively by 𝑖𝑐𝑒𝑙𝑙 and 𝑗𝑐𝑒𝑙𝑙 the number of cells in 

𝑖 and 𝑗 directions, the first set has 𝑖𝑐𝑒𝑙𝑙 × 𝑛𝑝𝑑𝑒 systems and each system has size 𝑗𝑐𝑒𝑙𝑙, 

whereas the second set has 𝑗𝑐𝑒𝑙𝑙 × 𝑛𝑝𝑑𝑒 systems and each system has 𝑖𝑐𝑒𝑙𝑙 unknowns. The 

tridiagonal systems, one of each direction can be written as: 

 

 − 𝛽𝜉 �̂�𝛷𝑖−1
∗  +  (1 +  2 𝛽𝜉) �̂�𝛷𝑖

∗  − 𝛽𝜉 �̂�𝛷𝑖+1
∗  =  �̂�𝛷𝑖 (5.4.1) 

 − 𝛽𝜂 �̂�𝛷𝑗−1
∗  + (1 +  2 𝛽𝜂) �̂�𝛷𝑗

∗  −  𝛽𝜂 �̂�𝛷𝑗+1
∗  =  �̂�𝛷𝑗 (5.4.2) 

 

where the coefficients  𝛽𝜉 and 𝛽𝜂 are given by the following expressions: 

 

 𝛽𝜉  = 𝑚𝑎𝑥 [
1

4
 (
𝐶𝐹𝐿∗

𝐶𝐹𝐿
 
𝜑𝜉

1 + 𝑟𝑥
)
2

 −  1 , 0] (5.4.3) 

 𝛽𝜂  = 𝑚𝑎𝑥 [
1

4
 (
𝐶𝐹𝐿∗

𝐶𝐹𝐿
 

𝜑𝜂

1 + 1/𝑟𝑥
)
2

 −  1 , 0] (5.4.4) 

 

where 𝐶𝐹𝐿∗ and 𝐶𝐹𝐿 are  user given parameters and their ratio is recommended to be 

equal to 2 [172]. The expressions of 𝜑 and 𝑟𝑥 are given respectively as: 

 

 
𝜑𝜉  =  1 + 𝑟𝑥

𝜁
 (5.4.5) 

 𝜑𝜉  =  1 + 𝑟𝑥
−𝜁

 (5.4.6) 

 𝑟𝑥  =  
𝛬𝑗
𝑐

𝛬𝑖
𝑐 (5.4.7) 

 𝜁 =  
2

3
  (5.4.8) 
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By applying the IRS technology, the residual variations are averaged and the stability of 

the solver is increased, making it possible to use higher CFL numbers. The method can 

be found analytically in a lot of CFD books such as Blazek [2] and Hirch [4].  

 

 

5.5  CFL ramping 

 

 

In order to make the numerical algorithm stable and robust, a CFL ramping method has 

been used. In the early phase of turbulent flow simulations starting from a crude 

freestream flow initialisation, it is very hard to use high values of the CFL number and 

maintain the numerical stability of the solution process. These numerical stability 

problems are further exacerbated by the use of MG. On the basis of numerical 

experiments, this appears to be due to the fact that fairly high grid refinement is required 

to maintain the robustness of the time-marching integration of the coupled RANS and 

SST turbulence model equations, particularly when the flow state used to start up the 

simulation is quite far from the problem solution. When using a sufficiently refined user-

given grid, the coarser grids created by the MG solver are often insufficiently refined to 

preserve the aforementioned robustness due to the poor quality of the initial solution. In 

order to maintain the numerical stability of the solution process, low CFL numbers have 

to be used in the initial stage of the simulation. As the calculation progresses, the flow 

state approaches the sought solution and higher CFL numbers can be therefore be used. 

This increment of the CFL number from the small value required in the first MG cycles 

to the final high value is called CFL ramping, and this phase usually requires only a 

relatively small fraction of the overall number of MG cycles needed to obtain a converged 

solution starting from the freestream initialisation. Two different schemes for CFL 

ramping have been implemented in the turbulent CFD solvers used in this study.  
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Figure 5.1: CFL ramping  

 

          The first method, called ramping1, has three stages. The first stage starts from the 

first MG cycle of the simulation and ends at the iteration labelled iter1 in Figure 5.1. In 

the first stage, the CFL number is kept constant and equal to the minimum level denoted 

by MIN CFL in figure 5.1. In the second stage, the CFL number increases linearly from 

the value CFL MIN to an intermediated value, called CFL MID. This variation occurs 

from the MG cycle iter1 to later MG cycle labelled iter2, as visible in the figure. In the 

third and last ramping stage, the CFL number increases in a cubic fashion from MG cycle 

iter2 to a later MG cycle labelled iter3, at which the CFL number takes its final maximum 

value, denoted by MAX CFL. This value is then maintained until the conclusion of the 

simulation. 

     The second ramping stage, called ramping2, has four stages. The first two stages are 

the same as those of ramping1. In the third stage the CFL is kept constant until the MG 

cycle, labelled iter3. In the fourth and final stage, the CFL number increases again in a 

linear fashion until it reaches MAX CFL at the MG cycle labelled iter4. The CFL number 

then remains constant and equal to its maximum value until the conclusion of the 

simulation. The values iter1, iter2, iter3, iter4 and the values MIN CFL, MID CFL and 

MAX CFL are all user-given parameters. The complete pattern of rampling1 and 

rampling2 are sketched in Figure 5.1.  
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Chapter 6 

MULTIGRID ACCELERATION 

 

This chapter outlines a convergence acceleration technique called multigrid and describes 

the implementation of this method in the CFD code used for the analyses of this thesis. 

The multigrid method was initially proposed for the solution of elliptic multi-dimensional 

problems [143, 173] on uniform (i.e. unstretched) grids. Multigrid has been shown to 

yield a dramatic reduction of the computational time required for solving iteratively these 

problems. Successively, several multigrid variants for reducing the computational work 

required for solving non-elliptic problems on highly stretched grids were developed, 

including multigrid algorithms for solving the RANS equations and those resulting from 

the discretization of the PDEs of differential turbulence models [39, 64, 174]. However, 

developing an efficient multigrid set-up for the computationally efficient solution of 

realistic turbulent flow problems is often still a challenging task, due to the extreme grid 

stretching required for adequately solving turbulent boundary layers, and resulting in very 

large cell aspect ratios, of up to 1 million. The chapter starts with a general introduction 

to the basics of multigrid. This is followed by a description of multigrid cycling, and the 

fundamental operators of the algorithm, namely the prolongation and the restriction 

operators, including the high-order restriction operator used for the solution of the 

turbulent flow equations of the adopted CFD code. Then, a section reporting how the 

multigrid solver can be used for solving nonlinear problems, like the discrete system of 

RANS and SST turbulence model equations is presented. The chapter is concluded by a 

section focusing on the modifications of the nonlinear multigrid algorithm required for 

achieving a numerically stable solution process of the RANS and SST equations. 
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6.1  Introduction 

 

 

The multigrid method is the most powerful and efficient acceleration technique known 

today [4, 66, 142, 175]. The full potential of the multigrid approach was first defined and 

customized by Brandt [173]. It has recently been applied with great success to a variety 

of problems, such as Euler and Navier-Stokes equations, and it is still a subject for 

research and development. Multigrid takes its name from using multiple grids to 

approximate the solution to the original problem. 

 

 

Figure 6.1: Multigrid  

 

    The accurate numerical solution of some fluid dynamics problems often requires 

computational grids to be very fine, either over the entire computational domain or in 

some critical areas, such as wall boundary layers, shock and/or flow separation regions. 

The iterative solution of the governing equations based on these kinds of grids can require 

very large amounts of computing time. One way to reduce this computational cost is to 

solve the equations using multiple grids where each grid will have a different number of 

cells. Finer grids provide more accurate solutions compared with coarser grids. However, 

if the coarser grid is not too coarse, information about the solution can be interpolated 

from it onto the finer grid to accelerate the solution process. The fundamental idea behind 

the multigrid method is to use coarser grids in order to smooth rapidly the numerical 

errors and drive faster the solution on the finest grid. We actually use a coarse-grid 

solution to correct a fine-grid solution. These numerical errors are made up of high- and 
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low-frequency components and they will be explained in the next section of this chapter. 

     In structured multigrid methods, one starts from a user-given fine grid, called level 1 

grid. Coarser grids are then built by recursively coarsening the given fine grid. Denoting 

by ℎ the mesh size of the fine grid, the level 2 coarse grid, with spacing 2ℎ, is obtained 

from the level 1 grid by removing every second grid line in each direction. The level 3 

coarse grid is obtained in the same manner starting from the level 2 coarse grid. When 

using three multigrid levels, the level 1 grid is called fine grid, the level 2 grid is called 

medium refinement grid, and the level 3 grid is called coarse grid. A schematic view of 

the three grid levels is reported in figure 6.1. As a consequence of this coarsening process, 

each cell of grid level  𝑖 + 1 will correspond to four grid level 𝑖 cells sharing a common 

vertex. Consequently, grid level 𝑖 + 1 will have one fourth of the cells of grid level 𝑖. 

Even in complex CFD problems, one could use more than 3 grid levels. In turbulent 

problems, however, the numerical difficulties associated with the solution of the 

turbulence model equations rapidly grow as the grid refinement of the coarser grids 

decrease. For this reason, it is seldom found that realistic turbulent flow simulations are 

carried out using more than 3 or 4 multigrid levels [64, 83, 162, 176, 177, 178, 179, 180]. 

 

 

6.2  The multigrid cycle 

 

 

Iterative solvers achieve convergence by progressively reducing the numerical errors 

representing the difference between the sought solution and the current estimate of the 

sought solution. Such numerical errors are made up of high- and low-frequency 

components. Using the fine grid (i.e. level 1 grid), smoothers like the RK pseudo-time 

marching algorithm described in section 5.2 can rapidly reduce the high-frequency errors 

of the solution. On the other hand, the removal of the low-frequency error components 

using the same level 1 grid is significantly slower, and it thus requires many more 

iterations than the removal of the high-frequency error components. Since the solution 

estimate at all iterations contains, in general, both high- and low-frequency errors, the 

iterative solution based on the level 1 grid is very inefficient, due to the high number of 

iterations required to remove the low-frequency error components.  

     One of the key principles of multigrid is to accelerate the removal of the low-frequency 

components of the solution estimate throughout the iterative solution process. The 
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construction of the multigrid cycle starts by observing that the current solution error on 

the level 1 grid can be represented by a spatial truncated Fourier series. The first half of 

the components of such a truncated series has relatively low spatial frequency, whereas 

the second half of the components has high spatial frequency. Representing the level 1 

solution error on the level 2 grid has as a result, the low-frequency error components of 

the level 1 solution to appear as high-frequency error on the level 2 grid. Thus applying a 

few RK iterations on both grid level 1 and grid level 2 results in an overall faster 

convergence to the sought solution because this process results in a faster removal of the 

low-frequency errors on the user-given grid [181]. This approach can be applied 

recursively using more than two grids at a time. For linear elliptic problems, one could 

coarsen the level 1 grid until a grid with a single cell is obtained (provided that the level 

1 grid has the same number of points in all directions). Using this approach, linear elliptic 

problems can be solved with a single multigrid iteration. The solution of nonlinear 

problems, however, requires the recursive application of the multigrid cycle, and these 

problems cannot be solved with a single multigrid cycle. In strongly nonlinear non-elliptic 

problems like the Navier-Stokes equations, it turns out that the optimal choice of the 

number of grid levels is often between 3 and 5. This is because the addition of more levels 

increases the amount of floating-point operations per multigrid cycle but often does not 

increase by a large extent the convergence rate of the overall iterative process. As an 

example, using 10 rather 3 multigrid levels may reduce the number of required multigrid 

iterations to achieve a given convergence level by 10 percent but the cost of the 10-level 

multigrid iterations may be 30 percent higher than the cost of the 3-level multigrid 

iteration. In these circumstances, the run-time of the 10-level calculation would be higher 

than the runtime of the 3-level calculation, despite the fact that the required number of 

multigrid cycles of the former calculation is smaller than that of the latter one. The 

distinction between overall runtime and overall number of multigrid cycles is essential 

when assessing the performance of a newly developed multigrid algorithm, since 

consideration of the number of multigrid cycles alone can lead to misleading conclusions 

on the effectiveness of the method. Further detail on the computational cost of the 

multigrid cycle as a function of the selected number of grid levels can be found in [181]. 

     Using the multigrid error handling strategy highlighted above, one needs a 

mathematical operator to represent the errors or the entire solution estimate of grid level 

𝑖 onto grid level 𝑖 + 1, and also to perform the inverse step, i.e. report the solution error 

estimate or the entire solution obtained on grid level 𝑖 + 1 back onto grid level 𝑖. The first 

operation is achieved by means of the restriction operator and the latter by the 
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prolongation operator. Both operators are described and discussed in the next sections of 

this chapter. 

     Before introducing all the steps of the multigrid cycle, it is necessary to give the 

definitions of the residuals and the numerical error.  Let us consider a system of linear 

equations and denote it by 𝐴𝑢 = 𝑓, where 𝑢 is the sought solution, 𝐴 is a constant 

coefficient square matrix and 𝑓 is the right-hand-side of the system, a constant vector. 

Denoting by 𝑣 an approximation to 𝑢, we can compute the numerical error 𝑒 and the 

residuals 𝑟 as: 

 

 𝑒 =  𝑢 –  𝑣 (6.2.1) 

 𝑟 =  𝑓 −  𝐴 𝑣 (6.2.2) 

 

respectively. One can combine the above equations and rewrite the given system as 

follows: 

 

 𝐴 𝑒 =  𝑟 . (6.2.3) 

Equation (6.2.3) is the residual equation and it plays a crucial role in the multigrid cycle, 

as it allows one to establish a relationship between the residual of the equations and the 

error affecting the solution at each iteration of the smoother. This information enables 

one to obtain the error estimates on each grid level required by the restriction and 

prolongation operators discussed below. Equation (6.2.3) refers to the case in which 

multigrid is used for the solution of linear problems. In the case of nonlinear problems, 

the residual equation has a different form, though the solution strategy of the nonlinear 

multigrid cycle is conceptually the same as that of the linear multigrid iteration. The 

nonlinear multigrid strategy will be explained in section 6.5 of this chapter.  

     The multigrid cycle for linear problems starts by applying one or more sweeps of an 

iterative method on the fine grid, where a new approximation solution 𝑣 is computed and 

its new residual 𝑟 is evaluated. Using a restriction operator, the new residual is then 

transferred to a coarse grid and after solving equation (6.2.3) an estimate error 𝑒 of the 

solution is obtained. Finally this error is transferred back to the fine grid using a 

prolongation operator where it corrects the solution 𝑣 using the equation (6.2.1). 
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Figure 6.2: multigrid cycles  

 

     For both linear and nonlinear problems, two main multigrid cycles exist, namely the 

‘V cycle’ and the ‘W cycle’. The ‘V cycle’ starts on the finest level and travels all the 

grids, applying the selected smoother on each level, until it reaches the coarsest grid. Then 

it travels back until it returns to the finest grid. This sequence of operations forms the 

skeleton of the ‘V cycle’. The ‘W cycle’ is similar to the ‘V cycle’ except for the fact that 

it does two coarsest grid corrections per multigrid iteration. In figure 6.2 one sees the two 

different approaches. The COSA CFD code uses the ‘V cycle’.  

 

 

6.3  Restriction operator 

 

 

The restriction operator, as mentioned above, transfers the solution from a fine to a coarse 

grid. In order to highlight how the restriction operator works, it is convenient to consider 

a one-dimensional problem, in which the unknowns are stored at the nodes of the user-

given grid. In CFD, this approach is known as the cell-vertex scheme. Figure 6.3 depicts 

a fine grid and the corresponding coarse grid. The coarse grid is obtained by removing 

every second point of the fine grid. The figure also shows the initial relationship between 

the nodes of the coarse grid and their counterparts on the fine grid. The simplest restriction 

method is the injection operator. In this case, the only node values of the fine grid 

transferred to the coarse grid are those defined at fine nodes which also exist on the coarse 

grid. The transfer takes place by simply copying or injecting the fine nodal values to their 

corresponding positions on the coarse grid, as shown in figure 6.3. 
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Figure 6.3: 1-d simple injection 

 

An alternative restriction method is the full weighting operator. The information 

transferred from the fine to the coarse grid is reported in figure 6.4. With full-weighting, 

each coarse mesh point receives a contribution from its counterpart on the fine grid (like 

in the injection case), but also receive contributions from the two fine grid nodes adjacent 

to its fine grid counterpart. The three contributions are weighed: the contribution of the 

fine counterpart is ½ and that of the two fine neighbours is ¼. For consistency, the sum 

of the weighting factors should always be equal to one. 

 

 

Figure 6.4: 1-d Full weight restriction 

 

     In the case of two-dimensional problems, the injection operator has the same structure 

of its one-dimensional counterpart: only the solution estimate of the fine grid point which 

also exists on the coarser grid is transferred to the corresponding coarse grid node. The 

principle behind the design of the two-dimensional full weighting restriction operator is 

the same as in the one-dimensional case, but the numerical stencil of two-dimensional 

implementation is expectedly more articulated. In the two-dimensional case information 

from 9 nodes of the fine grid is used to build the restricted solution estimate at each node 

of the coarse grid. The numerical stencil of the two-dimensional full weighting restriction 
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operator is shown in figure 6.5.  

 

 

Figure 6.5: full weighting restriction operator for two-dimensional 

cell-vertex schemes 

 

Here the fine grid is defined by both the solid and the dashed lines, whereas the 

represented portion of the underlying coarse grid is defined by the dashed lines only. In 

other words, all 9 blue circles are grid vertices of the fine grid, whereas only the central 

cycle is the vertex of the underlying coarse grid. The sketch also reports the weights by 

which the 9 fine grid nodal values have to be scaled to build the coarse grid central node 

estimate of the solution. Such an estimate is therefore a linear combination of the 9 fine 

grid values. Note that also in the present two-dimensional case, the sum of the weights is 

one for consistency. 

     The sketch of figure 6.5 refers to the case in which the unknowns are defined at the 

vertices of the user-given grid. Such circumstance arises when the differential form of a 

set of governing equations is space-discretised using a finite-difference approach, or when 

the integral form of a set of governing equations is space-discretised using a cell-vertex 

finite volume approach. Alternative, the integral form of a set of governing equations like 

the Navier-Stokes equations, can be space-discretised using a cell-centred finite volume 

approach. In this case, the unknowns are stored at the centres of the cells or finite volumes 

defined by the user-given grids. In the case of multigrid solvers applied to the solution of 

the Euler and Navier-Stokes equations space-discretised with a cell-centred finite volume 

scheme, the full-weighting restriction operator reported for the cell-vertex case is often 

replaced by a simpler weighted restriction operator, whereby only four fine grid cells are 

used. 

     In this case, the four fine grid cell volumes, to which the fine grid cell centre values 

used to build the coarse grid cell centre values refer, are the weights of this weighted 
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restriction operator. The structure of this weighted restriction is essentially that of the 

injection restriction operator. The numerical stencil of this weighting cell-centred 

restriction operator is sketched in figure 6.6, where the blue circles denote the cell centres 

of the four fine grid cells enclosed by the dash lines, and the red circle denotes the cell 

centre of the coarse grid cell enclosed by the solid lines. 

 

 

Figure 6.6: weighted restriction operator for two-dimensional 

cell centred schemes 

 

Denoting by �̂� solution estimates, 𝑉  cell volumes, superscript ℎ fine grid variables and 

superscript 2ℎ coarse grid variables, the mathematical form of this weighted operator is: 

 

 

�̂�𝑖,𝑗
2ℎ  

=  
𝑉𝑖,𝑗
ℎ  �̂�𝑖,𝑗

ℎ  +  𝑉𝑖,𝑗+1
ℎ  �̂�𝑖,𝑗+1

ℎ  + 𝑉𝑖+1,𝑗
ℎ  �̂�𝑖+1,𝑗

ℎ  + 𝑉𝑖+1,𝑗+1
ℎ  �̂�𝑖+1,𝑗+1

ℎ

𝑉𝑖,𝑗
2ℎ  . 

(6.3.1) 

 

     As discussed below, the use of multigrid for solving nonlinear problems like Euler and 

Navier-Stokes equations results in the necessity to transfer also fine grid residuals to the 

coarse grid, not only the fine grid solution estimate �̂�ℎ
 . Two different ways for 

transferring fine grid residuals to the coarse grid have been developed and tested in this 

work. The first approach consists of summing the residuals of the four fine grid cells 

forming the cell of the coarser grid level to obtain the restricted residual on the coarse 

grid. This operation amounts to applying the injection restriction operator to obtain the 

coarse grid residuals from the fine grid residuals. The mathematical form of this operator 

is given by equation (6.3.2), where the symbol �̂� denotes residuals.  

 

𝑉𝑖,𝑗+1
ℎ  𝑉𝑖+1,𝑗+1

ℎ  

𝑉𝑖+1,𝑗
ℎ  𝑉𝑖,𝑗

ℎ  𝑉𝑖+1,𝑗
2ℎ  
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 �̂�𝑖,𝑗
2ℎ  =  �̂�𝑖,𝑗

ℎ  +  �̂�𝑖,𝑗+1
ℎ  + �̂�𝑖+1,𝑗

ℎ  + �̂�𝑖+1,𝑗+1
ℎ  . (6.3.2) 

 

A graphical representation of the set of performed operations is provided in figure 6.7. 

 

 

Figure 6.7: residual injection operator 

 

The second residual restriction approach is a new high-ordered restriction operator [61], 

the stencil of which is reported in figure 6.8. Using this operator, the coarse grid residual 

is calculated using 12 fine grid residuals rather than four fine grid residuals. The coarse 

grid residual computed by the new higher order restriction operator is: 

 

 

�̂�𝑖,𝑗
2ℎ  =  

1

16
 (9 �̂�𝑖,𝑗

ℎ  +  9 �̂�𝑖,𝑗+1
ℎ  + 9 �̂�𝑖+1,𝑗

ℎ  + 9 �̂�𝑖+1,𝑗+1
ℎ  

+ 3 �̂�𝑖−1,𝑗
ℎ

+  3 �̂�𝑖−1,𝑗+1
ℎ  + 3 �̂�𝑖,𝑗−1

ℎ  + 3 �̂�𝑖,𝑗+2
ℎ  + 3 �̂�𝑖+1,𝑗−1

ℎ

+  3 �̂�𝑖+1,𝑗+2
ℎ  + 3 �̂�𝑖+2,𝑗

ℎ  + 3 �̂�𝑖+2,𝑗+1
ℎ  + �̂�𝑖−1,𝑗−1

ℎ

+  �̂�𝑖−1,𝑗+2
ℎ  + �̂�𝑖+2,𝑗−1

ℎ  + �̂�𝑖+2,𝑗+2
ℎ ) 

(6.3.3) 
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and a graphical representation of this operator is provided in figure 6.8. It is shown that, 

when the higher order restriction is used, residual boundary values of the fine mesh are 

required in order to compute the coarse grid residuals in the cells adjacent to the domain 

boundaries.  

 

 

Figure 6.8: 2-d residual high-weighted restriction operator 

 

Numerical experiments have shown that the choice of fine grid boundary cell residuals 

that gives the best numerical stability is:   

 

 �̂�𝑤
  =  − �̂�1

  (6.3.4) 

where �̂�1
  is the residual of the interior cell adjacent to the wall. The use of equation (6.3.4) 

results in a reduction of the residuals in the wall proximity. It has been observed that the 

main effect accounting for the good convergence rate of the turbulent multigrid solver 

accomplished by using equation (6.3.4) is the reduction of the residual of 𝜔. A sharp 
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gradient of 𝜔 and its residual near the wall is always observed near the wall. Equation 

(6.3.4) reduced the gradient of 𝜔 and its residuals on the coarser grid levels, and this has 

a beneficial effect on the convergence of the turbulent multigrid solver. On the other hand, 

since the accuracy of the final solution is unaffected by the approximations made on the 

coarser grid levels, the use of equation (6.3.4) does not spoil the accuracy of the computed 

solution. At fine grid far-field boundaries, the residual boundary condition adopted for 

the high-order residual restriction is instead:  

 

 �̂�𝑓𝑎𝑟
  =  �̂�1

  . (6.3.5) 

 

The reason for not reducing the fine grid boundary residual weight at far-field boundaries 

is that such residuals have a negligible impact on the rate of convergence. This happens 

because the residuals close to the far field and also their gradients are very small compared 

to the residuals close to the wall. 

     For the high Reynolds number flow analyses performed in this study and reported later 

in the thesis, it has been found that the use of the higher order restriction operator greatly 

improves numerical stability with respect to the simpler injection operator provided by 

equation (6.3.2). In most high-Reynolds number flow problems, the sought solution could 

be computed only by using the higher order restriction as the CFD code featuring the 

injection operator was unstable. Moreover, for cases in which both the injection and the 

higher order restriction worked, it was often found that the convergence rate of the code 

featuring the higher order restriction was higher than that of the code featuring the 

injection operator. 

 

 

6.4  Prolongation operator 

 

 

The prolongation operator serves the purpose of transferring or interpolating the solution 

from a coarse grid to a fine grid. Taking a one-dimensional cell-vertex example for 

simplicity, the method to transfer a coarse grid solution to the fine grid is a linear 

interpolation. Using this approach, the value at a fine grid node which also exists in the 

coarse grid is taken to be the coarse grid value. The value at a fine grid point which does 
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not exist in the coarse grid, conversely, is taken to be the arithmetic average of the two 

coarse grid points to the left and the right of the coarse grid point which exists also on the 

fine grid. The weights of this one-dimensional full-weighting prolongation are reported 

in figure 6.9. 

 

 

Figure 6.9: full-weighting prolongation for one-dimensional problems 

 

For two dimensional cell-vertex problems the prolongation operator transfers information 

from the coarse grid point that exists also on the fine grid to its fine grid counterpart and 

to the 9 neighbouring points of its fine grid counterpart. The stencil of this operator is 

shown in figure 6.10. 

 

 

Figure 6.10: full-weighting prolongation for two-dimensional 

cell-vertex problems 

 

In this figure, the dashed and solid lines define the fine grid cells, whereas the dashed 

lines define the grid lines of the coarse grid. The numbers next to each line shows the 

local weight factor between the fine and the coarse mesh functions. In the case of cell-

centred finite volume grids the constant weight factors are often replaced by local volume 

weights. The prolongation operator that has been implemented in the turbulent multigrid 



6.4 Prolongation operator 

126 

 

solver used in this research is a constant-weight bilinear interpolation. This prolongation 

operator uses four coarse grid values to compute the fine grid solution (or a correction to 

the fine grid solution estimate in the case of nonlinear problems). The weighing values of 

each cell can be seen from the figure 6.11. 

 

 

Figure 6.11: bilinear prolongation for two-dimensional cell-

centred problems 

 

 

6.5  Multigrid for nonlinear problems 

 

 

The typical form of nonlinear problems is 𝐴(𝑢) = 𝑓, where 𝐴 denotes a system of 

nonlinear equations, 𝑢 is the array of unknowns, and 𝑓 is a constant vector. The numerical 

error is defined by equation (6.2.1) and the residuals can be found using the equation: 

 

 𝑟 =  𝑓 −  𝐴(𝑣). (6.5.1) 
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However, for nonlinear problems equation (6.2.3) is no longer valid, as the equations are 

nonlinear, and for this reason the residual equation has a different form defined as: 

 

 𝐴 (𝑢)  −  𝐴 (𝑣)  =  𝑟  (6.5.2) 

and 

 𝐴 (𝑣 + 𝑒) −  𝐴 (𝑣)  =  𝑟 . (6.5.3) 

 

As one sees from equation (6.5.3) it is not possible to compute the numerical error directly 

(solve the system of equation (6.2.3)) and use it to correct the approximate solution of the 

fine grid, as, due to nonlinearity, the set of expressions 𝐴(𝑢) cannot be written as the 

product of a constant-coefficient matrix and the unknown array 𝑢. There are two main 

approaches one can use to circumvent this difficulty. The first approach is the so-called 

Newton’s method [158], which linearizes the equations and makes them suitable for the 

linear multigrid algorithm, whereas the second approach is the so-called full 

approximation scheme (FAS), which applies the multigrid algorithm directly to the 

nonlinear equations. In this study the second method has been used and will be explained 

in detail in the following paragraphs. 

     The FAS multigrid cycle for nonlinear problems starts by applying one or more sweeps 

of an iterative method on the fine grid where a new approximation 𝑣 to the sought solution 

is computed, and its new residual 𝑟 is evaluated, similar to the linear problem case. Using 

a restriction operator, the new residual is then transferred to a coarser grid, like in the 

linear multigrid algorithm, and represents the right hand side of the equation. However, 

due to the nonlinearity of the system 𝐴 it is not possible to compute the numerical error 

directly on the coarse grid, using only the restricted residuals. For this reason one has to 

transfer the approximate solution 𝑣 computed on the fine grid to the coarser grid with a 

suitable restriction operator. If one considers the restriction operators 𝐼ℎ
2ℎ and 𝐼ℎ

2ℎ which 

transfer the solution 𝑣 and the residuals 𝑟, respectively, from a fine to a coarse grid then 

equation (6.5.3) can be written as: 

 

 𝐼ℎ
2ℎ{𝐴(𝑣 + 𝑒) −  𝐴(𝑣)}  =  𝐼ℎ

2ℎ{𝑟} (6.5.4) 

or, 

 𝐼ℎ
2ℎ{𝐴(𝑤)}  =  𝐼ℎ

2ℎ{𝑟}  +  𝐼ℎ
2ℎ{𝐴(𝑣)} (6.5.5) 

or, 



6.5 Multigrid for nonlinear problems 

128 

 

 𝐴2ℎ(𝑤2ℎ)  =  𝑟2ℎ  +  𝐴2ℎ(𝑣2ℎ) (6.5.6) 

where symbol ℎ denotes that the discrete equations are considered on the fine mesh, which 

is that on which the solution is sought. This symbol will be used as a subscript or 

superscript in order to indicate the mesh on which the operators or the solutions will be 

defined. The right hand side of the equation (6.5.6) is known and the symbol  𝑤2ℎ on the 

left hand side of the same equation is the new array of unknowns of the system on the 

coarser grid. After several sweeps of an iterative method on the coarse mesh a new 

approximation solution 𝑤2ℎ is computed and it can be used to compute the numerical 

error 𝑒 by calculating the difference between the new computed solution 𝑤2ℎ and the 

restricted solution 𝑣ℎ from the fine mesh as: 

 

 𝑒2ℎ  =  𝑤2ℎ  −  𝐼ℎ
2ℎ 𝑣ℎ . (6.5.7) 

 

One can transfer the numerical error computed on the coarse mesh using a prolongation 

operator and then correct the fine mesh solution using the followed equation: 

 

  𝑢ℎ = 𝑣ℎ + 𝐼2ℎ
ℎ {𝑤2ℎ − 𝐼ℎ

2ℎ𝑣ℎ} . (6.5.8) 

 

     As explained in chapter 5, the large system of algebraic equations, resulting from the 

space-discretisation of the flow and turbulence model equations, is expressed by equation 

(5.2.5). Applying the abovesaid FAS-MG method on the RANS and SST turbulence 

equations, the equation (5.2.5) is expressed as:  

 

 
𝜕�̂�ℎ
𝜕𝜏

= −
1

𝑉ℎ
�̂�ℎ(�̂�ℎ) (6.5.9) 

 

where symbol ℎ denotes the fine grid, the entries of the array �̂�ℎ represent the unknown 

flow variables at the cells centres of the discretized physical domain and the array �̂�ℎ 

stores the cell residuals. Following the above procedure, one has to apply one or more 

sweeps of the RK integration (5.2.31) where the new solution �̂�ℎ
𝑙+1 is computed and its 

new residual �̂�ℎ
𝑙+1 is evaluated. The new solution is then transferred to a coarse grid using 

the restriction operator (6.3.1): 
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 �̂�2ℎ
(0)
= 𝐼ℎ

2ℎ�̂�ℎ
𝑙+1 (6.5.10) 

where symbol 2ℎ denotes the coarse grid and 𝐼ℎ
2ℎ is the restriction operator. The restricted 

solution �̂�2ℎ
(0)

 is then used at the 1st stage of the RK cycle where the new residuals �̂�2ℎ
(0)

 

are evaluated. In addition, the residuals of fine grid �̂�ℎ
𝑙+1 are also transferred to the coarser 

grid using the restriction operator (6.3.3). The difference between the residuals �̂�ℎ
𝑙+1, 

transferred from fine mesh, and the residuals computed on the coarser mesh �̂�2ℎ
(0)

 is the 

so-called forcing function. This source term is required in order to maintain the accuracy 

of the new system in the coarse mesh and to guarantee that the residuals used in the coarse 

mesh are those from the fine mesh. The expression of the forcing function is equal to: 

 

 𝑓𝑀𝐺 = 𝐼ℎ
2ℎ�̂�ℎ

𝑙+1 − �̂�2ℎ
(0) . (6.5.11) 

 

This source term is computed after the restriction operator and only for the first RK step 

of the first iteration of the equation (5.2.31). The equations on the coarse grid are then 

smoothed using the RK scheme, where after several sweeps, an approximation of the 

correction 𝛥�̂�2ℎ is obtained at a reduced computational cost, since there are fewer mesh 

points, and its expression is: 

 

 𝛥�̂�2ℎ
 = �̂�2ℎ

𝑙+1 − �̂�2ℎ
(0)
 . (6.5.12) 

 

Finally the correction 𝛥�̂�2ℎ
  is transferred back to fine mesh in order to generate a new 

approximation of the solution: 

 

 �̂�ℎ
 = �̂�ℎ

𝑙+1 + 𝐼2ℎ
ℎ 𝛥�̂�2ℎ

  (6.5.13) 

 

where 𝐼2ℎ
ℎ  is the prolongation operator described in section 6.4.  
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6.6  Technicalities on the application of multigrid to 

RANS and SST equations 

 

 

While MG methods are well defined in a mathematical sense, their efficient application 

to the RANS equations with two-equation turbulence models is rather difficult [64]. There 

are two basic approaches to the incorporation of the turbulence models in MG methods. 

The first one is named Mean-flow multigrid (MF-MG) and the second one Fully-coupled 

multigrid (FC-MG). 

     In MF-MG, the mean-flow equations are solved on all grid levels, while the turbulence 

model equations are integrated only on the finest grid where the solution is sought, as in 

single-grid computations. In this approach, turbulence variables are simply injected into 

coarser grids, where they are frozen. This allows bypassing the numerical difficulties 

arising from the destabilizing effects produced by the source terms of the turbulence 

model. However, insufficient acceleration of the turbulence transport equations, due to a 

partial use of single-grid computations in MF-MG, may result in an overall reduction of 

convergence rate.  

     In FC-MG approaches, both the mean-flow and the turbulence model equations are 

solved on all grid levels, however FC-MG implementation is far from being 

straightforward. Usually, stabilization techniques are used to damp numerical difficulties 

encountered in the integration of turbulence transport equations on coarse grid levels of 

the MG solution. In early stages of the simulation, the fine grid residual values are large. 

As a result, high mean-flow gradients may appear on coarse grid levels, with the potential 

of causing excessive values in the source terms of the turbulence model. Moreover, the 

accuracy of strongly non-linear source terms cannot be fully preserved on coarse grid 

levels, possibly leading to divergence or inaccurate coarse grid correction. To improve 

stability, turbulence source terms are computed only on the fine grid, and then restricted 

into coarser grid levels where they are frozen. This technique is commonly termed source-

term freezing. Some researchers, instead of applying source-term freezing, only employ 

turbulence viscosity freezing on coarse grid levels in order to increase stability of the 

coupling mechanism between the mean-flow and turbulence variables.  

     In some cases, straightforward applications may lead to loss of positivity of fine grid 

turbulence variables, namely the turbulent kinetic energy 𝐾 and the dissipation rate 𝜔. 

For this reason the multigrid algorithm which solves jointly the RANS and turbulence 
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equations requires a positivity preserving scheme. Positivity-preserving difficulties 

within MG may arise in the smoothing (relaxation) and prolongation stages. Inappropriate 

numerical treatment of turbulence equations may result in non-physical values of 

turbulence variables, leading to inefficient fine grid correction and to loss of multigrid 

robustness. In this study, at the end of each stage of RK integration, if the values of 

turbulence kinetic energy or dissipation rate are less than a minimum positive value then 

they are forced to be equal to that minimum positive value. This positivity scheme is 

applied on all grid levels. In addition, when using MG, the residuals of the 𝜔 equation are 

limited before being restricted to a coarser grid, as proposed in [59]: 

 

 𝑅𝜔
∗ = 𝑅𝜔 −𝛭𝛢𝛸 (0,

(𝜌𝜔)𝑚𝑖𝑛 − (𝜌𝜔)

𝛥𝜏
) 

(6.6.1) 

 

 

where the 𝑅𝜔
∗  is the new smoothed residual and the (𝜌𝜔)𝑚𝑖𝑛  depends on the production 

term as: 

 

 (𝜌𝜔)𝑚𝑖𝑛 = 𝛾𝜌√𝑃𝑑  . (6.6.2) 

 

The turbulent viscosity is computed on each grid level, but the production terms 𝑃𝑑 and 

𝛥+ are computed only on the finest grid level and reported to coarser levels by using the 

restriction operator. Moreover, equation (6.5.13) does not prevent the turbulence 

variables from becoming negative and it is possible that the coarse grid correction of the 

turbulence variables on the fine-grid lead to non-physical negative values. This issue 

arises mainly in the first few near-wall cells. A common technique to avoid this issue in 

the prolongation stage is to employ artificial fixes by either allowing only positive 

increments, or by locally neglecting corrections that cause loss of positivity. In this study 

a limiter has been developed to guarantee the positive values of the turbulence variables. 

Using such a limiter, the equation (6.5.13) is modified as follows: 

 

 
�̂�ℎ
 = �̂�ℎ

𝑙+1 +
𝐼2ℎ
ℎ 𝛥�̂�2ℎ

 

1 − 𝛽min
 
(
𝐼2ℎ
ℎ 𝛥�̂�2ℎ

 

�̂�ℎ
𝑙+1 , 0)  

 
(6.6.3) 

 

where 𝛥�̂�2ℎ is the correction. Note that this limiter reduces the value of the correction 
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𝐼2ℎ
ℎ 𝛥�̂�2ℎ

 only when it is negative. Parameter 𝛽 affects the level of reduction that will be 

applied to the correction. Eliasson and Wallin [61] proved that the value of 𝛽 has very 

small influence on the convergence rate and should for most cases be greater than 10 for 

robustness reasons. In this work we set 𝛽 equal to 100. When the value of the correction 

𝐼2ℎ
ℎ 𝛥�̂�2ℎ

  becomes small compared to the solution �̂�ℎ
𝑙+1, and only if it is negative, then the 

reduction of the correction 𝐼2ℎ
ℎ 𝛥�̂�2ℎ

  forced by the limiter (6.6.3) becomes small. The 

higher order restriction combined with the new correction-limiter has substantially 

improved the robustness of the turbulent MG code used in this research. Oscillations 

which were obvious in the turbulent viscosity profiles for a variety of test cases have now 

disappeared. Results relative to the stability of the turbulent multigrid method can be 

found in chapter 7 “Validation”. 
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Chapter 7 

VALIDATION 

 

This chapter outlines numerical results computed for three external flow problems. Firstly 

a steady turbulent flat plate boundary layer is considered: the numerical solution of COSA 

is compared with available theoretical results. The second test case is the NACA4412 

airfoil in a subsonic turbulent flow featuring a flow reversal in the rear portion of the 

suction side. The COSA solution has been compared to available detailed hot-wire 

boundary layer measurements. The third test case is a transonic flow field past the 

RAE2822 airfoil. This transonic flow field is characterized by a significant 

shock/boundary layer separation interaction on the suction side of the airfoil, and such an 

interaction causes a boundary layer separation in this area. In all test cases, comparison 

between Wilcox’s and Menter’s wall boundary condition for the turbulent quantity 𝜔 are 

presented. It is highlighted that the solution variations due to particular choices of this 

boundary condition are often larger than those caused by the use of different turbulence 

models. The chapter also presents comparisons of the numerical solutions obtained by 

using either a first- or a second-order accurate space-discretization of the two turbulence 

model equations. This analysis highlights that significant differences between the 

solutions obtained by using either approach exist in the case of both subsonic and 

transonic flow problems. This is an important result, since available literature on this 

aspect points to the fact that the use of a second order rather than first order discretisation 

of the turbulent equations is more important for transonic flows with shocks. Finally the 

convergence rate of the residuals for all test cases is examined to highlight the significant 

convergence and stability improvements obtained by using the high-order restriction 

operator and the other turbulent multigrid adjustments presented in chapter 6. 
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7.1  Steady turbulent flat plate 

 

 

The turbulent flow over a flat plate leading to the formation of a turbulent boundary layer 

is considered. The computational domain is rectangular and the flat plate lies on the lower 

horizontal boundary. The leading edge (LE) of the flat plate is in the origin of the 

Cartesian system, and its trailing edge (TE) is at 𝑥 = 1, where the (vertical) outlet 

boundary is positioned. The inlet boundary is at 𝑥 = −1/3, and the upper horizontal side 

is a far-field boundary positioned at 𝑦 = 1. The mesh can be seen in figure 7.1.  

 

Figure 7.1: Grid for turbulent flat plate. 

 

The adopted Cartesian grid is a 2-block grid and it has 384 mesh intervals along 𝑦, and 

the size of these intervals increases from the lower horizontal boundary to the upper 

horizontal boundary starting from a minimum value of 2.5 ×  10−7 with  𝑦+ always less 

than 1. The grid has 256 equal mesh intervals along 𝑥, where 192 are on the flat plate and 

64 in the space between the LE and the inlet boundary. The free-stream Reynolds number 

𝑅𝑒 is 6 × 106, and the free-stream Mach number is 𝑀∞ = 0.2. All simulations have been 

performed using the so-called improved auxiliary state far-field BCs for internal flows 

[69] on the vertical left and right boundaries of the computational domain, and a standard 

external-flow far-field condition on the top horizontal boundary [81]. Symmetry 

conditions are imposed on the portion of the lower horizontal boundary between the inlet 

boundary and the LE of the flat plate, and a no-slip condition is applied on the flat plate. 
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The turbulent intensity at far-field boundary is equal to 1% and the ratio 𝜇𝛵/𝜇 is set 

to 10−4. Mesh refinement analyses conducted for each of the modelling set-ups discussed 

below have revealed that the solution computed with the grid defined above presents 

negligible differences from the solution computed by using grids with substantially higher 

spatial refinement.  

     This turbulent flow field has been computed using both the 𝐾 − 𝜔 and the SST 

turbulence models using a second order upwind scheme for all equations. The multigrid 

method has been applied to the system of governing equations in order to increase the 

convergence rate of the residuals. Moreover a high order restriction operator (6.3.3) is 

used to transfer the residual from a fine grid to a coarser grid and a limiter is added to the 

prolongation operator, defined by equation (6.6.3), in order to guarantee the positive 

values of the turbulence variables. Three multigrid levels with V-cycle have been used in 

all computations where for each multigrid cycle 5 RK iterations have been performed on 

the first level, 5 RK iterations on the second level and 2 RK iterations on the coarsest 

level. All computations started from a freestream flow initialisation and used 𝐶𝐹𝐿 = 4. 

The total number of multigrid cycles was set to 2500. For each turbulence model, three 

analyses have been performed, one computing 𝜔𝑤 with Wilcox’s model (equation (2.6.1)) 

and 𝑆𝑅 = 100, one computing 𝜔𝑤 with Menter’s model (equation (2.6.7)), and one 

computing 𝜔𝑤 with equation (2.6.1) and  𝑆𝑅 = 2500, as proposed in [82]. The four 

profiles of the non-dimensionalized velocity component parallel to the flat plate on a line 

orthogonal to the flat plate itself at 𝑥 = 0.5, computed with 𝐾 − 𝜔 and 𝑆𝑆𝑇 analysis using 

either equation (2.6.1) with  𝑆𝑅 = 100 or equation (2.6.7), are reported in the top left 

subplot of the figure 7.2.  

     The variable on the horizontal axis is the logarithm in base 10 of 𝑦+, the 

nondimensionalized wall distance, and its expression is given by equation (2.6.9). The 

variable on the vertical axis is 𝑢+ the non-dimensionalized velocity component 𝑢| | 

parallel to the wall, which, in this case, is the 𝑥-component of the velocity vector. Its 

expression is 𝑢+ = 𝑢| | /𝑢𝜏. The subplot also reports Spalding’s profile, which is a power-

series interpolation of experimental data joining the linear sub-layer to the logarithmic 

region of the turbulent boundary layer occurring on a flat plate in the absence of a stream-

wise pressure gradient [74]. It is observed that the velocity profiles computed with either 

turbulence model using equation (2.6.7) (profiles labelled ‘SST, mentw’ and ‘𝐾 − 𝜔, 

mentw’) are very close to each other, and are both fairly close to Spalding’s profile. The 

velocity profiles computed with either turbulence model using equation (2.6.1) with  𝑆𝑅 =

100 (profiles labelled ‘SST, wlc0w’ and ‘𝐾 − 𝜔, wlc0w’) are also very close to each 
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other, but are farther away from the Spalding’s estimate with respect to the solutions 

obtained with (2.6.7).  

 

 

Figure 7.2: Turbulent flat plate analysis. Top Left: comparison of Spalding’s velocity 

profile and velocity profiles at 𝒙 = 𝟎.𝟓 computed with 𝑲 − 𝝎  and SST models using 

Wilcox’s (𝑺𝑹 = 𝟏𝟎𝟎) and Menter’s wall BC. Top Right: comparison of theoretical skin 

friction coefficient (𝒄𝒇) and 𝒄𝒇 computed with 𝑲−𝝎 and SST models using Wilcox’s 

(𝑺𝑹 = 𝟏𝟎𝟎) and Menter’s wall BC. Bottom left: comparison of Spalding’s velocity 

profile and velocity profiles at 𝒙=0.5 computed with 𝑲 −𝝎  and SST models using 

Wilcox’s (𝑺𝑹 = 𝟐𝟓𝟎𝟎) and Menter’s wall BC. Bottom Right: comparison of 

theoretical 𝒄𝒇 and 𝒄𝒇 computed with 𝑲−𝝎 and SST models using Wilcox’s (𝑺𝑹 =

𝟐𝟓𝟎𝟎) and Menter’s wall BC. 

 

The skin friction coefficient 𝑐𝑓 along the flat plate obtained with these four simulations is 

reported along the vertical axis of the top right subplot of figure 7.2. The theoretical 

estimate for this problem ((𝑐𝑓)𝑡ℎ𝑒𝑜𝑟𝑦
= 0.025 ∗ (𝑅𝑒𝑥)

−
1

7) is also reported for reference. 
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One notices that the differences between the 𝑐𝑓 profiles obtained by using the two 

turbulence models with the same wall BC are of the same order of magnitude as those 

observed when using one turbulence model with two different wall BCs, and this 

highlights the impact of the adopted condition for 𝜔𝑤 on the computed solution.     The 

velocity profiles obtained with the 𝐾 − 𝜔 and SST simulations using either equation 

(2.6.1) with 𝑆𝑅 = 2500 or equation (2.6.7) are presented in the bottom left subplot of 

figure 7.2, where use of the former condition is denoted by the label ‘wlc1w’. The bottom 

left subplot highlights that the four velocity profiles are substantially closer to each other 

than in the top subplot and this occurs because the rescaled Wilcox’s wall BC yields wall 

values of 𝜔 closer to those of Menter’s condition. The same conclusion holds for the 𝑐𝑓-

profiles of the bottom right subplot. The differences between the two solutions obtained 

using a given turbulence model with either equation (2.6.1) or equation (2.6.7) with  𝑆𝑅 =

2500 are significantly smaller than those between the former solution and that obtained 

with equation (2.6.7) with 𝑆𝑅 = 100. The remaining significant differences between the 

computed 𝑐𝑓 profiles for a given wall BC and use of either turbulence model are likely to 

be caused by structural differences between the turbulence models, such as the lower 

sensitivity of the SST model to the free-stream value of 𝜔. The theoretical value of the 

drag coefficient 𝐶𝐷 for the considered configuration is 3.14 × 10−3, whereas the values 

of 𝐶𝑑 obtained with the six presented simulations are reported in table 7.1, and these data 

emphasize again the impact of the wall BC for 𝜔 on the computed viscous drag. 

 

BC SST 𝐾 − 𝜔 

wlc1w 3.13 × 10−3 3.35 ×  10−3 

wlc0w 3.29 × 10−3 3.52 ×  10−3 

mentw 

theory                  

3.09 × 10−3 

3.14 × 10−3 

3.31 ×  10−3 

3.14 ×  10−3 

 

Table 7.1: Flat plate drag coefficient computed with 𝑲 −

𝝎 and SST turbulence models using different wall 

boundary conditions for 𝝎. 

 

     The convergence histories of the four RANS PDEs and the two turbulence model 

PDEs of the SST analysis using equation (2.6.7) are reported in the left subplot of figure 
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7.3, whereas the six convergence histories of the SST analysis using equation (2.6.1) with 

 𝑆𝑅 = 2500 are shown in the right subplot of the same figure.  

 

 

Figure 7.3: Convergence histories of turbulence SST analysis of flat plate using 

Wilcox’s BC (𝑺𝑹 = 𝟐𝟓𝟎𝟎). 

 

The variable on the horizontal axis is the number of MG cycles, and the variable 𝛥𝑙𝑟 on 

the vertical axis is the logarithm in base 10 of the root mean square (RMS) of the cell 

residuals of the considered conservation equation normalized by the RMS of the cell 

residuals at the first MG iteration. The convergence histories of the simulation based on 

equation (2.6.1) are fairly oscillatory, and the overall reduction of the residuals is smaller 

than that achieved by the simulation based on equation (2.6.7). This is due to the 

difference in the estimates of the strong stream-wise gradient of 𝜔𝑤 at the LE on the fine 

and coarser grids, caused by insufficient spatial resolution in the stream-wise direction of 

the coarser grids. This circumstance results in oscillations of the flow residuals strictly 

localized to the LE of the flat plate. As expected, this problem does not occur without 

MG. This phenomenon is also absent when using equation (2.6.7) with or without MG, 

as this condition does not introduce any significant stream-wise gradient of 𝜔 at the wall 

on any grid level. For flow problems featuring rounded LEs, the oscillatory character of 

the convergence histories of the turbulent MG solver based on the boundary condition 

(2.6.1) is less pronounced than in the right subplot of figure 7.3. This is because of the 

smaller stream-wise gradients of 𝜔𝑤 associated with the use of equation (2.6.1) with 

respect to the flat plate problem, where the sharp LE essentially leads to a flow singularity. 

It is also expected that increasing the stream-wise grid refinement in the wall proximity 

reduces the residual oscillations under analysis, and preliminary numerical tests of this 
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research appear to confirm this hypothesis. Therefore, in view of its previously discussed 

advantages, the wall BC (2.6.1) with  𝑆𝑅 = 2500 has been used for all simulations 

presented in the chapter 8, unless otherwise stated. 

 

 

7.2  Steady NACA4412 

 

 

In this section, the turbulent flow field past the NACA4412 airfoil corresponding to the 

condition of maximum lift is considered. The free-stream Mach number is 0.2, and the 

AoA is 13.87𝑜. The Reynolds number based on the airfoil chord and the free-stream 

velocity is 1.52 × 106. This operating regime is characterized by a flow reversal in the 

rear part of the airfoil suction side. Detailed hot-wire boundary layer measurements have 

been performed at NASA Ames and reported in [182]. Similar numerical studies have 

been carried out by Menter [40] and Moryossef [179] more recently. Other studies can be 

found here [64, 183]. The C-grid adopted for the flow simulations reported below is that 

available on the web site of the NASA CFD code CFL3D [184]. This grid is a 2-block 

grid and it has 177 points along the airfoil, 41 points in the C-cut, and 81 points in the 

normal-like direction, giving 20,480 cells (figure 7.4). The far-field boundary is at about 

20 chords from the airfoil, and the distance of the first grid points off the airfoil surface 

from the airfoil surface is  4.0 × 10−3% of the chord with  𝑦+ always less than 1. The 

turbulent intensity at the far-field boundary is equal to 1% and the ratio 𝜇𝛵/𝜇 is set 

to 10−4. In order to further assess the impact of the wall BC for 𝜔 on the accuracy of the 

computed solution, three analyses have been performed, one computing 𝜔𝑊 with 

Wilcox’s condition (2.6.1) with  𝑆𝑅 = 2500, one using equation (2.6.1) with  𝑆𝑅 = 100, 

and one computing 𝜔𝑊 with Menter’s condition (2.6.7). The turbulent flow field under 

investigation has been computed using only the SST turbulence model making use of both 

second and first order upwind schemes. The Multigrid method has been applied to the 

system in order to increase the speed of the computational time making use of the low 

(6.3.2) and high (6.3.3) order restriction operators. Bilinear interpolation is used for the 

prolongation operator. Three multigrid levels with V-cycle have been used in all 

computations where for each multigrid cycle, 5 RK iterations have been done on the first 

level, 5 RK iterations on the second level and 2 RK iterations on the coarsest level. All 
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computations started from freestream values using 𝐶𝐹𝐿 = 1 and the total number of 

multigrid cycles was set to 2500.  

 

 

Figure 7.4: Grid for NACA4412. Top left plot: computational area. Top right plot: 

airfoil area. Bottom left plot: leading edge area. Bottom right plot: trailing edge 

area. 

 

     Figure 7.5 presents the comparison between measured and numerical results for the 

static pressure coefficient around the airfoil surface. For both the experimental and 

computed results, the variable 𝑥/𝑐 along the horizontal axis denotes the position along 

the airfoil chord, and the variable 𝑐𝑝 along the vertical axis denotes the static pressure 

coefficient on the airfoil surface. The computed results labelled ‘wlc1w’ are those 

obtained using Wilcox’s wall BC with 𝑆𝑅 = 2500, the computed results labelled ‘wlc0w’ 
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are those obtained using Wilcox’s wall BC with 𝑆𝑅 = 100, and the computed results 

labelled ‘mentw’ are those obtained using Menter’s wall BC.  

 

Figure 7.5: Turbulent flow past NACA4412 airfoil at 

 𝐴𝑜𝐴 = 13.87𝑜 , 𝑅𝑒 = 1.52 × 106 and 𝑀 = 0.2. 

Comparison of measured static pressure coefficient 

(labelled ‘exp’) and numerical results computed with 

SST turbulence model using Wilcox’s wall BC with 

𝑆𝑅 = 2500 (profiles labeled ‘wlc1w’), Wilcox’s wall 

BC with 𝑆𝑅 = 100 (profiles labelled ‘wlc0w’) and 

Menter’s wall BC (profiles labelled ‘mentw’). 

 

The numerical results for the static pressure coefficient on the surface of the airfoil, using 

all the different wall boundary conditions, are in very good agreement with the 

experimental data. The choice of the first or second order discretisation scheme for the 

turbulent equations had a negligible impact on the computed static pressure coefficient. 

     The six subplots of figure 7.6 present the comparison between measured and computed 

velocity profiles at the six chord-wise positions using a second order upwind scheme for 

the turbulent equations. The position of the profiles reported below is indicated by the 

value of the 𝑥/𝑐 variable reported in each subplot.  For both experimental and computed 

results, the variable 𝑦/𝑐 along the vertical axis denotes the distance from the airfoil, 

measured along a line orthogonal to the chord and intersecting the chord at the indicated 
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value of 𝑥/𝑐. The variable 𝑢/𝑢∞ along the horizontal axis denotes the velocity 

component parallel to the chord taken along the above said line orthogonal to the chord 

itself and non-dimensionalized by the free-stream velocity 𝑢∞.  

 

 

Figure 7.6: Turbulent flow past NACA4412 airfoil at 𝐴𝑜𝐴 = 13.87𝑜 , 𝑅𝑒 =

1.52 × 106 and 𝑀 = 0.2. Comparison of measured boundary layer velocity 

profiles (labelled ‘exp’) and velocity profiles computed with a second order 

SST turbulence model using Wilcox’s wall BC with 𝑆𝑅 = 2500 (labelled 

‘wlc1w’), Wilcox’s wall BC with 𝑆𝑅 = 100 (profiles labelled ‘wlc0w’), and 

Menter’s wall BC (labelled ‘mentw’) at six chord-wise positions. 
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Examination of the velocity profiles presented in figure 7.6 confirms that the results 

obtained using different wall BC for 𝜔 can differ significantly, and also that the solution 

obtained using Wilcox’s wall BC with  𝑆𝑅 = 2500 is significantly closer to experimental 

data compared to that obtained with Wilcox’s wall BC  𝑆𝑅 = 100. This level of agreement 

is comparable with that of Menter [40]. The agreement between the solutions obtained 

with Menter’s and Wilcox’s wall BCs can be further improved by increasing the value of 

the constant 𝑆𝑅 appearing in equation (2.6.1) beyond 2500, but this has not been done 

because the recalibration of this parameter is beyond the scope of this study. 

     The six subplots of figure 7.7 present the comparison between measured and computed 

velocity profiles at the six chord-wise positions, using the first and the second order 

upwind scheme for the turbulence equations. The position of each profile is indicated by 

the value of the 𝑥/𝑐 variable reported in each subplot. The structure of horizontal and 

vertical axes in figure 7.7 follow the same pattern as in figure 7.6. The computed results 

labelled ‘wlc1wf’ and ‘mentwf’ are obtained by using Wilcox’s wall BC with 𝑆𝑅 = 2500 

and Menter’s wall BC, respectively, with a first order upwind scheme. Similarly, the 

computed results labelled ‘wlc1ws’ and ‘mentws’ are those obtained using Wilcox’s wall 

BC with 𝑆𝑅 = 2500 and Menter’s wall BC, respectively, with a second order upwind 

scheme. Examination of the velocity profiles presented in figure 7.7 confirms that the 

results obtained using first order upwind scheme for the turbulent equations fail to predict 

correctly the boundary layer profile. This failure can be seen at the positions  𝑥/𝑐 =

0.620, 𝑥/𝑐 = 0.731 and  𝑥/𝑐 = 0.788 of figure 7.7. For the three above said positions, 

the values of the velocities for both wall boundary conditions (Wilcox and Menter) are 

farther away from the experimental data than the values computed using the second order 

scheme for the turbulence equations. In the other positions presented in figure 7.7, namely 

𝑥/𝑐 = 0.842, 𝑥/𝑐 = 0.897 and  𝑥/𝑐 = 0.953, one sees that the experimental data appear 

to be between the results obtained using first order upwind scheme for the turbulence 

equations and the results obtained using second order upwind scheme. Other studies [64, 

179] used a first order upwind scheme for the turbulence equations, most likely to reduce 

the computational cost and improve the numerical stability. Also Menter [40], 

commenting on the turbulent flow analysis of this test case using a similar grid to that 

adopted in the present analysis stated that the solution is virtually independent of the order 

of the scheme used for the turbulence equations, but this statement appears to contradict 

the outcome of the analysis discussed above. 
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Figure 7.7: Turbulent flow past NACA4412 airfoil at  𝐴𝑜𝐴 = 13.87𝑜 , 𝑅𝑒 =

1.52 × 106 𝑎𝑛𝑑 𝑀 = 0.2. Comparison of measured boundary layer 

velocity profiles (labelled ‘exp’) and velocity profiles computed with first 

(profiles labelled ‘mentwf’ and ‘wlc1wf’) and second (labelled ‘mentws’ and 

‘wlc1ws’) order SST turbulence model using Wilcox’s wall BC with 𝑆𝑅 =

2500 and Menter’s wall BC at six chord-wise positions. 
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     In order to further investigate the impact of using a first or second order upwind 

scheme for the turbulence equations, one additional comparative study has been carried 

out. The turbulent flow field past the NACA4412 airfoil has been computed by keeping 

the same values of the Reynolds and Mach number, but decreasing the AoA from  13.87𝑜 

to 3.87𝑜. In this way the flow will not be reversed in the rear part of the airfoil suction 

side and no separation will occur. The same type of comparative analysis reported in 

figure 7.7 has been carried out for this new flow regime and it has been found that the 

velocity profiles obtained using a first order upwind scheme for the turbulence equations 

and the results obtained using a second order upwind scheme now present negligible 

differences. This indicates that the order of the discretization of the turbulence equations 

is highly important in order to predict correctly the flow field when separation occurs. 

     One explanation of the differences apparent in the velocity profiles between the first 

and second order schemes when separation occurs in the flow field, is that the grid 

refinement is insufficient. More precisely, using the given grid to solve fluid problems 

with strong gradients, such as those associated with the flow reversal under analysis, the 

discretisation error of the first order scheme is likely to be significantly higher than that 

of the second order scheme. This large difference explains the solution differences 

observed in the high-AoA case. When the flow reversal is suppressed by lowering the 

AoA, however, flow gradients are substantially reduced. In this circumstance, the 

discretisation errors of the first and second order schemes using the same given grid are 

substantially closer, and no significant solution difference is observed. Other numerical 

experiments performed within this research but not reported herein for brevity have 

revealed that, even in the case of flow fields featuring significant flow gradients like flow 

reversals (turbulent flow field past the NACA4412 airfoil under analysis) and shocks 

(turbulent flow field past the RAE2822 airfoil with Mach number equal to 0.73), the 

solutions of the first and second order discretisation becomes asymptotically close as the 

grid refinement is increased. These investigations suggest that a second order accuracy of 

the turbulence model should always be used particularly in the case of flow separations 

(a feature that can affect both subsonic and transonic problems), and shocks. In these 

cases, the use of the second order discretisation enables a high solution accuracy using 

computational grids with moderate spatial refinement. These considerations highlight the 

importance of the robust fully-coupled turbulent multigrid solution procedure developed 

in this research. The high robustness of this implementation allows one to use the second 

order discretisation of the turbulence model equations even with relatively coarse grids, 

whereas many other published research works use a first order discretisation in the interest 



7.2 Steady NACA4412 

146 

 

of numerical stability. Unfortunately, that choice may also have significant detrimental 

effects on the solution accuracy. 

     The values of the lift coefficient 𝐶𝐿, the drag coefficient 𝐶𝐷, and the pitching moment 

coefficient (computed about the point lying on the airfoil chord at 25% of the chord from 

leading edge)  𝐶𝑀 obtained with the three COSA SST simulations are reported in Table 

7.2. The significant variations of the force coefficients with the wall BC for 𝜔, highlight 

once again the impact of this modelling choice on the computed forces. Also the different 

orders of the upwind scheme for the turbulent equations has a significant impact on the 

values of the forces. As one sees the value of the drag coefficient has been increased when 

a first order upwind scheme has been used for the turbulence equations, compared to the 

value computed with a second order scheme. 

 

BC 𝐶𝐿 𝐶𝐷 𝐶𝑀 

wlc1wf 1.624 0.04441 0.05895 

wlc1ws 1.696 0.03743 0.06346 

wlc0ws 1.643 0.04219 0.06088 

mentwf 1.653 0.06157 0.05845 

mentws 

exp 

1.680 

1.669 

0.03884 

 

0.06257 

 

Table 7.2: Turbulent flow past NACA4412 airfoil at  𝑨𝒐𝑨 = 𝟏𝟑.𝟖𝟕𝒐, 𝑹𝒆 =

𝟏.𝟓𝟐 × 𝟏𝟎𝟔 and 𝑴 = 𝟎. 𝟐: lift, drag and pitching moment coefficients 

computed with SST turbulence model using different wall boundary 

conditions for 𝝎 with first and second order upwind scheme for the 

turbulent equations 

 

     Figure 7.8 presents the comparison between the first and the second order numerical 

results for the skin friction coefficient around the airfoil surface. The variable 𝑥/𝑐 along 

the horizontal axis denotes the position along the airfoil chord, and the variable 𝑐𝑓 along 

the vertical axis denotes the skin friction coefficient on the airfoil surface. 
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Figure 7.8: comparison of skin friction 

coefficients at  𝐴𝑜𝐴 = 13.870, 𝑅𝑒 = 1.52 ×

106 and 𝑀 = 0.2 between results computed 

with first (labelled ‘mentwf’ and ‘wlc1wf’) and 

second (labelled ‘mentws’ and ‘wlc1ws’) order 

discretisation using Wilcox’s wall BC with 𝑆𝑅 =

2500 and Menter’s wall BC. 

 

Figure 7.8 highlights that there is a significant difference between the calculated results 

obtained using a first order upwind scheme and the calculated results obtained using a 

second order upwind scheme. As a result, these differences affect the values of the drag 

coefficients presented on the table 7.2. Moreover, one sees that at 80% of the airfoil chord 

on the suction side, the skin friction coefficient is nearly zero due to the fact that 

separation occurred.  

     Also, numerical experiments for the turbulent flow field past the NACA4412 airfoil 

have been done, using the exact SST equation (5.2.34) for the update process of the RK 

scheme. This analysis has highlighted that both the computed solution and the 

convergence histories of the code using either the exact SST update (equation (5.2.34)) 

or the approximate update (equation (5.2.32)) present negligible differences. For this 

reason all the analyses presented in chapter 8 for low speed cases are based on the use of 

equation (5.2.32).  
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     The convergence histories of the four RANS PDEs and the two turbulence model 

PDEs of the SST analysis using equation (2.6.7) are reported in the top subplots of figure 

7.9, whereas the six convergence histories of the SST analysis using equation (2.6.1) with 

 𝑆𝑅 = 2500 are shown in the bottom subplots of the same figure. 

 

 

 

Figure 7.9: Convergence histories of turbulent SST analyses of flow field past 

NACA4412 airfoil at  𝐴𝑜𝐴 = 13.87𝑜, 𝑅𝑒 = 1.52 × 106,𝑀 = 0.2. Top Left plot: 

simulation using Menter’s BC with low order prolongation operator. Top Right plot: 

simulation using Menter’s BC with high order prolongation operator. Bottom Left 

plot: simulation using Wilcox’s BC (𝑆𝑅 = 2500) with low order prolongation operator. 

Bottom Right plot: simulation using Wilcox’s BC (𝑆𝑅 = 2500) with high order 

prolongation operator. 
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The two subplots on the left hand side of figure 7.9 are the residuals using the low order 

restriction operator defined by equation (6.3.2), whereas the residuals obtained with the 

high order restriction operator defined by equation (6.3.3) are presented in the subplots 

on the right hand side of the same figure. Bilinear interpolation is used for the 

prolongation operator whereas a limiter is added to the prolongation operator, defined by 

equation (6.6.3), in order to guarantee the positive values of the turbulence variables. 

Examination of the convergence histories of the simulation presented in figure 7.9 

confirms that the low order restriction operator fails to reduce the residuals more than 

three orders of magnitude. Comparing the plots on the right hand side of the figure 7.9 

and the plots on the left hand side of the same figure one sees the high importance of 

using a high order restriction operator in order to achieve a converged solution. The 

convergence histories of the simulation based on equation (2.6.7) are smoother than those 

of the simulation based on (2.6.1). In both cases, however, all residuals decrease by at 

least four orders of magnitude when a high order restriction operator is used. It is also 

expected that increasing the spatial refinement of the computational grid reduces the 

residual oscillations under analysis, and preliminary numerical tests appear to confirm 

this hypothesis. 

 

 

7.3  Steady RAE2822 

 

 

In this section, the turbulent flow field past the RAE2822 airfoil with sharp trailing edge 

is considered. This operating regime is characterized by a transonic flow where shock 

boundary layer separation appears at 55% of the airfoil chord. The free-stream Mach 

number is 0.73, and the AoA is 2.8𝑜. The Reynolds number based on the airfoil chord 

and the free-stream velocity is 6.5 × 106.  Detailed experimental measurements have 

been performed by Cook et al. and reported in [185]. Similar numerical studies have been 

done by Fassbender [162] and Swanson [140] recently. The C-grid has been generated 

using the NUMECA package [186]. This grid has two blocks and it has 449 points along 

the airfoil, 97 points in the C-cut, and 129 points in the normal-like direction, giving 

81,920 cells (figure 7.10). The far-field boundary is at about 20 chords from the airfoil, 

and the distance of the first grid points off the airfoil surface from the airfoil surface is 
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 1.0 × 10−3% of the chord with  𝑦+ always less than 1. The turbulent intensity at the far-

field boundary is equal to 1% and the ratio 𝜇𝛵/𝜇 is set to 10−4. 

 

Figure 7.10: Grid for RAE2822. Top left plot: computational area. Top right 

plot: airfoil area. Bottom left plot: leading edge area. Bottom right plot: trailing 

edge area. 

 

     In order to further assess the impact of the wall BC for 𝜔 on the accuracy of the 

computed solution, two analyses have been performed, one computing 𝜔𝑊 with Wilcox’s 

condition (2.6.1) with  𝑆𝑅 = 2500 and one computing 𝜔𝑊 with Menter’s condition 

(2.6.7). The turbulent flow field under investigation has been computed using only the 

SST turbulence model making use of both second and first order upwind scheme. The 

multigrid method has been applied to the system in order to increase the convergence rate 

of the simulation. Both the calculation using the low-order restriction operator provided 

by equation (6.3.2), and that using the high-order restriction operator given by equation 
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(6.3.3) have been carried out. Bilinear interpolation is used for the prolongation operator. 

Three multigrid levels with V-cycle have been used in all computations. For each 

multigrid cycle, 5 RK iterations have been done on all grid levels. All computations 

started from the freestream initialisation, and the total number of multigrid cycles was set 

to 2,500. 𝐶𝐹𝐿 ramping was used to increase the maximum value of the 𝐶𝐹𝐿 number for 

all equations. The maximum 𝐶𝐹𝐿 number for the NS and SST equations were set to 4 and 

6, respectively. 

     Figure 7.11 presents the comparison between measured data and numerical results for 

the static pressure coefficient around the airfoil surface. For both the experimental data 

and the computed results, the variable 𝑥/𝑐 along the horizontal axis denotes the position 

along the airfoil chord, and the variable 𝑐𝑝 along the vertical axis denotes the static 

pressure coefficient on the airfoil surface. The computed results labelled ‘wlc1w’ are 

those obtained using Wilcox’s wall BC with 𝑆𝑅 = 2500, and the computed results 

labelled ‘mentw’ are those obtained using Menter’s wall BC. The symbol ‘ f ’ and ‘ s ’ at 

the end of each label indicate if the computation used first or second order upwind scheme 

for the turbulence equations, respectively. The symbol ‘ ent1 ’ and ‘ ent0 ’ indicate if the 

computation used the entropy fix limiter (4.4.1) or no entropy fix, respectively. 

 

Figure 7.11: Turbulent flow past RAE2822 airfoil at  𝐴𝑜𝐴 = 2.8𝑜 , 𝑅𝑒 = 6.5 × 106 and 

𝑀 = 0.73. Comparison of measured static pressure coefficient (labelled ‘exp’) and 

numerical results computed with SST turbulence model using Wilcox’s wall BC with 𝑆𝑅 =

2500 and Menter’s wall BC. Left plot: comparison of the first and second order 

discretisation scheme for the turbulence equations. Right plot: comparison with or 

without entropy fix. 
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The numerical results for the static pressure coefficient on the surface of the airfoil, using 

the second order scheme for the turbulence equations for both wall boundary conditions, 

are in very good agreement with the experimental data (left plot). Both wall BCs capture 

correctly the shock that appears at 55% of the chord. It is evident that Menter’s wall BC 

is slightly better than Wilcox BC compared to the experimental data but this difference is 

negligible. The choice of the first order upwind scheme for the turbulent equations fails 

to predict correctly the area where the shock-induced boundary layer separation occurs. 

As expected the order of discretization of the turbulence equations is highly important in 

order to predict correctly the pressure coefficient when separation occurs. Park et al [83] 

briefly investigated this topic and found that the use of a first order scheme for the 

turbulence equations, results in large discrepancies of the velocity profiles compared to 

the use of a second order scheme.  This transonic test case has been used by many 

researches [59, 61] for validation purposes and they always use second order schemes to 

compute the convective fluxes of the turbulent equations. The subfigure on the right hand 

side of figure 7.11 highlights the effect of the entropy-fix. The entropy fix prevents the 

occurrence of unphysical features like expansion shocks, which violate the second law of 

thermodynamics. An entropy-fix correction is commonly used when the flow is transonic.  

      Figure 7.12 provides the comparison between the two different wall BC (wlc1w, 

mentw) for the skin friction coefficient against 𝑥/𝑐 using both the first and the second 

order discretisation schemes for the turbulence equations. Examination of the skin friction 

coefficient presented in figure 7.12 confirms that the two different wall BCs using a 

second order discretisation scheme capture correctly the shock boundary layer separation 

that appears at the 55% of the airfoil chord, despite the significant differences between 

the mathematical forms of wall BCs. One sees that, close to the trailing edge, the 𝑐𝑓 

computed by Wilcox BC takes higher values than in the case where Menter BC is used. 

Moreover the skin friction coefficient presented in figure 7.12 confirms once again that 

the calculation of the flow field using the first order discretisation scheme (dash lines), 

with any type of wall boundary condition, fails to predict correctly the shock-induced 

boundary layer separation that appears at 55% of the airfoil chord, and also differs 

significantly with respect to the solution obtained with a second order scheme.  
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Figure 7.12: Skin Friction coefficient of a 

turbulent flow past RAE2822 airfoil at  𝐴𝑜𝐴 =

2.8𝑜 , 𝑅𝑒 = 6.5 × 106 and 𝑀 = 0.73 using 

menter’s wall BC (labelled ‘mentw’) and wilcox 

BC 𝑆𝑅 = 2500 (labelled ‘wlc1w’) computed with 

SST turbulence model. 

 

 

BC 𝐶𝐿 𝐶𝐷 𝐶𝑀 

wlc1ws 0.876 0.019 0.110 

mentws 0.832 0.017 0.100 

wlc1wf 0.572 0.013 0.059 

mentwf 

exp 

0.569 

0.801 

0.013 

0.018 

0.058 

 

Table 7.3: Turbulent flow past NACA4412 airfoil: lift, drag and pitching 

moment coefficients computed with SST turbulence model using different 

wall boundary conditions for 𝝎. 
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As a result the maximum value of the Mach number computed by the first order scheme 

is lower than the maximum value of the Mach number computed by the second order 

scheme. This can be seen also in figure 7.13, where the subfigure on the left hand side is 

the solution of the flow computed using the first order scheme and the subfigure on the 

right hand side is the solution of the flow computed using the second order scheme. This 

figure presents the Mach number contours around the airfoil.  

 

Figure 7.13: Mach contours of a turbulent flow past RAE2822 airfoil at  𝐴𝑜𝐴 =

2.8𝑜 , 𝑅𝑒 = 6.5 × 106 and 𝑀 = 0.73 using wilcox BC 𝑆𝑅 = 2500 computed with 

SST turbulence model. Left plot: first order discretisation scheme for the turbulent 

equations. Right plot: second order discretisation scheme for the turbulence 

equations. 

 

The values of the lift coefficient 𝐶𝐿, the drag coefficient 𝐶𝐷, and the pitching moment 

coefficient (computed about the point lying on the airfoil chord at 25% of the chord from 

leading edge)  𝐶𝑀 obtained with the four COSA SST simulations are reported in Table 

7.3. The significant variations of the force coefficients using first or second order for the 

turbulence equations highlight once again the impact of this choice on the computed 

forces. 

     The turbulent transonic flow field past the RAE2822 airfoil has also been computed, 

using equation (5.2.34) for the exact update of the SST equations. Similarly, to the low 

speed NACA4412 case, the results present negligible differences with respect to the 

solution computed with the approximate update of the SST equations (choice of equation 

(5.2.32)). For this reason all the analyses presented in chapter 8 are based on the use of 

equation (5.2.32). 
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     The convergence histories of the four RANS PDEs and the two turbulence model 

PDEs of the SST analysis using equation (2.6.7) are reported in the top subplots of figure 

7.14, whereas the six convergence histories of the SST analysis using equation (2.6.1) 

with  𝑆𝑅 = 2500 are shown in the bottom subplots of the same figure. The two subplots 

on the left hand side of figure 7.14 are the residuals using low order multigrid operators 

whereas the residuals obtained with high order operators are presented in the subplots of 

the right hand side of the same picture. 

 

Figure 7.14: Convergence histories of turbulent SST analyses of flow field past 

RAE2822 airfoil at  𝐴𝑜𝐴 = 2.8𝑜 , 𝑅𝑒 = 6.5 × 106 and 𝑀 = 0.73. Top Left plot: 

simulation using Menter’s BC with low order prolongation operator. Top Right plot: 

simulation using Menter’s BC with high order prolongation operator. Bottom Left 

plot: simulation using Wilcox’s BC (𝑆𝑅 = 2500) with low order prolongation operator. 

Bottom Right plot: simulation using Wilcox’s BC (𝑆𝑅 = 2500) with high order 

prolongation operator. 
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Examination of the convergence histories of the simulation presented in figure 7.14 

confirms again that the results obtained using the low order restriction operator fail to 

reduce the residuals more than two orders of magnitude. Like for the NACA4412 test 

case, one notices the importance of using a high order restriction operator in order to 

achieve a converged solution. Moreover, the plot on the top right hand side of the figure 

7.14 confirms that all residuals, with Menter’s wall BC, decrease by at least three orders 

of magnitude when a high order restriction operator is used. For Wilcox wall BC, the 

residuals decrease by at least 2 orders of magnitude. Although it is not confirmed in this 

study, the refinement results of the turbulent flat plate and the NACA4412 test case 

discussed in the previous sections, suggest that a similar improvement of the convergence 

histories would be expected by increasing the spatial refinement of the computational 

grid. 
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Chapter 8 

RESULTS 

 

Oscillating airfoils are representative of many diverse engineering problems, ranging 

from energy engineering to aeronautical engineering. This chapter presents results 

regarding two substantially different engineering applications. The first case is the flow 

analysis of the hydrokinetic turbine, an oscillating wing device presently being considered 

for the exploitation of marine energy. The fluid dynamics of this device is thoroughly 

analysed using the laminar and the turbulent solvers of COSA code. These CFD 

simulations are performed at a low subsonic Mach number, and the results of the laminar 

and turbulent simulations are used to explain the fluid dynamics phenomena accounting 

for the high efficiency of this device. These results highlight the differences between the 

unsteady aerodynamic characteristics observed in the two regimes, and hence report the 

reasons for the different achieved performance. All time-domain simulations of the 

hydrokinetic turbine are also performed to highlight the prediction capabilities of the 

COSA time-domain solver: all results are in excellent agreement with the numerical 

analyses of the same device performed with the commercial CFD code FLUENT and 

published by researchers of the University of Quebec [35, 38]. The second engineering 

application is the aerodynamic analysis of a transonic oscillating airfoil, representative of 

the cross section of a transonic aircraft wing. This type of transonic problem is used to 

analyse the flutter characteristics of transonic wings. The transonic problem is 

investigated using both the time-domain and the harmonic balance solvers of COSA code, 

and comparison with available experimental data are also presented. The main purpose 

of the transonic time-domain analysis is to highlight the predictive capabilities of the 

COSA solver, whereas the harmonic balance simulations are performed to highlight the 

reduction of run-time of the harmonic balance with respect to the run-time of the time-

domain analysis. The harmonic balance and time domain comparison analysis is then 

repeated using a subsonic oscillating airfoil where even larger run-time reduction of the 

harmonic balance with respect to the run-time of the time domain is highlighted. Overall, 

the results of this chapter demonstrate how accurately and efficiently a single CFD code, 

COSA, can solve a wide range of fluid dynamics engineering problems of practical 

interest. 
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8.1  Hydrokinetic turbines 

 

 

This section focuses on the 2D turbulent analysis of an oscillating wing simultaneously 

heaving and pitching, and is subdivided into three subsections. The first subsection 

presents the fundamental theory of the hydrokinetic turbines, the second subsection 

presents the physical and computational set-up of the flow analyses, along with the 

assessment of the temporal and spatial refinement of the grids used in this study, whereas 

the third subsection investigates in detail the unsteady flow mechanisms enabling the 

efficiency of the energy extraction to be controlled and possibly maximized, and it 

presents an analysis of the qualitative and quantitative differences between a turbulent 

flow regime with Reynolds number of 1.5 ∙ 106 and the laminar regime analysed in [35, 

36]. 

 

 

8.1.1 Fundamentals of hydrokinetic turbines 

 

 

Here an oscillating wing is defined as an airfoil experiencing simultaneous pitching 𝜃(𝑡) 

and heaving ℎ(𝑡) motions. The following mathematical representation of the imposed 

motion is that adopted in [35]. Taking a pitching axis located on the chord line at position 

𝑥𝑝 from the leading edge (LE), the airfoil motion is expressed as: 

 

 𝜃(𝑡)  =  𝜃0 𝑠𝑖𝑛(𝜔𝑡)    
 
→   𝛺(𝑡)  =  𝜃0 𝜔 𝑐𝑜𝑠(𝜔𝑡)  (8.1.1) 

 ℎ(𝑡)  =  ℎ0 𝑠𝑖𝑛(𝜔 𝑡 +  𝜑)    
 
→   𝑣𝑦(𝑡)  =  ℎ0 𝜔 𝑐𝑜𝑠(𝜔 𝑡 +  𝜑) (8.1.2) 

 

where 𝜃0 and ℎ0 are respectively the pitching and heaving amplitudes, 𝛺(𝑡) is the 

pitching velocity, 𝑣𝑦(𝑡) is the heaving velocity, 𝜔 is the angular frequency and 𝜑 is the 

phase between heaving and pitching. In this study, 𝜑 is set to 90𝜊, and the NACA0015 

airfoil is selected. The free stream velocity is denoted by 𝑢∞ and the angular frequency 

𝜔  is linked to the oscillation frequency 𝑓 by the relationship 𝜔 = 2𝜋𝑓. The prescribed 

oscillating motion is depicted in the top sketch of Figure 8.1. 
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     An oscillating symmetric airfoil can operate in two different regimes: propulsive or 

power-extracting modes. This distinction originates from the sign of the forces that the 

flow generates on the oscillating airfoil. Based on the imposed motion and the upstream 

flow conditions, the airfoil experiences an effective angle of attack (AoA) 𝛼 and an 

effective velocity 𝑣𝑒, given respectively by: 

 

 𝑎(𝑡)  =  𝑎𝑟𝑐𝑡𝑎𝑛(−𝑣𝑦(𝑡)/𝑢∞)  −  𝜃(𝑡) (8.1.3) 

 𝑣𝑒(𝑡)  =  √𝑢∞2  + 𝑣𝑦(𝑡)2 (8.1.4) 

 

 

Figure 8.1: Top plot: prescribed motion of oscillating wing. Bottom plot: airfoil 

motion in reference system moving with free stream velocity for power-extracting 

mode. 

 

The maximum values of 𝑎 and 𝑣𝑒 have a major impact on the amplitude of the peak forces 

in the cycle, and also on the occurrence of dynamic stall. The maximum effective AoA 

reached in the cycle is approximated by the modulus of its quarter-period value, that 

is 𝛼𝑚𝑎𝑥 ≈ |𝛼(𝛵/4)|. As explained in [35], the power-extracting regime (in a mean sense, 

over one cycle) occurs when 𝛼(𝛵/4) < 0. This condition is represented in the bottom 

sketch of figure 8.1, which provides a time-sequence viewed in a reference frame moving 
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with the far-field flow at 𝑢∞, so that the effective AoA 𝑎(𝑡) is made visible from the 

apparent trajectory of the airfoil. In this sketch, the resultant force 𝑅 is first constructed 

from typical lift and drag forces (right hand side) and then decomposed into 𝑋 and 𝑌 

components (left hand side). One sees that the vertical force component 𝑌 is in phase with 

the vertical velocity component 𝑣𝑦 of the airfoil over the entire cycle. This implies that 

the wing extracts energy from the fluid as long as no energy transfer associated with the 

component 𝑋 of the aerodynamic force takes place. This is clearly the case since the 

airfoil does not move horizontally. The aerodynamic analyses of [35] and also those 

presented in the paper [39] highlight that the aerodynamic phenomena taking place during 

the wing oscillation are substantially more complex than the quasi-steady model 

discussed above. More specifically, the extent and efficiency of the energy extraction are 

heavily influenced by the occurrence of unsteady leading edge vortex shedding (LEVS) 

associated with dynamic stall and the LEVS timing with respect to the airfoil motion. 

     Taking a wing span of one unit length, the instantaneous power extracted from the 

flow is the sum of a heaving contribution, 𝑃𝑦(𝑡) = 𝑌(𝑡)𝑣𝑦(𝑡) and a pitching 

contribution 𝑃𝜃(𝑡) = 𝛭(𝑡)𝛺(𝑡), where 𝛭(𝑡) is the resulting torque about the pitching 

centre 𝑝𝑥. Denoting by 𝑐 the airfoil chord, and 𝐶𝑃 ≡
𝑃

(
1

2
𝜌∞𝑢∞

3 𝑐)
 a power coefficient, the 

non-dimensional power extracted over one cycle is given by: 

 

 𝐶�̅�  =  𝐶�̅�𝑦  +  𝐶�̅�𝜃  =  
1

𝑇
 ∫ [𝐶𝑌(𝑡) 

𝑣𝑦(𝑡)

𝑢∞
 +  𝐶𝑀(𝑡) 

𝛺(𝑡)𝑐

𝑢∞
]  𝑑𝑡

𝑇

0

 (8.1.5) 

Where 𝐶𝑌(𝑡)  =  𝑌(𝑡)/ (
1

2
 𝜌∞ 𝑢∞

2  𝑐) and 𝐶𝑀(𝑡)  =  𝑀(𝑡)/ (
1

2
 𝜌∞ 𝑢∞

2  𝑐2). The efficiency 

𝜂 of the power extraction is defined as the ratio of the extracted mean total power �̅� and 

the total available power 𝑃𝑎 in the oncoming flow passing through the swept area (the 

flow window): 

 

 𝜂 =   
�̅�

𝑃𝑎
 =  

�̅�𝑦  +  �̅�𝜃
1
2 𝜌∞ 𝑢∞

3  𝑑
 =  𝐶�̅�  

𝑐

𝑑
 (8.1.6) 

 

where 𝑑 is the overall vertical extent of the airfoil motion. This distance depends on the 

heaving and pitching motion parameters ℎ0 , 𝜃0 and 𝜑, and, for the kinematic conditions 

considered in this report, takes values slightly larger than 2ℎ0. The power extraction 
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efficiency 𝜂 defined by equation (8.1.6) corresponds to the classical power coefficient 

obtained by means of Betz’s analysis [187]. Such a theory is based on the 1D mass and 

linear momentum balance applied to a stationary inviscid streamtube surrounding a 

generic power-extraction device, and it shows that the upper limit of 𝜂 is 
16

27
∙ 100 ≈

59.3%. Therefore, equation (8.1.6) provides the relationship between the mean power 

coefficient 𝐶�̅� defined by equation (8.1.5) and Betz’s theory power coefficient (𝜂). 

 

 

8.1.2 Physical and numerical problem set-up 

 

 

The wing section selected for this study is the NACA0015 airfoil. Here two operating 

conditions are considered: one characterized by a high efficiency of the energy extraction 

in the laminar flow regime considered in [36] (case𝐴), and the other characterized by a 

lower efficiency in the same laminar regime (case𝐵). In both case 𝐴 and 𝐵, the heaving 

amplitude ℎ0 equals one chord and the pitching center is at 𝑥𝑝 = 1/3. Case A is 

characterized by a pitching amplitude 𝜃0 of 76.33𝑜 and a non-dimensionalized frequency 

𝑓∗ = 𝑓𝑐/𝑢∞ of 0.14, where 𝑓 is the frequency in Hertz. In case B, 𝜃0 = 60
𝜊 and 𝑓∗ =

0.18. In both case 𝐴 and 𝐵, 𝑀∞ = 0.1. In the turbulent simulations of both operating 

conditions, the value of the Reynolds number based on the freestream velocity and the 

airfoil chord is 𝑅𝑒 = 1.5 ∙ 106; for the laminar simulations of both operating conditions 

reported in [36] and further analysed in the following subsection, 𝑅𝑒 = 1100. 

     The time-dependent turbulent flow fields past the oscillating wing have been 

computed using multi-block moving grids. In all simulations, the whole computational 

grid is animated simultaneously by a heaving and a pitching motion component defined 

by equation (8.1.1) and (8.1.2) respectively. The grid does not deform, and it undergoes 

a rigid-body motion corresponding to the prescribed motion of the wing. In order to assess 

the sensitivity of the turbulent solutions to the level of spatial refinement, the operating 

condition 𝐴 has been simulated using three C-grids with different spatial resolution, 

namely a mesh with 102,400 cells (coarse), a mesh with 368,640 cells (medium) and one 

with 1,474,560 cells (fine). Four local views of the medium-refinement grid adopted for 

the analyses reported in the following subsection are provided in figure 8.2. The coarse 

and medium girds have been divided into 256 blocks, whereas the fine grid has been 
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divided into 1024 blocks and a parallel computation has been done to decrease the 

computational time. In all cases, the grid coordinates are non-dimensionalized by the 

chord of the airfoil, and the farfield boundary is at about 50 chords from the airfoil.  

 

 

Figure 8.2: Medium-refinement grid for oscillating wing analyses. Top left plot: 

near-airfoil area. Top right plot: leading edge area. Bottom left plot: airfoil upper 

side area at midchord. Bottom right plot: trailing edge area. 

 

The number of mesh intervals on the airfoil (𝑛𝐴), the number of intervals on the C-cut 

(𝑛𝐶), the number of intervals in the normal-like direction (𝑛𝑁), and the distance of the 

first grid points off the airfoil from the airfoil surface (𝛥𝑊) for the three grids are reported 

in Table 8.1.  
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Grid 𝑛𝐴 𝑛𝐶  𝑛𝑁 𝛥𝑊 𝑁𝑐𝑒𝑙𝑙 

Coarse 440 100 160 3.2 ×  10−6 102,400 

Medium 432 360 320 3.2 ×  10−6 368,640 

Fine 864 720 640 1.6 ×  10−6 1,474,560 

Table 8.1: Main geometric parameters of three grids adopted for assessing impact of spatial 

refinement on computed oscillating wing turbulent flow field. 

 

     In order to assess the sensitivity of the turbulent solutions to the level of temporal 

refinement, the operating condition A has also been simulated with the coarse grid using 

128, 256, 512 and 1024 time-intervals per period. All turbulent simulations have been run 

until the maximum difference between 𝐶𝑌 over the last two oscillation cycles became less 

than 0.7% of the maximum 𝐶𝑌 over the last cycle. The number of oscillation cycles 

typically required to fulfil this requirement has varied between two and ten depending on 

the spatial and temporal refinement, and also on whether the simulation has been started 

from a freestream condition or restarted from the solution of a simulation using the same 

grid but different temporal refinement. The only exception is the fine grid simulation 

using 256 time-intervals per period, which has required the simulation of 12 oscillations 

cycles starting from a freestream condition to achieve the aforementioned periodicity 

error. It has been chosen to monitor the periodicity error of 𝐶𝑌 because the vertical force 

component gives the highest contribution to the extracted power. The periodicity error of 

the other force coefficients at a given period is similar to that of 𝐶𝑌. The threshold of 0.7 

has been chosen because it gives the best trade-off between accuracy and computational 

cost of the analyses. Reducing the 𝐶𝑌 periodicity error below this value yields 

insignificant variations of the periodic solutions with respect to those reported in the 

thesis. For all turbulent analyses of the oscillating wing presented in this thesis, 𝑦+ has 

been found to be smaller than one at all grid points and all times of the periodic flow field. 

The periodic profiles of the horizontal force coefficient 𝐶𝑋, the vertical force coefficient 

𝐶𝑌 and the pitching moment coefficient 𝐶𝑀 computed with the coarse grid using the 

abovesaid four levels of time-refinement (set-ups 1 to 4) are reported in figure 8.3. The 

vertical axis of each subplot reports the force coefficient and the horizontal axis reports a 

time variable non-dimensionalized by the period.  
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Figure 8.3: Comparison of force coefficients of oscillating wing (operating 

condition A), varying time-refinement. Top plot: horizontal force 

coefficient. Middle plot: vertical force coefficient. Bottom plot: pitching 

moment coefficient. 
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Figure 8.4: Comparison of force coefficients of oscillating wing (operating 

condition A), varying space-refinement and 𝜔𝑤 BC. Top plot: horizontal 

force coefficient. Middle plot: vertical force coefficient. Bottom plot: 

pitching moment coefficient. 
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 Set-up 1 Set-up 2 Set-up 3 Set-up 4 Set-up 5 Set-up 6 Set-up 7 

𝐶�̅� 1.001 1.013 1.017 1.017 1.014 1.020 1.019 

𝜂(%) 39.06 39.55 39.70 39.70 39.57 39.81 39.76 

Table 8.2: Overall power coefficient and energy extraction efficiency of oscillating wing 

(operating condition A), varying space-refinement, time-refinement and 𝝎𝑾BC. 

 

     These profiles highlight that the computed solution is largely independent of the 

number of intervals per period provided that at least 512 time-intervals per period are 

used. Some small variations between the solutions using 256 and 512 intervals per 

oscillation cycle are observed. The periodic profiles of the three force coefficients 

computed using 256 time-intervals per period with the coarse, medium and fine grids (set-

ups 2, 5 and 6 respectively) are reported in Figure 8.4. It is seen that some differences 

exist among all three solutions, indicating that the solution computed with the medium 

grid is not completely grid-independent and the solution computed with the fine grid may 

also not be fully grid-independent. It should be noted that the spatial resolution of the 

coarse and medium-refinement grids past the airfoil is very similar. The medium-

refinement grid has many more cells than the coarse grid in the area behind the airfoil, 

and this choice has been made to better resolve the vortex propagation behind the wing. 

The medium-refinement and the fine grids, conversely, are topologically similar over the 

entire domain, which means that the medium-refinement grid has been obtained by 

removing every second grid line of the fine grid. The fact that the differences between the 

solutions of the coarse and medium-refinement grids are smaller than those observed 

using the medium-refinement and fine grids may indicate that the resolution of the 

vorticity field behind the wing does not have a strong effect on the value of the forces 

acting on the wing. A similar occurrence has been reported in computational 

aerodynamics studies of stalled horizontal axis wind turbine blades [23]. Figure 8.3 also 

reports the force coefficients determined with the medium-refinement grid using 256 

intervals per period and Wilcox’s wall BC (2.6.1) with 𝑆𝑅 = 100 (set-up 7). Comparing 

these profiles with all other results of Figure 8.3 and 8.4 reveals that the variations 

resulting from using different 𝜔𝑊 BCs with given temporal and spatial resolutions are 

larger than those resulting from varying the spatial and temporal resolutions with a given 

turbulent wall BC. 

     The values of the overall power coefficient averaged over the considered cycle 𝐶�̅� and 

the power extraction efficiency 𝜂 obtained with these seven analyses are reported in the 

first and second row of Table 8.2 respectively. These data indicate that: 
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 the difference of 𝐶�̅�, one of the main integral functional of engineering interest, 

obtained with the coarse grid using 256 time-intervals per cycle (set-up 2) and 512 

time-intervals per cycle (set-up 3) is only about 0.4%, and 

 the difference of the same functional obtained using 256 time-intervals per cycle 

with the medium-refinement grid (set-up 5) and the fine grid (set-up 6) is only 

about 0.6%. 

For these reasons, and also to keep computational costs within affordable limits, set-up 5 

has been used for all turbulent analyses presented in the remainder of this study. This has 

been done also because, as shown below, the differences between the examined turbulent 

and laminar regimes are substantially larger than the solution variations highlighted in 

this subsection. Consequently, the use of an imperfect temporal and spatial grid-

independent computational set-up for the turbulent analyses is not believed to affect 

significantly the conclusions of the following study.  

     The CFL number of all turbulent simulations has been set to 3, 2500 MG iterations 

per physical time-step have been performed, and CFL ramping has been used. All 

calculations have been performed using the PIRK MG iteration, since the maximum CFL 

number that could be used retaining the numerical stability of the FERK integration has 

been found to be 1. 

As reported in [36], the laminar analyses of both operating conditions have been instead 

performed with 128 time-intervals per period and running the simulations for eight cycles 

of oscillation, starting from a freestream condition. This has resulted in the maximum 

difference between 𝐶𝑌 over the last two oscillation cycles being about 0.1% of the 

maximum 𝐶𝑌 over the last cycle. 

 

 

8.1.3 Aerodynamic analysis 

 

 

The evolution of the main kinematic parameters, the force and power coefficients of the 

oscillating wing for the operating condition 𝐴 are analysed in figure 8.5, the top subplot 

of which reports the time-dependent values of the vertical position ℎ of the wing, its 

angular position 𝜃 and the effective AoA 𝑎 computed with equation (8.1.3). One notes 

that the maximum AoA achieved in case𝐴 is about 35𝑜.  
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Figure 8.5: Analysis of oscillating wing with 𝜃0 = 76.33𝜊 

and 𝑓∗ = 0.14 (case A). Top plot: kinematic parameters. 

Middle plot: turbulent regime dynamics. Bottom plot: 

laminar regime dynamics. 
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The middle and bottom subplots of figure 8.5 provide the main power and force 

coefficients over one period of oscillations in the turbulent and laminar regime 

respectively. There are two important differences between the curve of the overall power 

coefficient 𝐶𝑃 in the turbulent and laminar regimes. One is that the laminar 𝐶𝑃 curve over 

one semi-period has two positive peaks, one at 20.3% and the other at 43.0% of the period, 

whereas the turbulent 𝐶𝑃 curve has only one pronounced peak at 23.4% of the period. The 

analyses reported in [35, 36] show that the high values of the laminar 𝐶𝑃 after the first 

peak and the following secondary peak (that at 43.0% of the period) are due to the optimal 

synchronization of the wing motion and the LEVS associated with dynamic stall. This 

results in the heaving force and the heaving velocity being in phase over most of the cycle. 

As shown later in this section, however, in the turbulent regime the generation of the LE 

vortex starts later than in the laminar regime; the vortex travels close to the airfoil towards 

its TE with the same speed it has in the laminar regime, and therefore it leaves the TE 

region later than it does in the laminar regime. As a consequence, the optimal 

synchronization between wing motion and LEVS seen in the laminar regime is lost in the 

turbulent regime if the same kinematic conditions are used in both cases. The other 

difference between the turbulent and laminar 𝐶𝑃 curves is that the peak value of the former 

(2.43) is significantly higher than the peak value of the latter (1.48). As shown later in 

this section, this is due to the fact that, before the LEVS starts, the turbulent boundary 

layer does not experience significant flow reversals, unlike that seen in the laminar 

regime, in which separation starts at the TE and travels to the LE until the laminar LEVS 

commences. As a consequence, in the phase preceding the turbulent LEVS, the turbulent 

lift is higher than its laminar counterpart, and the turbulent drag is lower than its laminar 

counterpart for a given wing position. This phenomenon explains why the turbulent 

heaving force coefficient 𝐶𝑌 is significantly higher that its laminar counterpart until about 

30% of the period, when the turbulent flow separation at the LE starts. At this point, due 

to the delayed start of the turbulent LEVS, the heaving force decreases much more rapidly 

than in the laminar case, leading to a reduction of the extracted heaving power. The 

middle and bottom subplots of figure 8.5 also report the non-dimensionalized heaving 

velocity 𝑣𝑦/𝑢∞, and the comparison of these two subplots shows that, due to the 

aforementioned lack of synchronization between wing motion and turbulent LEVS, the 

laminar heaving power production remains positive over a longer portion of the period 

with respect to the turbulent case. The sign of the power contribution of the pitching 

moment to the overall power at each point of the cycle can be determined by comparing 

the sign of the non-dimensionalized angular velocity 𝛺𝑐/𝑢∞ reported in the last two 
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subplots of figure 8.5 and that of the pitching moment coefficient 𝐶𝑀. The general shape 

of the  𝐶𝑀 curve in the turbulent and laminar regimes is similar, but the turbulent  𝐶𝑀 

curve is shifted to the right with respect to its laminar counterpart, and the amplitude of 

the turbulent pitching moment is slightly larger than that of its laminar counterpart. As a 

result, the turbulent mean value of the pitching power 𝐶�̅� turns out to be negative, whereas 

this parameter is positive in the laminar regime. The value of the power coefficient 𝐶𝑃 

associated with the available power in case 𝐴 is also reported in the last two subplots of 

figure 8.5 for reference. 

     To examine in greater detail the aforementioned flow phenomena, the flow snapshots 

at the six positions denoted by the circled labels 1–6 in figure 8.5 are considered. These 

labels denote the wing configuration at 12.5%, 18.7%, 25.0%, 34.4%, 45.3% and 54.7% 

of the cycle respectively. The four left subplots of figure 8.6 depict the contours of the 

flow vorticity 𝛺𝑓 and the streamlines when the wing is at positions 1–4 in the turbulent 

regime, whereas the four right subplots present the same analysis for the laminar regime. 

At position 1, the TE separation on the lower airfoil side starts in the laminar regime, 

whereas no TE separation is visible in the turbulent regime. Additionally, the vorticity 

contours close to the lower side of the airfoil highlight that the laminar boundary layer is 

substantially thicker than the turbulent boundary layer, due to Reynolds number effects. 

At position 2, the laminar separation has already passed the mid-chord position of the 

airfoil, whereas only a small TE separation has now appeared in the turbulent regime. At 

position 3, the laminar separation has reached the LE and the LEVS begins, whereas the 

turbulent TE separation has slightly increased and the turbulent boundary layer on the 

lower side has thickened. At position 4, the strong laminar vortex has already achieved 

the mid-chord position, whereas the turbulent LEVS has just started. These four snapshots 

confirm that the turbulent boundary layer of the high-Reynolds number regime is 

substantially thinner and less prone to separation than its laminar counterpart in the low 

Reynolds number regime, and this explains the higher levels of extracted power before 

the turbulent LEVS starts. The evolution of the turbulent and laminar LEVS is compared 

in figure 8.7, where the four left subplots report the 𝛺𝑓 contours when the wing is at 

positions 3 to 6 in the turbulent regime, whereas the four right subplots present the same 

variable for the laminar regime. It is noted that, in the laminar case, the LEVS starts at 

position 3 and the main vortex leaves the TE region at position 5, whereas, in the turbulent 

case, the LEVS starts at position 4 and the main vortex leaves the TE region at position 

6.  
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Figure 8.6: Streamlines and vorticity contours for wing positions 

labelled 1–4 in figure. 8.5. Left plots: turbulent regime. Right plots: 

laminar regime. 
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Figure 8.7: Vorticity contours for wing positions labelled 3–6 in figure. 

8.5. Left plots: turbulent regime. Right plots: laminar regime. 
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Given that the temporal distance between positions 3 and 5, and that between positions 4 

and 6 is the same, the streamwise velocity of the main vortex is the same in the laminar 

and turbulent regimes. These observations highlight the loss of optimal timing between 

LEVS and wing motion occurring in the turbulent regime caused by the delayed onset of 

LEVS. On the other hand, comparing the vorticity levels of the main turbulent vortex 

(position 5) and those of the main laminar vortex (position 4), it is noted that the former 

vortex is stronger, and this has a beneficial effect on the heaving power production. In 

addition, by comparing the skin friction coefficient between the laminar and turbulent 

regime in all six positions, one sees exactly when the flow is separated.  These images 

can be found in Appendix J. 

     The evolution of the main kinematic parameters, the force and power coefficients of 

the oscillating wing for the operating condition 𝐵 are analysed in figure 8.8. The time-

dependent values of ℎ, 𝜃 and 𝛼 are reported in the top subplot of figure 8.8, which 

highlights that the maximum AoA achieved in case 𝛣 is about 11.5𝜊. The analyses 

reported in [35, 36] show that no LEVS exists in the laminar regime for the operating 

condition 𝛣. The turbulent analyses reported in the present study reveal that also in the 

turbulent regime there is no LEVS for this operating condition. The middle and bottom 

subplots of figure 8.8 provide the main power and force coefficients over one period of 

oscillations in the turbulent and laminar regime respectively.  

     The shape of the turbulent and laminar 𝐶𝑃 curves is very similar, pointing to the fact 

that in this operating regime the main aerodynamic features are the same in both flow 

regimes. This is confirmed by the fact that the same observation is also made for the 

heaving force and pitching moment coefficients. As a consequence, the phase between 

the heaving velocity and force, and that between the angular velocity and pitching 

moment are also very close in both flow regimes. The main difference between the 

turbulent and the laminar regimes of the operating condition 𝐵 is that the amplitude of all 

turbulent force and power coefficients is larger than the amplitude of the laminar curves. 

This difference is due to the reduction of the heaving force and pitching moment caused, 

in the laminar regime only, by thicker boundary layers and flow separation in the portion 

of the cycle where the AoA increases. 

 

 



8.1.3 Aerodynamic analysis 

174 

 

 

Figure 8.8: Analysis of oscillating wing with 𝜃0 = 60𝜊 

and 𝑓∗ = 0.18 (case B). Top plot: kinematic 

parameters. Middle plot: turbulent regime dynamics. 

Bottom plot: laminar regime dynamics. 
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     The mean values of the overall power coefficient 𝐶𝑃, the heaving power 

coefficient 𝐶𝑃𝑦, and the pitching power coefficient 𝐶𝑃𝜃, and the efficiency  𝜂 of the power 

extraction process computed by means of equation (8.1.6) for cases  𝛢 and  𝛣 in the 

turbulent and laminar regimes are reported in table 8.3. In case  𝛢 the efficiency in the 

turbulent condition is nearly 40%, about 6 percentage points more than the laminar 

analysis predicts. This difference is caused by the significantly higher values of the 

turbulent 𝐶𝑃𝑦. As discussed above, this occurrence is due to the fact that the increase of 

the turbulent  𝐶𝑌 due to a thinner and more stable boundary layer outweighs the reduction 

of heaving power caused by the loss of synchronization between heaving motion and 

LEVS. Note also that the turbulent  𝐶𝑃𝜃 is negative, whereas the laminar  𝐶𝑃𝜃 is positive. 

This is a consequence of the loss of synchronization between pitching motion and LEVS. 

In the operating regime 𝐵 , the turbulent efficiency is nearly 19%, about 7 percentage 

points more than the laminar analysis predicts. No LEVS is present in either flow regime 

for this operating condition, and this efficiency difference is entirely due to the thinner 

turbulent boundary layer and the absence of flow separation in the turbulent regime. 

 

  Turbulent    Laminar   

 𝐶𝑃 𝐶�̅�𝑦 𝐶𝑃𝜃 
𝜂 (%) 𝐶𝑃 𝐶�̅�𝑦 𝐶𝑃𝜃 

𝜂 (%) 

𝐴 1.014 1.166 −0.152 39.6 0.862 0.824    0.038 33.6 

𝐵 0.450 0.707 −0.257 18.8 0.274 0.397 −0.123 11.4 

Table 8.3: Power coefficient and power extraction efficiency in turbulent and laminar 

regimes for operating conditions A and B. 

 

     As for the convergence of the turbulent simulations, the choice of the numerical 

control parameters reported in the preceding subsection has resulted in all force 

coefficients achieving full convergence at all physical times of the wing motion, and 

the RMS of the residuals of the mean flow and the  𝜔 equations dropping by at least 

four orders of magnitude. The residual of the  𝛫 equation has instead dropped by 

between 1.5 and 2 orders in all cases. This is highlighted in the convergence histories 

reported in the six subplots of figure 8.9, which refer to the six wing positions labelled 

1–6 in figure 8.5. 



8.1.3 Aerodynamic analysis 

176 

 

 

Figure 8.9: Convergence histories of turbulent simulations of oscillating wing for 

wing positions labelled 1–6 in figure 8.5. 
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Similar residual drops have also been observed solving test cases of the same type of the 

oscillating wing using a commercial package with numerical methods and modelling 

features similar to those of COSA. 

     Due to the complex turbulent aerodynamics of the oscillating wing, the use of Large 

Eddy Simulation (LES) may yield more accurate predictions of the flow field. However, 

it is hard to foresee the level of improvement in the prediction of the time dependent force 

and power components. Furthermore, LES simulations for the considered high Reynolds 

number would require extremely large computational resources. The turbulent analyses 

presented above provide a significant contribution to the aerodynamic knowledge base of 

this device based on the relatively cheaper URANS technology. These URANS data will 

be a valuable source for cross comparisons with detailed high-Reynolds number 

measurements, which are likely to be available before LES data. 

 

 

8.2  Oscillating transonic wings 

 

 

This section focuses on the 2D turbulent analysis of a pitching airfoil in a transonic 

regime, and is subdivided into five subsections. The first subsection presents the 

fundamental theory of the oscillating wings. The second subsection presents the physical 

and computational set-up of the flow analyses, along with the assessment of the temporal 

refinement used in the time-domain analyses of this test case. The third subsection 

investigates in detail the turbulent unsteady flow regime of the transonic pitching motion 

by comparing the numerical results obtained from the TD solver developed in this study 

with both the numerical results obtained from a commercial CFD code, and available 

experimental data. The fourth subsection presents results obtained from the Harmonic 

Balance solver developed in this study, while the last subsection presents the analysis of 

the solution run-time speed-up obtained by using the HB solver than the standard TD 

solver.   
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8.2.1 Fundamentals of oscillating wings 

 

 

Here the case of a transonic oscillating airfoil is considered. This type of problem is 

representative of transonic aircraft wing aerodynamics. The oscillating motion is taken to 

feature only a pitching motion component. Viewing the problem in the absolute frame of 

reference, where the freestream direction is constant, the pitching motion of the airfoil 

results in a harmonic variation of the angle of attack. The mathematical representation of 

the imposed motion is that adopted in [51]. Taking a pitching axis located on the chord 

line at position 𝑥𝑝 from the LE, the airfoil motion is expressed as: 

 

 𝑎(𝑡)  =  𝑎𝑚  + 𝑎0 𝑠𝑖𝑛(𝜔 𝑡) (8.3.1) 

 

where 𝑎 represents the instantaneous angle of attack, 𝑎𝑚 is the mean angle of attack (i.e. 

the constant direction of the freestream in the absolute frame of reference), 𝑎0 is the 

amplitude of pitching, and 𝜔 is the angular frequency of the motion. The frequency 𝜔 is 

related to the reduced frequency 𝜆 by the equation 

 

 𝜆 =  
𝜔 𝑐

2 𝑢∞
 (8.3.1) 

 

where  𝑢∞ is the freestream velocity and 𝑐 is the airfoil chord. The prescribed pitching 

motion is depicted in figure 8.10.  

 

 

 

Figure 8.10: prescribed motion of pitching wing 
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8.2.2 Physical and numerical problem set-up 

 

 

The wing section selected for this study is the NACA0012 airfoil and the operating 

condition is characterized by a significantly nonlinear periodic flow due to the harmonic 

pitching motion. This test case, known as AGARD CT5 is described in reference [51] . 

In this periodic flow field, a shock forms at the LE of the airfoil and moves towards the 

TE until it reaches approximately 45% of the chord at a maximum value of angle of attack. 

Then the shock travels upstream to the LE until it disappears. This cycle is repeated on 

the opposite side of the airfoil with a phase of about 180 degrees. This is because the AoA 

is nearly zero and the airfoil is symmetric. It should also be noted that the mean steady 

flow corresponding to the constant 𝛼𝑚
 is shock-free. The flow remains attached 

throughout the cycle of unsteadiness. This pitching motion is characterized by pitching 

amplitude 𝑎0 of 2.51𝑜 with mean angle of attack 𝑎𝑚 of 0.016𝑜 and a reduced frequency 

𝜆 of 0.0814. The pitching centre is located at 𝑥𝑝 = 0.25𝑐, and the free stream Mach 

number 𝑀∞ is 0.755. The flow conditions are given in table 8.4. The value of the 

Reynolds number based on the freestream velocity and the airfoil chord is 𝑅𝑒 = 5.5 ∙ 106. 

A similar analysis has been done by Batina [188] and more recently by Da Ronch et al 

[53] for solving the Euler equations using the same operating conditions. This motion was 

chosen because there are available experimental data [51]. The experiment was conducted 

by the Advisory Group for Aerospace Research & Development in France, where the 

static pressure was measured for at least 30 locations on the surface of the airfoil, for 

several time intervals.  

  

parameter value 

𝑀 0.755 

𝑎𝑚 0.016𝑜 

𝑎0 2.51𝑜 

𝜆 

𝑅𝑒 

0.0814 

5.5 ∙ 106 

 

Table 8.4: Flow conditions 

for the NACA0012 airfoil 
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     The time-dependent turbulent flow field past the pitching airfoil has been computed 

using multi-block moving grids. In all simulations, the whole computational grid is 

animated by pitching motion defined by equation (8.3.1). The grid does not deform, and 

it undergoes a rigid-body motion corresponding to the prescribed motion of the airfoil. 

The flow field has been simulated using a C-grid with  32.768 cells. The grid coordinates 

are non-dimensionalized by the chord of the airfoil, and the farfield boundary is at about 

50 chords from the airfoil. The grid has been divided into 32 blocks and a parallel 

computation has been performed to decrease the computational time. Four local views of 

the grid adopted for the analysis reported in the following subsection are provided in 

figure 8.11. 

 

Figure 8.11: grid for the pitching NACA0012 airfoil. Top left plot: near-airfoil area. 

Top right plot: leading edge area. Bottom left plot: airfoil upper side area at mid-

chord. Bottom right plot: trailing edge area. 
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The number of mesh intervals on the airfoil (𝑛𝐴), the number of intervals on the C-cut 

(𝑛𝐶), the number of intervals in the normal-like direction (𝑛𝑁), and the distance of the 

first grid points off the airfoil from the airfoil surface (𝛥𝑊) are reported in Table 8.5.  

 

Grid 𝑛𝐴 𝑛𝐶  𝑛𝑁 𝛥𝑊 𝑁𝑐𝑒𝑙𝑙 

Fine 176 40 128 1.25 ×  10−6𝑐 32,768 

Table 8.5: Main geometric parameters of the grid used to compute the pitching 

airfoil. 

 

     In order to assess the sensitivity of the turbulent solutions to the level of temporal 

refinement using the TD solver, the flow field has been simulated using 32, 64, and 128 

time-intervals per period. All turbulent simulations have been run until the maximum 

difference between 𝐶𝐿 over the last two pitching cycles became less than 0.1% of the 

maximum 𝐶𝐿 over the last cycle. The number of pitching cycles typically required for 

fulfilling this requirement varied between three and five depending on the temporal 

refinement, and also on whether the simulation has been started from a freestream 

condition or restarted from the solution of a simulation using different temporal 

refinement. The periodicity error of the other force coefficients at a given period is similar 

to that of 𝐶𝐿. The threshold of 0.1 has been chosen because it gives the best trade-off 

between accuracy and computational cost of the analyses. Reducing the 𝐶𝐿 periodicity 

error below this value yields insignificant variations of the periodic solutions with respect 

to those reported in the figure 8.12. For all turbulent analyses of the pitching airfoil 

presented in this report, 𝑦+ has been found to be smaller than one at all grid points and 

all times of the periodic flow field. The periodic profiles of the lift coefficient 𝐶𝐿, the drag 

coefficient 𝐶𝐷 and the pitching moment coefficient 𝐶𝑀 computed with above said three 

levels of time-refinement are reported in figure 8.12. 

     The vertical axis of each subplot reports the force coefficient and the horizontal axis 

reports a time variable non-dimensionalized by the period. These profiles highlight that 

the computed solution is almost independent of the number of intervals per period used 

to calculate the flow field. Some small variations between the solutions using 32 and 64 

intervals per pitching cycle are instead observed. In order to keep computational cost low, 

the case with 64 time intervals per period has been used for all turbulent analyses 

presented in the remainder of this study.  
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Figure 8.12: Comparison of force coefficients of oscillating wing 

NACA0012, varying time-refinement. Top plot: lift force coefficient. 

Middle plot: drag force coefficient. Bottom plot: pitching moment 

coefficient. 
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However, in the case of oscillating wing, which is experiencing simultaneous pitching 

and heaving motions (section 8.2), a spatial refinement analysis took place. In CT5 test 

case it is no longer necessary to find a grid independent solution as the purpose of this 

study is to validate the accuracy and the speed up of the harmonic balance solver. In 

addition, the CFL number of all turbulent simulations has been set to 2 and CFL ramping 

has been used. 2500 MG iterations per physical time-step have been performed and the 

scheme of multigrid was chosen to be the V-cycle with 2 smoothed Runge–Kutta cycles 

on the coarsest grid level and 5 Runge-Kutta cycles on the medium and fine grids. All 

calculations have been performed using the PIRK MG iteration, since the maximum CFL 

number that could be used retaining the numerical stability of the FERK integration has 

been found to be 0.5. 

 

 

8.2.3 Time-domain analysis 

 

 

This subsection presents unsteady time accurate numerical results obtained with the TD 

solver described in section 5.2. Figures 8.13 and 8.14 illustrate the comparison of the 

hysteresis cycle of the lift and pitching moment coefficient respectively, between 

numerical results obtained with the TD solver, and experimental data. The horizontal axis 

of both figures 8.13 and 8.14 represents the instantaneous angle of attack while the 

vertical axis represents the lift and pitching moment coefficient, respectively. Two 

different numerical results have been simulated using the TD solver developed in this 

study. The first one is computed using the turbulent TD solver with Menter’s wall 

boundary condition described by equation (2.6.7) and labelled in figures as “mentw 

TD05”, and the second one is computed using the same solver but with Wilcox’s wall 

boundary condition described by equation (2.6.1) with 𝑆𝑅  =  2500 and labelled in 

figures as “wlc1w TD05”. The TD05 symbol indicates that the solver used to compute 

these results is the TD solver and the period presented in figures 8.13 and 8.14 is equal to 

5. Also, results obtained from commercial software NUMECA [186] and experimental 

data [51] have been included in the figure for validation, labelled as “numeca” and “exp” 

respectively. 
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Figure 8.13: hysteresis cycle of lift coefficient for 

the pitching NACA0012 airfoil 

 

Figure 8.14: hysteresis cycle of pitching 

moment coefficient for the pitching NACA0012 

airfoil 
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     The compared results between simulations obtained with the TD solver developed in 

this study and experimental data are in very good agreement during the upstroke. The 

source of the discrepancies between the data during the downstroke is unknown, however 

this is consistent with other studies [53, 189, 190]. In addition the results computed using 

the two different wall boundary conditions for the calculation of the dissipation rate 𝜔 of 

the SST turbulence model give zero difference for the prediction of lift and pitching 

moment coefficient. Numeca results are also in very good agreement with the numerical 

results obtained with COSA TD solver. Only some small variations appear in the pitching 

moment coefficient compared to COSA results but it is negligible difference. The arrow 

indicates the direction of the lift coefficient with respect to the time evolution. 

 

Figure 8.15: hysteresis cycle of drag coefficient 

for the pitching NACA0012 airfoil 

 

     Figure 8.15 illustrates the comparison of hysteresis cycle of the drag coefficient, 

between numerical results simulated using the COSA TD solver and results obtained with 

a commercial CFD code [186]. The horizontal axis of figure 8.15 represents the 

instantaneous angle of attack while the vertical axis represents the drag force coefficient. 

Similar to figures 8.13 and 8.14, two different numerical results have been simulated by 

the COSA TD solver where the first one uses  Menter’s wall boundary condition 

described by equation (2.6.7) and the second one uses Wilcox’s wall boundary condition 

described by equation (2.6.1) with 𝑆𝑅  =  2500. The compared results between the 
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simulations obtained with TD solver developed in this study and the results obtained with 

commercial software NUMECA are in very good agreement. In addition the results 

computed using the two different wall boundary conditions for the calculation of the 

dissipation rate 𝜔 of the SST turbulence model give almost zero difference for the 

prediction of drag coefficient.  

     To examine in greater detail the shock that appears in the flow field, the pressure 

coefficient 𝐶𝑝 at six positions along one period is considered (figure 8.16). Each subplot 

of figure 8.16 is labelled at its bottom right hand side with the value of instantaneous 

angle of attack of the airfoil. The arrow beside each value indicates if the angle of attack 

is increasing or decreasing. The positions of the airfoil were chosen based on the available 

experimental data and their instantaneous angle of attack is 1.09𝑜, 2.34𝑜 and −0.54𝑜 

when the AoA is increasing and 0.52𝑜, −1.25𝑜 and −2.41𝑜 when the AoA decreasing, 

respectively. The horizontal axis of figure 8.16 represents the x-coordinates of the airfoil 

nondimensionalized by the chord while the vertical axis represents the pressure 

coefficient 𝐶𝑝. As discussed above, two different numerical results have been simulated 

with the COSA TD solver, one is computed using Menter’s wall boundary condition, and 

the second one is computed using Wilcox’s wall boundary condition. Also, results 

obtained with commercial code NUMECA [186] and experimental data [51] have been 

included to the figure 8.16 for validation purposes. The numerical results obtained from 

the COSA TD solver are in very good agreement with tunnel measurements with some 

minor deviations around the shock wave. Furthermore these results are almost in excellent 

agreement with those obtain from the commercial software NUMECA. Also, one sees 

that the different set up for the calculation of the dissipation rate ω on the wall has zero 

influence on the pressure coefficient  𝐶𝑝 at all positions along the period.  
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Figure 8.16: numerical results of instantaneous pressure coefficient at several 

positions along one period compared with experimental data 
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Figure 8.17: Convergence histories of turbulent SST analyses of flow field past the 

pitching NACA0012 airfoil using Menter’s wall boundary condition. 
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Figure 8.18: Convergence histories of turbulent SST analyses of flow field past the 

pitching NACA0012 airfoil using Wilcox’s boundary condition with 𝑆𝑅 = 2500 
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     The convergence histories of the four RANS PDEs and the two PDE’s associated with 

the turbulence model using equation (2.6.7) in the six positions mentioned above, are 

reported in the subplots of figure 8.17, whereas the six convergence histories using 

equation (2.6.1) with  𝑆𝑅 = 2500 are shown in the subplots of figure 8.18. All 

calculations have been performed using the multigrid algorithm where a high order 

scheme for the restriction operator and a bilinear interpolation for the prolongation 

operator have been used. In figure 8.17 one sees that the convergence rate of all residuals 

in all positions has been dropped by at least 2.5 orders of magnitude. However the residual 

of the 𝛫 equation has been dropped between 1 and 1.5 orders in all positions as expected. 

Similar residual drops have also been observed, solving the same test case with 

commercial package NUMECA, by applying numerical methods and modelling features 

similar to those of COSA. In the case where the Wilcox wall BC has been used, the 

convergence rate in all residuals at all positions is fairly worse than those computed with 

Menter’s wall BC. For the same reasons discussed in the chapter 7, the convergence 

histories of the simulation using Wilcox’s wall BC are expected to improve further by 

increasing the spatial refinement of the computational grid. 

 

 

8.2.4 Frequency-domain analysis 

 

 

In the previous subsection a TD analysis applying 64 intervals per period took place using 

a turbulent flow field past a pitching NACA0012 airfoil. As discussed in chapter 3, an 

alternative method to solve the RANS equations and the turbulence model equations for 

a periodic flow problem is the High Dimensional Harmonic Balance Method. In this 

subsection this HDHB method is used to solve the RANS and SST equations for the same 

pitching motion. In order to compare with great detail the solution obtained from the 

turbulent harmonic balance solver and the one obtained from the turbulent TD solver, 

described in section 8.3.3, harmonic balance simulations with a number of complex 

harmonics ranging from 1 to 11 have been performed. Figures 8.19 and 8.20 present 

respectively the comparison of hysteresis cycle of the lift and pitching moment 

coefficient, computed with the TD simulation and the HB analyses. The numerical results 

selected to validate the frequency-domain solver are those obtained from the TD solver 

using Wilcox’s wall boundary condition described by equation (2.6.1) with 𝑆𝑅  =  2500 
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and labelled in figures 8.19 and 8.20 as “TD05”. As mentioned in subsection 8.2.3, 5 

periods have been simulated in order to achieve the aforementioned periodicity error 

using the TD solver. The horizontal axis of both figures 8.19 and 8.20 represents the 

instantaneous angle of attack while the vertical axis represents the lift and pitching 

moment coefficient, respectively. Each figure has 7 different lines represented by 

different colours. The first 6 lines denote the solution of the force coefficient of lift (figure 

8.19) and pitching moment (figure 8.20), respectively, using different numbers of 

complex harmonics whereas the last line (black) denotes the solution obtained from the 

TD solver, analysed in the previous subsection.  

 

Figure 8.19: hysteresis cycle of lift coefficient 

for the pitching NACA0012 airfoil using 11 

harmonics 

 

The compared results between the frequency domain and the time domain solver are in 

very good agreement. As one sees from figure 8.19, the number of complex harmonics 

that one needs to calculate the lift coefficient of a transonic flow field past the NACA0012 

airfoil and make it consistent with the TD solution, is greater than one. Using only one 

complex harmonic, brings the solution very close to TD solution but it is not fully 

identical, thus more harmonics are needed. In figure 8.20 one sees that the number of 

complex harmonics one needs to calculate the pitching moment coefficient of a transonic 

flow field past the NACA0012 airfoil and make it consistent with the TD solution, is 
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greater or equal to three. As shown in the same figure, the solution using only one 

complex harmonic fails to predict correctly the moment coefficients. For both lift and 

pitching moment coefficient, one observes that increasing the number of harmonics has 

almost zero effect on the force solutions. 

 

Figure 8.20: hysteresis cycle of pitching 

moment coefficient for the pitching NACA0012 

airfoil using 11 harmonics 

 

 

     Figure 8.21 illustrates the comparison of the hysteresis cycle of the drag coefficient, 

obtained from the TD analysis and the harmonic balance analyses. The horizontal axis of 

figure 8.21 reports the instantaneous angle of attack while the vertical axis reports the 

drag force coefficient. Similarly to the case of figures 8.19 and 8.20, only the harmonic 

balance solution using Wilcox wall BC described by equation (2.6.1) with 𝑆𝑅  =  2500 

has been performed. The 7 lines that appear in figure 8.21 have the same structure as in 

figures 8.19 and 8.20. The compared results of the drag coefficient between the frequency 

domain and the time domain solver are in very good agreement. Similarly to the results 

of the pitching moment coefficient, the solution using only one complex harmonic fails 

to predict correctly the drag coefficient. However, the solution obtained with three or five 

complex harmonics is still not sufficient to predict the drag coefficient correctly and be 

identical with the results of TD solver. At least 7 harmonics are needed for the drag 
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coefficient. Increasing the number of harmonics by 7 or more, has almost zero effect on 

the drag coefficient. Figures 8.19, 8.20 and 8.21 illustrate that the higher the number of 

harmonics, the more accurate the predictions of the force coefficients are. 

 

Figure 8.21: hysteresis cycle of drag coefficient 

for the pitching NACA0012 airfoil using 11 

harmonics 

 

     In order to get further insight on the performance of the frequency domain solver, 

results of the zeroth flow complex harmonic are presented. The zeroth harmonic 

represents the average values through a period of unsteadiness. Using these coefficients 

one can calculate the average value of the surface pressure coefficient on each cell 

through a period, known as the mean pressure coefficient. The mean surface pressure 

coefficient is presented in figure 8.22.   
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Figure 8.22: zeroth surface pressure 

coefficients  

 

The horizontal axis of figure 8.22 reports the position along the airfoil chord, and the 

vertical axis reports the zeroth harmonic unsteady surface pressure coefficients. Similarly 

to figure 8.21, each line of figure 8.22 denotes the solution of the average surface pressure 

coefficient using different numbers of complex harmonics. The black line denotes the 

solution of average surface pressure coefficients obtained from the TD solver, where each 

pressure coefficient is defined as the sum of all pressure coefficients of a particular cell 

calculated at all physical times steps divided by the total number of physical time steps 

of one period. One sees that the results of zeroth surface pressure coefficient, calculated 

by using only one harmonic do not predict correctly the mean pressure coefficient 

compared to the TD results. Differences are mostly obvious between 10% and 45% of the 

airfoil chord because of the shock near the LE of the airfoil. This effect applies to both 

sides of the airfoil. On the other hand the results of zeroth surface pressure coefficient, 

calculated using three or more harmonics are in very good agreement with the mean 

pressure coefficient computed with the TD solver. 

     In order to get further insight on the performance of the frequency domain solver, 

results from the real and imaginary parts of the first flow harmonic are presented. 

Similarly to plot 8.22 the horizontal axis of figures 8.23 and 8.24 represents the non-

dimensionalized coordinates of the airfoil and the vertical axis represents the real and the 
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imaginary part of the first harmonic surface pressure coefficient, respectively. The lines 

of figures 8.23 and 8.24 have the same structure as in figure 8.22.  

 

Figure 8.23: first surface pressure coefficients 

 

Figure 8.24: second surface pressure 

coefficients 
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In figure 8.23, one sees that the results using one or three complex harmonics do not 

predict correctly the real part of pressure coefficient, compared to the TD results. By 

increasing the number of harmonics, the solution is moving closer to the one obtained 

from the TD solver. As one sees in figure 8.23, nine harmonics are sufficient to achieve 

a good agreement with the results obtained from the TD solver. On the other hand the 

results of imaginary part of surface pressure coefficient, calculated with three or more 

harmonics are in very good agreement with the pressure coefficient computed with the 

TD solver (figure 8.24). 

     To examine in greater detail if the moving shock dynamics is resolved with sufficient 

accuracy by the harmonic balance analysis, the pressure coefficient 𝐶𝑝 at six positions 

along one period is considered in figure 8.25. Similarly to figure 8.16, each subplot of 

figure 8.25 is labelled at its bottom right hand side with the value of instantaneous angle 

of attack of the airfoil. The arrow beside each value, indicates if the angle of attack is 

increasing or decreasing. The positions of the airfoil are the same as those of figure 8.16. 

The horizontal axis represents the x-coordinates of the airfoil non-dimensionalized by the 

chord, while the vertical axis represents the pressure coefficient 𝐶𝑝. Each line of each 

subfigure denotes the solution calculated with a different number of harmonics. The black 

line denotes the solution of pressure coefficient obtained from the TD solver. 

     One sees that the pressure coefficient of the top subplot on the left hand side (𝑎 =

0.52𝑜 ↑) of figure 8.25 and of the middle subplot on right hand side (𝑎 = 1.25𝑜 ↓) of the 

same figure, requires at least 11 harmonics in order to predict the same results with respect 

to the TD solver. On the other hand, the pressure coefficient on the remaining positions 

requires only 5 harmonics in order to be consistent with the TD results. As one sees, the 

accuracy of the shock is well established by the harmonic balance solver and the pressure 

coefficient 𝐶𝑝 is found to be consistent to the TD solver.  

   The convergence histories of the four RANS PDEs and the two turbulence model PDEs 

of the SST analysis using equation (2.6.1) with  𝑆𝑅 = 2500 at the six positions mentioned 

above for each number of harmonics, are reported in the subplots of figure 8.26. All 

calculations have been done using multigrid scheme with a high order restriction operator 

and a bilinear prolongation operator. In figure 8.26 one sees that the convergence rate of 

all residuals in all positions has been dropped by at least 2.5 orders of magnitude. It should 

be noted that increasing the number of harmonics retained in truncated Fourier-series 

representation of the HB analysis improves the convergence rate of the HB solver.   
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Figure 8.25: numerical comparison instantaneous pressure coefficient at several 

positions  calculated by the harmonic balance and time domain solver 
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Figure 8.26: Convergence histories of turbulent SST analyses of flow field past the 

pitching NACA0012 airfoil using the harmonic balance solver 
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8.2.5 Computational efficiency 

 

 

In the previous subsection a harmonic balance flow analysis was carried out considering 

the turbulent flow field past a pitching NACA0012 airfoil. In this section a computational 

efficiency assessment of the HB solvers and the TD solvers is reported. For the TD solver 

the flow field has been simulated using 64 time intervals per period until the maximum 

difference between 𝐶𝐿 over the last two pitching cycles became less than 0.1% of the 

maximum 𝐶𝐿 over the last cycle. The number of pitching cycles required for fulfilling this 

requirement was five periods. In addition the CFL number has been set to 2, a multigrid 

acceleration is used and 2500 MG iterations per physical time-step were needed to 

achieve a converged solution. For the harmonic balance solver the flow field has been 

simulated using 10,000 multigrid iterations with the same CFL number and the same RK 

scheme like the TD solver. In table 8.6 one sees the computational efficiency of the HB 

solver with respect to the TD. 

 

𝑆𝑜𝑙𝑣𝑒𝑟 𝐶𝑃𝑈 𝑡𝑖𝑚𝑒(ℎ) 𝑠𝑝𝑒𝑒𝑑 𝑢𝑝 

TD 125.86 1.00 

HB01 1.02 123.39 

HB03 3.37 37.35 

HB05 6.90 18.24 

HB07 10.66 11.80 

HB09 14.30 8.80 

HB11 19.09 6.59 

Table 8.6: CPU time speed up of the harmonic balance 

methods with respect to the time domain method. 

 

     The HB solver using 11 harmonics is at least 6.5 times more efficient in terms of 

computational cost with respect to the TD solver. From table 8.6 one sees that with only 

one harmonic the speed up of HB solver is more than 100 times faster than the TD solver, 

but the results are not accurate and in most cases are wrong. By increasing the number of 

harmonics of the HB solver the computational efficiency is decreasing and as a 

consequence the computational cost is increasing. The computational efficiency of the 

HB methods depends on the numerical integration method. When using an explicit RK 
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strategy with multigrid acceleration technique, the computational cost of the HB method 

grows linearly with the number of harmonics. Moreover for engineering applications 

usually only the force coefficients are subject of investigation and in this case, as seen 

above (section 8.3.4) only 7 harmonics were needed, which results in a speed up of at 

least 10 times. 

 

 

8.3  Oscillating subsonic wings 

 

 

This section focuses on the 2D turbulent flow analysis of a pitching airfoil in low speed 

subsonic operating conditions, and is subdivided into three subsections. The first 

subsection presents the physical and computational set-up of the flow analysis, along with 

the assessment of the spatial refinement of the grid used in this test case. The second 

subsection investigates in detail the turbulent unsteady flow resulting from the harmonic 

pitching motion of the airfoil and compares the results of the TD and HB analyses. The 

last subsection reports the analysis of the run-time using the TD and HB simulations for 

different number of complex harmonics. This subsection also provides the speed-up of 

the HB flow analysis over the TD analysis for typical values of the number of complex 

harmonics.   

 

 

8.3.1 Physical and numerical problem set-up 

 

 

The wing section selected for this study is the NACA0015 airfoil, which is animated by 

harmonic pitching motion and is immersed in a low-speed subsonic freestream.  The flow 

remains attached throughout the oscillation cycle. This pitching motion is characterized 

by a pitching amplitude 𝑎0 of 4.0𝑜  with mean angle of attack 𝑎𝑚 of 10.0𝑜 and a reduce 

frequency 𝜆 of 0.2. The pitching centre is located at 𝑥𝑝 = 0.25𝑐, and the free stream 

Mach number 𝑀∞ is 0.2. The flow conditions are given in table 8.7. The value of the 

Reynolds number based on freestream velocity and airfoil chord is 𝑅𝑒 = 1.5 ∙ 106. 
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parameter value 

𝑀 0.2 

𝑎𝑚 10.0𝑜 

𝑎0 4.0𝑜 

Κ 

𝑅𝑒 

0.2 

1.5 ∙ 106 

Table 8.7: Flow conditions 

for the NACA0015 airfoil 

 

     The time-dependent turbulent flow field past the pitching airfoil has been computed 

with multi-block moving grids. In all simulations, the whole computational grid is 

animated by pitching motion defined by equation (8.3.1). The grid does not deform, and 

it undergoes a rigid-body motion corresponding to the prescribed motion of the airfoil. 

The flow field has been simulated using a C-grid with  102,400 cells. The grid 

coordinates are non-dimensionalized by the chord of the airfoil, and the farfield boundary 

is at about 50 chords from the airfoil. The grid has been divided into 256 blocks and a 

parallel computation has been done to decrease the computational time. The number of 

mesh intervals on the airfoil (𝑛𝐴), the number of intervals on the C-cut (𝑛𝐶), the number 

of intervals in the normal-like direction (𝑛𝑁), and the distance of the first grid points off 

the airfoil from the airfoil surface (𝛥𝑊) are reported in table 8.8. Four local views of the 

grid adopted for the analyses reported in the following subsection are provided in figure 

8.27. 

 

Grid 𝑛𝐴 𝑛𝐶  𝑛𝑁 𝛥𝑊 𝑁𝑐𝑒𝑙𝑙 

Fine 400 100 160 1.6 × 10−6𝑐 102,400 

Table 8.8: Main geometric parameters of the grid used to compute the pitching airfoil. 

      

     In order to assess the sensitivity of the turbulent solutions to the level of temporal 

refinement using the TD solver, the flow field has been simulated using 32, 64, and 128 

time-intervals per period. All turbulent simulations have been run until the maximum 

difference between 𝐶𝐿 over the last two pitching cycles became less than 0.1% of the 

maximum 𝐶𝐿 over the last cycle. The number of pitching cycles typically required for 

fulfilling this requirement varied between four and six depending on the temporal 

refinement, and also on whether the simulation has been started from a freestream 
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condition or restarted from the solution of a simulation using different temporal 

refinement. The periodicity error of the other force coefficients at a given period is similar 

to that of 𝐶𝐿. Reducing the 𝐶𝐿 periodicity error below this value yields insignificant 

variations of the periodic solutions with respect to those reported in the figure 8.28. For 

all turbulent analysis of the pitching airfoil presented in this report, 𝑦+ has been found to 

be smaller than one at all grid points and all times of the periodic flow field. The periodic 

profiles of the lift coefficient 𝐶𝐿, the drag coefficient 𝐶𝐷 and the pitching moment 

coefficient 𝐶𝑀 computed with above said three levels of time-refinement are reported in 

figure 8.28. 

 

Figure 8.27: grid for the pitching NACA0015 airfoil. Top left plot: near-airfoil area. 

Top right plot: leading edge area. Bottom left plot: airfoil upper side area at 

mid-chord. Bottom right plot: trailing edge area. 
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Figure 8.28: Comparison of force coefficients of oscillating wing 

NACA0015, varying time-refinement. Top plot: lift force coefficient. 

Middle plot: drag force coefficient. Bottom plot: pitching moment 

coefficient.
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     The vertical axis of each subplot reports the force coefficient and the horizontal axis 

reports a time variable non-dimensionalized by the period. These profiles highlight that 

the computed solution is almost independent of the number of intervals per period used 

to calculate the flow field. Some small variations between the solutions using 32 and 64 

intervals per pitching cycle are instead observed. In order to keep low computational 

costs, the case with 64 time intervals per period has been used for all turbulent analyses 

presented in the remainder of this pitching airfoil. In addition, the CFL number of all 

turbulent simulations has been set to 3 and CFL ramping has been used. 2000 MG 

iterations per physical time-step have been performed and the scheme of multigrid was 

chosen to be the V-cycle with 2 smoothed Runge–Kutta cycles on the coarsest grid level 

and 5 Runge-Kutta cycles on the medium and fine grids. All calculations have been 

performed using the PIRK MG iteration. 

 

 

8.3.2 Time-domain and Frequency-domain analysis 

 

 

This subsection presents unsteady results obtained from the time domain analysis and the 

harmonic balance flow analysis described in section 5.2. All numerical results have been 

simulated using Wilcox’s wall boundary condition described by equation (2.6.1) 

with 𝑆𝑅  =  2500. Figures 8.29 and 8.30 illustrate the comparison of the hysteresis cycle 

of the lift and pitching moment coefficient respectively, and provide numerical results 

obtained from the time-domain solver, and the harmonic balance solver, respectively. The 

horizontal axis of both figures 8.29 and 8.30 represents the instantaneous angle of attack 

while the vertical axis represents the lift and pitching moment coefficient, respectively. 

In figure 8.29, the TD results are labelled as “TD06”. For the frequency domain solver, 

several harmonic balance solutions have been simulated up to 4 harmonics. Each figure 

has 5 different lines. The first 4 lines denote the solution of the force coefficient of lift 

(figure 8.29) and pitching moment (figure 8.30), respectably, using different number of 

harmonic whereas the last line (black) denotes the solution obtained from the TD solver.  
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Figure 8.29: hysteresis cycle of lift coefficient for 

the pitching NACA0015 airfoil using 4 

harmonics 

 

Figure 8.30: hysteresis cycle of pitching 

moment coefficient for the pitching NACA0015 

airfoil using 4 harmonics 
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     The compared results between the simulations obtained from the frequency domain 

solver and the time domain solver, developed in this study are in very good agreement. 

As one sees in figure 8.29 and 8.30 the number of complex harmonics one needs to 

calculate the lift and pitching moment coefficient, respectively, of a low speed flow field 

past the NACA0015 airfoil and obtain an accurate solution comparable to that of the TD 

solution is greater than one. Using only one complex harmonic the solution is very close 

to the TD solution but is not fully identical and more harmonics are needed. Further 

increasing the number of complex harmonics has almost zero effect on the force solutions. 

The arrows in figures 8.29 and 8.30 indicate the direction of the lift and pitching moment 

coefficient, respectively, of the time evolution of the TD solver. 

     Figure 8.31 illustrates the comparison of the hysteresis cycle of the drag coefficient, 

obtained from the TD analysis and the harmonic balance analyses. The horizontal axis of 

figure 8.31 represents the instantaneous angle of attack while the vertical axis represents 

the drag force coefficient. Similar to figures 8.29 and 8.30, only Wilcox wall BC 

described by equation (2.6.1) with 𝑆𝑅  =  2500 has been simulated for both solvers.  

 

Figure 8.31: hysteresis cycle of drag coefficient 

for the pitching NACA0015 airfoil using 4 

harmonics 

 

The five lines that appear in figure 8.31 have the same structure as in figures 8.29 and 

8.30. The compared results for the drag coefficient between the simulations obtained from 
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the TD solver and the frequency domain solver are in very good agreement. Similarly 

conclusions as discussed for the lift and pitching moment coefficients, the number of 

complex harmonics that one needs to calculate the drag coefficient of a low speed flow 

field past the NACA0015 airfoil and be consistent with the TD solution is greater than 

one. On the other hand, the solution obtained using only one harmonic fails completely 

to predict correctly the drag coefficient. From the figures 8.19, 8.20 and 8.21 one can 

observe that the higher the number of harmonics, the more accurate the predictions of the 

force coefficients are. 

     Similar analysis for the zeroth flow complex harmonic, like the one presented for the 

transonic flow field past the NACA0012, is reported in figure 8.32. The horizontal axis 

of figure 8.32 represents the position along the airfoil chord and the vertical axis 

represents the zeroth harmonic unsteady surface pressure coefficients.  

 

Figure 8.32: zeroth surface pressure 

coefficients 

 

Similarly to figure 8.31, each line of figure 8.32 denotes the solution of average surface 

pressure coefficient using different number of complex harmonics. The black line denotes 

the solution of average surface pressure coefficients obtained from the TD solver. One 

sees that all results using different number of harmonics predict correctly the zeroth 

surface pressure coefficient as they are superimposed with the results obtained from the 

TD solver. 
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     In order to get further insight on the performance of the frequency domain solver, 

results from the real and imaginary parts of the first flow harmonic are presented. 

Similarly to plot 8.32 the horizontal axis of figures 8.33 and 8.34 represents the non-

dimensionalized coordinates of the airfoil and the vertical axis represents the real and 

imaginary part of the first harmonic surface pressure coefficient, respectively.  

 

Figure 8.33: first surface pressure coefficients 

 

Figure 8.34: second surface pressure coefficients 
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The lines of figures 8.33 and 8.34 have the same structure as in figure 8.32. One sees that 

the results in figure 8.33, calculated with only one harmonic, do not predict correctly the 

real part of pressure coefficient, compared to the ones obtained from the TD analyses. By 

increasing the number of harmonics, the solution becomes consistent with the one 

obtained from the TD solver. Moreover, one sees that all results using different numbers 

of harmonics correctly predict the imaginary part of surface pressure coefficient as they 

are superimposed with the ones obtained from the TD solver. 

    To examine in greater detail the low speed flow field past the NACA0015 and to 

validate the accuracy of the harmonic balance solver, the pressure coefficient 𝐶𝑝 at six 

positions along one period is considered in figure 8.35. Each subplot of figure 8.35 is 

labelled at its bottom right hand side with the value of instantaneous angle of attack of 

the airfoil. The arrow besides each value, indicates if the angle of attack is increasing or 

decreasing. Their instantaneous angle of attack is 10.00𝑜, 14.00𝑜 and 8.11𝑜 when the 

AoA is increasing and 12.22𝑜, 7.46𝑜 and 8.00𝑜 when the AoA is decreasing, 

respectively. The horizontal axis of figure 8.35 represents the x-coordinates of the airfoil 

non-dimensionalized by the chord while the vertical axis represents the pressure 

coefficient 𝐶𝑝. Each line of each subfigure denotes the solution obtained from a different 

number of harmonics. The black line denotes the solution of pressure coefficient obtained 

from the TD solver. 

     One sees that all results for the pressure coefficient 𝐶𝑝 using different number of 

harmonics are almost identical to the results obtained from the TD solver in all different 

positions along a period. It is important to highlight that the minimum number of 

harmonics needed to predict the transonic flow field past the NACA0012 and obtain an 

accuracy level comparable to that of the TD results, was 11. Conversely, in the present 

low speed case, two complex harmonics are sufficient. This big difference comes from 

the fact that the pitching NACA0012 case features a strong shock discontinuity and many 

harmonics are needed to obtain the same very high accuracy of the TD solution. 

     The convergence histories of the four RANS PDEs and the two SST turbulence model 

PDEs using the TD solver at the six positions mentioned above are reported in the 

subplots of figure 8.36. All calculations have been done using high order multigrid 

operators. One sees in figure 8.36 that the convergence rate of all residuals in all positions 

has been dropped by at least 3 orders of magnitude. As expected the residual of the  𝛫 

equation has instead been dropped by only one order in all positions.  
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Figure 8.35: numerical comparison instantaneous pressure coefficient at several 

positions calculated by the harmonic balance and time domain solver 
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Figure 8.36: Convergence histories of turbulent SST analyses of flow field past 

the pitching NACA0015 airfoil using Wilcox’s boundary condition with 𝑆𝑅 = 2500 
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Figure 8.37: Convergence histories of turbulent SST analyses of flow field past the 

pitching NACA0015 airfoil using the harmonic balance solver. 

 

     The convergence histories of the four RANS PDEs and the two turbulence model 

PDEs of the SST analysis using the harmonic balance solver for each number of 
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harmonics are reported in the subplots of figure 8.37. All calculations have been done 

using the multigrid scheme with a high order restriction operator and a bilinear 

prolongation operator. As one sees in figure 8.37, the convergence rate of all residuals in 

all positions has been dropped for at least 3 orders of magnitude. 

 

 

8.3.3 Computational efficiency 

 

 

In the previous subsection a harmonic balance analysis was carried out using a turbulent 

flow field past a pitching NCACA0015 airfoil. In this section a computational efficiency 

assessment of the HB solvers and the TD solver is reported. For the TD solver the flow 

field has been simulated using 64 time intervals per period until the maximum difference 

between 𝐶𝐿 over the last two pitching cycles became less than 0.1% of the maximum 𝐶𝐿 

over the last cycle. The number of pitching cycles required for fulfilling this requirement 

was six periods. In addition the CFL number has been set to 3, a multigrid acceleration is 

used and 2000 MG iterations per physical time-step were needed to achieve a converged 

solution. For the harmonic balance solver the flow field has been simulated using 10,000 

multigrid iterations using the same CFL number and the same RK scheme like the time 

domain solver. From table 8.9 one sees the computational efficiency of the HB solver 

with respect to the TD. 

 

𝑆𝑜𝑙𝑣𝑒𝑟 𝐶𝑃𝑈 𝑡𝑖𝑚𝑒(ℎ) 𝑠𝑝𝑒𝑒𝑑 𝑢𝑝 

TD 6.88 1.00 

HB01 0.26 26.46 

HB02 0.41 16.78 

HB03 0.59 11.66 

HB04 0.80 8.60 

Table 8.9: CPU time speed up of the harmonic balance 

methods with respect to the time domain method. 

 

The HB solver using 4 harmonics is at least 8.5 times more efficient in terms of 

computational cost with respect to the TDsolver. From table 8.9 one sees that using only 

one harmonic the speed up of HB solver is more than 26 times faster than the TD solver, 
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but the results are not so accurate. By increasing the number of harmonics of the HB 

solvers the computational efficiency is decreasing and as a consequence the 

computational cost is increasing. From the results mention above one can consider the 

solution using 2 harmonics as in all abovesaid analysis the HB02 results were the same 

as the time domain results. In this case the HB solver is at least 16 times faster than the 

TD solver.   
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Chapter 9 

CONCLUSIONS 

 

9.1  Summary and concluding remarks 

 

 

A novel robust explicit multigrid fully-coupled integration approach to the solution of the 

steady, time-domain and harmonic balance Reynolds-Average and shear stress transport 

turbulence model equations has been developed, validated and used for the analysis of 

complex unsteady engineering problems. 

 

 

9.1.1 Algorithmic conclusions 
 

 

 

Thorough theoretical and numerical analyses of all developed algorithmic features have 

been presented. The key features of the fully-coupled turbulent integration include:  

 

 the use of a restriction operator with higher order with respect to that used for the 

Euler and Navier-Stokes equations,  

 

 the use of an ad-hoc limiter of the prolonged multigrid corrections,  

 

 an effective point-implicit treatment of the negative source terms of the turbulence 

model equations, and 

 

  a modelling approximation enabling update of the second turbulent variable, 𝜔, 

independently of the first turbulent flow variable, the turbulent kinetic energy. 
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It is found that the developed enhancement of the restriction and prolongation multigrid 

algorithm plays a crucial role in the achievement of a stable, i.e. robust integration 

method. In addition the approximation applied on the update of the turbulence equations 

yields a significant reduction of the run-time of the harmonic balance flow analysis with 

negligible impact on the accuracy of the computed solution for both low-speed and 

transonic flow problems. 

     The presented analyses have also highlighted an important modelling aspect regarding 

the use of Wilcox’s sold wall boundary condition for the turbulent variable 𝜔. This 

boundary condition depends on a constant, the variations of which have been found to 

induce significant variations in the computed solution. It is not obvious how to select the 

most suitable value of this constant. The original value of 100 proposed by Wilcox 

appears not to match the results of an approximate boundary condition proposed by 

Menter whereas a value of 2500 appears to greatly reduce the solution differences 

obtained by either Wilcox’s or Menter’s wall boundary conditions with a given turbulence 

model. Interestingly, it is found that 

 

 the solution differences arising by using the original Wilcox’s boundary condition 

and Menter’s approximate boundary condition can be similar or even larger than 

the solution differences observed using the same wall boundary condition with two 

different turbulence models. 

 

This highlights that the choice of the wall boundary condition for the two-equation 

turbulence models is an additional source of uncertainty in the RANS analysis of the 

turbulent flows which is often overlooked. 

     An additional algorithmic aspect addressed in this thesis is the impact on the solution 

accuracy of using either a first or a second order space-discretisation of the turbulence 

model equations. Published literature reveals that both approaches are regularly adopted, 

but the motivation of such studies for using either approach is often unclear. The 

additional computational cost associated with the use of a second rather than a first order 

discretisation of the turbulence model is very small, and, for this reason, it is likely that 

the main reason why certain RANS codes use a first order discretisation of the turbulence 

model is a higher numerical stability with respect to the case in which the first order 

discretisation is used. However, the impact of using a first order discretisation on the 

computed solution should be assessed. The comprehensive analyses of this issue reported 

in this thesis highlight that: 
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 the solution differences due to the use of first or second order discretisation of the 

turbulence model are significant when significant flow gradients exist, and this is 

common to both subsonic and transonic flow problems, and  

 

 the solution differences obtained by using either a first or a second order 

discretisation of the turbulence model become asymptotically small as the grid 

refinement increases even in the presence of significant flow gradients like those 

induced shocks.  

 

This is not surprising as the discretisation error of first and second order approximations 

become closer as the mesh refinement increases, but it highlights the importance of 

adopting second order discretisation, as, in the presence of significant gradients like flow 

separations in low- or high-speed flows, this choice enables a higher solution accuracy 

with coarser grids and thus with lower computational costs. 

 

 

9.1.2 Fluid dynamics conclusions 
 

 

 

     The main computational results of this research regard a low-speed renewable energy 

application and an aeronautical engineering application. The former application is the 

comparative analysis of the unsteady aerodynamics of an energy-extracting oscillating 

wing device in two limiting laminar and turbulent regimes. The main motivation for 

analysing this problem has been both to highlight: 

 

 the predictive capabilities and the numerical robustness of the developed turbulent 

time-domain flow solver for complex realistic problems, and  

 

 to shed more light on the complex physics of this emerging renewable energy 

device.  

 

The comparative aerodynamic analysis of the oscillating wing device operating in a 

laminar flow regime at 𝑅𝑒 = 1100 and a fully turbulent regime at 𝑅𝑒 = 1.5 × 106 has 

been performed for two different kinematic operating conditions: a high-laminar 
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efficiency condition (case A), characterized by the occurrence of unsteady LEVS 

associated with dynamic stall, and a low laminar efficiency condition (case B), 

characterized by the absence of LEVS. The comparative turbulent/laminar analysis of 

case A has shown that:  

 

 the optimal synchronization between wing motion and LEVS observed in the 

laminar regime is lost when operating in the turbulent regime, and 

 

 the power extraction efficiency in the turbulent regime is nearly 40%, whereas that 

in the laminar regime is about 34%.  

 

The dependence of the phase between wing motion and LEVS on the Reynolds number 

points to the importance of incorporating turbulent flow effects in the optimization of the 

kinematic parameters of this device when its operating regime is fully turbulent. By doing 

so, efficiency even higher than that of 40% reported herein for the considered turbulent 

Reynolds number is likely to be achieved. The operating condition B is characterized by 

the absence of LEVS. The comparative turbulent/laminar analysis of case B has shown 

that:  

 

 the turbulent estimate of the efficiency is 7% higher than its laminar counterpart, 

but this difference appears to be caused by the different characteristics of the 

turbulent and laminar boundary layers at the considered Reynolds numbers. 

 

The aeronautical engineering application has been performed using the time-domain and 

harmonic balance turbulent flow analysis of a transonic wing section animated by 

pitching motion. The main motivation of these analyses has been both to highlight: 

 

 the computational benefits achievable by using the harmonic balance solution of 

the RANS and SST equations rather than the conventional time-domain solution, 

and 

 

 demonstrate the predictive capabilities of the developed CFD system.  

 

Detailed comparisons of the COSA and NUMECA time-domain solutions have 

confirmed the turbulent flow predictive capabilities of the COSA solver. The comparison 
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of the run-time associated with the COSA time-domain and harmonic balance analyses 

highlights that  

 

 the latter approach reduces at least one order of magnitude the run-time required to 

determine the periodic flow solution with respect to the run-time required by the 

time-domain analysis.  

 

A similar comparative assessment of the time-domain and harmonic balance solvers has 

been carried out using a subsonic unsteady periodic flow field resulting from the harmonic 

pitching of an airfoil. For this problem, it has been found that the use of the turbulent 

harmonic balance solver results in an even higher reduction of the run-time with respect 

to the time-domain solver, with insignificant solution accuracy reduction with respect to 

the latter approach.   

 

 

9.2  Future work 

 

 

On the algorithmic side, future extensions of this work include the development of three-

dimensional flow capabilities, the implementation of Large Eddy Simulation and 

Detached Eddy Simulation modelling capabilities. Indeed, the extension of the existing 

code to three-dimensional flow capabilities is already underway. 

     On the application side, as the COSA code uses a compressible flow formulation, and 

it also features an effective low-speed preconditioner for modelling low-speed flow 

regions, subject to the implementation of application-dependent features (e.g. periodicity 

boundary conditions for turbomachinery problems), the code can be applied to many 

diverse engineering problems, including the analysis of the flow field of gas turbine 

compressor and turbine blades, helicopter rotors and aircraft wings. One of the 

forthcoming applications of the harmonic balance solver is the solution of horizontal and 

vertical axis turbine unsteady periodic flows.  
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Appendices 

 

 

A)  Derivation of Reynolds-Average Navier-Stokes 

equations 

 

 

     Reynolds proposed that, the instantaneous flow velocity  𝑢𝑖(𝑥, 𝑡) is the sum of 

fluctuating velocity 𝑢𝑖′(𝑥, 𝑡) and the mean velocity �̅�𝑖(𝑥), 

 

 𝑢𝑖(𝑥, 𝑡)  =  �̅�𝑖(𝑥)  + 𝑢𝑖′(𝑥, 𝑡) (A.1) 

 

where the time average or mean �̅�𝑖(𝑥) is defined as: 

 

 �̅�𝑖(𝑥)  =  𝑙𝑖𝑚
𝑇
 
→∞

 
1

𝑇
 ∫ 𝑢𝑖(𝑥, 𝑡) 𝑑𝑡

𝑡+𝑇

𝑡

 (A.2) 

 

where 𝑡 denotes the time and T has to be large enough compared to the typical time scale 

of the fluctuations. Calculating the average of the equation (A.1), one sees that the time 

average of the fluctuating velocity  𝑢𝑖
′(𝑥, 𝑡) is equal to 0. This can be easily proved using 

the condition that the average of the mean velocity �̅�𝑖(𝑥) is identical to the mean 

velocity �̅�𝑖(𝑥). The definition of the Reynolds time average can be written in a general 

form of any quantity 𝜑. 

 

 �̅�𝑖(𝑥)  =  𝑙𝑖𝑚
𝑇
 
→∞

 
1

𝑇
 ∫ 𝜑𝑖(𝑥, 𝑡) 𝑑𝑡

𝑡 + 𝑇

𝑡

 . (A.3) 

 

Taking the average of two variables 𝜑𝜓 and ignoring all products of mean and a 

fluctuating quantity as the mean value of them are zero, we obtain the expression below. 

 

  𝜑 𝜓̅̅ ̅̅ ̅  = (�̅�  +  𝜑 ′) (�̅�  + 𝜓 ′)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  =  �̅� �̅�  +  𝜑′𝜓′̅̅ ̅̅ ̅̅  . (A.4) 
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One sees that the product of the mean values  𝜑 ̅�̅� differs from the mean value of the 

product 𝜑 𝜓̅̅ ̅̅ ̅ as, in general, the average of the product 𝜑′𝜓′̅̅ ̅̅ ̅̅ ̅ is not zero. One can follow 

the same procedure for a triple product, obtaining: 

 

 𝜑 𝜓 𝜁̅̅ ̅̅ ̅̅ ̅ = �̅� 𝜓 ̅𝜁 ̅  +  𝜑′ 𝜓′ ̅̅ ̅̅ ̅̅ ̅̅ 𝜁 ̅ + 𝜑′ 𝜁′ ̅̅ ̅̅ ̅̅ ̅ �̅�  + 𝜁′ 𝜓′ ̅̅ ̅̅ ̅̅ ̅ �̅�  +  𝜑′ 𝜓′ 𝜁′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  . (A.5) 

 

If we consider the case where the density is constant, in order to avoid the triple 

correlations, then the Navier-Stokes equations (2.1.1), (2.1.2) and (2.1.7) can be solved 

for the mean values by averaging them over the turbulence time-scales. This procedure 

leads to a system of PDEs which formally differs from the original NS equations only 

because of the appearance of new term which form the components of the so-called 

Reynolds stress tensor: 

 

 𝜏𝑖𝑗
𝑅  =  − 𝜌 𝑢𝑖′ 𝑢𝑗′̅̅ ̅̅ ̅̅  =  − 𝜌 (𝑢𝑖 𝑢𝑗̅̅ ̅̅ ̅̅ −  �̅�𝑖  �̅�𝑗) . (A.6) 

 

This tensor accounts for the transfer of momentum due to turbulent fluctuations, but 

additional equations are needed in order to compute these extra terms and complete or 

close the system of equations to be solved. The Reynolds averaging procedure is suitable 

for incompressible flows. More detail on this procedure and the complete set of Reynolds-

averaged Navier-Stokes equations can be found in the book of Wilcox [15] in details.  

     In the case of a compressible flow, the density is no longer constant. In the mean 

conservation equations new terms appear due to the additional correlations involving 

density fluctuations.  This has been highlighted with the derivation of equation (A.5). In 

this case the derivation of the averaged equations and the averaged system itself become 

very complex. A viable alternative is applying the Reynolds-Favre averaging to the NS 

equations, a procedure proposed by Favre in 1965. Favre used the density-weighted 

averaging and he introduced the mass-averaged velocity, defined as: 

 

 �̃�𝑖(𝑥)  ≡  
lim
𝛵→∞

 
1
𝑇 ∫ 𝜌(𝑥, 𝑡) 𝑢𝑖(𝑥, 𝑡) 𝑑𝑡

𝑡 + 𝑇

𝑡

lim
𝛵→∞

 
1
𝑇 ∫ 𝜌(𝑥, 𝑡)

𝑡 + 𝑇

𝑡
𝑑𝑡

 . (A.7) 
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Before explaining in detail the procedure of Favre averaging the instantaneous variables 

that appear in the NS equations must be split in two parts, a mean value and a fluctuating 

component. Each variable is then given by the sum of two such components. The 

density 𝜌, the pressure 𝑝, and the components of the flux vector 𝒒 are averaged using the 

Reynolds approach. On the other hand the velocity components 𝑢𝑖, the temperature 𝑇, the 

internal energy 𝑒 and the static enthalpy ℎ are averaged using the Favre approach  

 

 𝜌 =  �̅�  +  𝜌′ (A.8) 

 𝑝 =  �̅�  +  𝑝′ (A.9) 

 𝑞𝑖  =  �̅�𝑖  +  𝑞𝑖
′ (A.10) 

 𝑢𝑖  =  �̃�𝑖  +  𝑢𝑖
′′ (A.11) 

 𝑇 =  �̃�  + 𝑇 
′′ (A.12) 

 𝑒 =  �̃�  + 𝑒 
′′ (A.13) 

 ℎ =  ℎ̃  + ℎ 
′′ . (A.14) 

 

The symbols   ̅and ′ refer to the Reynolds averaging approach and, on the other hand, the 

symbols   ̃and ′′ refer to the Favre averaging approach. Taking into account the Reynolds 

averaging definition (A.3), the numerator of equation (A.7) is the mean value  𝜌 𝑢𝑖̅̅ ̅̅ ̅ and 

the denominator is the mean value �̅�.  Replacing these values the definition of Favre leads 

to the expression: 

 

 �̅� �̃�𝑖  ≡   𝜌 𝑢𝑖̅̅ ̅̅ ̅ . (A.15) 

 

Also, looking at the above expression and replacing the right hand side of the same 

equation using the equation (A.4), one can find that 𝜌 𝑢𝑖′′ 
̅̅ ̅̅ ̅̅ ̅ is equal to 0. However, making 

use of the equations (A.11) and (A.15) we have 𝑢𝑖
′′  =  − 

𝜌′ 𝑢𝑖
′̅̅ ̅̅ ̅̅ ̅

�̅�
, which indicates that the 

fluctuating velocity 𝑢𝑖
′′ is not equal to 0. More correlations can be found in Appendix A.  

     Performing a mass averaging on the NS equations (2.1.9) by making use of all the 

above relations along with the correlations included in Appendix A and the equations 

(A.4), (A.5), a new set of equations (RANS) can be obtained in a differential form as: 
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𝜕�̅�

𝜕𝑡
 + 

𝜕

𝜕𝑥𝑗
(�̅� �̃�𝑗)  =  0 (A.16) 

 
𝜕

𝜕𝑡
(�̅� �̃�𝑖)  +  

𝜕

𝜕𝑥𝑗
(�̅� �̃�𝑗  �̃�𝑖)  =  − 

𝜕�̅�

𝜕𝑥𝑖
+ 

𝜕

𝜕𝑥𝑗
(𝜏�̅�𝑗  −  𝜌 𝑢𝑖′′ 𝑢𝑗′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) (A.17) 

 

𝜕

𝜕𝑡
(�̅� �̃�  +  �̅�  

�̃�𝑖 �̃�𝑖
2

 + 
1

2
 𝜌 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅

 
)  

+ 
𝜕

𝜕𝑥𝑗
(𝜌 ̅�̃�𝑗  ℎ̃  +  �̅� �̃�𝑗  

�̃�𝑖  �̃�𝑖
2

 + �̃�𝑗  
1

2
 𝜌 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )  

=  
𝜕

𝜕𝑥𝑗
(�̃�𝑖  [𝜏�̅�𝑗  −  𝜌 𝑢𝑖

′′ 𝑢𝑗
′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ]  −  �̅�𝑗  − 𝜌 𝑢𝑗

′′ ℎ′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  +  𝜏𝑖𝑗 𝑢𝑖
′′̅̅ ̅̅ ̅̅ ̅̅  

−  
1

2
 𝜌 𝑢𝑗′′ 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) . 

(A.18) 

 

The continuity equation is formally identical to its unaveraged form, but a new term 

𝜌 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  appears in the momentum and energy equations. This term is the co-called 

Reynolds-Favre stress tensor 𝜏𝑖𝑗
𝐹   and accounts for the transfer of momentum due to 

turbulent fluctuations. This tensor is symmetric and has six independent components 

 

 𝜏𝑖𝑗
𝐹  =  −  𝜌 𝑢𝑖′′ 𝑢𝑗′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  . (A.19) 

 

The left hand side of the averaged energy equation contains a new term. This term is 

related to the kinetic energy per unit volume of the turbulent fluctuations and is defined 

as: 

 

  �̅� 𝐾 =  
1

2
 𝜌 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  (A.20)  

 

So, we can rewrite the definition of the total energy and total enthalpy as: 

 

 𝐸 =  �̃�  +  
1

2
 �̃�𝑖  �̃�𝑖  +  𝐾,     𝐻 =  ℎ̃  +  

1

2
 �̃�𝑖  �̃�𝑖  +  𝐾 . (A.21) 

 

In the case of a perfect gas, this definition of the total energy 𝐸 implies that the static 

pressure �̅� is defined as: 
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 �̅�  =  (𝛾 −  1) [�̅� 𝐸 − �̅�  
1

2
 �̃�𝑖  �̃�𝑖  −  �̅� 𝐾] . (A.22) 

 

Another new term (A.23) which appears in the equation (A.18) is due to the turbulent 

transport of heat: 

 

 𝑞𝑇𝑗  =   𝜌 𝑢𝑗
′′ ℎ′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  . (A.23) 

 

The last two terms of the right hand side of the energy equation (A.18) represent the 

molecular diffusion and turbulent transport of turbulent kinetic energy, respectively. 

 

 

B) Closure approximations 

 

 

     An approximation, the classical Reynolds analogy [72] between momentum and heat 

transfer, is very commonly used by the researchers to model the turbulent heat flux 

vector �̂�𝑻 . This flux vector results from the sum of a laminar and turbulent contribution. 

Note that the molecular viscosity, the constant pressure specific heat and the thermal 

diffusivity are linked by the Prandtl number 𝑃𝑟 and the turbulent counter part of those 

terms are linked by the turbulent Prandtl number 𝑃𝑟𝑇 [15], respectively: 

 

 𝑃𝑟  =   
𝜇 𝑐𝑝

𝑘𝐿
,     𝑃𝑟𝑇  =  

𝜇𝛵 𝑐𝑝

𝑘𝑇
 . (B.1) 

 

Thus, one can write that the total thermal conductivity coefficient 𝑘 as: 

 

 𝑘 =  𝑘𝐿  +  𝑘𝑇  =  𝑐𝑝  (
𝜇

𝑃𝑟
 +  

𝜇𝛵
𝑃𝑟𝑇
) (B.2) 

 

and the component can be written as 

 

 �̂�𝑗  =  �̅�𝑗  +  𝑞𝑇𝑗  =  − [
𝜇

𝑃𝑟
 +  

𝜇𝛵
𝑃𝑟𝑇
] 
𝜕ℎ̃

𝜕𝑥𝑗
 . (B.3) 
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The last two terms of the right hand side of the energy equation (A.18) are the molecular 

Diffusion and Turbulent Transport, respectively. One of the most commonly used 

approximation for these two terms is: 

 

  𝜏𝑖𝑗 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅  −  
1

2
 𝜌 𝑢𝑗′′ 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  =  (𝜇 + 𝜎𝛫 𝜇𝛵) 

𝜕𝐾

𝜕𝑥𝑗
 . (B.4) 

 

So, the new system of equations is formally identical to the system of Equations (2.1.9) 

except for three features: the molecular stress tensor 𝜏𝑖𝑗 which appears in diffusive flux 

vector �̂�d has been replaced by the total stress tensor �̂�𝑖𝑗. The molecular heat flux vector 

𝑞𝑗 has been replaced by the total heat flux vector �̂�𝑗, and there is an additional diffusive 

term in the energy equation depending on the eddy viscosity 𝜇𝛵 and the components of 

the gradient of the turbulent kinetic energy 𝐾. The diffusive terms (2.1.15) and (2.1.16) 

of the RANS equations are defined as: 

 

 

Êd  

=  [0 �̂�𝑥𝑥 �̂�𝑥𝑦    �̃�𝑥�̂�𝑦𝑦  +  �̃�𝑦�̂�𝑥𝑦  +  (𝜇 + 𝜎𝛫 𝜇𝛵) 
𝜕𝛫

𝜕𝑥
 − �̂�𝑥]

′

 
(B.5)  

 

F̂d  

=  [0 �̂�𝑥𝑦 �̂�𝑦𝑦    �̃�𝑥�̂�𝑥𝑦  +  �̃�𝑦�̂�𝑦𝑦  +  (𝜇 + 𝜎𝛫𝜇𝛵) 
𝜕𝛫

𝜕𝑦
 − �̂�𝑦]

′

 
(B.6) 

 

where the symbol 𝜎𝛫 in the energy equation denotes one of the constants of the turbulence 

model and will be defined in the next section. Thus, making use of Boussinesq 

approximation, the main part of the Reynolds stress tensor is taken to be proportional to 

the strain rate tensor through an eddy viscosity parameter 𝜇𝛵. In the turbulence models, 

this parameter, the value of which depends on the position in the computational domain, 

is determined be solving two additional transport equations, one for the turbulent kinetic 

energy 𝛫 and the other for the so-called specific dissipation rate 𝜔. Since  𝜇𝛵 is a function 

of 𝛫 and 𝜔, the value of  𝜇𝛵 at any point of the computational domain can be determined 

by using 𝛫 and 𝜔 values at the same location. From now on, we will omit the symbols   ̅

and   ,̂ as all the variables will be meant to be averaged values. 
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C) Correlations 

 

 

The correlations needed to average the NS equations are written below: 

 

 �̅� �̃�𝑖  ≡  𝜌 𝑢𝑖̅̅ ̅̅ ̅  =  �̅� �̅�𝑖  +  𝜌 𝑢𝑖′′̅̅ ̅̅ ̅̅  (C.1) 

 �̃�𝑖  =  �̅�𝑖  +  
𝜌′ 𝑢𝑖′̅̅ ̅̅ ̅̅

�̅�
 (C.2) 

 𝜌 𝑢𝑖′′̅̅ ̅̅ ̅̅  =  0 (C.3) 

 𝑢𝑖′′̅̅̅̅  =   − 
𝜌′ 𝑢𝑖′̅̅ ̅̅ ̅̅

�̅�
 (C.4) 

 𝜌 𝑢𝑖 𝑢𝑗̅̅ ̅̅ ̅̅ ̅̅  =  �̅� �̃�𝑖  �̃�𝑗  +  𝜌 𝑢𝑖′′ 𝑢𝑗′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  (C.5) 

 
𝜌 𝑢𝑗 𝑢𝑖 𝑢𝑖̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  =  �̅� �̃�𝑗  �̃�𝑖 �̃�𝑖  +  �̃�𝑗  𝜌 𝑢𝑖′′ 𝑢𝜄′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  +  2 �̃�𝑖  𝜌 𝑢𝑖′′ 𝑢𝑗′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  

+ 𝜌 𝑢𝑗′′ 𝑢𝑖′′ 𝑢𝑖′′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
(C.6) 

 

 

D) Non-dimensionalisation 

 

 

Before the implementation in the CFD solver, the governing equations have to be non-

dimensionalized. By doing so, the order of magnitude of the variables appearing in the 

RANS and turbulence model equations become of order 1, and this occurrence contributes 

to the reduction of round-off errors. Unfortunately, even using non-dimensionalized 

equations, it is not possible to achieve comparable order of magnitudes of all flow 

variables for flows with very low Mach number. Additionally, for all flow regimes, the 

variable 𝜔 is several orders of magnitude larger than the other variables. The adopted 

basis of reference variables is: 

 

 [α∞,     ρ∞,     Τ∞,     μ∞,     𝑙 ]   (D.1) 
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where 𝛼∞ is the free-stream sound speed, 𝜌∞ is the free-stream density, 𝛵∞ is the free-

stream temperature, 𝑙 is a reference length, and 𝜇∞ is the free-stream molecular viscosity. 

All dimensional variables appearing in the (dimensional) governing equations are then 

expressed as the product of a reference dimensional variable and the unknown non-

dimensional variables. The reference dimensional variables resulting from the choice of 

basis (D.1) are: 

 

 ρref  =  ρ∞,     uref  =  α∞,     𝑙ref  =  𝑙,     Reref  =  
ρ∞ α∞ 𝑙

μ∞
,   (D.2) 

 pref  =  ρ∞ α∞
2  = γ p∞,     tref  =  

𝑙

α∞
,     τref  =  μ∞  

α∞
𝑙
,   (D.3) 

 xref  =  𝑙,     kref  =  α∞
2 ,     ωref  =  

α∞
𝑙
,     μref  =  μ∞. (D.4) 

 

Using the Mach number at infinity, 𝑀∞, defined by: 

 

 𝑀∞ = 
𝑢∞
𝛼∞
   (D.5) 

 

it is possible to rewrite 𝑅𝑒𝑟𝑒𝑓 as: 

 

 𝑅𝑒𝑟𝑒𝑓 = 
𝑅𝑒

𝑀∞
   (D.6) 

 

where 𝑅𝑒 is the Reynolds number based on the freestream velocity. Using the reference 

variables (D.1) one can easily transform the dimensional RANS equation into their non-

dimensional counterpart. The non-dimensional Favre stress tensor can be written as 

 

 𝜏𝑖𝑗
𝐹  =  2 𝜇𝛵  ((

𝜕𝑢𝑖
𝜕𝑥𝑗

 +  
𝜕𝑢𝑗

𝜕𝑥𝑖
) − 

1

3
 
𝜕𝑢𝑘
𝜕𝑥𝑘

 𝛿𝑖𝑗) − 
2

3
 
𝑅𝑒 
𝑀∞

 𝜌 𝐾 𝛿𝑖𝑗 (D.7) 

 

and the non-dimensional stress tensor �̂�𝑖𝑗, which is the sum of the molecular and the Favre 

stress tensor, is: 
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�̂�𝑖𝑗  =  𝜏𝑖𝑗  +  𝜏𝑖𝑗
𝐹  

=  (𝜇 + 𝜇𝛵) ((
𝜕𝑢𝑖
𝜕𝑥𝑗

 +  
𝜕𝑢𝑗

𝜕𝑥𝑖
) − 

2

3
 
𝜕𝑢𝑘
𝜕𝑥𝑘

 𝛿𝑖𝑗) 

− 
2

3
 
𝑅𝑒 
𝑀∞

 𝜌 𝐾 𝛿𝑖𝑗 

(D.8) 

 

where the non-dimensional eddy viscosity is 

 

 𝜇𝛵  =  
𝑅𝑒 
𝑀∞

 
𝛼1 𝜌 𝛫

max (𝛼1 𝜔, 𝛺 𝐹2)  
 (D.9) 

 𝐹2 =  tanh (arg2
2  ) (D.10) 

 arg2  =  𝑚𝑎𝑥 (
2 √𝐾

𝛽∗𝜔 𝑑
 ,
500 𝜇

𝜌 𝜔 𝑑2
 
𝑀∞

𝑅𝑒
) . 

(D.11) 

 

 

The non-dimensional molecular viscosity 𝜇 is computed with the non-dimensional 

Sutherland’s law: 

 

 𝜇 =  𝑇
3
2⁄  
 1 +  𝑆/𝑇𝑟𝑒𝑓

𝑇 +  𝑆/𝑇𝑟𝑒𝑓
 . (D.12) 

 

The non-dimensional component of the heat flux vector is: 

 

 �̂�𝑗  =  − 
1

𝛾 −  1
[
𝜇

𝑃𝑟
 +  

𝜇𝛵
𝑃𝑟𝑇
] 
𝜕𝑇

𝜕𝑥𝑗
 . (D.13) 

 

Given that the non-dimensional equation of state is 𝑝 𝛾 =  𝜌 𝑇, the non-dimensionalized 

total energy and total enthalpy per unit mass, respectively, are: 

 

 𝐸 =  
𝑇

𝛾 (𝛾 −  1)
 + 

𝑢𝑖  𝑢𝑖
2

 +  𝐾 =  
𝑝

𝜌 (𝛾 −  1)
 + 

𝑢𝑖  𝑢𝑖
2

 +  𝐾 (D.14) 

 𝛨 =  
𝑇

(𝛾 −  1)
 + 

𝑢𝑖  𝑢𝑖
2

 +  𝐾 =  
𝛾 𝑝

𝜌 (𝛾 −  1)
 + 

𝑢𝑖 𝑢𝑖
2

 +  𝐾 . (D.15) 

 

Having assumed a perfect gas, the definition above leads to: 
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𝑝 =  (𝛾 −  1) [𝜌 𝛦 − 
1

2
 𝜌 𝑢𝑖  𝑢𝑖  −  𝜌 𝛫] . 

 

 

(D.16) 

E)  Compact divergence form of the URANS and SST 

equations 

 

 

The non-dimensional URANS and the  𝐾 − 𝜔  SST equations can be written in a compact 

vector form as follows: 

 

 
𝜕�̂�

𝜕𝑡
 + 

𝜕(�̂�𝑐  −  �̂�𝑑)

𝜕𝑥
 + 

𝜕(�̂�𝑐  −  �̂�𝑑)

𝜕𝑦
 =  �̂� (E.1) 

 

where the array �̂� collects the conservative flow variables of all transport equations, the 

arrays �̂�𝑐 and �̂�𝑐 collect the x- and y- components of the convective fluxes of all equations 

respectively, the array �̂�𝑑 and �̂�𝑑 collect the x- and y- components of the diffusive flux of 

all equations respectively, and the array �̂�  contains the source terms of the  𝐾   and  𝜔   

equations. The definitions of the arrays �̂� , �̂�𝑐 and �̂�𝑐 are: 

 

 𝑈 ̂ =  

[
 
 
 
 
 
𝜌
𝜌𝑢𝑥
𝜌𝑢𝑦
𝜌𝐸
𝜌𝛫
𝜌𝜔 ]

 
 
 
 
 

,    �̂�𝑐 = 

[
 
 
 
 
 

𝜌𝑢𝑥
𝜌𝑢𝑥

2  +  𝑝
𝜌𝑢𝑥𝑢𝑦
𝜌𝑢𝑥𝐻
𝜌𝑢𝑥𝛫
𝜌𝑢𝑥𝜔 ]

 
 
 
 
 

,     �̂�𝑐 = 

[
 
 
 
 
 
 

𝜌𝑢𝑦
𝜌𝑢𝑦𝑢𝑥

𝜌𝑢𝑦
2  +  𝑝

𝜌𝑢𝑦𝐻

𝜌𝑢𝑦𝛫
𝜌𝑢𝑦𝜔 ]

 
 
 
 
 
 

  
(E.2) 

 

 

where the total energy 𝐸 per unit mass and the total enthalpy 𝐻 per unit mass are defined 

by the equations (E.14) and (E.15) respectively. The definitions of the diffusive flux 

vectors �̂�𝑑 and �̂�𝑑 are: 
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 �̂�𝑑  =  
𝑀∞

𝑅𝑒
  

[
 
 
 
 
 
 
 
 
 

0
�̂�𝑥𝑥
�̂�𝑥𝑦

𝑢𝑥 �̂�𝑥𝑥  +  𝑢𝑦 �̂�𝑥𝑦  +  (𝜇 + 𝜎𝛫 𝜇𝛵) 
𝜕𝛫

𝜕𝑥
 − �̂�𝑥

(𝜇 + 𝜎𝛫 𝜇𝛵) 
𝜕𝛫

𝜕𝑥

(𝜇 + 𝜎𝜔 𝜇𝛵) 
𝜕𝜔

𝜕𝑥 ]
 
 
 
 
 
 
 
 
 

 , (E.3) 

 �̂�𝑑  =  
𝑀∞

𝑅𝑒
  

[
 
 
 
 
 
 
 
 
 

0
�̂�𝑥𝑦
�̂�𝑦𝑦

𝑢𝑥 �̂�𝑥𝑦  + 𝑢𝑦 �̂�𝑦𝑦  +  (𝜇 + 𝜎𝛫 𝜇𝛵) 
𝜕𝛫

𝜕𝑦
 − �̂�𝑦

(𝜇 + 𝜎𝛫 𝜇𝛵) 
𝜕𝛫

𝜕𝑦

(𝜇 + 𝜎𝜔 𝜇𝛵) 
𝜕𝜔

𝜕𝑦 ]
 
 
 
 
 
 
 
 
 

 . (E.4) 

 

The definition of the array �̂� is: 

 

 �̂�  =   

[
 
 
 
 
 

0
0
0
0

𝑃𝐾  −  𝐷𝐾
𝑃𝜔  −  𝐷𝜔  +  𝐶𝐷𝑡𝑒𝑟𝑚]

 
 
 
 
 

 (E.5) 

 

where 

 

 𝑃𝐾  =  
𝑀∞

𝑅𝑒
 𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 , (E.6) 

 𝐷𝐾  =  𝛽
∗𝜌 𝜔 𝐾 , (E.7) 

 𝑃𝜔  =  
𝛾 𝜔

𝛫
 𝜏𝑖𝑗
𝐹  
𝜕𝑢𝑖
𝜕𝑥𝑗

 , (E.8) 

 𝐷𝜔  =  𝛽 𝜌 𝜔2, (E.9) 

 𝐶𝐷𝑡𝑒𝑟𝑚  =  2 𝜌 (1 − 𝐹1) 𝜎𝜔2  
1

𝜔
 
𝜕𝐾

𝜕𝑥𝑗
 
𝜕𝜔

𝜕𝑥𝑗
 . (E.10) 
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F)  Quasi-linear form of the URANS and SST 

equations 

 

 

The quasi-linear form of the 2D time-dependent RANS equations coupled to the two 

transport equations of the  𝐾 − 𝜔  turbulence model in non-dimensional form is:  

 

 
𝜕Û

𝜕𝑡
 + 

𝜕(�̂�c  −  �̂�d)

𝜕Û
 𝛁Û  =  �̂� ,   (F.1) 

 

or explicitly 

 

 
𝜕Û

𝜕𝑡
 + �̃�  

𝜕Û

𝜕x
+ �̃�  

𝜕Û

𝜕y
 

 =  �̂� ,   (F.2) 

 

where Û, �̂�c, �̂�dand �̂�  can be found from equations (2.1.10), (2.1.11), (2.1.14) and 

(E.5). The symbols �̃� and �̃� are the Jacobian matrices of the flux vector �̂� and they are 

defined as: 

 

 �̃� =  
𝜕(Êc  −  Êd)

𝜕Û
          �̃� =  

𝜕(F̂c  −  F̂d)

𝜕Û
   (F.3) 

 

where Êc, Êd, F̂c and F̂d can be found from equations (2.1.12), (2.1.13), (B.5) and (B.6), 

respectively. 

 

 

G)  Harmonic balance solution of an ODE example  

 

 

The comparison between the HB solution obtained by solving system (3.2.17) and the 

numerical solution obtained by solving the ODE (3.2.8) with a MATLAB ODE solver, 

is presented. In order to solve the system of equations (3.2.17) one has to express 

equations (3.2.10), (3.2.11), (3.2.12) and (3.2.13) using 𝑁𝐻  =  1 : 
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  𝑥(𝑡)  =  �̂�0
  +  �̂�1

 cos(𝜔 𝑡)  +  �̂�2
  sin (𝜔 𝑡) (G.1) 

 �̇�(𝑡)  =  −𝜔 �̂�1
 sin(𝜔 𝑡)  +  𝜔 �̂�2

  𝑐𝑜𝑠 (𝜔 𝑡) (G.2) 

 �̈�(𝑡)  =  −𝜔2 �̂�1
 cos(𝜔 𝑡)  −  𝜔2 �̂�2

  sin (𝜔 𝑡) (G.3) 

 𝑥3(𝑡)  =  �̂�0
  +  �̂�1

 cos(𝜔 𝑡)  +  �̂�2
 sin(𝜔 𝑡) . (G.4) 

 

Solving the harmonic integrals apparent in equations (3.2.14), (3.2.15) and (3.2.16) with 

the same number of harmonics, one finds the following expressions of the �̂�𝑛 coefficients: 

  

 �̂�0  =  �̂�0
3  + 

3

2
 �̂�0 �̂�1

2  +  
3

2
 �̂�0 �̂�2

2 (G.5) 

 �̂�1  =  3 �̂�0
2 �̂�1  +  

3

4
 (�̂�1

3  + �̂�1 �̂�2
2) (G.6) 

 �̂�2  =  3 �̂�0
2 �̂�2  +  

3

4
 (�̂�2

3  +  �̂�2 �̂�1
2) (G.7) 

 

Inserting expressions (G.1) – (G.7) into equation (3.2.8) and balancing the harmonics of 

the same order, yields a system of three equations for the three unknown harmonic 

coefficients. Collecting the 0th harmonic terms, the equation can be written as: 

  

 �̂�0 [1 + 𝑎 (𝐴0
2 +

3

2
𝐴1
2)] = 0 (G.8) 

 

where 

 

 𝐴0 = √�̂�0
2,     𝐴1 = √�̂�1

2 + �̂�2
2 . (G.9) 

 

For the term 𝑐𝑜𝑠(𝜔𝑡) of the 1st harmonic the equation is: 

 

 (1 − 𝜔2)�̂�1 + 2𝜁𝜔�̂�2 + 𝑎 (3𝐴0
2 +

3

4
𝐴1
2) �̂�1 = 0 (G.10) 

 

and finally collecting the terms 𝑠𝑖𝑛(𝜔𝑡) of the 1st harmonic the equation can be written 

as: 



G. Harmonic balance solution of an ODE example 

233 

 

 

 −2𝜁𝜔�̂�1 + (1 − 𝜔
2)�̂�2 + 𝑎 (3𝐴0

2 +
3

4
𝐴1
2) �̂�2 = 𝐹 . (G.11) 

 

One now has to solve this system of three equations with three unknowns (�̂�0, �̂�1, �̂�2) to 

find the solution of the Duffing’s oscillator problem. For the linear case where 𝑎 = 0 the 

solution is equal to: 

 

 �̂�0 = 0 (G.12) 

 �̂�1 = −
𝐹𝜔2𝜁

(1 − 𝜔2)2 + (𝜔2𝜁)2
 (G.13) 

 �̂�2 = −
𝐹(1 − 𝜔2)

(1 − 𝜔2)2 + (𝜔2𝜁)2
 (G.14) 

 

Figure G.1: Duffing’s oscillator solution using a 

matlab solver and the harmonic balance 

approach 

 

Figure G.1 presents a comparison analysis of the Duffing’s oscillator between a solution 

obtained from a TD matlab solver and a solution obtained from the harmonic balance 

method. The red line indicates the harmonic balance solution whereas the blue symbols 

indicates the time-domain solution. The horizontal axis of figure G.1 represents different 
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values of frequency 𝜔 and the vertical axis represents the maximum value of the solution 

within one period. As one sees, the two different approaches are in excellent agreement. 

More details about the results of the Duffing’s oscillator can be found in [101]. 

 

 

H)  Numerical dissipation 

 

 

In this section, the calculation of the numerical dissipation  |�̃�𝑈|𝛿�̂� will be explained. As 

highlighted by Equation (4.3.2), the numerical dissipation is proportional to |�̃�𝑈|𝛿�̂�, and 

this term can be written as: 

 

 δ�̂�  =  |�̃�𝑈| 𝛿�̂�  =  �̃� |�̃�| �̃�
−1 𝛿�̂�  =  �̃� |�̃�| 𝛿�̂� (H.1) 

 

where �̃� is the matrix of the right eigenvectors of �̃�𝑈 (more specifically the columns of �̃� 

are the right eigenvectors of �̃�𝑈 ), �̃� is the matrix of the eigenvalues of �̃�𝑈 (more 

specifically �̃� is the diagonal and its nonzero entries are the eigenvalues of �̃�𝑈), and 𝛿�̂� 

are the characteristic variables, defined by 𝛿�̂� = 𝑷−1𝛿�̂�. The symbol �̃�−1 denotes the 

matrix of the left eigenvectors of �̃�𝑈(more specifically the rows of �̃�−1are the left 

eigenvectors of �̃�𝑈. Equation (H.1) highlights that the construction of the numerical 

dissipation only requires the calculation of the eigenvalues and the eigenvectors of �̃�𝑈, 

the expression of which is: 

 

K̃U =

|

|

0
𝜓𝑞2𝒊/2 − 𝑢𝑖𝑼𝒏 

𝜓𝑞2𝒋/2 − 𝑢𝑗𝑼𝒏

𝜓𝑞2𝑼𝒏/2 − 𝐻𝑼𝒏
−𝐾𝑼𝒏
−𝜔𝑼𝒏

𝒊
𝑼𝒏 − 𝜑𝑢𝑖𝒊
𝑢𝑗𝒊 − 𝜓𝑢𝑖𝒋

𝐻𝒊 − 𝜓𝑢𝑖𝑼𝒏
𝐾𝒊
𝜔𝒊

𝒋
𝑢𝑖𝒋 − 𝜓𝑢𝑗𝒊

𝑼𝒏 − 𝜑𝑢𝑗𝒋

𝐻𝒋 − 𝜓𝑢𝑗𝑼𝒏
𝐾𝒋
𝜔𝒋

0
𝜓𝒊
𝜓𝒋
𝛾𝑼𝒏
0
0

0
−𝜓𝒊
−𝜓𝒋
−𝜓𝑼𝒏
𝑼𝒏
0

0
0
0
0
0
𝑼𝒏

|

|

  

 

where 𝑞2 = 𝑢𝑖
2 + 𝑢𝑗

2 , 𝜓 = 𝛾 − 1, φ = 𝛾 − 2  and 𝑼𝒏 denotes the component of the flow 

velocity along the outwards face normal vector 𝒏 defined by:  
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 𝑼𝒏  =  𝑢𝑖𝒊 +  𝑢𝑗𝒋 . (H.2) 

 

The direct calculation of the eigenmodes of K̃U is a lengthy process, due to the dense 

structure of K̃U. The construction of the numerical dissipation can be simplified by 

considering the convective terms of the RANS and K-omega equations obtained by 

writing the equations in a differential form with respect to a new set of independent 

variables, namely the primitive variables �̂� defined as: 

 

 
𝜕�̂�

𝜕𝑡
 + �́̃�  

𝜕�̂�

𝜕𝑥𝑖
 +  �́̃�  

𝜕�̂�

𝜕𝑥𝑗
 =  �̂� (H.3) 

 

where 

 

 �̂�  =  

[
 
 
 
 
 
𝜌
𝑢𝑖
𝑢𝑗
𝑝
𝐾
𝜔]
 
 
 
 
 

 (H.4) 

 

with 

 

 

�́̃�  =  

|

|
𝑢𝑖
0 
0
0
0
0

𝜌
𝑢𝑖
0
𝜌𝑐2

0
0

0
0
𝑢𝑖
0
0
0

0
1

𝜌
0
𝑢𝑖
0
0

0
0
0
0
𝑢𝑖
0

0
0
0
0
0
𝑢𝑖

|

|

    

 �̃� ́ =  
|

|

𝑢𝑗
0 
0
0
0
0

0
𝑢𝑗
0
0
0
0

𝜌
0
𝑢𝑗

𝜌𝑐2

0
0

0
0
1/𝜌
𝑢𝑗
0
0

0
0
0
0
𝑢𝑗
0

0
0
0
0
0
𝑢𝑗

|

|
  

 (H.5) 

 

where 𝑐2 denotes the square of the sound speed, which relates to the static temperature 

through the equation 𝑐2 = 𝛵. The process of constructing the required numerical 

dissipation can be simplified by considering the Jacobian K̃𝑉, given by:  
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 �̃�𝑉  =  
|

|

𝑼𝑛
0 
0
0
0
0

𝜌𝒊
𝑼𝑛
0
𝜌𝑐2𝒊
0
0

𝜌𝒋
0
𝑼𝑛
𝜌𝑐2𝒋
0
0

0
𝒊/𝜌
𝒋/𝜌
𝑼𝑛
0
0

0
0
0
0
𝑼𝑛
0

0
0
0
0
0
𝑼𝑛

|

|
 .  (H.6) 

 

It can be easily shown that 

 

  �̃�𝑈  =  �̃� �̃�𝑉 �̃�
−1  (H.7) 

 

where �̃� is the Jacobian matrix of the transformation from primitive to conservative 

variables, and �̃�−1 is its inverse. Their expressions are respectively: 

 

 �̃�  =  
𝜕�̂�

𝜕�̂�
 =  

|

|

1
𝑢𝑖
𝑢𝑗

𝑞2/2 + 𝐾
𝐾
𝜔

0
𝜌
0
𝜌𝑢𝑖
0
0

0
0
𝜌
𝜌𝑢𝑗
0
0

0
0
0

1/(𝛾 − 1)
0
0

0
0
0
𝜌
𝜌
0

0
0
0
0
0
𝜌

|

|
  (H.8) 

 

�̃�−1  =  
𝜕�̂�

𝜕�̂�
 

=  

|

|

1
−𝑢𝑖/𝜌
−𝑢𝑗/𝜌

(𝛾 − 1)𝑞2/2
−𝐾/𝜌
−𝜔/𝜌

0
1/𝜌
0

−(𝛾 − 1)𝑢𝑖
0
0

0
0
1/𝜌

−(𝛾 − 1)𝑢𝑗
0
0

0
0
0

𝛾 − 1
0
0

0
0
0
1
1/𝜌
0

0
0
0
0
0
1/𝜌

|

|

  

(H.9) 

 

Equation (H.7) defines a similarity transformation from �̃�𝑈 to �̃�𝑉 and vice versa. The 

matrices �̃�𝑈 and �̃�𝑉 are similar, and this implies that they have the same eigenvalues and 

also that their eigenvectors are related through the transformation �̃�. By inserting 

equation (H.7) into equation (H.1) one finds: 

 

 
δ�̂�  =  |�̃�𝑈| 𝛿�̂�  =  �̃� |�̃�𝑉| �̃�

−1 𝛿�̂�  =  �̃� �̃� |�̃�| �̃�−1 �̃�−1𝛿�̂�  

=  �̃� �̃� |�̃�| �̃�−1𝛿�̂� 

(H.10) 

 

 

where the columns of �̃� are the right eigenvectors of �̃�𝑉 and the rows of �̃�−1 are the left 
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eigenvectors of �̃�𝑉. By comparing equations (H.1) and (H.10), one finds that: 

 

 �̃�  =  �̃� �̃� (H.11) 

 

and 

 

 𝛿�̂�  =  �̃�−1 𝛿�̂� . (H.12) 

 

Given that the calculation of the eigenmodes of �̃�𝑉 is simpler than the calculation of the 

eigenmodes of �̃�𝑈, the matrix of the right eigenvalues �̃� and the characteristic variables 

�̂� which appear in the equation (H.1), are determined by means of equations (H.11) and 

(H.12) respectively, namely by using the matrix of the left eigenvalues �̃� and the right 

eigenvectors �̃�−1. The eigenvalues of �̃�𝑉 and �̃�𝑈 are 

 

 𝜆1  =  𝜆2  =  𝜆5  =  𝜆6  =  𝑼𝑛 𝒏 (H.13) 

 𝜆3  =  𝑼𝑛 𝒏 +  𝑐 |𝒏| (H.14) 

 𝜆4  =  𝑼𝑛 𝒏 −  𝑐 |𝒏| . (H.15) 

 

The eigenvalue 𝑼𝑛 𝒏 yields the solution: 

 

 [𝑘1 𝑘2 −𝑘2𝒊/𝒋 −𝑘1/𝑐
2 𝑘3 𝑘4] (H.16) 

 

where the constants 𝑘𝑖 can be chosen arbitrarily. Making a typical choice for these 

constants, yields the following 4 left eigenvectors: 

 

 [1 0 0 −1/𝑐2 0 0] (H.17) 

 [0 𝜌𝒋 −𝜌𝒊 0 0 0] (H.18) 

 [0 0 0 0 𝜌 0] (H.19) 

 [0 0 0 0 0 𝜌] . (H.20) 
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The eigenvalues 𝑼𝑛𝒏 + 𝑐|𝒏| and 𝑼𝑛𝒏 − 𝑐|𝒏|  yield respectively the eigenvectors: 

 

 [0 𝜌𝒊/2𝑐 𝜌𝒋/2𝑐 1/2𝑐2 0 0] (H.21) 

 [0 −𝜌𝒊/2𝑐 −𝜌𝒋/2𝑐 −1/2𝑐2 0 0] . (H.22) 

 

The sought matrix of the left eigenvectors is thus: 

 

 �̃�−1  =  
|

|

1
0
0
0
0
0

0
𝜌𝒋

𝜌𝒊/2𝑐
−𝜌𝒊/2𝑐
0
0

0
−𝜌𝒊
𝜌𝒋/2𝑐
−𝜌𝒋/2𝑐
0
0

−1/𝑐2

0
1/2𝑐2

1/2𝑐2

0
0

0
0
0
0
𝜌
0

0
0
0
0
0
𝜌

|

|
  (H.23) 

 

and its inverse is: 

 

 �̃�  =  
|

|

1
0
0
0
0
0

0
𝒋/𝜌
−𝒊/𝜌
0
0
0

1
𝑐𝒊/𝜌
𝑐𝒋/𝝆

𝑐2

0
0

1
−𝑐𝒊/𝜌
−𝑐𝒋/𝝆

𝑐2

0
0

0
0
0
0
1/𝜌
0

0
0
0
0
0
1/𝜌

|

|
 .  (H.24) 

 

The matrix 𝑃 with the right eigenvectors of �̃�𝑈 is computed by means of equation (H.11) 

 

 �̃�  =  �̃� �̃�  =  
|

|

1
𝑢𝑖
𝑢𝑗

𝑞2/2 + 𝐾
𝐾
𝜔

0
𝒋
−𝒊
𝑼𝑡
0
0

1
𝑢𝑖 + 𝑐𝒊
𝑢𝑗 + 𝑐𝒋

𝐻 + 𝑼𝑛𝑐
𝐾
𝜔

1
𝑢𝑖 − 𝑐𝒊
𝑢𝑗 − 𝑐𝒋

𝐻 − 𝑼𝑛𝑐
𝐾
𝜔

0
0
0
1
1
0

0
0
0
0
0
1

|

|
  (H.25) 

 

where 

 

 
𝑼𝑡  =  𝑢𝑖𝒋 −  𝑢𝑗𝒊 (H.26) 

 𝐻 =  
𝑢𝑖  𝑢𝑖
2

 +  𝐾 + 
𝑐2

𝛾 − 1
 . (H.27) 
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The characteristic variables 𝛿�̂� can be computed by means of equations (H.12). Their 

expressions are: 

 

 𝛿𝑊1  =  𝛿𝜌 − 
1

𝑐2
 𝛿𝑝 (H.28) 

 𝛿𝑊2  =  𝜌𝒋 𝛿𝑢𝑖  −  𝜌𝒊 𝛿𝑢𝑗  =  𝜌 𝛿𝑼𝑡 (H.29) 

 𝛿𝑊3  =  
𝜌𝒊

2 𝑐
 𝛿𝑢𝑖  +  

𝜌𝒋

2 𝑐
 𝛿𝑢𝑗  +  

1

2 𝑐2
 𝛿𝑝 =  

𝛿𝑝

2 𝑐2
 + 

𝜌 𝛿𝑼𝑛
2 𝑐

 (H.30) 

 𝛿𝑊4  =  − 
𝜌𝒊

2 𝑐
 𝛿𝑢𝑖  −  

𝜌𝒋

2 𝑐
 𝛿𝑢𝑗  +  

1

2 𝑐2
 𝛿𝑝 =  

𝛿𝑝

2 𝑐2
 −  

𝜌 𝛿𝑼𝑛
2 𝑐

 (H.31) 

 𝛿𝑊5  =  𝜌 𝛿𝛫 (H.32)  

 𝛿𝑊6  =  𝜌 𝛿𝜔 . (H.33) 

 

Equation (H.1) can also be written as: 

 

 δ�̂�  =  𝑃 |𝛬| 𝛿�̂�  = ∑|𝜆𝑘| 𝛿𝑊𝑘 𝑟𝑘

6

𝑘=1

 (H.34)  

 

where 𝛿𝑊𝑘 is the 𝑘𝑡ℎ component of 𝛿�̂� and 𝑟𝑘 is the 𝑘𝑡ℎ right eigenvector of �̃�𝑈, which 

is also the 𝑘𝑡ℎ column of P. The expanded counterpart of equation (H.35) provides the 

sought flux differences: 
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δ�̂�  = ∑|𝜆𝑘| 𝛿𝑊𝑘 𝑟𝑘

6

𝑘=1

= |𝜆1| 𝛿𝑊1  

|

|

1
𝑢𝑖
𝑢𝑗

𝑞2

2
+ 𝐾

𝐾
𝜔

|

|

 +  |𝜆2| 𝛿𝑊2  
|

|

0
𝒋
−𝒊
𝑼𝑡
0
0

|

|
 

+ |𝜆3| 𝛿𝑊3  
|

|

1
𝑢𝑖 + 𝑐𝒊
𝑢𝑗 + 𝑐𝒋

𝐻 + 𝑼𝑛𝑐
𝐾
𝜔

|

|
+ |𝜆4| 𝛿𝑊4  

|

|

1
𝑢𝑖 − 𝑐𝒊
𝑢𝑗 − 𝑐𝒋

𝐻 − 𝑼𝑛𝑐
𝐾
𝜔

|

|
 

+ |𝜆5| 𝛿𝑊5  
|

|

0
0
0
1
1
0

|

|
 +  |𝜆6| 𝛿𝑊6  

|

|

0
0
0
0
0
1

|

|
 . 

(H.35) 

 

In order to maximize the computational efficiency of the numerical implementation, the 

flux differences provided by equation (H.35) are computed as described below. Firstly, 

one computes a set of intermediate variables defined as: 

 

 𝛼1  =  |𝜆1| (𝛿𝜌 − 
𝛿𝑝

𝑐2
) (H.36) 

 𝛼2  =  |𝜆2| 𝜌 (H.37) 

 𝛼3  =  |𝜆3| (
𝛿𝑝

𝑐2
 +  

𝜌 𝛿𝑼𝑛
𝑐

) /2 (H.38) 

 𝛼4  =  |𝜆4|  (
𝛿𝑝

𝑐2
 − 

𝜌 𝛿𝑼𝑛
𝑐

) /2 . (H.39) 

 

The components of δ𝚽 are then computed by means of the expressions: 

 

 δ𝚽1  =  𝑎1  +  𝑎3  +  𝑎4 (H.40) 

 δ𝚽2  =  𝑎1 𝑢𝑖  +  𝑎2 𝛿𝑼𝑡 𝒋 + 𝑎3 (𝑢𝑖  +  𝑐 𝒊)  +  𝑎4 (𝑢𝑖  −  𝑐 𝒊) (H.41) 

 δ𝚽3  =  𝑎1 𝑢𝑗  −  𝑎2 𝛿𝑼𝑡 𝒊 +  𝑎3 (𝑢𝑗  +  𝑐 𝒋)  +  𝑎4 (𝑢𝑗  −  𝑐 𝒋) (H.42) 
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δ𝚽4  =  𝑎1  (

𝑞2

2
 +  𝐾) + 𝑎2 𝑼𝑡 𝛿𝑼𝑡  +  𝑎3 (𝐻 +  𝑐 𝑼𝑛)  

+  𝑎4 (𝐻 −  𝑐 𝑼𝑛)  +  𝑎2 𝛿𝛫 

(H.43) 

 δ𝚽5  =  𝑎1 𝛫 + 𝑎3 𝛫 +  𝑎4 𝛫 + 𝛼2 𝛿𝛫 (H.44) 

 δ𝚽6  =  𝑎1 𝜔 + 𝑎3 𝜔 + 𝑎4 𝜔 + 𝛼2 𝛿𝜔 . (H.45) 

 

When dealing with moving-grid problems, the convective fluxes include the contribution 

associated with the velocity of the cell boundaries 𝒗𝒃. In this circumstance, the array of 

convective fluxes �̂�c is given by equation (2.1.19). The convective fluxes at the boundary 

of each cell become: 

 

 �̂�c  =  (�̂�𝑐,𝑓  ∙  𝒏) 𝑑𝑆 =  (Êc 𝒊 +  F̂c 𝒋 − �̂� 𝑣𝑏𝑛) 𝑑𝑆 (H.46) 

 

with 

 

 𝑣𝑏𝑛  =  𝒗𝒃  ∙  𝒏 . (H.47) 

 

The expression of the numerical flux at each cell boundary is formally identical to 

equation (4.3.2). The only practical differences are that a) the analytical fluxes �̂�𝑐,𝑓(�̂�𝐿) 

and �̂�𝑐,𝑓(�̂�𝑅)  include the flux contribution associated with the boundary velocity and b) 

the expression of the generalized flux Jacobian evaluated at the face under analysis 

becomes: 

 

 𝛫′̃𝑈  =  
𝜕�̂�𝑐

𝜕�̂�
 =  (

𝜕Ê𝑐

𝜕�̂�
𝒊 +  

𝜕F̂𝑐

𝜕�̂�
𝒋)  −  𝛪 𝑣𝑏𝑛  =  �̃�𝑈  −  𝛪 𝑣𝑏𝑛 . (H.48) 

 

Since the operator 𝛫′̃𝑈 and �̃�𝑈 differs only by the diagonal term, they share the same 

eigenvalues. Their eigenvectors differ only because of the constant offset 𝑣𝑏𝑛. 

Specifically, the eigenvalues of 𝛫′̃𝑈 are: 

 

 𝜆1  =  𝜆2  =  𝜆5  =  𝜆6  =  (𝑼𝑛 − 𝒗𝒃) 𝒏 (H.49) 
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 𝜆3  =  (𝑼𝑛 − 𝒗𝒃) 𝒏 +  𝑐 |𝒏| (H.50) 

 𝜆4  =  (𝑼𝑛 − 𝒗𝒃) 𝒏 −  𝑐 |𝒏| . (H.51) 

 

Consequently, the expression of the flux differences δ�̂� for problems with moving grids 

is formally identical to expressions (H.40) - (H.45) and the only difference with respect 

to problems with motionless grids is the appearance of the boundary velocity term in the 

eigenvalues of 𝛫′̃𝑈. 

 

 

I)  Diffusive fluxes 

 

 

As explained in chapter 4.5, we introduce a mapping function (4.5.8), (4.5.9) between the 

Cartesian and the curvilinear coordinates system (figure 4.5) where the spacing 𝛥𝜉 and 

𝛥𝜂 are taken to be 1. Using the chain rule, the velocity derivatives can be expressed as: 

 

 
𝜕𝑢𝑥
𝜕𝑥

 =  
𝜕𝑢𝑥
𝜕𝜉

 
𝜕𝜉

𝜕𝑥
 + 

𝜕𝑢𝑥
𝜕𝜂

 
𝜕𝜂

𝜕𝑥
 (I.1) 

 
𝜕𝑢𝑥
𝜕𝑦

 =  
𝜕𝑢𝑥
𝜕𝜉

 
𝜕𝜉

𝜕𝑦
 + 

𝜕𝑢𝑥
𝜕𝜂

 
𝜕𝜂

𝜕𝑦
 (I.2) 

 
𝜕𝑢𝑦

𝜕𝑥
 =  

𝜕𝑢𝑦

𝜕𝜉
 
𝜕𝜉

𝜕𝑥
 + 

𝜕𝑢𝑦

𝜕𝜂
 
𝜕𝜂

𝜕𝑥
 (I.3) 

 
𝜕𝑢𝑦

𝜕𝑦
 =  

𝜕𝑢𝑦

𝜕𝜉
 
𝜕𝜉

𝜕𝑦
 + 

𝜕𝑢𝑦

𝜕𝜂
 
𝜕𝜂

𝜕𝑦
 . (I.4) 

 

The 𝜉− and 𝜂− derivatives of  𝑢𝑖 are computed with second order centred finite-

differences. Therefore, on face 𝑖 + 1/2, 𝑗 (AB) we have: 

 

 
𝜕𝑢𝑥
𝜕𝜉

 =  
𝑢𝑥(𝑖 + 1, 𝑗)  −  𝑢𝑥(𝑖, 𝑗)

2 𝛥𝜉/2
 =  𝑢𝑥(𝑖 + 1, 𝑗)  −  𝑢𝑥(𝑖, 𝑗) . (I.5) 

 

The derivative 
𝜕𝑢𝑥

𝜕𝜂
 on the same face is instead: 
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𝜕𝑢𝑥
𝜕𝜂

=
𝑢𝑥𝛣 − 𝑢𝑥𝛢
2 𝛥𝜂/2

= 𝑢𝑥𝐵 − 𝑢𝑥𝐴 . (I.6) 

 

The required values 𝑢𝑥𝛢  and 𝑢𝑥𝛣, however, are not readily available, as they are not values 

at cell centres. Such values have to be expressed as functions of available cell centre data. 

For this reason, these two variables are evaluated using the expressions: 

 

 

𝑢𝑥𝐴  

=  
𝑢𝑥(𝑖, 𝑗 − 1)  + 𝑢𝑥(𝑖 + 1, 𝑗 − 1)  + 𝑢𝑥(𝑖 + 1, 𝑗)  +  𝑢𝑥(𝑖, 𝑗)

4
 

(I.7) 

 

𝑢𝑥𝐵  

=  
𝑢𝑥(𝑖, 𝑗)  +  𝑢𝑥(𝑖 + 1, 𝑗)  + 𝑢𝑥(𝑖 + 1, 𝑗 + 1)  + 𝑢𝑥(𝑖, 𝑗 + 1)

4
 

(I.8) 

 

which instead use only cell centre data. The same approach is used for calculating 
𝜕𝑢𝑦

𝜕𝜉
 

and 
𝜕𝑢𝑦

𝜕𝜂
 on the face 𝑖 + 1/2, 𝑗.  

     On the faces having normal along the 𝑗 family of grid lines, the velocity derivatives in 

the 𝜂 direction are easily computed using cell centre data. For example, on the face 𝑖, 𝑗 +

1/2, one has: 

 

 
𝜕𝑢𝑥
𝜕𝜂

 =  
𝑢𝑥(𝑖, 𝑗 + 1)  − 𝑢𝑥(𝑖, 𝑗)

2 𝛥𝜂/2
 =  𝑢𝑥(𝑖, 𝑗 + 1)  − 𝑢𝑥(𝑖, 𝑗) (I.9) 

 

On these faces, however, the 𝜉 derivatives cannot be determined directly using cell centre 

data. For example, the 𝜉 derivative of 𝑢𝑥 is: 

 

 
𝜕𝑢𝑥
𝜕𝜉

 =  
𝑢𝑥𝐵  −  𝑢𝑥𝐶
2 𝛥𝜉/2

 =  𝑢𝑥𝐵  −  𝑢𝑥𝐶  (I.10) 

 

But the values of 𝑢𝑥𝐶 and 𝑢𝑥𝐵 are not readily available, as they do not refer to cell centres. 

As seen above, the solution is to express these values as function of values at surrounding 

cell centres, that is: 
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𝑢𝑥𝑐  

=  
𝑢𝑥(𝑖 − 1, 𝑗)  +  𝑢𝑥(𝑖, 𝑗)  + 𝑢𝑥(𝑖, 𝑗 + 1)  + 𝑢𝑥(𝑖 − 1, 𝑗 + 1)

4
 

(I.11) 

 

𝑢𝑥𝐵  

=  
𝑢𝑥(𝑖, 𝑗)  +  𝑢𝑥(𝑖 + 1, 𝑗)  + 𝑢𝑥(𝑖 + 1, 𝑗 + 1)  + 𝑢𝑥(𝑖, 𝑗 + 1)

4
 

(I.12) 

 

The same approach is used for the calculation of 
𝜕𝑢𝑦

𝜕𝜉
 and 

𝜕𝑢𝑦

𝜕𝜂
 on the face 𝑖, 𝑗 + 1/2.  

     The metrics  𝑑𝜉/𝑑𝑥 and 𝑑𝜂/𝑑𝑥 are first written as functions of the derivatives of the 

inverse coordinate transformation and then discretized using second order finite-

differences. The discretization of the �̂�𝑥𝑥, �̂�𝑥𝑦 and �̂�𝑦𝑦, based on the expressions 

of 
𝜕𝑢𝑥

𝜕𝜉
, 
𝜕𝑢𝑥

𝜕𝜂
, 
𝜕𝑢𝑦

𝜕𝜉
 and 

𝜕𝑢𝑦

𝜕𝜂
 provided above is second order accurate provided that the metrics  

𝜕𝜉

𝜕𝑥
, 
𝜕𝜉

𝜕𝑦
, 
𝜕𝜂

𝜕𝑥
 and 

𝜕𝜂

𝜕𝑦
 are also computed with second order discretization. The numerical 

construction of the required metrics starts by expressing them as functions of the 

derivatives (
𝜕𝑥

𝜕𝜉
, 
𝜕𝑦

𝜕𝜉
, 
𝜕𝑥

𝜕𝜂
, 
𝜕𝑦

𝜕𝜂
) of the inverse transformation. These expressions are readily 

found to be: 

 

 

𝜕𝜉

𝜕𝑥
 =  

1

|𝐽−1|
 
𝜕𝑦

𝜕𝜂
,          

𝜕𝜉

𝜕𝑦
 =  

−1

|𝐽−1|
 
𝜕𝑥

𝜕𝜂
,          

𝜕𝜂

𝜕𝑥
 =  

−1

|𝐽−1|
 
𝜕𝑦

𝜕𝜉
,          

𝜕𝜂

𝜕𝑦
 

=  
1

|𝐽−1|
 
𝜕𝑥

𝜕𝜉
, 

(I.13) 

 |𝐽−1|  =  |
𝜕𝑥

𝜕𝜉
 
𝜕𝑦

𝜕𝜂
 − 

𝜕𝑥

𝜕𝜂
 
𝜕𝑦

𝜕𝜉
| (I.14) 

 

The numerical representation of the metrics 
𝜕𝑥

𝜕𝜂
 and 

𝜕𝑦

𝜕𝜂
 on face 𝑖 + 1/2, 𝑗 is 

 

 
𝜕𝑦

𝜕𝜂
 =  𝑦

𝑖+
1
2
,𝑗+

1
2
 −  𝑦

𝑖+
1
2
,𝑗−

1
2
 (I.15) 

 
𝜕𝑥

𝜕𝜂
 =  𝑥

𝑖+
1
2
,𝑗+

1
2
 −  𝑥

𝑖+
1
2
,𝑗−

1
2
 (I.16) 

 

These two equations use only the coordinates of the vertices of the given grid. Using the 

same approach for the reconstruction of the 𝜉 derivatives on the same face, however, 

requires the coordinates of the cell centres of the cell 𝑖, 𝑗 and 𝑖 + 1, 𝑗. This information 



I. Diffusive fluxes 

245 

 

would need to be computed from the coordinates of the given grid. In alternative to this, 

the derivatives of the 𝑥 and 𝑦 coordinates at the face 𝑖 + 1/2, 𝑗 in the 𝜉 direction are 

computed by averaging 𝜉 derivatives at faces with normal in the 𝜂 direction, which are 

instead computed using only coordinates of grid vertices. It thus follows that:  

 

 

 
𝜕𝑦

𝜕𝜉
 =  

1

4
(
𝜕𝑦

𝜕𝜉
𝑖,𝑗+

1
2

 + 
𝜕𝑦

𝜕𝜉
𝑖+1,𝑗+

1
2

 +  
𝜕𝑦

𝜕𝜉
𝑖,𝑗−

1
2

 +  
𝜕𝑦

𝜕𝜉
𝑖+1,𝑗−

1
2

) (I.17) 

 

Where 

 

 
𝜕𝑦

𝜕𝜉
𝑖,𝑗+

1
2

 =  𝑦
𝑖+
1
2
,𝑗+

1
2
 −  𝑦

𝑖−
1
2
,𝑗+

1
2
 (I.18) 

 
𝜕𝑦

𝜕𝜉
𝑖+1,𝑗+

1
2

 = 𝑦
𝑖+
3
2
,𝑗+

1
2
 −  𝑦

𝑖+
1
2
,𝑗+

1
2
 (I.19) 

 
𝜕𝑦

𝜕𝜉
𝑖,𝑗−

1
2

 =  𝑦
𝑖+
1
2
,𝑗−

1
2
 −  𝑦

𝑖−
1
2
,𝑗−

1
2
 (I.20) 

 
𝜕𝑦

𝜕𝜉
𝑖+1,𝑗−

1
2

 =  𝑦
𝑖+
3
2
,𝑗−

1
2
 −  𝑦

𝑖+
1
2
,𝑗−

1
2
 (I.21) 

 
𝜕𝑥

𝜕𝜉
 =  

1

4
(
𝜕𝑥

𝜕𝜉
𝑖,𝑗+

1
2

 +  
𝜕𝑥

𝜕𝜉
𝑖+1,𝑗+

1
2

 +  
𝜕𝑥

𝜕𝜉
𝑖,𝑗−

1
2

 +  
𝜕𝑥

𝜕𝜉
𝑖+1,𝑗−

1
2

) (I.22) 

 

where 

 

 
𝜕𝑥

𝜕𝜉
𝑖,𝑗+

1
2

 =  𝑥
𝑖+
1
2
,𝑗+

1
2
 −  𝑥

𝑖−
1
2
,𝑗+

1
2
 (I.23) 

 
𝜕𝑥

𝜕𝜉
𝑖+1,𝑗+

1
2

 =  𝑥
𝑖+
3
2
,𝑗+

1
2
 −  𝑥

𝑖+
1
2
,𝑗+

1
2
 (I.24) 

 
𝜕𝑥

𝜕𝜉
𝑖,𝑗−

1
2

 =  𝑥
𝑖+
1
2
,𝑗−

1
2
 −  𝑥

𝑖−
1
2
,𝑗−

1
2
 (I.25) 

 
𝜕𝑥

𝜕𝜉
𝑖+1,𝑗−

1
2

 =  𝑥
𝑖+
3
2
,𝑗−

1
2
 −  𝑥

𝑖+
1
2
,𝑗−

1
2
 (I.26) 

 

The same approach explained above is adopted to calculate the metrics on the face 𝑖, 𝑗 +
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1/2.  

     As for the term (4.5.10) the expression is: 

 

 

[(𝑢𝑥�̂�𝑥𝑥𝑛𝑥 + 𝑢𝑦�̂�𝑥𝑦𝑛𝑥 + 𝑢𝑥�̂�𝑥𝑦𝑛𝑦 + 𝑢𝑦�̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖+1/2,𝑗

+ [(𝑢𝑥�̂�𝑥𝑥𝑛𝑥 + 𝑢𝑦�̂�𝑥𝑦𝑛𝑥 + 𝑢𝑥�̂�𝑥𝑦𝑛𝑦 + 𝑢𝑦�̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖,𝑗+1/2

+ [(𝑢𝑥�̂�𝑥𝑥𝑛𝑥 + 𝑢𝑦�̂�𝑥𝑦𝑛𝑥 + 𝑢𝑥�̂�𝑥𝑦𝑛𝑦 + 𝑢𝑦�̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖−1/2,𝑗

+ [(𝑢𝑥�̂�𝑥𝑥𝑛𝑥 + 𝑢𝑦�̂�𝑥𝑦𝑛𝑥 + 𝑢𝑥�̂�𝑥𝑦𝑛𝑦 + 𝑢𝑦�̂�𝑦𝑦𝑛𝑦)𝛥𝑆]𝑖,𝑗−1/2 

(I.27) 

 

The procedure followed to discretize each term of equation (I.27) is the same explained 

for the case of the two components of the momentum equation. The only addition in the 

case of the diffusive flux of the energy equation is the need to calculate the velocity 

components on the cell faces. These values are computed by using face averages based 

on the cell centre values of the two cells adjacent to the considered face.  

     The general expression of the discrete representation of the heat term (4.5.11) on the 

cell face is: 

 

  (�̂�𝑥 𝑛𝑥  +  �̂�𝑦 𝑛𝑦) 𝛥𝑆 (I.28) 

 

From equation (D.13) we have: 

  

 �̂�𝑥 = − 
1

𝛾 − 1
 [
𝜇

𝑃𝑟
 +  

𝜇𝛵
𝑃𝑟𝑇
] 
𝜕𝑇

𝜕𝑥
 (I.29) 

 �̂�𝑦  =  − 
1

𝛾 − 1
 [
𝜇

𝑃𝑟
 + 

𝜇𝛵
𝑃𝑟𝑇
] 
𝜕𝑇

𝜕𝑦
 (I.30) 

 

The derivatives of the temperature at the face centres can also be written using the chain 

rule to combine the temperature derivatives with respect to the generalised curvilinear 

coordinates and the grid metrics: 

 

 
𝜕𝑇

𝜕𝑥
 =  

𝜕𝑇

𝜕𝜉
 
𝜕𝜉

𝜕𝑥
 + 

𝜕𝑇

𝜕𝜂
 
𝜕𝜂

𝜕𝑥
 (I.31) 

 
𝜕𝑇

𝜕𝑦
 =  

𝜕𝑇

𝜕𝜉
 
𝜕𝜉

𝜕𝑦
 + 

𝜕𝑇

𝜕𝜂
 
𝜕𝜂

𝜕𝑦
 (I.32) 
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Rather than calculating the derivatives of the temperature with respect to the generalised 

curvilinear coordinates, however, an alternative approach has been used: The temperature 

difference across the faces has been expressed in terms of the density, pressure and 

temperature at the face centre, and the density and pressure variations across the face. The 

relationship among these quantities, 

 

 𝑑𝑇 =  𝑇 (
𝑑𝑝

𝑝
 − 

𝑑𝜌

𝜌
)  (I.33) 

 

has been obtained by differentiating the perfect gas equation of state. As a result, the 

temperature derivatives are expressed as: 

 

 
𝑑𝑇

𝑑𝑥
 =  𝑇 (

1

𝑝
 
𝑑𝑝

𝑑𝑥
 − 

1

𝜌
 
𝑑𝜌

𝑑𝑥
) (I.34) 

 
𝑑𝑇

𝑑𝑦
 =  𝑇 (

1

𝑝
 
𝑑𝑝

𝑑𝑦
 − 

1

𝜌
 
𝑑𝜌

𝑑𝑦
) (I.35) 

 

The calculation of the two components of the temperature gradient in the CFD code used 

in this study is based on equations (I.34) and (I.35). The use of these equations requires 

the calculation of the Cartesian derivatives of both 𝜌 and 𝑝, rather than the calculation of 

the Cartesian derivatives of 𝑇. The procedure used to calculate numerically the 

derivatives of all three variables is the same as that used for calculating the Cartesian 

derivatives of the velocity components. It has been preferred to calculate the temperature 

gradient using equation (I.34) and (I.35) rather than equations (I.31) and (I.32) because 

the overall computational cost of the former approach in the CFD code used in this study 

is lower than the computational cost of the latter approach. 
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J)  Hydrokinetic turbine: turbulent and laminar Cf 

comparison 

 

 

In this section a skin friction coefficient comparison between the laminar and the 

turbulent regime for the wing section NACA0015 characterized by a high efficiency of 

the energy extraction (case A), is presented. Figures J.1 and J.2 present the skin friction 

coefficients in the laminar and turbulent regime. Each figure includes 6 subplots. 

Subplots on the left hand side represent the skin friction coefficients obtained from a 

laminar regime whereas subplots on the right hand side of the same figures represent the 

skin friction coefficients obtained from a turbulent regime. Each subplot of figures J.1 

and J.2 is labelled at its top left hand side with a number which denotes the wing 

configuration at 12.5%, 18.7%, 25.0% for figure J.1 and the wing configuration at 34.4%, 

45.3% and 54.7% for figure J.2. The horizontal axis of each subplot for both figures J.1 

and J.2 represents the x-coordinates of the airfoil non-dimensionalized by the chord 

while the vertical axis represents the skin friction coefficient 𝐶𝑓. All skin friction 

coefficient results in the turbulent regime are computed using Wilcox’s wall boundary 

condition described by equation (2.6.1) with 𝑆𝑅  =  2500. 

     One sees that the order of magnitude of the skin friction coefficients between the 

turbulent and the laminar regime is not the same. This happens because in the turbulent 

regime the Reynolds number is substantial larger than the one used for the calculation of 

the laminar regime. As a consequence, in the case of turbulence regime, the boundary 

layer is stronger and thinner, and for this reason one sees that the values of skin friction 

coefficients in turbulent regime are smaller by one order of magnitude compared to the 

laminar counterpart. The subplot on the left hand side of figure J.1, labelled as 1, reports 

a small separation at the rear of the lower airfoil side as the values of the skin friction 

coefficient are almost zero at these positions. This can also be confirmed in figure 8.6.  
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Figure J.1: skin friction coefficients for wing positions labelled 1-3 
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Figure J.2: skin friction coefficients for wing positions labelled 4-6 
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On the other hand, no separation occurs at the same wing configuration for the turbulent 

regime. One sees in subplot labelled as 2 of figure J.1 that the separation has rapidly 

grown for laminar regime and it has passed the mid-chord position. Moreover the 

position of the flow separation that occurs at the LE, has slightly changed compared to 

position 1, which is due to the airfoil motion. In addition, for the turbulent regime, one 

sees a minor separation, which occurs at the TE of the airfoil. Moving on to the third 

wing configuration, one sees that the values of the skin friction coefficient for the laminar 

regime increase rapidly at 20% of the chord and decrease again to normal values at 40% 

of the chord. This is due to the fact that LEVS begin. At position 4 of figure J.2, the 

laminar LEVS has already reached the mid chord position, as the values of the skin 

friction coefficient rapidly increase at 40% and decrease at 60% of the chord, 

respectively. Also the skin friction coefficient reports the same behaviour as described 

above, for position close to the LE of the airfoil which is due to the fact that a second 

vortex is generated. For the turbulent counterpart, a turbulent LEVS commences and can 

be easily located in subplot 4. On the rest of the subplots the values of the skin friction 

coefficient are decreasing until the vortex leaves the airfoil. 
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