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ABSTRACT

The research reported in the present thesis constitutes
an attempt to examine empirically the semantic and social-
pragmatic aspects of the meanings of natural language
expressions generated by subjects whilst participating in
spontaneous task-oriented dialogues, Pairs of subjects
were asked to solve a computer game task which involved
them in moving their resbective position markers through
a maze, The successful solution of the task required the
subjects to cooperate verbally, and the present research
focusses on the meanings of subjects' descriptions of
locations within the spatial networks of the vérious
mazes,

The semantic analysis undertaken in the present work
took the form bf a classification study, using
hierarchical cluster analysis, of the lexical items
observed in ﬁhe subjects!' location descriptions. This
analysis indicated that there are (at least) four basic
ways of identifying locations within such a spatial
network; it is argued that these four ways of describing
locations could reflect four different underlying types of

mental model of the maze shape.

It was also argued that there is an important social-
pragmatic coﬁboheni ih the meanings of such spontaneous
descriptions, Data were discussed which lend support to
the view that (a) éach pair of interlocutors constrain one

another's choice of referring expression such that both

XV



use similar types of referring expression, and (b) the
interlocutors tacitly negotiate the meanings of the
descriptions they generate, The final theoretical
analysis of the data, therefore, was in terms of

negotiated mental models of the maze,

xvi



Introductory Overview

The work reported in the present thesis constitutes
an attempt to examine eﬁbirically certéin aspects of the
meanings of naturél language expressions, The problem of
meaning has proven to be a complex and exceedingly
difficult one and is currently being tackled by theorists
in a variety of disciplines, including linguistics,
philosophy, psychology and artificial intelligence,

Like many empirical studies of meaning, the present
research focusses upon one limited subproblem within the
larger domain of enquiry, namely, the meanings of
descriptions of locations within a spatial network
generated by subjects during the course of an ongoing
task-oriented dialogue, In particular, the present set
of studies involved an inQestigation of the semantic
aspects of such location descriptions (that is, the
relationship between the location descriptions themselves
and the stimuli being described) and their pragmatic
aspects (that is, the relationship between the speakers and .
the types of description that they generate),

The advantages of studying such a narrowly-
constfained domain as subjects' descriptions of locations
within spatial networks come from the tight empirical
control which can be exercisea err the characteristics of
the referent, and the empirical assessment of critical
contextual variables, This high degree of control over

relevant extralinguistic variables allows a more detailed

xvii
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analysis of the linguistic data than would otherwise be
possible,

The advantage of studying task-oriented dialogues
comes from the fact that subjects participating in such
studies tend to become quite task-involved and
consequently do not reflect upon the language that they
produce, devoting their attention instead to the
experimental task, The result of this is linguistic
data of a truly natural and spontaneously-generated kind,
The experimental task used in the present set of studies
takes the form of a computer-controlled maze game, in
which two subjects, who are located in separate
soundproofed rooms, haVe to cooperate verbally (via a
headset and microphone 1link) to assist one another to
move their respective position markers through a maze
(visible to each player on a computer terminal screen)
from starting positions to goal positions, The verbal
cooperation‘is reouired becauée various blockages exist
within each player's maze which impede his progress towards
his goal, and the meohenism by means of which these
blockages are removed involves a given player's (e.g.
player A) partner (player B). reporting his position
within the maze and subsequently moving into one of player

A's switch nodes visible to player A on his screen, This

mechanism is discussed more fully in chapter 4; suffice

it to say that a given player requires his partner to

clear blocked pathways for him, and this partly involves
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his partner in describing his location within the maze,
As a result, the rules of the game require that each
player periodically repdrts his location to his partner,
and these spontaneously-generated descriptions of maze
location constitute the data base for the present set of
studies,

The present ﬁhesis consisis of two parts, Part I,
comprising chabters1 tol4, is a review of some of the
extensive literature on the topic of meahing, and Part II,
comprising chapters 5-11, is a report of the embirical
work carried out using the game task described briefly
above.

Morris's (1938) divisioh of semiotics (i.e, the study
of sign systems;_of which natural language is an example)
into syntactic, semantic and bragmatic aspects 1s used as
a suitable stkucturing with respect to which the variety
of theories and empirical studies of meaning can be
discussed in Part I of ihis ﬁhesis. - Thus, chapter 1 is a
review of. what could be described as 'syntactic' theories
of meaning (that is, those theories which deal primarily
with meaning relations between different signs in the
language)j chabter 2 is a review of those theories of
meaning which could be described as 'semantic' theories of
meaning (that is, those theories which focus upon the
relation between linguistic signs and their referents);
and chapter 3 is a review of theories of meaning which

could be described as 'pragmatic' theories of meaning
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(that is, those theories which focus primarily upon the
relations between the particular interlocutors involved and
what is understood by what they say).

Morris's distinction thus provides a tripartite
division with reépect to which a variety of genuinely
different approaches to meaning can be claséified
(although it is rare that a given theory is related
exclusively to one of these categories),

This (by no means exhausiive)-review of previous
theoretical and empirical wokk on this problem will
underline both the comblexity of the issues involved and
the variety of theoretical approaches which have been
adopted, ) _

The final chapﬁer of parﬁ I of the pkesent thesis is
a detailed expdsition of the eiperimen;al maie game task
employed in the presenﬁ work to elicit spontaneous dialogue,
The méze game task is discussed in the context of previous
experimenﬁal-studies~which also used ﬁhe‘methodology of
seeking to constrain the fopic of discourse and eliciting
spontaneous dialogue on that topic.

Part II contains details of the various experimental
studies conducted ahd reborts the results obtaihed.
Chapters 5«10 preseht descriptions of the data
obtained using the task ahd the statistical analysis of
these data,

Whiist'the present work constitﬁtes an attempt to deal

‘with both the semantic and the pragmatic aspects of the
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meanings of the subjects' descriptions of locations within
the mazes, the particular theoretical standpoint from
which the data are interpreted is a social-pragmatic one.
Thus, whilst four basic ways of describing locations
within a maze are described in chapters 6 and 7, further
complexities of a pﬁrely pragmatic nature arise:
different dyads of subjects would appear to place very
different interpretations on the same description. Thus,
the importance of what individual pairs of subjects
understand by a particulaf expression, and how each dyad
selects one sort of interpretation of the expressions they
use rather than another, will be emphasized.

In chapter 9, an experiment is described in which
subjects were set the task of describing locations within

mazes but doing so outwith the context of playing the maze

game, In this experiment, a rather different
distributioh of the four basic ways of describing
locations within maies observed ih the computer game
studies was obtained, with one of the types of
descriptidn observed ih the computer game studies' data
being entirely absent in the 'game;independent' location
description task. The discuésion in chapter 9 of the
possible reasons forlthis difference in the distributions
of the differeﬁt fypeS'of location description in the two
tasks highlights some of the subtle and complex problems
of studying dialogue,.

The thesis concludes, in chapter 11, with a
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discussion of the experimental results in relation to some
of the theories of meaning which were discussed in part I.
In chapter 11, both the poteﬁtial wider significance of the
present set of results, and the further issues raised by the
results of the studies reported in this thesis, are

considered,
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Part I

Theoretical Approaches to the Problem of Meaning



CHAPTER 1

'SYNTACTIC' APPROACHES TO MEANING

a) Introduction

The study of the broad field of sign systems
(including natural 1anguage, letters and nunerals,
diagrams, pictures, sketches, gestures and facial
expressions, and tokens) is called semiotic. Morris
(1938), following the phiiosophy of Charles Pierce,
distinguished between three‘different leveiswof semiotic,

representing different degrees of abstraction, as follows:

i) SYNTACTICS constltutes the study of 31gns and
the relations between signs,

ii) SEMANTICS is the study of the relation between
signs and what they de51gnate (i.e. the
designata), and

iii) PRAGMATICS which is the study of the signs in

relation to the users of those signs

fhiS'distinction between three sub;areas of study of
the s'ign syste:m's in langdage has been used down to the
present.day - see, for instance Cherry (1957), and Lyons
(1977). According to Morris, these three levels are not
separate from'one another, but are inclusive: they
overlan one another such that the study of syntactic
relations between signs is the highest ievel of

abstraction from actual usage and is directed to the‘signs



themselves and their orderings, studying purely formal
aspects, and is wholly subsumed within the area of
semantics,

Correspondingly, both syntax and semantics are
necessary parts of the study of pragmatics (see diagram

below).

Syntactics

Semantics

Pragmatics

Figure 1,1 The three levels of semiotic (shown
schematically as successive abstractions) (From

Cherry, 1957, p. 222).

The 'rules' studied at the three levels are inherent
in the analysis of language rather than being inherent in
the language itself (Cherry, 1957) and are expressed in
meta-language (the distinction between object language and
meta-language corresponds to the distinction between what
is described - the object language - and the meta-language
in which the description is couched: see chapter 2),
Pragmatics, notes Cherry (1957) is the "real-life" level,

Semantics abstracts from all specific communication events



and concerns only signs and their designata (qualities,
objects, actions ete.). Syntactics abstracts Still
further and concerns signs only: it treats language as a
calculus,

The term 'semantics!' has since become used to refer
to théories 6f meanihg, an area of great interest to
'philosophers;.psychéiégiéts and linguists and an area of
central concern to this thesis, Not all theories of
semantics are 'semantic' according to the above definition;
there have been theofieé of meaning which have considered
'semantic' phenomena in térmS of relations between the
signs (or rather, bet&een the hypbthesiied mental
representations of the signs). Such theories are,
therefore, more prbberly tefmed 'syﬁtactic' theories of
meaning, There have, likewiée, been 'semantic' theories
of meaning which attempt to relate the signs to their
designaté of mental models df their designata, In recent
years, pragmatic abproaches to the study of meaning havé
also been mootéd (see, fok exahple,'Rommetveit, 1974).
These three levels of tackiing the ﬁfbblem of meaning will
be considered in turn, In chapter 1, theories of an
éssentially 'syniactic' nétdre will be considered: in
chapter 2, théories df a 'semaniic' nature will be
conSidered. Milieb and Johnsoh-Laird (1976) contrést the
two positionS'bf 'intenéidnalism'v(which considers the
relation betweén Signs) and 'extenéionalism' (which

considers relations between the signs and their designata)



and contend that both approaches pursued independently
must fail, and that the failures are related since each
approach contains too much of what the other lacks, They
advocate an integration of the two approaches, and an
exposition of their theoretical framework will be given in
chapter 2, . In chapter 3, theoretical approaches which
explicitly challenge traditional linguistics-based
approaches to communication will be considered, These
theories emphasize the importance of pragmatic factors in
the understanding of language, and contend that an
emphasis on 1inguistic-type analyses effectively ignore

phenomena of central importance.

b) Historical Introduction

The meaning of words and larger expressions has
fascinated inquirers for many hundreds of years, from the
time of the ancient Greeks until the present day, and has
been the source of many theoretical disputes. The
fundamental question of "what is meaning?" has engendered a

great deal of speculation, As Katz (1973) puts it,

"We find, historically, a variety of direct
answers, including Plato's answer that
meanings are eternal archetypes John Locke's
answer that meanings are the mental ideas for
which words stand as external signs, the

answer that meanings are the things in the



world to which thé words réfer, Wittgensteint's
answer that meaning is use, the behaviourist's
answer that méanings are mental images
assocjiated with verbal behaviour, and so on,
But every attembt ﬁo give a direct answer has
failed, 'Some, Such as the Platonic answer
proved too vague and speculative, Others gave

the wrong answer",

(Katz, 1973, pp 36-37)

That such a variety of ahswers has beeh given to the
fundamental question serves to undefline the fact that it
is a questioﬁ of intereét not only to linguists, but also
to philosophers and psychologists, Philosophers, in
particular, have always been interested in ﬁeaning,
since it is neééssarily involved in vital and notoriously
controvérsial phiioSobhical iséues, including the nature
of truth (Lyons, 1968). |

When considefiné Qhat the méaning of é word might be,
we soon end up embfoiled in philosophical cdntroversy.
Lyons (1968) giQeS the eiample of the word cow,. What is
the meaning of thé ﬁord cow? It cannot be a particular
indiQidual aniﬁal. Is thefé a set of properties which
distinguishes cows from other objects (for which we have
different words)? Immediately we are caught up in the ”
philosophical‘controversy between nominalism and realism.
Nominalism is the position that the set of referents to

which we apply the same name have nothing in cohmon other



than the name which v)e have learnéd to apply to them, In
contrast, realism is the position that the things to which
we apply the same name have some common ‘essential!
properties by which we identify theﬁ. Thus, as soon as
we begin to consider meaning, we become involved with
philosophical issueS. ’ _

The term 'meaﬁiﬁg'vhaé itseif a number of
distinghishable meanings, Lyons (1977) gives some
examples: some of the senses of 'mean'! can be enumerated

as follows:

i) as synonymohs with 'intend' (as in *'I did
not mean to huft yout),

ii) as equivalent to 'Significance' ob fvalue!
(as in 'Life without Faith has no
meaning'). -

1ii) a relation of reference (és in *It was John

I meant, not Harry'),.

Lyobs conéentrates upon the sense as exemplified by iii)
above,

Katz (1972) considers the question "What is meaning?"
to be at the same lévelqaé the question FWhat is matter?n
and accordingly advbcateé the theoreticéltﬁackling of“more
manageable Subbroblemé which themselves are Eelated to
the larger problem, The breakdown of the general
questibn into moke spééific questions which he lists

results in a listing of phenomena which a theory of



-meaning would have to be able to explain, namely:

1)
2)

3)

)
5)
6)

7)

8)

9)

10)

What is synonymy (sameness of meaning) and paraphrase?
What is semantic similarity (e.g. "aunt", "nun", "cow",
"filly" and "actress" all share a ccmmonbcomponent) and
semantic difference?

What is antonymy? (i.e. inccmpatibility of meaning -
for example, "whisner“ and "shout" are incompatible in
meaning).

What is superondination? (Fon example, "human" and
"boy"). | |

What are meaningfulness and semantic anomaly? (For
example, compare "a smelly soan" and "a smelly itch"),
What is semantic ambiguity? (That is, multiplicity of
sense - e.g. "button®, "foot"),

What is semantic redundancy? (An example of this would
be where a phrase centained supenfluous semantic
information, such as the phrase "naked nude"),

What is semantic truth? (That is, truth by virtue of
meaning, or analyticity - such as "Uncles are males"),
What is semantic falsehood° (That is, contradiction,
as in "Kings are females")

What is semantically undetermined truth or falsehood?
(For example, syntheticity - that is, where the truth
or falsity of a sentence is not settled on the basis of
its meaning alone but depends upon what is the case in

actuality).



1)

12)

13)

14)

15)

What is inconsistency° (For example where "John is
alive" and "John is dead" refer to the same individual,
one sentence is necessarily true and one is necessarily
false; they cannot both be true nor both be false),
What is entailmenté ('Entailment' is where two
sentences are related by virtue of their meaning such
that one follows necessarily from the other Q for
example, "The car is ned" entails "The car is
colouredn),

What is pfesupposition? ('Presupposition' is where
one sentence presupposes the truth of another - for
example, the sentence "When did you stop beating your
wife2n presupposes the truth of a declarative’to the
effect that the listener had previously indulgeo in
wife-beating). |

What is a possibleanswer toa question° (For
example, given a question like "When did John arrive’"
possible answers include "John arrived at noon" and
"John arrived a minute ago" but not "John loves to eat
fruit") |

What is a self—answered question? (For example "What
colour is my red wagon?" expresses a question that is

answered in the asking).

The above phenomena are all due to the meaning of the

expressions in the examples. A semantic theory, Katz

argues, must explain,why the meaning of a linguistic

construction makes it a case of a certain property or



relation, or makes it ekhibit the phenomena of synonyhy or
ambiguity, etec,

Katz (1972, p. 10) concludes from the foregoing that
" ,..once we construct a theory that can successfully
explain a reasonably large portion of . . . sSemantic
phenomena, we can base our answer to "what is meaning?" on
what the theory had to assume neaning was inorder to
provide its ekplanations".

Clearly,'the'queétion of what meaning is requires a
complicated answer and a'bariety of ohenomena and meaning
relations require to be eioiained. As noted above, many
issues and distinctions are raised by a consideration of
meaning, One such distinction is that between the
intension of a word or ohrase,'and its extension

(sometimes expressed as a distinction betwen sense and

reference). - The intension or sense of, for ekample, a
word, is the'set of properties which determine the
aoolicability of the word: the exteneion or reference of
the word is the class of things to which the word may be
applied, Thus, the intension is the 'intrinsic! meaning
of a word and its reiation toyother words - for example,
the word 'chair' has a meaning which is reiated/in aome
ways to other words 1ike'tabie' ‘bench?, 'nardrobe'etc.
The extension of the word is the entire class of entities to’
which it can refer, in any real or imagined world - So,-
in the above example the extension of 'chair' is any real

or imaginary chair,
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Many theories of meaning (especially those based on
linguistic oonsiderations and which will be described in
this chapter) have concerned themselves eiclusively with
the intensional asoect of meaning, Extensional
considerations, however, become important when words are
considered in use because then the relation of language to
the world becomes important. Extensional~theories of
meaning have been formulated barticularly in recent years
nith the advent of procedural semantics and the,postulation
of theories of comorehension in terms of mental models of
the reference sitnation (see chapter 2).

An early psychological theory of meaning which retains
theoretical appeal today was that advanced by C, K, Ogden
and I, A, Richards (1972, originally published 1923).

Their fundamental argument was that the relation between
words and referents is 1ggigggt:'fh .. we need a theory
which connects nords with things through the ideas, if any,
which they symbolize. We require, that is'to say, separate
analyses of the relations of words to ideas and of ideas

to things — (Ogden’and Richards, 1972, p. 7).

They attributena great deal of the confusions and
arguments among theorists to their overlooking the
indirectness of this relationship. This point is
summarized in a diagram taking the form of a triangle
which has become known as the "semiotic trianglen (Lyons,

1968, p. houy),

1



thought

Symbol Referent

Figure 1,2: The 'semiotic triangle?!
(Adapted ffom Ogden and Richards, 1972, p. 11.
Key: . difect 1inks = = = =« « indirect 1link)
o
Ogden and Richards argue that Qords mean nothing by
themselves: it is 6nly when a thinker makes use of them
that they Sténd for anything‘or have 'meaning'. Words are
instruments, The indirect rélation between the word (or
symbol, to use the more genefal term) is illuStrated by
the above trianguiar diagram, Between the thought and
the symbol is the 'symbolizeé' relationéhip, a causal
relationship; between the thought and the referent there
is also a direct reiation. Bétween the symbol and the
referent, howe?er, there iS ohly an indirect relation
which consists in the symbol being used by someone to
stand for the refefent.‘ The base of the triangle (shown
dotted in the above diagram) is an inferred relationship.
The symbolvand the Eeferent are not conneéted directly
but instead ére connected via the other two sideS of the

triangle, The direct connection represented by the
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dotted line is an inferred relation, and to treat this
inferred relation as being of the same nature as the other
two direct relations is the » , ., ., fundamental and most
prolific fallacy . . J'(Ogden and Richards, 1972, p. 15).
They point out in a footnote that philosophers,
psychologists and logicians are wont to confuse the
imputed relation between a sign and that to which it
refers either with the referent or with the processes in
the mind of the interpreter, when speaking of the meaning
of a sign, They comment that it is this sort of confusion
which had made so much previous work on the subject of
signs and their meanings unfruitful,

Ogden and Richards' characteriiation of the word;
referent relation as an indirect relation via the thoughts
of the understander has its moaern counterpart in current
psychoiogical approaches to meaningg Sanford and Garrod
(1981) in their preface to a book on understanding written
language, for example, comment that " , ., ., the squiggles
on the page can live only through the agency of the minds
of readers" (p. iiv). Likewise, if for "thought" or
"referenceﬁ at the aper of Ogden and Richards' triangle we
substitute instead "conceptual system" or "mental models"
we have the basis of many current approaches to meaning,

That a characterization of the operations of the mind
of a reader/listener would be fundamental to a plausible
theory of meaniné may today seem uncontroversial;r it was,

however, challenged by theorists in the past, In
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particular, the doctrine of Behaviourism in psychology
attempted to ridfpsychoiogy of such unobservable entities
as 'mind'; the Behaviourists led most notably by B, F.
Skinner, argued against the reification of meaning in
the mind of the 1anguage user and contended intead that
words were mere verbal responses which were under the
stimulus control of the environment of the speaker, This
antimentalistic outlook was shared by a school of
linguists led by Bloomfield., For the Bloomfieldian
linguists, the meaning of a word was a full t'scientifie?
description of its referent, Lyons (1968) points out
that this approach is more detrimental to progress in
semantics than the definition of meaning in terms of
fconcepts! which it attempted to supplant, since the
Bloomfieldian approach gives preferential treatment to the
relatively small set of words which refer to 'things?
describable, in principle, by the physical sciences,
Furthermore, it rests upon two tacit and unjustified
assumptions, namely - (i) that a 'scientific' description
of the referents of these words is relevant to the way in
which the words are used by speakers on the language; and
(ii) that the meaning of all words is ultimately
describable in the same terms (Lyons, 1968, p. 408).
Skinner's extreme form of behaviourism was accompanied
by a less extreme manifestation of the same doctrine, in
the form of OSgood's (Osgood, Suci and Tannenbaum, 1957)

mediation theory of meaning, which characteriéed meanings
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as symbolic mediation processes, These are unobservable
meaning responses to words. They represent only a part of
the overt response that would have been made to the word's
referent, and in turn Stimulate appropriate responses to
the word, This type of learning theory approach was
popular as a psycological theory of meaning during the
1950's, Osgood et al's approach to meaning also had an
impact on the development of social psychology through
Osgood and Tannenbaum's congruity theory. Congruity
theory linked the mediation theory of meaning, and in
particular the use of its associated measuring instrument,
the semantic differential, to the study of persuasive
communication and attitude change,
A revolution in thinking about language took place

-following the publication of Chomsky's book 'Syntactic
structures' in 1957, In this book, Chomsky argued that
the best way of explaining a speaker/listener's ability to
understand language was in terms of a system of
internalized 5glg§. Chomsky demonstrated mathe-
matically that for natural languages, the number of
permissible word strings (that is, grammatical sentences)
is infinite, It therefore follows that a descriptive

grammar has to be projective, that is, it must be couched

in terms of rules which will generate all of the infinite
number of grammatical sentences, and no non-sentences.
The notion of there being an unlimited number of

grammatical sentences undermined the behaviourists'
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approach to language, As Greene (1972) puts 1t "The
arguments used by Chomsky and his supporters were designed
to show, first that learning theory is in principle
unable to account for the speaker's ability to use
language, and second, that in any case, acquisition of
stimulus-response probabilities would be a wildb/
uneconomical explanation of language 1earning (Greene,
1972, P. 15). Chomsky's emphasis on the need to
characterize a speakert's ability to use language as a
system of internalized rules caused something of a
revolution in psychological theorizing' the notion that
cognitive functions could best be treated as centrally
planned, rule-governed mental operations swept away
behaviourist antimentalistic theorizing and brought mental
operations into the limelight once more.

Chomsky's two-tier theory for the deseription of
language, inyolying surface syntactic structures, deep
syntactic structures and transformational\rules for
deriying these from one another, was taken up by some
psychologists as a possible psychological model of
language use, Thus the psychological reality of
transformational grammar was tested, experiments being
conducted which attempted to ascertain whether
transformationally complex sentences were also
psychologically more complex and consequently required
more processing time, or occupied more space in memory,

etc. (For example, Savin and Perchonok, 1965: Miller and
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McKean, 1961). Chomsky also distinguished between

competence (the abstract, underlying form of linguistic

knowledge possessed by a speaker) and performance (the
actual use of the 1anguage in concrete situations)
Performance reflects competence in only indirect ways'
memory span limitations, fatigue, distractability,
switching of attention etc affect 1inguistic performance
in ways which deviate from a competence- based prediction
Slobin (1971) identifies thevtask for the linguist as that
of characteriaing competence. The psychologist on thev
other hand, has to cut through the maze of performance
factors in order to convince himself that competence has
"psychological reality" and also examine the
psychological factors which cause performance to deviate
from competence, Kintsch (1974) rejects this neat
division of labour maintaining that as long as a
linguistic theory is strictly a competence theory it is of
no interest to the psychologist

Chomsky's theory emphasized syntactics heavily. It
also heavily emphasized the study of isolated sentences in
vacuo, So, for example, a typical task set to a subJect
would be to give an intuitive judgement as to the
grammaticality or otherwise of a set of word strings, one
string at a time This emphasis on having subjects
judge the grammaticality of isolated sentences abstracted
from communication settings and having no significance for

the subject was subsequently attacked, particularly by
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Rommetveit (1974; see chapter 3).

Broadbent (1973) also attacked Chomsky's theory from
the standpoint of empiricism (learning theory) and
simultaneously defended learning theory accounts of
language acquisition. Specifically, Broadbent denied the
belief that Chomsky's description of language has any
psychological reality, and he also denied the
transformationalists! claim that 1anguage is innate, He
stated his admiration for the elegance of Chomsky's
mathematical description of language but, as he put it (p.
193), "Elegance of mathematical description of the effect
of an operation does not bear any necessary relation to
the empirical facts about the operation itself". Thus,
his argument against Chomsky's theory is that, while it
describes 1anguage by being able to generate all of the
grammatical sentences in the language it is quite
possible that the actual mechanism with which people
produce'language could be very different,

He also attacked the transformationalists' olaim
that, because of the potentially infinite nunber of
grammatical Sentences in a natural language, it could not
be acquired using the mechanism of learning but instead
had to be considered as an innate capacity. Broadbent
countered this claim by pointing out that most learning
theorists, 1ncluding those interested in animal learning,
believe that what is learned is not an association between

particular concrete events but instead an association
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between conceptual classes, each of which may have many
members, A word or a short sequence ofxaordsis treated
as a member of a class, and sequences of classes would
also be learned, Broadbent's emphasis on language
expressions being learned as conceptual classes rather
than as concrete entities undermines Chomsky's criticism
of learning theories being unable to account for language
acquisition,

Chomsky's theory did constitute a revolution at the
time it was advanced and the 'pSycholinguistic' approach
which attempted to test the psychological reality of the
theory constituted a "far cry from (the) 51mpliste pre-
Chomskyan attempts to look at verbal associations and so
on" (Greene, 1972, pP. 196). That the search for an exact
one-to-one relationship between grammatical rules and
subjects! performance failed does not diminish the
revolutionary impact of the theory: it directed to the
attention of~psychologists the influence of many
unexpected factors and underlined the complekity of
language ? R

‘ At least one influential“theorw of“meaning, that of
Katz and Fodor (1963), was developed specifically to
dovetail into the transformational grammar framework as
the 'semantic component' required by, but not specified
in, the theory. Katz and Fodor's approach focussed upon
intensional relations between lexical items and so could

fairly be described as a 'syntactic' theory of meaning.
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Katz and Fodor's theory was in fact subsequently accepted
by Chomsky as a suitable theory of the semantic component
for incorporation within his general theory. Another two
tintensional! approaches to meaning were also formulated
during the 1960's/ear1y 1970'8 One approach, based on
'meaning postulates' has its origin in extensional

theories of meaning of a type known as model theoretic

semantics (which will be described in detail in chapter
2). The third 'syntactic' approach to meaning to be
considered in this chapter is Collins and Quillian's
semantic network theory, which owes its origins to
'attempts at computer modelling of semantic memory
(Quillian, 1968; Collins and Quillian, 1972). These

three theories will each be reviewed in turn.

c¢) Three fintensional! theories of meaning

1) Katz and Fodor's (1963) theory of meaning

The approach outlined by Katz and. Fodor has as its
origins the componential nalyse which were first evolved

in anthropological linguistics as a means of studying
relations between words within a semantic field (i.e. a
collection of semantically related lexical items .such as
kinship terms). The aim in componential analysis is the
reduction of a word's meaning to its ultimate contrastive
elements; for example, Man! has as its definition the
collection of semantic elements + MALE + ADULT + HUMAN

whilst 'woman' has as its definitiom the set of semantic
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elements - MALE, + ADULT, + HUMAN, and so on, each word in
the semantic field hawing a definition chracterized in
terms of these elements,

Thus, the central tenet of decompositional theories
of meaning is simply that the meaning of an individual
word is a composite of 'atoms' of meaning in the form of
semantic markers‘or semantic primitives. The semantic
interpretation of a sentence can be obtained by replacing
its words with their dictionary definitions and combining
them according to the syntactic relationSvof the sentence,

The process of combining word meanings is sensitive to the

constraints, or selection restrictions, that a word may
place upon the meaning of the other words with which it
can be combined, The theory thus attempts to account
both for the meanings of words and the meanings of larger
linguistic structures,

This basic notion that in the course of‘
understanding, we decompose the linguistic input into the
appropriate set of semantic elements or markers has been
used in seweral theories, One of the most famous
explications of the idea was that of Katz and Fodor
(1963). In their article, "The structure of a semantic
theory" they outlined the general characteristics of a
theory of meaning rather than advancing one specific
theory. Their approach was in terms of semantic markers
and they indicated some of the phenomena which a semantic

theory would be required to explain, such as synonymy,
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syntheticity, etc,, outlined earlier.

Such relationships do reouire ekplanation by a theory
of meaning, and Katz and Fodor explain these relationships
by suggesting that, for example, synonymy can be explained
in terms of the relevant lexical items sharing one sense,
Accordingly, their outline of the form of a semantic
theory concentrates on esplicating the notion of how a
sense could be represented theoretically and they explain
the various meaning relationships between words in terms
of sense relations of one kind or another.

As noted above, Katz and Fodor's theory is explicitly
designed to dovetail into the 'semantic component!
theoretical space left by Chomsky's syntactic analysis, or
as Katz and Fodor put it, "Synchronic linguistic
description minus grammar equals semantics" (p. 172).

They take as their starting point the observation that
much of the understanding of sentences is left unexplained
by grammar, and this is where their theory of semantics
fits in, Some examples of ambiguity, such as "The bill
is large" cannot be characterized grammatically, but
instead are best characterized in terms of meaning. The
ambiguity in this sort of example takes the form of there
being two different senses (that is, two different
interpretations) of the word 'bill" it can be taken to
mean either an invoice for money or as the beak of a bird,

Katz and Fodor give as an example the decomposition

of the word "bachelor" into its four senses (a man who has
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never married, a young knight serving under the standard
of another knight, a person possessing the first or lowest
academic degree and a young male fur seal when without a
mate during the breeding time), They represent these
four senses in the form of a tree diagram, The first
entry for t'bachelor! is the syntactic marker 'noun' to
indicate that only those senses of a word classified as
nouns are being considered (this can be an important
distinction for many words, such as run, dog and chase,
which can either be nouns or verbs) Proceeding down the
tree, the next entries are the semantic markers which
rebresent the meaning of the word in terms which are used
to systematically define many words in the dictionary.
(human), (male), (animal), etc Also in the dictionary
entry are semantic distinguishers which distinguish only
between senses of the one word in this case 'bachelor'
These appear in square brackets at the lowest part of the

diagram:
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bachelor
noun

(h man) (animal)

(male) [who has the (male)
first or lowest
//////// academic degree]
[who has never [young knight serving [young fur seal
-married] under the standard of when without a
another knight], mate during the

breeding time]

Figure ]-3 Katz and Fodor's tree diagram representing
the four senses of 'bachelor?',
(From Katz and Fodor, 1963, p. 186).

As Katz and Fodor (1963) p. 185-6) put it "The semantic
markers and distinguishere are the means b&lwhich we can
vdecompose the meaning of one sense of a lexical item into
its atomic concepts, and thus exhibit the semantic
structure in a dictionary entry and the semantic relations
betmeen dictionary entries, That is, the semantic
relations among the various senses of a lexical item and
among the various senses of different lexical items are
represented by formal relations between markers and
distinguishers"(emphaSis in originalL

Thns, the semantic markers are tne atoms of meaning

e

mith which to characterize sense relations between
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different lexical items, whilst the distinguishers serve
to relate the different senses of a single lexical item,
The semantic markers are the constructs which characterize
that part of the meaning of a leiical item which is
systematic for the language. The distinguishers on the
other hand, deal with that part of the meaning of a
lexical item which do not enter into theoretical relations
within a semantic theory - that is, they characterize that
part of meaning of which a semantic theory offers no
general account,

Where meanings in the distinguishers make more general
distinctions than merely between alternative senses of one
word, Katz and Fodor suggest (p. 195-196) that the
distinguishers can be reanalyzed to yield semantic markers
- for example, 'young! could appear as a semantic marker
for the second and fourth sense of the word (see diagram,
above),

Dictionary entries also contain, in addition to
syntactic markers, semantic markers and semantic

distinguishers, selection restrictions which limit the

possible senses of the other words with which the given
lexical items can be combined. Thus, to borrow Katz!'
(1973) example, a selection restriction would be
exemplified by the case where the noun which "waterproof"
modifies must contain the semantic marker (Physical
object), otherw1se semantic anomalies of the type

illustrated by the phrase "waterproof shadows" would
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result,

As noted earlier, the decompositional theory also
attempts to account for the meanings of larger lingustic
constructions such as phrases and sentences . It achieves
.this by means of using Frege's "principle of
compositionality" which holds that the meaning of a
syntactically complex constituent such as a sentence, is a
compositional function of the meanings of its parts,

This is realised by using projedion rules in addition to

the decompositional dictionary. "The projection rule
specifies how 1exica1 readings for the syntactic atoms can
be combined. to form derived readings for a whole
expression or sentence" (Katz, 1973, p. 43). Thus, the
meaning of a phrase or sentence is a compositional
function of the meaning of its parts Furthermore, the
meaning of the parts can in turn be specif‘ied by
dictionary entries

This type of dictionary theory employing
decomposition into semantic elements can be quite a useful
way of characterizing meaning relations between words.
Intuitively, such decompositional analyses do seem to
capture something of word meanings. However, certain
subtleties are ignored by such an analysis. To use
Sanford and Garrod's (1981) example, the word 'spinster'
might be broken down by componential analysis into
(adult), (woman), [who has never married]. However, in

common usage, 'spinster' generally is taken to convey the
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feature 'middle aged', or 'elderly! also. There seems to
be no such constraint on 'bachelor', intuitively speaking,
so characterizing the difference in meaning between
'bachelor! and 'spinster' in terms of the +MALE marker
fails to capture certain subtleties. 'Similarlv, as
Clark and Clark (1977) have pointed out, the word 'girls!
can be used sometimes to refer to adult women, as in'the
girls in the typing pool' Such subtleties fail to be
captured by a conventionalvdecompositional theory.

Other criticisms have beenllevelled at this type of
theory, and the criticisms are summariied by Johnson-Laird

(1981a) as follows: .

1. Kintsch (1974, p. 12) argues that "if one starts
to decompose, it is hard to see where to stop"
To quote Johnson Laird (1981a, b.107) .« o
"(Kintsch's) point seems no more cogent here than
it would be in opposing the atomic theory of
matter"

2. Fodor, Fodor and Garrett (1975) argue that the
rapidity with which comprehension occurs is not
easily explicable ir comprehension involves
replacing words with their dictionary entries,
combining the dictionary'entries in accordance
with the seiection retrictions ete, However
this argument carries 1itt1e weight, since many

complicated mental processes occur with great
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rapidity.

Fodor, Fodor and Garrett claim that the
decompositional theory makes erroneous predictiona
about the comprehension of sentences - for
example, pnedicting that sentences involving
'‘bachelor' should be harder to undenstand and
occupy more space in memory than sentences using
the synonymous phrase 'is married' Fodor, Fodor
and Garrett investigated the times taken to
evaluate deductive arguments some involving
explicit negation ('is unmarried') others
involving lexical items like 'bachelor' with a
putative semantic nepresentation containing a
negation, Such items (that is, those 1like
'bachelor' with a putative semantic representation
containing a negation) made an inference reliably
easier to evaluate than one containing an explicit
negation, from which Fodor, Fodor and Garrett
conclude that a word such as 'bachelor' does not
seem to contain a negative in its semantic
representation although it ought to according to
the decompositional theony. Such evidence is
not, however, conclusive, Fodor, Fodor and
Garrett's conclnaion that the repreaentation of
'bachelor' does not include a negative cannot be
Justified by a difference in 1atency of response'

it is possible that a negation in a dictionary
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entry may be responded to faster than a
morphological or explicit negation

Fodor, Fodor and Garrett argue that decom-
positional dictionary entries are unable to
capture certain inferences that depend upon the
meanings of words For example in the case of
KILL, if tkill? is replaced by a decompositional
entry of 'cause to die?', then the inference from
'x causes y to die! to'y dies'requires other
machinery. Miller and Johnson Laird (1976 p.
506) present a decomposition of 'cause' from which
this inference does follow, however. |

Kintsch (1974) claims that if decomposition was
invariably required in extracting meaning from
linguistic input it is difficult to see why
complex words would have evolved only to be

decomposed again in the process of comprehension

Johnson-Laird (1981a) comments that this is a

sensible point but contends that there may be
economies to be obtained by processing one
semantically complex word rather than a synonymous
string of simple words. Johnson Laird concludes
overall that the case against'decompositional
theories of meaning is "hardly overwhelming" (p
109). Decomposition has also been advocated by

Miller and Johnson-Laird (1976) and Schank (1975).
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ii) The Meaning Postulate Theory of Semantics (Kintsch,
(1974), Fodor, Fodor and Garrett (1975))

The central notion underlying this theory is that
meaning relations between lexical items is best captured
by means of a meaning postulate. The meaning postulate
was a device introduced by Carnap (1956) into the
(extensional) theory of semantics known as model-theoretic
semantics, A meaning postulate is essentially a rule
which relates the meanings of two lexical items or
expressions, Thus, in 'possible-worlds' semantics (a
variant of model-theoretic semantics), a meaning postulate
is introduced in order to eliminate some, otherwise
possible, worlds, So, for example, a meaning postulate
which expresses the synonymity of 'seek' and 'try to find!
eliminates those possible worlds in which one may seek
something without trying to find it,

An example of a meaning postulate would be that which

relates the meanings of 'buy' and 'sell', as follows:
for any x, y, and z, x sells z to y =y buys z from x

Bar-Hillel (1967) argued that decompositional theories
cannot explain the semantic relation between 'buy' and
'sell' and that the best way of explicating this meaning
relation is in terms of a meaning postulate, This
replacing of dictionary entries by meaning postulates has
formed the core of a psychologically oriented theory of

meaning advocated by Kintsch (1974), " The meaning
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postulate in Kintsch's system characterizes the semantic
relations betweén items in semantic memory. Kintsch
argues against lexical decomposition and provides
experimental evidence against the decomposition of lexical
itens, He suggests that lexical concepts exist as
unanélyzed wholes, and their logical entailments can be
pursued by m;ans of meaning postulates, Thus, Kintsch
postulates a semantic memory consisting of lexical
concepts; which he representé in a capitalized form, ng.
KILL. These lexical concepts contain sensory information
and hotor programs, these latter allowing the theory to
escape the circularity of exclusively defining lexical
items in terms of other lexical items by means of meaning
postulates, The sensory and motor parts of the lexical
descriptions provide the interface between the real world
and the semantic structure,

Fodor, Fodor and Garrett (1975) also advocate a
theory couched in terms of meaning postulates, They
argue against lexical decomposition and 1ndeed argue that
semantic representations, as linguists have conceived of
them, do not exist,. They cite the failure of correlation
between définitional complexity (as defined by
decompositional theory) and psychological complexity as
being of a considerablerenough magnitude to justify the
rejection of decompositidnal theory and the hypothgsizing
of a rather different theory based on meaning postulates,

Their proposed theory involves the following:
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i) To each morpheme of the surface vocabulary (of a
natural langUage) there corkesponds a primitive
expression in the vocabulary of the representa-
tional system, This does not imply, they
Streés, that the vocabulary of the natural

~ language is identical with the vocabulary of

‘ semantic representations; they do not suppose,
for example, that the formatives of the semantic
level are phonologically interpreted, merély that
there is a one=to-one correspondence between the
formatives of the natural language and the
formatives of the representational system -
whatever these 1attér may turn out to be,

ii) They consider that it is "practically mandatory

to assume that meaning postulates mediate
whatever entailment relations between sentences

turn upon their lexical content" (p. 525-526).

Thus, meaning postulate theories have been advanced in
explicit opposition to decompositional, dictionary

theories,.

iii) Semantic network theories of meaning (e,g, Collins an
Quillians, 1972)

As already noted above, semantic network theories owe
their origins to attempts at modelling. semantic memory in

computers, with the wider aim of making a language user
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(Collins and Quillian, 1972). The essence of this theory
of semantic memory is its characterization of semantic
memory as a network of interrelationships between
concepts, using a variety of inferential links,

In this type of network, rather than having a list of
words as the properties of a concept, the list
corresponding to the propertieé of a concept is a list of
pointers to other concepts - thus, a concept would be a
set of interrelationships among other concepts., From the
outside, such a network appears as a whole set of
interrelated l1lists, with pointers to words found on many
of the lists, In such a network there are‘nobprimit;ve
or undefined terms: everything is defined in terms of
everything else, In this respect, it is like a
dictionary, where words are defined in terms of other
words, However, they explicitly reject the dictionary as
an adequate model of human semantic memory, considering
concepts in humans to be much more encyclopaedic: "As a
first approximation, it makes sense to assume that ﬁhe
content of a conceﬁt is everything that has been heard or
read or seen about that concept" (Collins and Quillian,
1972, p. 318). Thus, concepts ére not mere word
concepts. |

There are a variety of possible relationships between
concepts in semantic memory - for example, the superset
(IS A) relation, similarity, part, proximity, consequence,

precedence, parent etc, relationships, They also stress
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their notion of semantic distance between concepts;
concepts can be related more or less distantly, and the
semantic distance between adjacent, direcly linked"
concepts can in fact be greater than the semantic distance
between concepts linked via one or more other concepts,
This happens when the sum of the accessibilities in the
latter case is less than the accessibility of the former

" case, The semantic distance between concepts is not
simply proportional to the number of nodes in the path
between the concepts,

According to this theory, comprehension of a sentence
or string of words involves an attempt to construct an
interpretation based on a configuration of paths in memory
between the various concepts referred to by the words in
the string, This involves an extensive search to
determine how the words can be interrelated within the
constraints of syntax and context. Thus, a network type
representation of the sentence is set up (for an example,
see Johnson-Laird, 1981a, p.110) with pointers into the
apprqpriate nodes of semantic memory, and an extenSive
search for associated concepts (whilst a parallel
syntactic analysis proceeds,simul;apeously) results in an
interpretation of the sentenge be;ng arrived at, The
entailments of the sentence can be captured by pursuing
the links in semantic memory that initiate from the nodes
which are initially activated,

Collins and Quillian's account thus stresses the
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importance of the various types of relationship between
concepts iﬁ semantic memory, resembling the meaning
postulate theory in this regard, However, the nature of

the relations between concepts differ in the two theories,

d) Overview of the three intensional theories of meaning

The three theories of meaning outlined above share
some common features, most notably an emphasis on
intensional semanties, Indeed, some of the authors of
the above three theories explicitly acknowledge their
commitment to intensional aspects of semantices,. ' This
theorizing at the level of intensional semantics is, they
argue, a necessary simplification for the purpose of
devising theories of manageable complexity: to attempt to
devise theories which take into account extensional and
pragmatic phenomena would, they suggest, be premature, To

quote two of the authors of the above theories, Kintsch

(1974, p. 14/15), says:

"It is quite true that the pragmatic factors are
of great significance in péychological research
in 1angﬁage behaviour . . . The study of the
logical-semantic structure of language and
memory éppeérs to be sufficiently rich and
promising in itself, It is surely complex
enough and if any simplification can be galned
by disregarding further complexities this

appears to be a sound research strategy.
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Certainly, an understanding of both semantic and
pragmatic factors will eventually be necessary,
but for the moment, concentration upon one or

the 6ther seems quite appropriate",

Later, Kintsch does concede (p. 15) that ", ., . pragmatic
considerations can never be neglected for long . . .7
Similarly, Katz (1973, p. 38) emphasizes the importance of
tackling manageable subproblems, and Katz and Fodor (1963)
argue against the possibility of a theory of semantics
taking the sociophysical setting of speakgr and listener
(i.,e, pragmatics) into account, because such a theory
could not.. « « "be completed without systematizing all
the knowledge about the world that the speakers share and
keeping the systematization up to date as speakers come to
share new knowledge". (Katz and Fodor, 1963, p. 181).
They further argue that even a limited theory of how
sociophysical setting determines the understanding of an
utterance biurs the distinction between the speaker's
knowledge of his language and his knowledge of the world,
They conclude that ", , , since it is unlikely that -
anything stronger than a'theory of semantic interpretation
is possible and since such a theory is clearly an
essential part of a linguistic description, it is
reasonable to fix the upper bound of a semantic theory of
a natural language at the point where the requirements

upon a theory of semantic interpretation are satisfied"®
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(Katz and Fodor, 1963, p. 181).

Thus, these theorists are all in agreement upon the
necessity to tackle the intensional semantics problem
since it is of manageable proportions, This means that
their theories are of an essentially 'syntactic' nature,
to use Morris' (1938) definition of t'syntactic', that is,
they theorize about the relationships between signs in the
language system, attempting to account for intensional
phenomena and neglecting semantic (the relation of signs
to their designata) and pragmatic aspects,

A further similarity shared by the three theories is
that, in attempting to theorize’about semantics, they
(explicitly or implicitly) focus upon the understanding

aspect of semantics, rather than the production aspect.

These theories give an account of the undefstanding
process which is, to a greater or lessér éxtent,
intuitively'plausible; however, the theories then assume
that speech production is, as it were, merely the converse
of the uhdérsfand;ng process, Whén cénéidefing the |
theoriés'froﬁ the point of view of spéééh’pr6duction, they
lose some bf ﬁheir plausibility. | For example, whilst a
meaning po;bulate theory will attempt to give an account
of what pccéufs Qhen a listener ié presented with
discourse, intuitively speaking it is difficult to see how
meaning péstulates céﬁld be employed ih the selection of

lexical items for the speech production process,

Katz and Nagei (197#) compare and contrast meaning
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postulate theory with Katz and Fodor's (1963)
decombositional semantic thebry. Katz and Nagel argue
that decqmpbsition theory is the logical theoretical
successor to a meaning postulate theory, and that
decomposition ﬁheory provides a fuller account of
semantics, sihce,it is capable of accounting for semantic
relations between entire sentences by use of the principle
of combositionality, whereas meéning boétuléte theory can
only explain semantic relations between individual 1ekica1
items, In.additionvto the above diféerence between the

two types of theory, Katz and Nagel specify three others:

1) Dictionary entries in decompositionalltheory
contain sélectibn restrictions but diciionary
entries in meaning pqstulatertheory do not,

2) Seman£i¢ anélysis in decompositional theory (that
is, readingé) are sets of semantic markers, but
,semantié anaiyées in meaning postulate theory are
sets 6f predicate letters (fepresenting either #
language - independent abstract concepts, or
abbreQiations of words in a particular language;
Katz and Nagéliargue for the former
interpretation); | Furthermore,‘theksemantic‘
marker of‘decompbéitional theory not only names a
concept,‘bﬁt alsd repre;entsvthe logical structure
of the concept in terms of its owh formal
structuré in the same way in which a phrase marker

not only designates a sentence but also represents
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its constituent structure in terms of its own
formal structure, Semantic analysés in meaning
postulate theory, on the'other hand, yield sets of
predicate letters thch are not phrase markers,

3) Decompdsition theory contains a set of definitions

~ of semantic properties and relations which

explicate questions concerning synonymy,
redundancy, ambiguity, and so on, while systems of

postulates lack such explications,

Katz and Nagel further argue that, in order to
convert meaning postulate theory into a satisfactorily
complete theory of intensional phenomena, additional
machinery is required (in particular, selectional
restrictions and some principles for combining the
meanings of words in syntactically complicated sentences),
They argue that when those supplements are effected, the
theory becomes a notational variant of decompositional
theory, c
| Fodor, Fodor and Garrett (1975), however, reject the
view that meaning postulate theory is a notational variant
of decompositional theory. Among the differences between
the two theories pointed out by Fodor et\{al. are that
meaning postulate theory hypothesizes an internél mental
language (into which natural language input is translated)
that stands in a one-to-one relation to the vocabulary of

natural language, whereas decompositional theory is
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committed to a language of semantic primitives that need
have no such correspondence to natural language,
Secondly, meaning postulate theory hypothesizes a less
abstract type of semantic representation than does
decomposition theory, The third major difference
existing between the two types of theory is that, whereas
decompositional theories hypothesize that inferences such
as entailment take place during the course of ordinary
comprehension;‘meaning postulate theory holds that initial
COmprehensionkis superficial, with the enﬂailments of a
sentence determined at some later time, |

in éontrasting decompositional‘theory with meaning
postulate thebry, Kintsch (1974) points out thaf;NWheteas
decompositional theories'require complex encoding of
sentences,'a theory based on meaning postulates requires a
large number of suéh rules in semantic memory and there
is, therefore, no real advantage of parsimony for meaning
Postulate theOfy5/: Neither way, as Kintsch puts it, is
rcally simplér. Kintsch even goes so0o far as to congede
that decompoSition may provide substantial gains ih
econbﬁy forva}tificial intelligenée devices, | Hé
maintains, howeVer, that since no-one has written a
computer simulation employing meéning postulates, it is
impossiblé to say how such an’approach compares in terms
of efficiéncy with the decomposition technigue,

Kintsch's main point is, however, that whether

decompositionbdf‘meaning poStulates are used in human
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comprehension and memory is an empirical psychological
question, and his advocacy of a theory based on meaning
postulates is based on his own evidence againstlleiical
decomposition as an obligatory process in comprehension,
Kin;sch‘s experiments tested the notion that 1exically
complex words are harder to process than 1exicelly‘simp1e
words, in various ways., For example; in one experiment,

processing difficulty was measured in terms of sentence
initiation time, where subjects were instructed to

generate a sentence using a given (lexically simple or
complex) word, If decomposition takes place, the
lexically complex word should take more time to comprehend
than the lexically simple word, Kintsch did not,
however, find any effect of semantic complexity on the
time taken to begin to speak a sentence in the above
experiment. Johnson-Laird (1981a) points out that the
latency of’speaking does not correlate with the difficulty
of defining a word, however (Johnson-Laird and Quinn,
1976). Johnson-Laird further notes that Kintsch's other
experimental tasks probably do not require subjects to
decompose the meanings of leiical items in order to
perform satisfactorily in the experiments. Under these
conditions, accepting Kin&xh's results as hard evidence
against lexical decompesition during compreheﬁsion weuld
be unwise, |

Johnson-Laird concludes that it ie‘best to consider
lexical decomposition to be an optional process which can

be used if required but which was probably not required by
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Kintsch's subjects, He gives the example of someone
asking one's name; under such circumstances, one is
hardly 1likely to decomposékthe word 'name' in order to
reply. It is likely that a fact such as one's name will
be directly represehted in memory. However, if someone
asks what is meant by the word 'name’, thenva process of
decomposition is necessary in order to answer, Johnson-
Laird concludes that, in the course of ordinary
comprehension, the listener may retrieve no direct
information from the relevant lexical entry, but instead
may merely access it and check that it contains some
semantic informatidn. This information may be required
subsequently when, for example, attempting to verify the
sentence, but mere access is sufficient for normal
comprehension,

Semantic network theory has been criticized in some of
its aspects. Woods (1975) pointed out a number of
problems for semantic network theory., -~ Most notably, three

criticisms of 1mportance advanced by Woods are:

1) There is a need to adopt a consistent notation,
and also there'is a need to ensure that the links
between concepts are not treated ih an entirely ad
hoc manner, |

2) There is no means of distinguishing between the
intension and eaxtension of expressions in

semantic network theory. It is not clear how
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this distinction could be captured‘within a
semantic network,

3) The treatment of quantifiers (such as 'some!,
'all' etc,) require special caré within semantic
networks, Quantifiers have been treated as
though they were adjectives that modify a noun
phrase in semantic networks. Quantifiers and
their scope do present problems for psychologists
and proponents of semantic networks are not the
only theorists who have failed to do full justicé
to the complexities of quéntification (Johnson-

Laird, 1981a, p.112).

In summary, all three theories share an emphasis on
intensional semantics, and have been directly compared
with one another by some theorists, Katz and Nagel argue
that meaning postulate theories are a notational variant
.of decompositional theories, and Hollan (1975) takes the
view that semantic network theories are notational
variants of decompositional theories, These similarities
aside, all three theories share a fundamental weakness,
that of being inadequate as psychological models of the
comprehension process, - Johnson-gaird (1981a) advances
several arguments to support this claim, and we shall now

consider the points raised by him,
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e) Johnson-Laird's (1981a) case against the three
'syntactic! theories of meaning |

The first major criticiém advanced by Johnson-Laird of
the three intensional theories 6f meaning is that all
three theories are based oh what he terms the "autonomy of
Semantics" -~ that is, the theories assume that the meaning
of any sentence can be established independently from what
the sentence may refer to, Indeed, all three theories
have nothing of note to say about referential matters,
Johnson-Laird points out that it is taken to be natural to
assume that dériving the intensional meaning of an
expression is a precursor to determining its extension,
Natural language does not, however, always work in this
orderly fashion. Johnson-Laird»argues that intensional
meaning and feférenée in fact interact with one another,
This interaction between intensional meaning and reference
is evident in the case of sélection restrictions. He
gives the example of the expression "it is pregnant"",
where the selection restriction for '‘pregnant! constrains
the referent of t'it', not its intensional meaning; i
must refer to either an idea or a female animal,

Johnson-Laird further argues that sentence
interpretation is based upon factual gggg;gggg of the

world rather than selection restrictions.  So, for

example, a selection restriction for the verb '1ift' is a
constraint upon the verb's subject; the subject must be

human, animal, or machine, This specification, however,
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fails to allow certain acceptable sentences, such as:-

"The wind lifted the leaves over the fence",
"Hot air lifted the balloon",

and "The rope lifted the weight",

In such cases, Johnson-Laird argues, the listener
utilizes factual knowledge (that hot air rises, that ropes
can support weights, etc,) rather than selection
restrictions,

A further example of the interaction between
intensional meaning and reference (and the use of factual
knowledge to constrain reference) is given by the

sentence:
"He found it difficult to grasp",

The point is nicely illustrated by considering what
'‘grasp' will be taken to mean if the referent of 'itt! is a
mathematical theorem, as opposed to what 'grasp' will be
taken to mean‘if the referent of 'it' is a boa |
constrictor, | | |

Johnson-Léird (1981a) also argues that reference is
also a critidal importance for certain logical
implications that hold between ekpressions. This is
illustrated by considering the transitivity of spatial
prepositions, - So,-for'ekample, the relation jin can be -
specified as beihg fully transitive, : For example, the

conclusion of the following inference is valid:
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Fred is in his office.
Fred's office is in the University,

Fred is in the University,

The transitivity of in can be specified using a meaning .

postulate:
If x is in y and y is in z, then x is in z,

However, other spatial prepositions exhibit varying
degrees of transitivity, depending upon the nature of the
reference situation, The classic example from Johnson-
Laird is the relation 'on the right of". The
transitivity of this particular preposition depends upon
the reference situation, and it therefore has a deictic
component, For example, if all individuals being
considered are seated along one side of a straight table,

then the transitive inference:

Matthew is on the right of Mark.
Mark is on the right of Luke.
Matthew is on the right of Luke.

is.valid, granted the truth of the premises, and 'on the
right of' is transitive., . However, if the three
individuals were equaliy spaced around a circular table,
the above transitive inference would not be valid, If we
consider a third case where the three individuals are

seated adjacently at a large-radius circular table around
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which many individuals are seated, then the transitive
inference is again valid,

Thus, the transitivity of "on the right of" varies
depending upon the nature of the reference situation; how
large the table is, how the individuals are spaced around
it, and how many individuals are being considered when
attempting to make the transitive inference all affect the
validity of the resulting inference, This example
forcefully emphasizes Johnson-Laird's point that the
logical entailments of expressions depend critically upon
the reference situation,

Since none of the theories are capable of accounting
for the problem of reference, such inferences would have
to be embodied in the form of a set of meaning postulates
for each spatial preposition. However, the above example
illustrates a fundamental difficulty for this way of
tackling the problem: the number of meaning postulates
required to capture the varying degrees of transitivity in
different reference situations would be very large indeed
and is in fact potentially infinite, Meaning postulates
would not, therefore, constitute a parsimonious solution to
this problemn,

Johnson-Laird postulates his own theory of
comprehension, which overcomes the problems which he
raises, His theory will be considered in more detail in
the next chapter. Johnson-Laird concludes his criticism

of the three theories by noting that the problems of
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logical inference "destroy any theory based on the
assumption that meéning is autonomous and independent of
the reference of expressions ( Johnson-Laird, 1981a, p.
117)*. This comment serves as a prelude to his own
theory of comprehension, since it does tackle the

reference problem,

f) Conclusions

Three theories of meaning which attempt to account for
intensional relations between expressions, but which do
not accéunt for reference or extensional phenomena, were
considefed. Similarities were noted between the
theories, and also differences between them - for example,
decompositional theory has it that the logical entailments
of an expression are recovered in the course of
comprehension, whereas meaning postulate theory held that
such entailments are determined at a later time, initial
comprehension being of a superficial nature, The
arguments concerning the relative merits of the three
theories of semantic representation are, however,
overshadowed by the problems facing all three theories,

Arguments were considered which suggest that a
psychologically plausible theory of meaning has to account
for the reference situation as well as intensional
phenomena, It Qas also érgued that the machinery of
'selection restrictions' would best be replaced by

thinking instead of subjects using their factual knowledge
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in order to constrain reference of expressions
appropriately. It was further argued that logical
properties such as transitivity also depend critically
upon the nature of the reference situation, and that,
since these three theories are unable to account for
reference,lthey are also in principle unable to provide a
parsimonious explanation of such logical properties.

A further criticism noted in passing was that all
three theories provide accounts of intensional meaning
which are biased toward explaining the listener's task in
comprehension: they do not offer particularly plausible
models of speech production.

We now turn to consider t'semantic' (according to
Morris's definition) theories of meaning, that is, those
theories which attempt to take account of the reference of

expressions,
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CHAPTER 2

'SEMANTIC* APPROACHES TO MEANING

1) Introduction

In the last chapter, a historically-organized
introduction was given which indicated the variety of
theories of meaning postulated in recent years. Also
reviewed in the last chapter were three 'syntactic!
theories of meaning, that is, theories which focussed on
sense relations between expressions, After noting certain’
similarities and differences between the three theories,
it was concluded that all three theories suffered from the
fundamental problem of being unable to account for the
relation between the signs and their referents, The
reference situation, it was noted, is of critical
importance for certain logical inferences (particularly,
transitive inferences), and Johnson-Laird (1981a) argues
that it is knowledge of referents rather than the use of
selection restrictions that constrains the interpretation
of the sense of an expression.

Given that the relation between signs and reference
situations is of great importance to the interpretation of
the meaning of those expressions, we now turn to examine
theories which do attempt to account for, or ascribe
importance to, the reference of expressions, Such
theories can, therefore, be termed 'semantic' theories of

meaning, since Morris (1938) defined 'semantics' as the
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relations between signs and their designata, The
theories to be reviewed in this chapter examine (or give
precedence to) the relation between signs and their
designata.

The first theory to be reviewed, the theory of model-
theoretic semantics, has as its origins a background of
linguistic and philosophical interest in the logical
structure of language, The second theory (or rather,
family of theories) to be reviewed is that of procedural
semantics, which owes its origins to the relatively new
discipline of Artificial Intelligence,. The final theory,
which will be reviewed in some detail, derives largely from
psychological considerations and uses procedural semantics
as a proper part; this is the theory of mental models,
The theory of mental models is a recent and powerful
theory, being considered by its exponents to be capable
not only of explaining the problem of meaning, but also of
being capable of explaining errors in reasoning (for
example, in syllogistic inferences) and also as a possible
way of resolving the longstanding controversy regarding
imagery (Johnson-Laird, 1980). ‘

The widely differing backgrounds to these three
theories (model-theoretic semantics, procedural
semantics, and the theory of mental models) serves to
emphasize the interdisciplinary nature of the Qhole

question of meaning,
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b) 'Extensional! linguistic theories of meaning

An extensional approach to meaning which originates
in the areas of linguistics and philosophy is due to
Tarski (1956) and is known as "model-theoretic
Semantics", This theory stems from Tarski's definition
of truth, which held that truth is relative to actual or
possible states of the Universe, Model-theoretic
semantics also embodies Frege's principle of

compositionality, that is, the intension of a complex
expression (such as a sentence) can be built up
compositionally from the intensions of its constituents in
a way that depends only upon their grammatical mode of
combination,

Logicians had shown how to formulate a rigorously
composifionai semantics for a formal language by providing
it with a semantic interpretation with respect to a model

or state description. = This model is an abstract

construct and consists in elements (corresponding to
elements in the real world - the model corresponds to a
view of the world) and atomic propositions which combine
particular elements with particular predicates, The
mbdél has a 1list of atomic propositions which are taken as
alist of true descriptions of the world, and elements in
the language are mapped onto elements in the world,

The language which is under interpretation is termed
the 'object language', whilst the semantic interpretation
with respect to the model is achieved using an extensional
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metalanguage, in the form of a logical calculus, Thus,

the structural rules of the model are couched in a
metamathematical calculus,

For example, a state description or model can be
constructed for a "love triangle™ situation in which both
John and James love Mary (énd Maf'y loves neither John nor
James) and, as a result, John hits James and vice versa,

as follows (This example is adapted from the example in

Johnson-Laird, 1982, p. 3):

LEXICAL ITEMS

Nouns - "John" "James" "Mary"

"Verbs - "lLoves" "Hits"
SYNTACTIC RULES

NTV—™N is a well-formed sentence

ST uand"™S 1is a well-formed sentence

(N.B. In more complicated models, other logical operators

are permissible).
MODEL STRUCTURE LEXICAL RULES

1) "John" has extension JOHN

2) "James" has extension JAMES

3) "Maryn" bas extension MARY

4) "Loves" has extension {(JOHN, MARY) (JAMES, MARY )}
5) "Hits" has extensioh {(JGHN, JAMES:) (JAMES, JOHN)}
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Predicates are extensionally defined in terms of
what’can be true in the model - for example "John loves
Mary" is true but "John hits Mary" is not, The model
structure specifies the extensions, as above, and the
extensiopal relationship is one where, for example,
evlement A in the language maps onto element a in‘ the

model, and so on,

STRUCTURAL RULES

1) A‘sentence of the formota,B is true only if the
esctensioﬁ of <o(,,3> is a member of the set
comprising the exten;ion of 5. A

2) en"and"ﬂyj is true 1if 6 is true and ;U is
true in the model, (where Y' and O are well-
formed sentences, e.g. NTVTN, 5 isa verb,

and X , B are nouns.

"The structural rules are normally much more
complicated than in the above (purely illustrative )
example, More complicated structural rules allow this
method of semantics to be very powerful, A variety of
such structural rules would enable semantic inter-
pretations (truth values with respect to the model) to be
returned for a wide variety of complex expressions,

That the predicates are extensionally defined is
evidenced by the very definition of 'extensional

definition' - an extensional definition is a listing of
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the @embers of the relevant class, and this is precisely
what is done in the model structure lexical rules,

The essence of model-theoretic semantics is that,
given the extensions of a list of simple expressions and
an appropriate set of structural rules, truth values can
be assigned to complex sentences and phrases, The final
product is thereforé a truth value with respect to the
model structure for a given complex expression,

This type of theory has been applied not only to
formal languages but also to natural languages (Montague,
1974). This is achieved by introducing sets of model
structures, each representing a possible state of affairs
- a 'possible world!' - at a particular moment, The
introduction of 'possible worlds' into model-theoretic
semantics allowed the theory to encapsulate Frege's
(1952, originally published 1892) distinction between
sense (intension) and reference (extension) (see chapter
1, P. 10). This is possible since the theory 1is then
capable of dealing with denotations of expressions not
only in the actual world but with rules that govern their
denotations in all possible worlds: such rules can be
identified with the intensions of expressions, As
Johnson-Laird (1981b) puts it, the intension of a
sentence, i,e., the proposition it expresses, can be
treated as a function from the set of possible worlds
onto the set of truth values (true and false); the

extension of the sentence is its truth value in the
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particular possible world under consideration,
Thus, we can distinguish the intension of the

following two sentences:

1) The Morning Star is identical to the Morning
‘ Star,
and 2) The Morning Star is identical to the Evening

Star,

by noting that sentence 1) is true in all possible
worlds, whilst 2) is true in only some possible worlds,
including the real one, Accordingly, their intensions
are different, Thus, a logically necessary proposition
'is one which is true inall possible worlds, whilst a
logically possible proposition is one which is true in at
least one possible world,

Montague also used the method of model-theoretic
semantics as a basis for developing a treatment of
pragmatics; although Montague limits pragmatics to the
study of indexical expressions, that is, expressions such
as 'I', there', etc,, whose semantic values depend on
contexts of use, He considered that pragmatics should at
least initially follow the lead of semantics, that is,
pragmatics should, like semantics, concern itself with
truth - but with resﬁect not only to a given
interpretation but éiso with respect to a context of use,

Model-theoretic semantics provides a formal and

rigorous extensional treatment of the object language
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using an (extensional) metalanguage for the
interpretation of the object language. Montague's chief
generalization of model theory was to make semantic
assignments relative to various factors,

The notion of truth-under-a-given-interpretation and
truth relative to a context of use, and the utilization of
a model (state-description or view of the world) to
represent the 'given interpretation' in semantic analysis
is of interest to psychologists, Even although the
model is an abstract formal entity, the general approach
of the theory is of interest, Important points of note
are: a) that the combinations of particular signs which
are admissible is given by the model, and therefore what
gets accepted as true or rejected as false is determined
by the model structure; b) the model in turn represents a
'possible world', that is, it corresponds to a view of a
particular state of affairs at a particular time - i.,e, a
particular view of the world; and c) extensional
considerations are given prominence, in contrast to the
theories outlined in the previous chapter.

However, despite its admirable formal rigour, there
are broblems for model-theoretic semantics; in
particular, the treatment of sentences about beliefs,
desires and psychological states has not yet been
satisfactorily dealt with using this framework (Johnson-
Laird, 1981b), Lyons (1977) points out that many

sentences of ordinary language express what appear to be
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complex intensional propositions, For example, "Romeo
thinks that Juliet is dead" is not a truth-functién of
the simple proposition "Juliet is dead", since the truth
or falsity of the compléx sentence is independent of the
truth or falsity of "Juliet is dead", The complex
sentence would therefore normally be described as an

intensional proposition, This is true also of many

compound sentences of ordinary language containing f'and!
or 'if' since they are taken to imply that some kind of
causal, temporal or other connexion holds between the
.propositions expressed by the constituent clauses, as in
"If he did that he is very brave",

A further problem noted by Lyons (1977) is that these
formal systems consider the descriptive function of
language, It is important to bear in mind, following
Austin (1962) that there is no simple one~to-one
correspondence in the everyday use of language between the
grammatical structure of a sentence and the kind of
communicative act that is performed in particular
situations by the utterance of that sentence. Thus,
declaratives do not always make statements, and
conversely, interrogatives, for example, can be used to
make statements (e.g. "Do you know that I am 92 years
0ld?"), . Such considerafions are part of the domain of

pragmatics and will be considered in the next chapter,
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¢) Procedural Semantics

The term "procedural semantics" refers not to a
specific theory of semantics, but instead a general
approach to the problem, a general way of couching
semantic theories, Woods (1981) argues that it is
possible to formulate incorrect theories in this vein, as
well as (he contends) correct theories,

Winograd (1975) contrasts declarative and procedural
knowledge, and points out that this contrast corresponds
to the philosophical distinction between 'knowing that!
and 'knowing how'. A declarative representation of
knowleage would be one where knowledge takes the form of
a set of specific facts describing particular knowledge
domains, and there exists in addition to the facts a
general set of procedures for manipulating these facts,
In thinking, the general procedures are used to manipulate
the domain-specific data base in order to make
deductions,- This is similar in principle to axiomatic
mathematics, with the facts corresponding to axioms and
the thought processes corresponding to proof procedures for
drawing conclusions from the axioms,

The proceduralists, on the other hand, assert that
our knowledge is primarily a "knowing how": the human
information processor is a stéred program device, with
its knowledge of the world embedded in its programs,

Thus, by this account, what we know about language is
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coextensive with our set of programs for operating with
it. |

The notion that the meaning of language expressions
could be identified with a procedure or set of procedures
stems from the area of Artificial Intelligence and has
caught the interest of psychologists interested in language
(e.g. Miller and Johnson-Laird, 1976; Johnson-Laird,
1977a).

The approach originated from a consideration of the
semantics of high level computer programming languages
like Forfran ahd Algol, Ihese high level languages,
which are used to commmunicate programs of instfuctions
to the machines, have both a‘syntax and a semantics,

The syntax consists of rules‘for writing well-forméd
programsy the semantics consists of the procedures that
the computer is instructed to execute, In the computer
programming Sense; therefore, procedural semanticsrdeals
with the meaning of’the procedures that the computer is
instructed to execute, whether the result returned by the
program#¥ is what the progrémmer would have expected, and
so on (Johnéon-Laird, 1977a).

There are therefdre two stages involved in running a
computer program, The first step is to compile the
program, that is, translaté it into the operational code of

the particular machine to be used. The second step is

* The American spelling of 'program' will be used to refer
to computer programmes in this thesis, and other senses of
'‘programme' will use the British spelling,
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to execute the compiled program, using data which may or
may not be supplied with the program, This "compile and
execute"” strategy has been metaphorically applied to
natural language processing as a theory of meaning, As
such, it is an interesting and flexible approach to the
problem of meaning, since it is possible to explicate both
intensional and extensional meaning in procedural terms
(Miller and Johnson-Laird, 1976).

The application of the "compile and execute"
strategy to human language processing was first clearly
formulated by Davies and Isard (1972), and goes as follows:
on hearing an utterance, the person must firstly compile
it, that is, translate it into his or her internal mental
language, The second step is the decision on the part
of the person of whether or not to run the compiled
program - the choice is usually under the voluntary
cont;ol of the listener, The two steps differ with
regard to the hearer exerting voluntary control; while a
person can, for example, choose not to answer a question
(that is, choosing not to execute a compiled program), he
has no voluntary control over the compiling of the
program - this is automatic and involuntary. As Davies
and Isard put it, it is difficult to refuse to understand
a sentence in a language you know well, but it is often
easy to refuse to verify it, A further interesting
comment by Davis and Isard is that loss of conscious

control over one's compiler may correspond to knowing a
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language fluently.

In general terms, the main thrust of procedural
semantics as applied to human understanding of natural
language ié to characterize understanding as a process of
translation of input utterances into procedures or
programs, that is, sets of operations that may or may not
be subsequently carried out, That a variety of such
operations are admissible (see below) in terms of the
theory gives the theory sophistication and plausibility
from a psychological point of view,

There are in fact a variety of possible programs which
expressions could be translated into, For example,
procedures to verify the proposition expressed by a
sentence, procedures to take action satisfying the request
made by a sentence, and procedures to find information (for
example, by instituting a memory search) answering the
question posed by a sentence, Some authors have
misunderstood procedural semantics as particularly
emphasizing the processes of verification (Fodor, 1978);
it has been assumed that the meaning of a sentence is the
procedure to verify whether it is the case or not,
However, as Johnson-Laird (1978) points out in a reply to
Fodor, procedural semantics admits many different types of
operatioﬁ, and furthermore points out that understanding is
antecedent to verification, not a consequence of it
(Miller and Johnson-Laird, 1976, p. 126). The point to

be stressed is that verification is but one of many types
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of procedure which can be compiled and executed on hearing
a sentence,

Woods (1981) points out that primitive perceptual
procedures could be used to define truth conditions for
elementary propositions, This relates to Tarski's model
theory, Tarski's definition of truth was as follows, to

quote his own famous example =
"Snow is white" if and only if snow is white,

The object language statement whose truth is to be
verified appears on the left hand side of the expression
and is enclosed by quotation marks, The metalanguage
definition of the truth conditions for the object language
expression, which is on the right hand side of the above
expression and is not enclosed by quotation marks, could
be characterized in procedural terms, that is, in terms of
the primitive operations of sensory perception, This
point is taken up and amplified by Miller and Johnson-’
Laird (1976). Miller and Johnson-Laird came up with the
general formulation that é person learns many rules of the

form
P is true if and only if F(x) = 1

where F(x) describes a mental computation to be
performed, If the result of the computation is F (x) =
1, then P is true} otherwise it is not true (false or

indeterminate), They afgue that the psychological problem
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is to characterize the mental computations that a person
performs when he learns and applies such rules, and that
the best metaphor currently available with which to
formulate such a theory is the theory of computation
developed to describe the operation of computers,
Therefore, F (x) is characterized as a program of
instruétions to be executed, containing instructions such
as find (in a given search domain, x) and test (at time ¢,
X satisfies the description D (x)). The description D
could be a perceptual paradigm composed of perceptual
predicates (in Miller and Johnson-Laird's formulation of
the idea). Thus, some high-order executor would request
the perceptual system to search for, attend to, and make
judgeménts of various combinations of perceptual
predicates., The combination of perceptual predicates
identify objects or events taking a label, and each label
is associated with a particular perceptual paradigm D(x).
Thus, in this cése, the relevant label would be "white" and
the verification of the natural language expression using
the truth-rule involves attention to snow and making
judgements concerning the presence or absence of
Vparticulér'perceptual predicéte(s) given by D (x)
corresponding to "white",

Woods (1981) provides an interesting discussion of
language understanding from the point of view of
procedural semantics, He argues for the existence of an

internal language capable of vastly greater discriminative
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subtlety than the external natural language, and it is in
terms of the internal language that the meanings of
natural (external) language expressions are defined,
Woods argues thét human communication requires a receiver
to deduce a much more precise understanding of the intended
meaning of an utterance.than the external language words
and syntactic structure manage to convey, This, he
argues, is an economic solution, for if the natural
language Qere to be capable of the same level of
discriminative subtlety of which the internal language is
capable, it would require a much greater vocabulary than
it actually has., He argues that most words in English are
highly ambiguous, and the speaker's intended sense is
selected by context, (This is in fact a problem of
pragmatics - that is, the selection of a particular
intended sense of an expression from the many possible
senses which it has, and will be returned to in chapter
3). The point that is emphasised by Woods is that both
the process of translation (corresponding to selection of
a particular sense) and the process of execution (the
carrying out of the set of operations selected during
translation) can best be modelled by means of procedures,
The advantages of a procedural semantics approach to
natural language meaning are many and varied, Firstly,
the distinction between compiling and executing a program
provides a way of discdnnecting the understanding of a

sentence from any actions it might entail, Secondly, it
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forces the theorist to consider processes as well as
structure, Thirdly, it admits a wider range of
extensions of sentences than does model-theoretic
semantics: in procedural Semantics, the extension of a
program is the result the program returns when the

. procedure has been executed, and the intension of the
program is the particular procedure that is ekecuted when
the program is run, Accordingly, whilst model-
theoretic semantics admits bnly "true" or "false" as
extensions of sentences, procedurél Sehantics admits

a variety of possible extensions, including truth values,
answers to questions, compliance with requests, additions
to knowledge, modification of plans, eté. Fourthly, the
distinction between pragmatics and semantics can be
e*plicated in terms of procedural semantics: pragmatic
considerations come into effect at the 'compilation!
stage, that is, the particular program which gets compiled
depends dpdﬁ the'pragmatics of the situatidn, wheréas the
semantics cbrrésponds to the parﬁicularrprocedure Selected
and the execution of it, Lastly,}the procedural approach
Places a diverse range of speech acts (statements,
questions, requests etec,) on an equal footing and

brovides a theoretical language in which to formulate

hypotheses about the mental processes involved,
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Miller and Johnson-Laird (1976) developed a
complicated procedural theory which attempted to
characterize linguistic and perceptual functions in
computational (procedural) terms, They point out
initially that language and perception are related - in
their terms, what is seen and what is said are somehow
related, Philosophers have been interested in the nature
of that relation for centuries, Miller and Johnson-Laird
focus primarily upon how perception of the world affects
communication about it, and they concentrate their
attention on word meanings, To use their example,
consider the word "lamp", Such a word must not only
relate to other words through grammatical, conceptual or
memorial systems, it must also relate to concrete,
objective instances of lamps: otherwise the word would
be unable to serve the purposes it does serve,

"Miller and Johnson-Laird argue (p.7) " .. . the
active use of words like "lamp" depends critically on
one's ability to identify instances, The word must be
associated somehow with a perceptual procedure capable of
deciding which objects are and which objects are not
instances of an appropriate kindf' Thus, although
verification is only one of the many procedures which a
hearer may try to execute on hearing a sentence, it
illustrates the need to be able to 1ink words and
‘percepts, This is the starting point of Miller and

Johnson-Laird's programme of "theoretical revisionism";
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they set out to attempt to achieye a theoretical synthesis
of external (referential) relations and internal
(intensional) relations of the system.

They conclude, after lengthy and detailed
examinations of perception and cognition,*hof’ wordsondpml{fkaa&mt
linked directly but instead theylare linked via a coﬂceptual
system of inscéutable complexity, this conceptugl realm
itself being tﬁe centrgi concern of cognitive psychology.
The final analysis was therefore in terms of concepts and
procedures for using them, In their theory, every word is
associated with a lexical concept, A lexical concept is
anything capable of being the meaning of a word, and, for
most words, consists of two parts: 1) a definitional part
depending on a functional-perceptual schema for
recognizing instances (perceptual predicates alone in the
definition are insufficient because of problems caused by
vagueness, the contribution of noncriterial features, and
other problems for a purely perceptual definition, such as
the importance of characteristic orientation). The

second part of the lexical concept is 2) a connotative part

consisting of knoﬁledge associated with the word,
including the relation of the word to other words, This
particular definition of a lexical concept is thus capable
of capturing both sense relations and referential aspects
and is tied to procedural rather than propositional
interpretations of sentences,

Miller and Johnson-Laird's consideration of the
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possible intensional relations bewteen lexical concepts is
based upon the notion of the concepts being organized into

semantic fields, To quote Miller and Johnson-Laird:

"We assume that a seméntic field consists of a
lexical field and a conceptual core, A
lexical fiéldris organized both by Shared
conditions determining the denotations of its
words and by a con’ceptual core, by the meanings
of what the words denote. A conceptual core
is an organlzed representation of general
knowledge and beliefs about whatever objects
or events the words denote - about what they
are and do, what can be done with them, how
they are related, what they relate to, This
lexical-conceptual relation is complex, To
say that a lexical field covers a conceptual
core like a mosaic is suggestive, but it
greatiy oversimplifies . . ." (Miller and
Johnson-Laird, 1976, p. 291).

For example, for furniture in general there is a core
of indoor human activities associated with furniture, such
as eating, sleeping, working, playing etc.,, and furniture
exists to accommodate peoples' bodies and the objects and
instruments they use as they engage in those activities,
These core concepts are essentially commonsense theories

about the way the world works, The lexical field
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associated with the conceptual core consists of lexical
concepts organized in interlinked decision tables, The
schemata of individual lexical concepts specifies a set of
conditions that must be satisfied for an appropriate use
of the term associated with the lexical concept, and

many of these conditions are shared by several schemata,
Thus, a decision table based on shared conditions is a
parsimonious way of characterizing interrelationships
between individual lexical concepts within a semantic field
(see example below). If, for example, we consider a
'‘furniture world' where there are only three kinds of

item of furniture, that is, chairs, tables, and beds, we
could represent these three concepts in a decision table

as follows:

Decision Table

1 2 3

Conditions

(i) It has a seat? Y N N
(ii1) It has a work top? Y N
Actions (call the object a-)
"chair® X
"gable" ‘ X
"hedn ) . X

(Adapted from Miller and Johnson-Laird, 1976, p. 284),
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Fach schema (a column in the table) is represented by
a pattern of outcomes for these conditions, plus an
indication of which words are assertible given that
pattern, The table can be entered with a pattern of
conditions and the appropriate word found, or it can be
entered with a word and the pattern of conditions found,
Thus, extremely flexible access is possible both from the
speech production and the speech understanding points of
view,

It is possible to interlink the above decision table
with other decision tables by means of having a fourth
column, where in the case of a larger decision table none
of the actions has been satisfied by the conditions
provided, a 'call decision table # x' option is available
if none of the otper actions specified by the table were
able to be carriéd out, Recursion is also possible, with
a given table calling itself, The decision table is a
specific realization of how schemata might be integrated
and is one way of characterizing the organization of
conceptual information, and could prove a useful basis of
organization from the point of view of both production and
reception of speech,

Miller and Johnson-Laird's theory has been described
at some length, because it illustrates several points,
both about procedural semantics in particular and
'semantic' theories (in Morris's sense) in general,

Firstly, it illustrates the power of the computational
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metaphor; both sense and reference are characterizable in
procedural terms, Referential matters and verification
are processes according to such a theory, and it thus
provides a natural and plausible psychological account of
the reference problem, which tends to be finessed in some
other 'semantic' theories, Model-theoretic semantics is
a 'semantic' theory which emphasizes structure rather

than process, in contrast to the procedural theory,

Sense relations can also be characterized in procedural
terms using semantic fields and interlinked decision

tables. The fact that it can deal with both sense and

reference is necessary according to Morris's definition of
'semantic'; semantic theories include syntactics as a.
proper part of their Study.

Miller and Johnson-Laird's approach concerns itself
primarily with the problem of characterizing lexical
knowledge; ideally, however, we would like to
characterize how whole utterances and even larger units of
discourse are understood and how their meaning could best
be characterized, The virtue of Miller and Johnson-
Laird's theoretical ideas is that they both illustrate the
viability of a procedural approach to these problems, and
they also raise theoretically interesting questions,

Procedural Semantics in general is a useful and
powerful theoretical tool for developing theories of
meaning, Perhaps the most important point about this

type of theory is that it emphasizes process rather than
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structure (Johnson-Laird, 1977a). Procedural semantics is
not only a theory of semantics in itself, however, It has
been incorporated into other theories which attempt to
explain meaning and some of the phenomena of human

language understanding. The next theory to be considered
uses procedural semantics fairly extensively, and

attempts td characterize not only the problems of how
humans represent meanings, but it also attempts to explain
some of the phenomena of syllogistic reasoning and to

serve as a general theory of comprehension, We will
consider in detail only its treatment of the problem of

meaning,

d) The theory of mental models

Earlier in this chapter, an exposition of model-
theoretic semantics was given and it was noted that in
model-theoretic semantics the "model" is an abstract
construct, a set of rules couched in a metamathematical
logical calculus. This "model", it was noted, corresponds
to a2 view of a possible world and specifies the admissible
combinatiohs of extensionally defined elements to yield
interpretations of complex expressions with respect to the
model struéture. - A rather different notion of a 'model!
has been suggested in psychology by several different
theorists during the past forty years. The psychological
notion of a model is that of an internal mental

representation which takes the form of a structural
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analogue of the state of affairs which is being described
or thought about,

One of the earliest exponents of such a notion was
Kenneth Craik (1943)., Craik pointed out the advantages for
an organism of having an internal model of the world with
which to mentally 'try out' hypothetical courses of action
without physically suffering the potentially adverse
consequences of those courses of action - specifically, as
Woods (1981) puts it, such a modelling system would allow
one's theorieé to die instead of oneself,

The general notion of mental models has been
hypothesized by other theorists since Craik, and is now
the core of a psychologicél theory of comprehension by
Johnson-Laird (1980, 1981a, 1981b). The motivation for
the interest in such internal structural analogues of the
referents of a piece of discourse has been the observation
that what is remembered of a sentence corresponds to none
of its linguistically motivated representations,a point
made by Fodor, Fodor and Garrett (1975). Sanford and
Garrod (1981, p; 63) comment that "if memory is the
product of the compréhension process, then memory
experiments may provide clues about the nature of
comprehension itself", It therefore follows that none of
the linguistically-motivated representations of discourse
will suffice as a psychological model of comprehension,
and a different type of theory 'is called for. This

theory is based not on linguistic considerations but on
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the general notion of a mental model,

The basic point which experiments on memory for text
demonstrate is that the surface structure (that is, the
actual wording of the text) is rapidly forgotten and the
enduring memory is for the 'gist' of the text, that is,
the 'logical points', main substance or pith of the text,
One of the earliest and most striking demonstrations of
this phenomenon was the oft-quoted experiment by Frederick
Bartlett (1932). Bartlett read his subjects a North
American Indian folk story called 'The war of the
ghosts', and then had them recall it at later points in
time (with varying length of delay between presentation
and recall). Firstly, Bartlett noted that recall was
very inaccurate, often being only the outline of the
story. Secondly, he noted the presence of various
systematic distortions in the recall of the story: things
which fitted the story but were not actually present in
it appeared in the recall protocols, Finally, when the
subjectsf memory of the story was so poor that only
isolatedlfragments could be remembered, subjects sometimes
invented plausible, stereotyped stories around those
details which could be recalled. Such reconstruction
processes tend to be used less when less curious
experimehtal stimuli are used; furthermore, when
reconstruction errors do appear, they generally do so in
the case of long delays between presentation and recall,

Recall in the case of less exotic material appears to be
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fairly accurate in the sense of capturing gist. Sanford
and Garrod conclude (p., 65) "In part at least, what is
remembered is allegedly a product of the comprehension
process",

One experiment whose results point to an explanation
in terms of models is that of Bransford, Barclay and
Franks (1972) who showed that subjects who had been

presented with the sentence

1) Three turtles rested on a floating log and

a fish swam beneath them,
later erroneously recognized the sentence

2) Three turtles rested on a floating log and a

fish swam beneath it,
but they did not erroneously recognize the sentence

3) Three turtles rested beside a floating log

and a fish swam beneath it

This result is consistent with the subjects having
somehow represented the sentences in a way which captures
the spatial relations of log, turtles and fish,
Accordingly, Bransford, Barclay and Franks distinguish
between a 'constructive' and an 'interpretive' approach to
semantics., = The resuit noted above would constitute
strong support for a theory based on mental models,

Another line of support comes from an experiment by
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R. C. Anderson et al., (1976) in which subjects were

presented sentences such as:
The fish attacked the swimmer

Later, subjects were presented with a recall cue, It
turned out that a more specific term such as shark was a
better recall cue than 'fish', the more general term
actually used in the original sentence. Such a result is
problematiec for conventional theories of meaning using
semantic features or semantic networks., Anderson et al.
explain their results in terms of an t'instantiation!
hypothesis, that is, the word "fish" has in fact a whole
family of potential meahings, énd a particular sense is
instantiated as a function of the context of the sentence,
Johnson-Laird (1981a) argues that a more plausible
interpretation of the findings would be one in terms of.a ..
mental model of the referents and relations described in
the sentence,

Similar results were produced by Garnham (1979), but
in this case with verbs, Garnham also used a cued recall

technique, and subjects read sentences like:

The housewife cooked the chips

Garnham showed that the recall cue fried was more
effective in helping the subjects to remember the original
sentence than was the cue 'cooked!, the original verb which

has been present in the sentence, Garnham interpreted his
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results in terms of the sentence being represented in the
form of a knowledge-based model of the situation, and this
model is essentially non-linguistic in nature. The word
‘fried maps into this model better than does 'cooked! in
this case (since the subject knows that the particular
method of preparing chips is by frying), hence the result,

The work of Garnham and of Anderson et al, demonstrate
that, in the case of both nouns and verbs, the particular
sense of the word which is selected by the subject in the
context of a particular piece of discourse is not easily
explained in terms of a breakdown of the relevant lexical
item into particular sets of semantic primitives, but
rather a better explanation would be in terms of the
discourse addressing a model-based package of knowledge,
and this model constrains the selection of the sense of
the lexical item (rather than using selection restrictions
or some such machinery).

- Several model-based theories of reading comprehension
have been proposed, These theories hold that the problem
for the mderstander is not one of breaking words down
and relating their various senses together in order to
build up a coherent interpretation, but instead the
problem is one of addressing appropriate pre-packaged
knowledge structures, These pre-packaged knowledge
structures (i.e. models), basically contain information
about what to expect in a particular situation around which

the discourse is based. The characterization of such
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knowledge structures is usually that of variations on
Minsky's (1975) ‘frame' hypothesis, that is, as
hierarchically-organized data structures,

Minsky put forward the frame as the basic building-
block of knowledge and conceived of memory as comprising
millions of frames., Data in frames is hierarachical in
that the higher levels of the frame 'package! of data
contains necessary, fixed elements in the situation;
lower down, the data in the frame becomes increasingly
arbitrary, that is, it could be violated without
necessarily making the use of that frame implausible, So,
for example, in a child's 'birthday party' frame, at the |
top levels a host and guests constitute fixed, necessary
features of the situation, Lower down in the data
structure, the definition of the lists of features become
less well defined, and/or optional, For example, there

are presents, games, decor, a birthday cake, jce cream,

etec., -~ these are normal features of the child's birthday
party, However, if one of these expectations were
violated, the situation would still be describable as a
child's birthday party, whereas violation of the
expectation of there being a host or guests would
invalidate the use of the party frame: without a host or
- guests there would be no:party as most people would
“understand it,

Thus, the emphasis in these accounts is on how

discourse relates to models taking the form of pre- -
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packaged, available data structures, Frames are usable
in many ways; for eiample, there are frames for objects
(such as the use of a frame to contain default information
to assist the recognition of a cube), temporal or
prbgrammatic frames (these'contain information about what to
do and expect in a restaurant, at é lectufe, ete,), mixed
frames for situations (such as thg child's birthday‘party'
example above, etec,), gramhéf frames (verbs arebvieﬁed as
frames or information stkuctures which allocate the other
parts of spee'c'h in a sentence into a relationship with ‘the
verb); narrative or text frames (such as what to expect

in a folk story), and even scientific paradigms have been
considered from the 'frames' point of view.

Particular versions of the frames hypothesis have been
mooted in the form of model based theories of
understanding; for example Schank and Abelson's (1977)
tseript! account is a model based theory using temporal or
programmatic‘frames to provide models of particular
situations on which to base understanding. Sanford and
Garrod's (1981) 'scenario' account also is a model based
theory of comprehension, In both of these theories, the
emphasis is more on how discourse addresses knowledge than
on how the discourse elements themselves are broken down
semahtically. ' That is, these theories are 'top-down!'
(i.e, concept-driven) rather than ‘bottom-up' (i,e, data
driven) theories of comprehension, There may be no
necessity to break doﬁn input language into components on

-~
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every occasipn; what is important according to these
accounts is that utterances act as cues or clues for
addressing pregpackaged mental models, or as clues to
build new models (see Below). Lexical decomposition may
therefore be ah ogtional‘process.

There is, therefore, a good case for supplementing
the theories of sentence comprehension with a richer form
pf representationkin the form of a model or internal
structural analogue of the state of affairs déscribed by
the diséourse (Johnson-Laird, 1980, 1981a,.1981b5. In
particular, it was noted in chapter 1 that theories of
comprehension which fail to‘take referential matters into
account run intb trouble with iogical inferences, Mental
hodel theory attempts to circumvent this difficulty by
postulating the exiStence of an internal model of the
referent, modelling its major structural features, ete.
Mental models also make logical deductions such as
transitivé inferences possible withput having to rely on
rules of inferenge. Features such és_transitivity emerge
né;urally from a modélébaSed account withogt having to be
exblicitly specifiéd in advance,

‘The eésence of Johnson-Laird's (1980, 1981a, 1981b)
theory 1is that'ﬁtterances provide clues for building
mental models. Johnson-Laird's emphasis is on how models
are cohstructed to represent novel situations, Oﬁher
model-based accounts (such as Sanford and Carrod's

'scenario' theory) consider how discourse is related to
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pre-packed, 'ready-built' models, Models are not always
available for every reference situation and in some
discourse situations may have to be constructed at the time
of encountering the utterance and it is with these
processes which Johnson-Laird concerns himself,

* Thus, utterances provide clues for building mental
models, The phenomenal content of a model is immaterial -
it may‘or may not be accompanied by visual imagery, for
example, What does matter is the structure of the mental
models and the fact that we possess procedures for
constructing, manipulating and interrogating them., Many
of these procedures can take for granted a common
backgrbund of knowledge, including world knowledge and
knowledge relating to the language and the conventions
governing conversation. Mental models in fact
constitute one option in the encoding process: a hearer
can choose to either construct a mental model on the
basis of what he or she hears, actively drawing as many
implications as possible from what is said, or the hearer
can choose to merely register the speaker's discourse in
a passive way.,

Johnson-Laird cbntends that there are in fact two
stages in language understanding, Firstly, the utterances
are trénslated into the internal mental language of the
hearer, The formatives of this internal language are in
close correspondence with those of the natural language

input (as in the theories of Kintsch (1974) and Fodor,
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Fodor and Garrett (1975) mentioned in chapter 1). Thus,
a given natural language expression is translated into a
representation of essentially similar form - in fact,
Johnson-Laird theorizes that the mental representation
language may take the form of a propositional
representation similar to that advocated by Kintsch (1974),
The original surface structure of the linguistic input is
readily recoverable from this representation, Following
this, the listener may choose to construct a mental model
from the initial propositions representation,  This
mental model would utilize a procedural semantiecs which
would build, for example, a spatial array which would
mirror the structural layout of what was being described,
Thus, for example, in the case where one reads a
description of the spatial layout of a room when reading a
novel, one may build a model of the room, and the
positions of objects in the model would correspond to the
positions of the objects stated in the description, We
should note that such descriptions are radically
indeterminate, that is, they are usually consistent with a
variety (a large number) of different rooms, not merely in
terms of the dimensions of the room but also in terms of
the actual spatial layout of the furniture and other
objects within it, The mental model builder may notice
this indeterminacy - indeed, Johnson-Laird argues that
it can only be detected upon attempting to build a model -

but he may choose one particular interpretation and build

83



the model to correspond to that interpretation,
Thereafter, if the listener has decided to plump for one
particular instantiation, then all will go well provided
that interpretation is not violated in the subsequent
discourse - if such a violation occurs, the listener may
attempt to rebuild his model appropriately, or else he
may abandon the whole enterprise in some confusion,

The points of note are that model construction is an
optional mode of encoding, involving more cognitive work
than mere translation of the discourse into mental
currency, and that, for indeterminate descriptions, the
construction of one model which satisfies the discourse is
effected rather than there being attempts to construct
multiple models,: The fact that two:stages are involved
is necessary to explain the results of some experiments
which demonstrate retention of surface structure without
detailed understanding having taken place - in such cases,
encoding has gone no further than translation of the
discourse into a propositional representation (examples of
this will be given below in the discussion of experiments
by Ehrlich and Johnson-Laird, 1982).

 Johnson-Laird (1980, 1981a, 1981b) reports on a
program wfitten by him ih a‘high;level list-proéessing
language which simulates his theory of mental models,

The progfam works by interpreting simple spatial assertions
by means of building up a’ spatial model of the relations

between entities, and it can combine information from
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separate assertions in order to achieve a unified

composite representation. The procedures used by the
program are mainly general procedures which set up an
internal representation of two-dimensional space, add items
to the array, test for specified relations between items,
etc, So, for example, if verification of a statement that
one item is behind another is required, the verification
procedure would operate by scanning along a line
originating from the second of the two items to determine
whether the firs£ item is located somewhere along that line,
The direction of this scanning search is controlled by two
variables, which are the values by which the X and Y
coordinates are incremented to successively spell out the
locations to be scanned, The actual values of X and Y
are determined by the particular relation being tested

for., For example, for the relation 'on the right of' ('A
is on the right of B'), theAinetruction to the scanner is
as follows: | o

FUNCTION (%1, 0%)

This instruction takes a general procedure for
verifying the relation between two items, assigns it to the
variable FUNCTION, and "freezes in" the value of two of
its parameters (the "freezing in " being denoted by the
decorated parentheses). In this case, the parameters +1
and 0 specify the direction in which to scan - that is, by
incrementing the X-coordinate and holding the Y coordinate

constant, Thus, the scanner begins at object B and scans
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Successive locations to the right of B to verify whether A
is indeed located to the right of B. The array is thus
represented as if it were a graph laid upona table being
viewed from above,

This simulation illustrates sevenal interesting points
- firstly, the neaning of 'behind*, 'to tné right of*' and
other relétional terms 15 represented in an internal meta
language which bears no simple, let alone one-to-one,
relation to.the natural language, (This is a further
advantage‘of the procédural semantics approach;
relational terms, conjunctions and other terms of this
nature are handled in a very natural way, as opposed to the
treatment which they receive in some other theories).
The program described illustrates the point that it is
possible to define the meanings of relational terms as
procedures that work in a way that is utterly remote from
meaning postulates and conventional decompositional
theories. "The definitions decompose meanings into the
primitivezcomponents of specific coordinate values that are
only infenpretable with respect to the spatial models,
The meaning of a word is accordingly not a procedure that
can do anything by itself, it is a procedure that applies
to other procedures" (Johnson-Laird, 1980, p.166). That
is, the meanings of.words like 'behind' take the form of
decompositional procedures which relate to (constrain the
operétion of) other general procedures which operate on

modéls, The models in turn represent the subject of
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discourse;>-this is the basis of the semantics proposed
for mental model theory, ’The simulation demonstrates the
use of lexical procedures that interact with the general
procedures for constructing, manipulating and
interrogating mental models and constraining the general
procedures to operate in particular ways.

A further point to note is that such modelling and
scanning operations can effect transitive inferences, etc,,
without such inferences being prespecified in the system

in terms of inference schemata; for example, if the

program is told that:

A is behind B
B is behind C
this would be represented in the program as: A
B
c
If the program were asked to verify whether A was
behind C, the program would use an identical scanning
operation as in the above example, Thus, on finding
that bpth A and C were present in the array, the program
would run its verifipation procedure, testing whether A is
indeed behindC; since it would be in this instance, the
Program would return the value ‘'true’, The point of note
is that the inference schemata associated with relational
terms do not have to be specified with those terms, and

the vagaries of transitive inference in different spatial

87



arrays (see chapter 1) can therefore be coped with without
requiring an extremely large number of postulates.
Transitivity js an emergent property of the mental model
rather than being specifically 'written in' in advance,

In real life, of course, the brocedures involved in
Scanning would be more complicated, since the locus of
points scanned need not be in a straight line and since
the actual sizes and shapes of the objects would need to
be taken into account, Nevertheless, the simulation
demonstrates the essence of how this sort of modelling
can work and indeed it is argued by Johnson-Laird that
the only way that the factors alluded to in the above caveat
could be taken into account would be by constructing an
internal model of the sort described in the theory,

, Theré is therefore a twofold advantage of the mental
model based theory over conventional theories based on
stative decompositions or meaning postulates, Firstly, the
theory based on'procedures is well capable of accounting for
the extensions of expressions, which meaning postulate
theory and other 'syntactic' theories of meaning are unable
to do, and secondly, the model-based theory is capable of
accounting for transitive inferences in a natural and
parsimonious way, without multiplying rules and postulates
to implausible extents, indeed without necessitating the
existence of rules or postulstes  at all. The operation of
procedures on mental models provides a natural and intuiﬁ-

ively satisfying Qay of accounting for such logical inferences,
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Having demonstrated the feasibility of a procedural
theory utilizing mental models by means of a computer
simulation, the question of whether human beings actually
do use such models in the course of éomprehension is an
empirical issue, Johnson-Laird and his colleagues have
conducted experiments which test for the existence of
mental models and their use in comprehension and deductive
inference, For example, Mani and Johnson-Laird (1982)
investigated ihe notion that a listener or reader can
construct a mental model of a spatial layout, The
subjects heard a series of spatial descriptions involving
everyday objects (for example, spoon, cup, knife, etc,)
and then judged whether a diagram was consistent with the
description they had just heard, For example, subjects

would hear a description such as:

The spoon is to the left of the knife,
The plate is to the right of the knife,
The fork is in front of the spoon,

The cup is in front of the knife,

Subjects would thén have to judge whether a diagram such
as

spoon knife plate

fork cup

was consistent or inconsistent with the description, If
the diagram is considered to depict the arrangement of

these objects on a table top (i.,e. in plan view) then
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the diagram is in fact consistent with the description,
The above description was determinate, that is, only

one spatial layout is consistent with it, but half of the

descriptions which subjegts heard were indeterminate, such

as.:

The spoon is to the left of the knife,.
The plate is to the right of the spoon,
The fork is in front of the spoon,
The cup is in front of the knife,

This description is consistent with at least two

radically different spatial arrangements:

spoon knife plate spoon plate knife

fork cup fork cup

After subjects had evaluated a whole series of pairs
of descriptions and diagrams, the subjects were given an
unexpected test of their memory for the descfiptions.
This test took the form of their ranking four alternative
descriptions in terms of their resemblance to the
description that had actually been presented. The four
alternatives consisted of the original description, a
description that was inferable from a model of the
original description, and two descriptions which
corresponded to arrangements different from those in the

original description - that is, two confusion items, An
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example of an inferable description for the above would

be:

The fork is to the left of the cup

The results of the study showed that a) subjects
ranked the original and inferable descriptions as closer
to the original significantly more often in the case of
the determinate descriptions, This result indicates that
subjects were retaining the meaning of the determinate
descriptions (more so than with the indeterminate
descriptions) since they were not accepting the confusion
items so often in the case of determinate descriptions,
The second finding was that b) the percentage of trials on
which the original description was ranked higher than the
inferable description was significantly greater for the
indeterminate descriptions, This suggests that subjects

confuse original and inferable items more often in the
case of determinate descriptions, which fits in with
mental model theory, and 1t also suggests that in the case
of indeterminate descriptions, subjects are retaining
verbatim detail of the original description to a greater
extent than is the case with determinate descriptions,
Johnson-Laird (1981b) interprets these results in
terms of the subjects constructing mental models for the
determinate descriptions but using a superficial
linguistic representation when they encounter an
indeterminacy; reconstructing an existing model in the

light of subsequent information places a heavy load on the
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cognitive system, so subjects use superficial linguistic
representations in the case of indeterminate descriptions,
In the case of determinate descriptions, the construction 6f
a mental model encodes little or nothing of the form of the
original description on which the model is based, and
subjects consequently confuse inferable descriptions with
those actually given, In summary, these results are
consistent with mental model theory; determinate
descriptions permit the easy construction of a mental
model, Once constructed, however, the verbatim details of
the original sentenceé on which the modél is based are
discarded, and hence the greater confusion of original

with inferable descriptions in the case of determinate
descriptions, Indeterminate descriptions, on the other
hand, tend not to have models built from them and greater
verbatim retention is the result,

Ehrlich and Johnson-Laird (1982) looked at the-
problem of referential continuity and its effect on the
construction of mental models, In their experiments,
subjects listened to three sentences about the spatial

relations between four common objects, for example:~-

The knife is in frqnt of the spoon,
The spoon is on the left of the glass,
The glass is behind the dish,

Subjects then had to draw a diagram of the

corresponding layout using the names of the objects, If
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subjects were continuously building up a mental model as
they heard the sentences, the task would be
straightforward, If the references were continuous (as

in the case of the above example), the model could be built
up continuously, Howver, in cases where the premises are
in a discontinouous order, for example, where the first two
assertions refer tono item incommon, it is more

difficult to build a mental model, For example: =

The glass is behind the dish,
The knife is in front of the spoon,
The spoon is on the left of the glass.

In such cases as this, the listener must either represent
the premises in a superficial linguistic form until the
time comes to make the drawing, or else the subject can
attempt to firstly build two separate mental models
corresponding to each of the first two assertions, and
subsequently combine them, The prediction that
discontinuous references in the assertions would prove
more difficult for the subjects was borne out by the
results; the percentage of correct diagrams was 69% for
those based on descriptions with referentiaily continuous
assertions, and only 42% in the case of diagrams based on
descriptions with referentially discontinuous assertions,
A third type of ordering of the assertions yielded an
interesting result; reference can be continuous for the

first two assertions but discontinuous for the third
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assertion. In this case, mental model theory would
predict that a single mental model could be continuously
built up on the basis of the first two assertions, and the
third assertion could be integrated into this model more
easily than in the case where the discontinuity occurs

early on, in the first two assertions., For example:

The spoon is on the léft‘of the.glass.
The glass is behind the dish,

The knife is in front of the spoon,

The third assertion has nothing in common with the
second, but it has one referent incommon with the first
assertion; accordingly, a hypothesis in terms of mental
models would be that this sort of discontinhity should be
less difficult than in the case of discontinuity in the
first two assertions, since referential continuity in the
first two assertions allows a consistent single model to
be built, The discontinuity at the later point in the
discourse is not, therefore, so disruptive to building and
retaining one consistent model, In fact, this ordering
of the premises yielded 60% correct diagkams, and this
result was not reliably different from performance’with
continuous diagrams,

Johnson-Laird (1981b) argues that a numbef of discourse
phenomena are interpretable by means of postulating the

existence of mental models of the discourse; an example

would be the problem of reference, This has
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been something of a problem for philosphers in the past,
resulting in such philosophical distinctions as referential
vs, attributive usages of definite description, A
referential description is one which picks out a particular
unique individual, whilst an attributive description is

one which merely picks out whoever satisfies the
description, This distinction was made by Donellan

1966).

Johnson-Laird (1981b) argues that the question of
existence is independent of the referential-attributive
distinction; both referential and attributive
designations can be used to pick out an individual who
does not exist, As Johnson-Laird argues, reference and
the mechanisms that underlie it do not depend on whether
there is something in the world that an expression picks
out, What is crucial is that there is something in a
mental model to which the expression refers; it does not
matter as far as psychological processes go whether the
mental model bears a veridical relation to reality. This
consideration has interesting consequehces.

JohhﬁmLLaird and Garnham (1980) make points of great

interest when they write,

"Uniqueness in a model rather than in reality
is what controls the use and interpretation of
definite descriptions, If a speaker is to

communicate felicitously, then he must
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consider whether an entity will be unique in
his listener's model, Utterances need seldom
be more than clues about how to change a
discourse model; they depend for their
interpretation on what a listener kndws, but
that interpretation in turn modifies or extends
the discourse model, A discourse model is in
part a'surrogate for reallity, Indeed, it is
sometimes convenient to speak as if language
were used to talk abut discourse models rather

than the world," (Johnson-Laird and Garnham,

1980, p. 377).

Thus, mental model theory can be used to provide an
explanation of the problem of definiteness; the referential
problem centres on the problem of picking out entities
within models, not necessarily within the world. The
above quote also has a direct bearing on pragmatic
phenomena (in Morris's definition, pragmatics is the study
of the relationbetween signs and the users of those
signs), The choice of a particular type of referent
depends uponrthe speaker's model of what the listener
knows, The speaker, as it were, anticipates the nature of
the mental model built by the l1istener on the basis of the
discourse and plans his subsequent discourse accordingly.
Thus, there is a possibility of attempting to address
pragmatic questions using this general approach; the

particular listener's knowledge state (or at least, the
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speaker's notion of the listener's knowledge state) has an
influence upon the speaker's choice of referring
expression,

To summarize, mental model theory postulates two levels
of representation of linguistic input, an initial
propositional representation of a form akin to the
linguistic input and from which verbatim details of the
input are readily recoverable, and a much deeper level of
representation in the form of mental models, that is,
structural analogues of the state of affairs being
described, Mental models constitute an option at the
encoding stage; the subject may choose not to construct
such an extended representation, Once a mental model
has been constructed, the propositional representation on
which it was based is discarded, and as a result, verbatim
retention of the original discourse is poor but the
richness of meaning derived from the discourse is great, and
errors in recall stemming from assumptions made at the
model-building stage can occur (as in the results of
Bransford, Barclay and Franks (1972) and Garnham (1979).
That is, mental models incorporate more than is actually
given and this leads to error.

The advantages of a mental model based theory are
that mental models provide the 'interface' between natural
language and the world. Furthermore, the semantic
procedures employed in the construction, manipulation and

interrogation of mental models make possible a variety of

97



inferential techniques to enable, for example, transitive
inferences to be made without having to explicitly
represent rules to make such inference possible,

The parsimony of such an account is appealing,

By mirroring the structure of what is being described,
the problems of extension and the vagaries of logical
inference are overcome, and a variety of subtle
referential phenomena, such as the problem of
definiteness, can be addressed using this theory, That
the problem of extension is dealt with in a natural
way justifies the description of this theory as a
tsemantic' theory; there is also the possibility of
accounting for pragmatic phenomena in these terms,

Although Johnson-Laird emphasizes that function of
language which enables us to gain another person's
experience of the world by proxy in his exposition of the
theory, that is, although once again the theory is
couched in terms of what goes on in the mind of the
listener or reader when listening to or reading discourse,
the theory places plausible constraints upon speech
production, In particular, the particular mental model in
the mind of the speaker will constrain what he can say,
and as Johnson-Laird and Garnham argue, the knowledge
state of the listener will also constrain the speaker's
choice of phrase. Thus, there is both a plausible set of
constraints upon the speaker acccording to this theory (as

compared to the theories outlined in chapter 1) but
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there is also a possiblity of beginning to take stock of
the influence of pragmatic phenomena on speech production
and understanding.

Although it is rather removed from the mainstream of
intefest to the work reported in this thesis, it 1s perhaps
worth noting in passing that Johnson-Laird (1980) also
argues that mental-model type representations can be used
by subjects to represent the premises in syllogistic
reasoning tasks. Johnson-Laird and Steedman (1978)
produced results which were consistent with an
interpretation of the syllogistic reasoning process as one
of manipulating and testing mental models, Thus, an
advantage of a theory based on mental models is that it can
parsimoniously account for a number of cognitive
phenomena,

The next chapter will focus upon pragmatics; it
will be argued that, although there are no comprehensive
formal theories of how pragmatic phenomena constrain
speakers!' discourse and listeners' understanding of
discourse, the phenomena in the domain of pragmatics are
of concern to the psychologist, since issues which
directly involve social psychology are implicated, It
will be argued that the supplementing of a mental model-
type theory with considerations stemming from the area of
pragmatics (i.e. pragmatic constraints) results in a more
complete and intuitively plausible overall picture of

language use which does more justice to the complications
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of the subject than has been possible with earlier
theories. Most theorists would agree with the
contention that ultimately pragmatics (that 1s, including
syntactics and semantics) will provide a more complete
model of communication than has been hitherto formulated.
In the next chapter, we will examine some of the possible
pragmatic constraints on discourse production and

understanding.
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CHAPTER 3

'PRAGMATIC' APPROACHES TO MEANING

a) Introduction

In the last chapter, we considered approaches to
meaning which were essentially of a 'semantic' nature, that
is, they related the signs of the language both to other
signs and also to the referents (or models of the
referents). We now turn to examine 'pragmatic' approaches
to the explicaﬁion of meaning, Morris's definition of
tpragmatic' was the domain of phemonena pertaining to the
relation between the signs of the language system and the
users of those signs, As Cherry (1957) put it,
"Pragmatics is the most general, inclusive level of study
énd includes all personal, psychological factors which
distinguish one communication event from another, all
questions of purpose, practical results, and value to sign
users, It is the “"real-life" level” (Cherry, 1957, Pp.
223), As such, the domain of pragﬁatics is a rather wide-
ranging one, encompassing areas of language use which have
received attention from linguists and philosphers (such as
the problem of t'deictic' or 'indexical' expressions, for
example, 'here', *'there', 'left', 'right', 'I', 'you', and
so on, whose meaning depends upon the circumstances of
usage) and also areas of language use which have received
attention from psychologists and sociologists, An example

of the latter would be what Clark and Murphy (1982) refer
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to as "audience design", that is, the way in which
particular audiences constrain a speaker or writer's choice
of phrase,

A consideration of pragmatics leads naturally into
some of the subtle social aspects of communication, For
example, Rommetveit's (1974, 1979, 1984) emphasis is
upon what particular listeners understand particular
speakers to mean when they make an utterance, He
therefore discusses what is made known by particular
utterances in particular contexts of use, Similarly,
Johnson-Laird (1977b) distinguishes between the meaning of a

sentence and its significance, Johnson-Laird and Wason

(1977) give an example of a sentence whose meaning is

perfectly clear to the reader but which has no significance

for him:
The men object to their new rates of pay.

(Johnson-Laird and VWason, 1977, p. 346). This sentence
has little or no significance for the reader, except
insofar as it is made to illustrate a point about language,
If, however, the reader or hearer of such a sentence was a
- manager or director of a company who had recently changed
its employees' pay rates, the utterance would have a great
deal of significance, . In this example, the social and
physical circumstances of the utterance make a great deal
of difference to the significance of the message, or in

Rommetveit's terms, what is 'made known' by it, (Such
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terminological differences will not be explored in any
detail; the expositions of various theorists' work given
in this chapter will be couched in the theorist's own
terms, and theoretical similarities will be of greater
importance than terminological differences), One of the
general points which will emerge clearly from such
considerations is that what is understood by an utterance
(what significance 1t has for the listener or reader) is
influenced very much by pragmatic factors,

Johnson-Laird and Wason (1977) state that the
significance of an utterance is inferred on the basis of

five main components:

1. Its meaning,

2, Its linguistic context,

3. Its social and physical circumsténces, indluding
a knowledge of the speaker. |

4, A knowledge of the cdnventions governing
discourse, | |

5. General knowledge,

Johnson-Laird and Wason point out that the structure of
discourse is presumably determined by an interplay of
these five factors; no purely linguistic analysis is going
to succeed in elucidating the way in which discourse is
structured, a point made by the ethnomethodologists, A
further point to emerge from the above listing of factors

is that both Rommetveit and Johnson-Laird and Wason are in
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agreement about the fact that the significance of an
utterance (or what is made known by it on a particular
occasion) is not adequately‘characterized by its meaning (in
the narrow linguistic sense of 'literal meaning'),

The general point that the significance of an
utterance can not be characterized solely ih linguistic
terms has already been touched upon in the earlier
discussion of model-theoretic semantics (see Chapter 2),
where it was noted that thefe is no one-to-one
correspondence between the grammatical structure of a
sentence and the kind of co@ﬁunicative‘act that is
performed what that sentence ie uctered on a particular
occasion, These subtleties of langﬁage use in everyday
situaticns weke explored by the phiiosopher J. L. Austin,
Austin (1962) noted that'peopie often perfo;m actions by
uttering a sentence, and that these sentences cacnot be
classified as true or false (as loéicians had previously
done; the meanihg'ofa eentence for a logician was its
truth value), An example would be in making a promise,
The sentence may succeed or fail as an action (the speaker
may or may not fulfil his promise) but regardless of this
the sentence cannot be described as true or false. Such

sentences are termed Qerformatives.

These ideas led to the view that all utterances could
be described as actions called speech acts. Austin

classified speech acts into three classes:
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i) locutionary acts - i,e, the act of saying something,.
This involves speaking in a way which conforms to
vocabulary and grammar,

ii) 1illocutionary acts - i,e, the actions performed in
making an utterance, such as "promise", "request",
"warn" and "inform" - these aré examples of
illocutionary acts.

The illocutionary force of an utterance is the
effect that the speaker intends the utterance to
have, The intended effect is usually that the
hearer knows what illocutionary act was performed.
The hearer must correctly identify the
illocutionary force of the utterance in order for
the intended effect to be successful,

iii) perlocutionary acts - i.e, the acts performed by
making the utterance, This is, in effect, the

actual effect upon the hearer - whether he has

 been scared, convinced, or whatever, A
perlocutionary act may or may not be intended by

the speaker.

When considering language from this point of view, the

notion of indirect speech acts came to the attention of

theorists, For example,
"Can you pass the salt?"

is not a question about salt-passing prowess; 1t is a
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request for the hearer to pass the salt, In such cases,
the hearer has to correctly identify the illocutionary force
of the utterance - treating the above utterance as a
straightforward interrogative and giving the reply "Yesn
would not be the effect intended by the speaker, A reply
of "Yes" would thus be a failure to grasp the illocutionary
force of the utterance, Determining the illocutionary
force of a sentence is always a matter of inference beyond
what is actually said, No matter what elaborate
linguistic construction is employed by the speaker (of the
form "I swear to you that I am really asserting that . .

." (and so on)), he could always be playing the fool
(Johnson-Laird and Wason, 1979), Thus, correctly
identifying the illocutionary force of an utterance is a
pragmatic problem of some importance,

Earlier in this section, we noted that one of the
factors which plays a part in determining the significance
of an utterance 1is that of the listener (and speaker)
possessing a knowledge of the conventions governing
discourse, The philosopher Paul Grice has formulated some
of the conventions governing discourse in our culture, and
formulates them as a set of precepts or conversational

maxims, as follows:

The cooperative principle: Make your conversational
contribution such as is required by the accepted purpose

or direction of the exchange in which you are engaged,
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Specific conversational maxims:-

Quantity: Make your contribution as informative as is
required - neither too much nor too little
inforﬁation.

Quality: Don't say what you believe to be false,

Dont't say what you lack evidence for.

Relation: Be relevant,
Manner: Avoid obsdurity and ambiguity, Be orderly
and brief, o

Such maxims are normally followed implicitly.
Johnson-Laird and Wason illustrate this point by
demonstrating what happens when the maxims are violated.
In such cases a listener may draw inferences from such

violations: e.g.

Question - How old are‘you?

Answer - Nice weather we're having,

- From the reply, an inference, such as the inference
that a relevant answer is unspeakable, may be drawn,

" That adherence to such maxims is a social-pragmatic
problem is exemplified by the conversational maxim of
‘quantity. Clearly, in order to make one's conversational
contribution as informative as is required, giving neither
too much nor too little information, one needs to
anticipate the listener's knowledge state, beliefs and

presuppositions, This anticipation is central to what
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Clark and Murphy term "audience design", and an exposition
of their views will be given later in this chapter.

The foregoing serves to illustrate Cherry's point that
pragmatics is the "real-life" level of study;
illocutionary forcé, indirecf speech acts, and
conversational maxims are used by us every day in ordinary
conversation, Pragmatic phenomena are of importance,
therefore, and in this chapter several different aspects
of pragmatic phenomena will be examined, and the work of
several different theofists will be reviewed,

The first aspect of pragmatiés to be considered is one

of the most basic pragmatic problems, that of deixis.

Deictic or indekical expressions are expressions whose
reference depends upon contextual factors like the
position in space of the speakef, his direction of gaze,
and other contextual factors, A speaker and listener have
the problem of jointly agreeing upon the denotata of
deictic terms like 'here', 'there!', and the like; épeaker
and listener must set up a common deictic space and
coordinate their perspeétives to ensure a common
interpretation of deictic termé. We will consider Karl
Buhler's (1982, originally'publishea 1934) theoretical
treatment of deixis since it remains an influential
treatment of the subject, We will also consider briefly
the work of Klein (1982) and Wunderlich and Reinelt (1982)
which examine how some deictic terms are used when an

individual gives route directions to a destination,
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Kaplan's (1977) theory of deixis and Miller's (1982)
discussion of Kaplan's theory also raise interesting
pragmatic questions, For examble, when pointing to an
object in order to refer to one of its properties (pointing
to grass to refer to the colour green, for instance) the
speaker has to utilize his general knowledge about the
relation between the referent and the demonstratum, and
also his beliefs about the hearer!'s knowledge of such
relations,

Given that a speaker and 1lstener have successfully
set up a common deictic space with agreedupon
delimitations of that space, one of their next important
pragmatic problems is the question of how they refer to
the entitiee under discussion, whether those entities are
physically present of not, This raises the problem of
mutual knowledge, that is, knewledge that is common to both
parties and, furthermore, knowledge which both parties
“know that they share, ,That,ehared knowledge influences
the choice by a speaker of particular referring
expressions is illustrated by work which shall be
reviewed, for example, the work of Clark and Murphy and
the work of Marslen-Wilson et: al, The work of a variety
of theorists points, it will be argued, to the importance
of pragmatic factors in influencing the speakerts choice
of referring expression,.

This area of pragmatics leads on rather naturally to a

further layer of pragmatic complexity, so to speak: that
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is, the particular social identities of speaker and
listener and how this factor enters into a speaker's choice
of phrase and a listener's understanding of what has been
said. Particular listeners may understand different
things from the same utterance depending upon the identity
of the speaker The work of Rommetveit stands out in its
advocacy of a social-pragmatic approach to both the above
phenomenon and also the more "elementary" ones of deixis,
For this reason, the work of R-ommetv‘eit,.being of a
eomprehensive and generally thought-provoking nature, will
be reviewed in a separate section of its own,

The last problem,of pragmatics to be considered will
only be raised briefly, This brief treatment is necessary
because very little theoretical work has been done in the
area, The problem is the social-psychological question of
whether one party to a dialogue might exert overall
control of it, That is to say, the possibility is raised
that one interlocutor may deminate the dialogue in some
sense and that this domihation may be reflected in terms of
linguistie aspects of the dialogue, This intriguing
notion, if it were to be supported empirically, would add a
further layer of complekity to the area of pragmatics, and
should prove to be 6f great interest to the social
psychologist,-

Throughout this chapter, the emphasis on the meanings
of natural language expfessions in natural dialogue will be

retained, since it is the question of meaning which
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constitutes the primary focus of interest in the work
reported in part II of this thesis. The importance of
pragmatic factors for meaning, in addition to 'syntactict

and 'semantic' aspects, will be emphasized,

b) The pragmatics of deictic expressions

As noted above, perhaps the most basic problem for two
persons engaged in a dialogue is the problem of
the referents of deictic e#pressions. Deictic or
indexical ekpressions are those expressions such as there!,
‘theret, 'I', 'you', 'this' and 'that', whose reference
depends upon the context is which they are used, In other
words, these terms have no-fixed denotata, the denotata
involved varying depending upon who is speaking to whom,
where and when., The firstprobien:fora speaker and
listener, therefore, is that they have to set up a system of
reference relative to which the denotata of deictic terms
are agreed,

In examining the problem of deixis we shall firstly
consider the theories of Karl Buhler (1982, originally
published 1934), whose viewé on the subject are today still
influential, Other interesting notions are raised by
Kaplan's (1977) theory and Miller's (1982) discussion of
Kapian's theory. |

Buhler (1982) proboses’a two-fields theory of

language, partitioning language into the symbolic field

(which contains the vast majority of lexical items, such as
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names, whose referential function is less context dependent
and which more abstractly reflect symbolic representation of

objects, properties and events) and the deictic field

(which contains the deictic or indexical exbressions whose
reference depends upen the particuiarities of context).
Buhler identifies three areas of use of deictic terms:

(a) ggmonstratio ad oculos or t'verbal pointing' in which a
deictic term such as ‘there! replaces the pointing finger
gesture; (b) énaghorical deixis, where a-deictic term such
as 'here!' is used anaphorically to refer forward or
backward to an abstract '‘place!' in discourse; - and (c)
deixis at phantasma (that is, deixis in the imagination,
for example, where a novelist leads a reader into the realm
of constructive imaginatioh and there uses deictic terms).
Buhler treats the 'pointing' function of deictic
expressions as pfimary and tfeats the other tWo functions
(anaphora and phantasma) as derivative from the primary
pointing function, We shall examine each of the three in

turn,

(1) Demonstratio ad oculos, or 'verbal pointing'.

In their 'pointing' function, Buhler argues, deictic
words.function in the same way that a physical signpost
does, that 15, they act ae way-indicators or signals (for
example, 'here' and 'there!'), The deictic terms replace
or accompany the pointing forefinger gesture in the case of

demonstratio ad oculos, and 'point' verbally, hence the
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analogy with a roadside signpost. The speech event,
however, differs from the physical signpost in that it is
an event - a complex human action- in which the speaker has
both a position in the terrain (as does the signpost) and a
role in the action, The sbeaker's role is that of sender
as, opposed to receiver, Deictic words therefore include
not only positional terms but alSo personal pronouns such
interlocutors (rather than denoting them in the manner in
which names, for eiample, do).

Buhler therefore argues that the naming words function
as symbols, while deictic terms function as signals,
Deictic tefms receive their full precision of meaning
wiﬁhin the deictic field of language, and can do so there
alone, For example, the denotata of 'here' and 'there!
vary with the speaker'é bosition precisely as the referents
of 'I' and 'you' change with each change of speaker,
Deictic words thefefore can“refér'to a vast variety of
persons, locations and objects debending upon who is
speaking to whom, where and whén they are in conversation,
and what the conveksation is about, This contrasts with
the naming words, each of which is uséd by all speakers of
the language to refer to the §gﬁg‘object.

Buhler further argues ﬁhat theré are conceptual
similarities between first béréon pfonouns and close-to-the
speaker local deictic terms, and that there are conceptual

similarities between third person pronouns and
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demonstratives, He backs up this argument with evidence

from linguistic studies whiéh suggested that pronouns and
certain deictic words originated from common word stems,
and argues that the postulated similarities are
phenomenologically biausible (Buhler, 1982, pp. 16-17).
There are therefore good arguments to sustain the point of
Qiew that pronouns should not be separated theoretically
from positional deictic tekms: both personal pronouns and
positional words are nothing but deictic words,

Buhler describes a coordinate system of subjective
orientation with respect to which the reference of deictic
terms is fixed by the interlocutors, All parties to
the verbal exchange are and remain attached to this system
of coordinates, The point of origin for the coordinate
system is referred to as the g_:lg_q and is represented by
two perpendicular strokes on the page:

+

Three deictic words must be put at the place of O,
namely HERE (the verbal blace marker), NOW (the verbal
moment marker) and I (the verbal sender marker), These
words, Buhler argueé, draw,our attention to the speech
sound out of which they are cbnstructed, and in so doing
they achieve their funétions as place, time, and sender
markers.,

It is from the origo that all other épatial positions

are identified ('there' as opposed to 'here!', which is
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located at the origo) and it is from the origo that all
other time points are identified ('then' as opposed to
'‘now', which is located at the origo)., Thus, all deictic
terms! references are fixed relative to the origo,
Clearly, in fixing such references, differences in
visual perspective between the speaker and listener may
become important, If the speaker and listener are
directly facing dne-another,‘the speaker's right will be .
the listener's left, and vice versa, In some cases, this
difference in perspective will be negligible, as when the
" denotatum of there' encloses both speaker and listener,
~However, the difference does become important in many
cases, and in these cases, the listener has to 'take over!'
the orientation or pekspective of the speaker, projecting it
onto his own (Klein, 1982; Rommetveit, 1974, 1979). In
some cases, the speaker may adopt the listener's visual
perspective, Buhler gives the following example: "If I
stand as a leadér facing an aligned formation of gymnasts,
I would conventionally choose commands, such as 'forward,
backward, to the lefﬁ,-to the right' not in my own system
of orientation, but in theirs, and the translation is
psychologically so straightforward that every group leader
learns to master it . . ." (Buhler, 1982, p. 14), He
further points odt that this taking of the perspective of
another can be achieved ", , ., without mental gymnastices , ,
Mo (p. 18). This notion of taking the perspective of a

fellow conversant is further elaborated by Rommetveit
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(1974; see section d) of this chapter),

Klein (1982) summarizea what is involved for a speaker
and listener when they use deictic terms, as follows:
(a) Firstly, the two persons must set up a common deictic
space - for example, the deictic space relevant to their
conversation might be the space of visual perception, or
some geographical space such as, for example, the building
in which the speaker and liétener are located, (b) The two
conversants must then fix the oosition of the origo. (c)
The conversanta' next problem is to coordinate their~
perspectives (see above discussion), and (d)‘what ‘here!

and 'there' refer to must be delimited. 'Here' is some

space enclosing the origo not the origo itself and the

boundaries of 'here' are fixed by context and often by our
knowledge of the world Exactly how this delimitation of
local deictic space is achieved (whether by verbal context,
components of factual knowledge, or gestures) is an
important question for research (e) The system of
oppositiona of the language must be used; For example, in
English there is a two-tern system of ooposition which is
summarized as 'proximal-distai' (for example, 'here-
there!). Again, this isicomplicated’oy the fact that
what is proximal and what is distal or non-proximal deoends
on the contert. (f) A final potential complication listed
by Klein is that of analogical deixis, for example, when
reference is made tozaspot on a map. ‘Two deictic spaces

are involved, the map and the geographical space of which
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the map is an analogue (hence ‘'analogical deixis'), and the
problem here is how the two deictic spaces are related.

Klein's summary underlines the fact that the use of
local deictic terms (that is, those termS liké 'here!' and
tthere' which refer to lodations) is a complicatéd

business.

(2) Anaphorical deixis

The first of two derivatives of 'pointing' deixis
whichABuhler lists is anaphofical deixiS.v This is where
deictic tefms, particularly 'this' and 'that', are used to
refer to 'locations' in an ongoing piece of discourse,

This referring forward or backward to different segments of
é text presupposes that the speaker and listener (or
isélated thinker) have access to the flow of discourse as a
whole, where parts may be retaken up and antiéipated.

Many terms are used in anaphorical deixis, including -
'here','there','this'and 'that', and 'therefore' and
'thereafter! are used anaphorically (these latter two terms
stem from 'there' which is itself a positional deictic),
The anaphoric reference to places in the organization of

discourse involves largely the same deictic words as does

demonstratio ad oculos,

(3) Deixis at phantasma

The other derivative of 'pointing' deixis described by

Buhler is termed deixis at phantasma: this is where, for
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example, a narrator takes the listener into the realm of
constructive imagination and uses the same deictic terms to
refer to imaginary entities as he would to refer to
physically pfesent objects, Buhler asks what happens to a
reader or listener in Such a case who becomes 'lost' in
imaginary travels, for example,. What about the verbal
pointing used by the author (dr byvthe thinker himself in
some cases) which the reader (or thinker) follows in his
'phantasmat? The pefson is not removed in a literal sense
from his pé}cebtual situation, Buhler divides deiiis at

phantasma into three major cases:

(a) The first major case is where, to use Buhler's
metaphor, 'the mountain moves to Mohammed!' (Buhler, 1982, .
p. 28), that is, the person mentaily 'shifts' what is being
imagined into the physically present current environment
where it is 'localiiedh In this caée, the current body
feeling representation tbgéiher with the viSual perceptual
orientation are maintained and integrated into what is
imagined,

(b) The second major caée is where 'Mohammed moves to the
mountaint, In this case, the berson is transported in the
imagination tb the geographical place whiéh is being
imagined, the person Seeiné what has been seen before in
real wandering. In this case, the current body feeling
representation is ;taken along' into the imagination,

(c) The third major case is where both Mohammed and

the mountain remain where they are, but Mohammed perceives
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the mountain from his current location, An example would
be where a person when wandering in a strange town is
asked the location of the railway station from whence he
came, Often, he is able to point in its approximate
direction, This third major case is usually a labile and
transitory éxperience, and, Buhler argues, is an additive

whole or superposition of two localizations, one of them

corresponding to the first and the other to the second
major case,

Buhler argues that all cases of deixis at phantasma
are reducible to one or other of the above three major
cases,

One particular case of deixis at phantasma which
occurs commonly is involved when we give route directions
to another person who haé requested them from us, Klein
(1982) and Wunderlich and Reinelt (1982) comment on this
phenomenon, It involves tﬁe speaker and listenerbfirstly
setting up a deictic Space and coordinating their
perspectives with respect to their joint perceptual field.
The speaker (i,e. the route-direction generator) activates
his cognitive map, localizes his current location and the
destination, and then 'takeé' the iistener on an 'imaginary
walk?, The 'imaginary walk' is used to generate a route-
description, : The speaker initially adopps‘the
listener's perspecﬁive, and in the imaginary walk the origo
is thought of as shifting, The skeleton of the route is

marked by the selection of fixed reference points or points
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of orientation (landmarks), and the speaker explicitly or
inplicitlp sets up a new perspective at‘each landmark in the
routeAdescription. This route description - giving
involving an 'imaginary walk' is an example of Buhler's
second major case (see above),

Kaplan (1977) also developed an interesting theory of

deixis; Kaplan distinguishes demonstrative indexicals

which preserve a gestural component in spoken language, from

pure indexicals (such as 'I', 'here', 'now'), which are

used to define a point of origin for a spatio-temporal
coordinate system relative to which demostrative indexicals

can be produced and interpreted. Kaplan argues that all

deictic terms are directly referential - that is, in order
to evaluate the truth of a sentence which uses a deictic :
which i1s relevant to the evaluation of the truth of the
sentence, For example, if we speak the sentence 'He
(accompanied by the demonstration of a particular person)

is a thief', it is only the person denonstrated (the
referent) who is relevant to the truth or falsity of the
sentence. This contrasts with a Situation where a non-
deictic phrase is used, such as 'The butler is a thiefh

This latter sentence depends for its truth on who the

tutler is: 'The butler' is not directly referential in the
way that"He' is, It does not directly refer to a particular
indiVﬂuﬂ.(Furthermore, to define 'He' as 'the male person

that the speaker is demonstrating' does not result in an
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equivalently directlyareferring expression, 'He' is
directly referential and the longer phrase is not.
Hence, indexical terms do not have synonyms),

Kaplan further distinguishes between the content if a
senteﬁce and its character. This is a distinction which
makes good intuitive sense with respect to deictic
expressions, There is one sense in which a deictic word
has a variable.meaning, since it can be used to refer to a
variety of individuals and objects depending upon its
contexXt of use, This variability in meaning is the
contepnt. The content of a sentence is the proposition it
expresses (which is equivalent to an intension - see
chapter 1): content is obtained by replacing all deictic
terms by the demonstrata they determine, Content is thus
sensitive to context; thus, for example, the term 'this!
may be used to demonstrate a variety of objects in
different contexts and accordingly the content (intension)
of what is said varies,

On the other hand, there is a sense in which a deictic
term has a constant meaning: it has a constant meaning in
that all speakers of the language use the term in the same
way (for example, the term 'there' always refers to a more
distal location whereas there' always refefs to a more
proximal location), The term gggfacter is used to refer
to the constancy of meéning of a deictic term, A character
is (partly, at least) a semantic rule that we can use to

determine the content in different contexts,
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Character is not sensitive to context (for example,
tthere! always refers directly to a demonstrated location
whenever it 1s used in a demonstrative sense),

Thus, Kaplan's notion of'content’captures the idea
that deictic words can have a variety of meanings, and his
notion of 'character! captures the constancy of usage of a
deictic word, Howevér, the semantic rule is only one
component of character in Kaplan's theory; a demonstrative
can be thought of as assuming a character only when
completed by a particular demonstration, A character may,
therefore, be likened to a manner of presentation of a
content, and the appearance of the demonstratum is part of
the completed character.

In broad terms, the distinction between content and
character makes good intuitive sense when applied to
deictic expressions, - The difference between content and
character has been generally overlooked because character is
fixed in non-deictic language; the same content is evoked
in all contexts by a non~deictic word.

In discussing Kaplan's theory of demonstrative
reference, Miller (1982) raises some theoreticaily
interesting-complications for Kaplan's theory. One such
complication is the case whefe the referent of a deictic
expression is not the demonstratum of the demonstration

used - this is referred to as deferred ostension. Quine

(1971) gives the example of someone pointing to a gas

(petrol) guage in order to show that there is petrol in
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the tank. Such deferred ostension as occurs in this
example may intuitively seem unproblematic given the
vconventional relationship between the state of emptiness of
the tank and the reading of the gauge, However,
referential convention is not always necessary to support
deferred ostension, Deferred ostension can occur in novel
situations, as, for example, in the case when a waitress
says 'He's sitting at table 20' whilst pointing to a ham
sandwich, Nunberg (1977) gives this latter example and
others, and argues that a complete account of demonstrative
reference will require (at least) two theories; One, 1like
Kaplan's, will explain how a deictic term enabies a hearer
to identify a physically present demonstratum; The other
theory will explain how the hearer's knowiedge of the
demonstratum enables him to identify the referentbof the
deictic term, This latter Lheory will be required to
explain how an oétensive gesture to a ham éandwich does in
fact refer to the person who ordered the ham sandwich and
not the sandwich itself, Nunberg conceptualizes this
inference (from demonstratuﬁ to feferent) in terms of a

referring function of a given use of a term which, given a

demonstratum, delivers a referent.

Nunberg argues that deferred ostension will work when
the property relating the demonstratum to the referent
(that is, the property being used as the referring
function) has high cue validity. A property has high cue
validity if it distinguishes one object from a range of
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alternatives -'thus, for example, if there is only one red
book on a shelf, then *'red! has a high cue validity for
that book, In using deferred ostension, the speaker has
to choose a referring function which has the highest cue
validity for relating the demonstratum to the intended
referent. In other words, the link between the
demonstrated object and the referent has to have high
validity as a cue which enables the listener to infer the
referent from the demonstratum,

Examples of referring functions include the hygdstatic
function (i.e. 'is a type of'), in which a particular
individual object is demonstrated in order to refer to all
individuals of that type., ' For example, 'That (pointing to
a chair) is commonly seen in eighteenth century interiors',
The particular chair being pointed to is not the intended
referent; instead, the Speaker is referring to all chairs
of that type. The listenér knows this from his general
knowledge of eighteenth century interiors and the
conventions of chair owneréhip. The hypostatic
interpretation of the deictic refefence goes so smbothly
that we scarcely notice that the demohstratum of the
subject phrase is not the referent, Another referring
function is exemplified by the case whefe we demonstrate an
object (such as graés) in order to refer to one of its
properties (e.g., the colouf green).

Thus, the choice of referring fuhction should be based

on the ready inferability of the referent when given the
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demonstratum, i.,e, the property relating the demonstratum
to the referent (the referring function) should constitute
a readily inferable relationship, This inferability
depends very much on the characteristics of the listener -
the choice of a referring function therefore has to be made
in the 1light of what the speaker believes that his listener
is likely to believe or know, This underlines the fact
that the problem of deferred ostension involves a
considerable pragmatic component,

Miller concludes that demonstratives are directly
feferentialléVeh though a reférring‘fuﬁétioﬁ may be -
inserted between a demonstratum and the reféreht of a
demonstrative term; this results in an extended form of
direct reference,

Deixis thus standS squarely within the domain of
pragmatics, both in the space-delimiting referential
fﬁnction and in the more subtle phenomena such as deferred
ostension, The relatibn between deictic dissection of
space and proxemics, (our pefcebtion of social and
personal space (Hall, 1966)) would be an interesting, if
complek, broblem. |

The more subtle phenomena of deferred ostension
illustrate the fact that the presumed knowledge state and
beliefs of the listener influence the speaker's choice of
phrase (specifically, affecting his choice of referring
function in the case of deferred ostension), This in

turn raises the more general question of the extent to

125



which the sharing of knowledge and the identities of the
interlocutors influence their speech. We shall now
examine these issues, reviewing in particular the notions of

mutual knowiedge (Clark and Marshall, 1981) and audience

design (Clark and Murphy, 1982). These topics in turn
lead naturally to more generai queétions of how the
meanings of non-deictic, symbolié wards are affécted by
such pfagmatic and social factbré aS the identities of the

dialogue participants,

c¢) Mutual knowledge and audience design: pragmatic factors

which influence a speaker's choice of referring expression

In the previous séctioh of thié'dhépter, the
pfagmatics of how deictic expressions are used was
examined, It was conéluded that pafticulafly in the
case of deférred ostension (whére a spéaker points to one
object in order to refer to another object), the éséessment
by the Speaker of the liétene}'s beliefs and knowledge |
states is necessary. This section of the chapter will
examine how a speaker's‘choice of referfing exbressiohbin
general is ihfluenced by pragmatic factors (that is, |
evidence will be reviewed which suggests that not only‘
deictic, but also other forms of referential devices'
usage are influencéd by pragmatic factors).‘ It will be
argued that thé work of a variety of different.theoriéts
supports the view thét, when choosing a particular

expression with which to refer to something, the speaker is
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forced to take account of who his listener is and which
particular domains of knowledge they can be expected to
share,

The first theory of relevance in this sphere is -the
cognitive theory of semantics (in the sense of "meaning")
advanced by David Olson (1970). Olson argued that
semantic decisions (about which particular referring
expressions to use) by a speaker are based, not on
syntactic or semantic selection restrictions, but on the
speaker's knowledge of the intended feferent. In arguing
that semantic decisions are based on knowledge of referents
raﬁher than linguistic selection restrictions, Olson was
advancing a similar argﬁment tb that of Johnson-Laird
(1981a; see chapter 2),

Olson's fundamental argument 15 that semantic
decisions about which type of referring expression to use
are based on the speakers having to distinguish the
intended referent from a (perceived or imagined) set of
possible alternative feferenté: "We shall adopt the point
that words do not 'meant referenté or stand for referents,
they have a use - they specify perceived events relative to
a set of alternatives; they provide information" (Olson,
1970, p. 263). |

This thesis is illustrated by his 'paradigm case', in
which a gold star is placed under a small, round, white,
wooden block, The speaker, who saw the star being placed
‘under the block, is then asked to tell a listener (who did

7
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not see the star being placed under the block) where the
gold star is. When the description is being given, the
target block is placed in an array of alternative blocks;
In one case, the alternative block isra square, white,
wooden block. In another case, there are three alternative
blocks present a round, black one, a square black one, and
a square, white one, In the first case (with one square,
white alternative block also present), the speaker would
whereas in the second case (w1th three alternative blocks
also present), the speaker would describe the target block
as ", .. the round, white one", Thus the particular
set of p0351b1e alternatives from which the referent must
be dlstinguished affects the speaker's ch01ce of
description, The paradigm case therefore 1llustrates the
general thesis that semantic decisions regarding the type
of description tc be generated are based upon the set of
alternatives from which the referent must be
distinguished

This general thesis has some interesting corollaries,
Firstly, this p01nt of view implies that words do not name
things: " e words designate, signal or specify an
intended referent relative to the set of alternatives from
which it must be differentiated" (01son, 1970 p. 264).
Another consequence of this point of view is that the

conception of meaning is altered° the meaning of an

utterance is the information provided by the utterance to a
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listener, where "information" refers to any pefceptual or
linguistic cue that reduces the number of alternatives to
the intended referent, Thus, traditional views to the
effect that words symboliée the objects they designate is
challenged: ", .. words (or utterances) neither
symboliie, stand for, nor represent referents, objects, or
events, They serve rather to differentiate some perceived
event froﬁ some set of alternatives" (p. 265). The
meaning of a word isthereforeité ﬁartitioningof‘aset of
alternatives; meaning is reconceptualized in informational
rather than symbolic terms.

Another interesting corollary of this view follbws
from the fact that all of the information required by the
speaker is perceptual and is available to him before he
generates the utterance (as is exemplified by the paradigm
case), It follows from this that utterances are redundant
for the ébeaker but provide informatioh for the listener,
Furthermore, since a word or utterance specifies the
perceived referent and also (implicitly) the set of

excluded alternatives, it contains more information than

the simple perception of the referent itéelf. A
description of an object implicitly specifies the set of
alternatives from which it has been distinguished, and
explicitly specifies thé critical feature which
distinguished the object from the alternatives,
Perception of the object alone (for example, the target

round, white block) does not specify the critical feature
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which distinguishes it; the critical feature could be its
colour, the grain of the wood from which it is made, the
way in which it is handled by the experimenter, and so on,
Thus, there is more information in the utterance than in
the perception of the object alone,

Much of our conversation about objects involves sets
of alternatives which are not physically present, Olson
accordingly hypothesiies‘that the speaker makes his
semantic decision on the baéis‘of inferred alternatives -
he infers what the alternatives being entertained by the
listener are, Such an inferential process is a purely
pragmatic one; who the listener is, how well the speaker
knows him, what they mutually know, and other such
pragmatic factors are going to be of great impoftance in
making this inference,

Olson's theory, whilst emphasizing cognition
(knowledge of referents) and pefception, clearly involves a
pfagmatic component which centres on what 'common ground!
the speaker and listener share, and this in turn relates to
Clark and Marshall's notion of 'mutual knowledge' which
will be discussed later,

The principal 6bjection to Olson's theory is that
people often use a more specific}description than Olson's
model predicts, Fdr an array with a rock and a dég in i¢t,
people say "Look at the dog" rather than "Look at the
living thlng" as Olson's model would predict This level

of preferred namlng, at a middle level of abstraction, has
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been called the basic level of abstraction (Rosch, 1976).

The basic level of abstraction maximizes two factors
simultaneously, namely (1) basic level terms are specific
and (2) they are dissimlar to other categories, It would
appear that speakers design their descriptions to convey as
much information as possible yet not to make unnecessary or
inappropriate distinctions in the particular situation of
speaking (Clark and Murphy, 1982).

Another study wﬁich directly tackleé the problem of a
speaker's choice of referring expressions is that by
Marslen-Wilson, Levy and Tyler (1982). The approach of
these theorists was methodologically unusﬁal in that they
had a single speaker read a single story then retell it
from memory to a listener, The story was a comic-book
story concerning a battle between two suberhuman monsters,
'The Hulk vs The Thing' or the 'battle of the behemoths?',
Whilst the spéaker had to retell the narrative from
memory, the comic book cover was available to him on his
lap, and he used this for the purpose of pointing to the
(depicted) protagonists on some oécasibns. The speaker
was video- and audio-taped, and the study exémined the
manner in which the speaker introduced and subsequently
referred to the protagonists Qith respect to the
informational context of the descriptions,

The main motivation béhind the study was to assess
whether the speaker adjusts the nature of the referential

devices he is using to the informational conditions under
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which they occur, and therefore allows the listener to
unambiguously resolve the references at the point at which
they occur in the speech stream, This makes the basic
assumption that "the ways humans produce speech are
necessarily closely adapted to the ways that humans can
comprehend speech" (Marslen-Wilson et al,, 1982, p. 339).
Speech production is.approached from the perspective of a
theory of the listener, and aséumes a complementarity
between speaking and listening,

" The study thus examined whether there was any
systematic pattern in the distribution of different
referential devices across different informational
contexts, The different tybes of referential device

varied on a dimension of lexical specificity,

Referential devices which are less lexically sbecific
(such as pronouns) presuppdse for their interpretation
information that has to be Supplied by the listener,
whereas referential devices which are more lexically
specific (such as names) require iess information to be
supplied by the listener., The various types of
referential devices ekaﬁined, with the most lexically
specific first and the remainder in order of decreasing
lexical specificity, wefe: némes plus definite
descriptions (e.g, "The Hulk, the green guy"), names alone,
non-specific noun-ﬁhrasés or pfo-forms (e.g; "one of these
guys"), personal pronouns, and iero anaphors (zero

anaphors are cases in which the specification of the
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referential device becomes lexically empty, such as "he
takes the merry-go-round and 0 whips it around at supersonic
speed", The 0 marks the location of the lexically empty
referential device),

The informational cbntekt in which these different
devices occurred was assessed in terms df a dimension of
"degree of embedding". The 'degree of embedding!
reflected the levels-of organization of the narrative,
with the 'story' level being the least embedded level, and
the tepisode' and the t'event'! levels representing
increasingly more embedded levels, The 'story' level of
embedding is necessary to capture the fact that the
protagonists in the story cannot be talked about until
they have been introduced into the story in the first
place, The episode level of~embedding"reflects the fact
tha; the éomic-book itself is segmented into a series of
distinct scenes, The 'event' level corresponds to the
fact that each episode typically contained a number of
distinct sequences of actions, with each sequence marked
by a change of actor(s) and/or a change of location
within the location of the ebisode.

Thus, Marslen-Wilson et al, essentially sought to
examine whether the“use of the different types of
referential device was corkelated with the level of
informational context such that the most referentially.
specific devices (names plus descriptions) were used

initially where there is little or no informational
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context, and the least lexically specific devices
(pronouns and zero anaphors) were used when there was a
great deal of informational context (that is, at the most
deeply embedded layers of the story), They did in fact
find such a regular correspondence between informational
contexts and tybes of referehtial deQice: " ... the
actual depldyment of referential devices turns out to be
precisely constrained by the local environhent in which
the devices will have to fuﬁction, and by the extent to
which the available intra- and extraninguistic context
can support the requirements of different types of
device" (Marslen-Wilson et al, 1982, b. 355).

A‘closer exaﬁination of the on-line resolvability of
referentiai devices revealed some interesting facets of
the data which suggest that pragmatic factors are of
importance in the resolution of pronominal reference,

Several factors assist in the resolution of
pronominal reference, The lexical properties of the
pronoun itSelf constrain'the number and génder of the
antecedent (for example, the pronoun "He" requires that
the antecedent be singular and male).. 4Syntax and
prosody also assist the assignment of reference, Many.
approaches in the psychological and értificial
intelligence iiterature emphasizé the imbdrtance of these
three types of constraint, Suggeéfing‘that on‘encouniering a
pronoun, a seérch is instituted for boSSible éntecedents

which match these lexical properties of the pronoun.
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Such a search might, for example, be based on recency;
fhus, memory is searched for the most recently encountered
possible antecedent which matches the pronoun on all three
counts, and this is accepted as the pronount's antecedent,
Mérslen-Wiison et al. argue, however, that such search
strategies misconstrue the role of inference in pronoun
resolution, Such inferences, or 'pkagmatic checking' as
Marslen-Wilsoﬁ et. al, put it, assist in resolving the
reference by assessing whether the properties predicated
of the pronoun in the utterance'afe plausibly consistent
with the properties assigned to the possible antecedents
in the previous discourse, - o
Marslen-Wilson et al, point to cases in their data
where suchk'pragmatic'inférences' alone could resolve the
pronominal reference whilst a search strategy based on
recency would deliver the Eggﬁg antecedent, An example
of this is a case where the two protagonists, The Hulk
and The Thing, had been fighting on £op of a skyscraper
building; and The Hulk had just fallen to the ground sixty
storeys below; The speaker continues (N,B.: ' . . .!

indicates unfilled pauses):

" « s+ . SO The Thing has to get down to , . .
fhe ground levél .. . before The Hulk recovers
enough , . . whilé he1's still stunned ., . . so
he2 rips open the elevator dbor and just sort

of slides dbwn the cable , . ."
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A recency strategy would assign the correct antecedent for
he1: The Hulk is indeed still stqnned, having fallen
sixty StOreys to the ground, and is currently in progress
of recovery ffom this fall, He2 would be wrongly
assigned to The Hulk by a recenéy search strategy; he,
must refer to The Thing, because the action of ripping
6pen elevator doors inkorder to slide down the elevétor
cable to ground floor level is inconsistent both with
being stﬁnned; and in particular, with being stunned at
the bottom of a building, having just fallen'from'the top.
The two pronominal references‘can 6h1y be resolved by
recourse to wdrld knowledge., The 'pragmatic checking' is
thus'necessary for pronoun resoiufionrin this instance
(Marslen-Wilson et al., 1982, p. 363).

 The checking is 'pragmatic'f in two senses; the
sense used by Mafslen-WilSon et al, is that what is
predicated of ﬁhe pronoun is plausibly consistent with the
antecedent, The 'pfagmatic checking' is also pragmatic
in the technicél sense employed in this volume, It is
pragmatic in the more technical sense in that the speaker
is relying upon the listener sharing certain world
knowiedge and USing this to Eesolve the prbnominal
references, In this case, the speaker relies upon the
iistener's knleedge of which states (such as being

stunned at the bottom of a building) are consistent or

* N.B. 'Pragmatic' will be enclosed in quotes when used in

its non-technical sense.
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inconsistent with particular actions (such as ripping open
elevator doors in order to slide down to the ground
level). It is worth remembering that the speaker was
previously shown to display great sensitivity in his
choice of different referential devices felative to the
informational context in which they occurred, It is
therefore unlikely that his reliance on mutual khowledge
and 'pragmatic checking' on the basis of that mutual
knowledge is a lapse into laziness on hiS part; rather,
it suggests that mutual knowledge is an important entity
which speakers and 1istenefs exploit with some frequency.
Marslen-Wilson et al., note (p.361) that ail 35 pronouns
in the sémpie are diéambiguated by the 'pragmatic!
properties of the utterances in which they occur, when
interpreted relative to the discourse propertiés of the
potential anteéedents.

Once again, this example points to the speaker and
listeﬁer using mutual knowledge to guide the description
generation and reference resolution problem, An issue
which naturally arises from this takes the form of a
simple question: how does the speaker know that a
particular piece of knowledge is shared by himself and his
listener? .The problem of mutual knowledge and its
influencé upon reference generation has been examined by
Clark and Marshall (1981), who examined the relation
between mutual knowlédge and definite reference,

Definite reference (when we refer to an object name
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preceded by the definite article "The , .", for example)
has inspired a vast literature in the disciplines of
linguistics, philosophy, artificial intelligence, and
psychology, concerning conditions for the felicitous use
of definite reference, Clark and Marshall argue that
with definite reference (used in the non-generic,
referential fashion), speakers refer to individuals -
things in particular knowledge (particular knbwledge is a
partition of mutual knowiedge, a partition containing
knowledge about particular individual objects, states,
events, and processes), The essence of Clark and
Marshall's position regarding definite reference is this:
for a speaker to use a definite reference to a thing, he
must be confident that because of his speech act the
identity of that thing will become mutually known to him
and his listener, Thus, a definite reference to an
object results in the listener inferring mutual knowledge
of the identity of that object, - The question then
arises as tp what mutual knowledge ig.

Mutual knowledge is knowledge that is shared by

speaker and listener, and which is known to be shared by

both of them. The questions of importance concerning
such mutually shared knowledge are the following: (1)
What type of shared knowledge is.needed for language use?
and (2) How is that shared knowledge in practice assessed
and secured? |

Mutual knowledge is potentially something of a paradox
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from the point of view of information processing, The
reason is simply that in order for persons A and B to
mutually know some proposition b, it is necessary that:
(1) A knows that p.
(1)
(2)

B knows that p.
A

(2') B knows that A knows that p.
A
B

knows that B knows that p.

(3)
(3")

knows that B knows that A knows that p.
knows that A knows that B knows that p,.
et cetera, ad infinituh.

There is thus a poteﬁtially infinite regress; 1in
order for A to know that A and B possess mutual knowledge of
some propoéition pw(such-as the fact that a Scotland vs.
England International soccer match will soon take place),
A musi know that Scotland wili blay against England, A
must know that B knows that Scotland will play against
England, A must know that B knows that A knows that
Scotland Qill play against England, and so on, ad
infinitum, Thus, in ordef fdr A to use this mutual
knowledge in order to felicitously generate a definite
reference (for ekahple, to inquire whether B intends to go
to "The big match"), A has to check through a potentially
infinite number of knowledge (or belief) statements,

This checking would require a very large amount of time in
érdef to generate one definite reference, However,
interlocutors éan generate such references in a matter of

seconds., -
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Clark and Marshall argue that instead of performing
such an infinite regress of belief checking, interlocutors
use certain heuristics to assess whethefvthey have an
evidential bésis for assuming mutual knowledge. If there
are such grounds for assuming mutual knowledge, they use a

mutual knowledge induction schema to infer its existence,

The heuristics used by individuals as a means of
collecting evidence from which to infer mutual knowledge

are termed copresence heuristies. For example, suppose

that two people, A and B, are sitting across a table and
that there is a single candle on the table between them,
from person A's point of view, there is direct evidence

for the truth of (1):

(1) A knows that there is a candle on the table.

A also knows that A and B are looking at each other and

the candle simultaneously (this is the simultaneity

assumption), A also assumes that B is attending to the

candle (the attention assumption), Finally, A assumes
that B is rational and will draw the same conclusions as A

does (this is the rationality assumption). If B is

rational and is attending to the candle, he has evidence

for (1'):
(1') B knows that there is a candle on the table.

From the above three assumptions, that Bis attending to 2

and the candle simultaneously, and that B is rational, A
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can conclude (2):

(2) A knows that B knows that there is a candle on the

table,

If Bis rational, he will be drawing a parallel inference

about A, namely (2'):

(2') B knows that A knows that there is a candle on
the table,

Once again, A can conclude (2') from the three

assumptions, and can have evidence for (3):

((3) A knows that B knows that A knows that there is a

candle on the table,

Likewise, the corresponding statement can be inferred
by B, and so on to infinity., .The above illustrates the
‘operation of the mutual knowledge induction schema, which
Clark and Marshall summafize as folows (Clark and
Marshall, 1981, p. 33):

A and B mutually know that p if and>only if some
state of affairs G ('grounds') holds :such that:

1. A and B have reason to believe that G holds.
2.‘G indicates to A and B that éach has reason to
believe that G holds.,

3. G indicates to A and B that p.
In the candle example above, the grounds G is A and
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B's evidence of the triple copresence of the candle, A and
B, and their auxiliary assumptions, A and B each have
reason to believe that G holds, "These grounds G
indicate to each of them that the éther has reason to
believe that they hold, And the grounds G indicate to both
of them that there is a candle on the table, By the
inductionléchema e« o« "(A and B) "mutually khow that there is
a candle on the table" (Clark and Marshall, 1981, p. 33).
Thus, once two péople have prbper grounds which
satisfy the three requirements of the induétion schema,
they can assume hutual knowledge, rather than computing the
infinity of belief statemehts. This is an economical
solution in terms of memory load: A does not represent
statements (1), (2), (3), . . . and so on, but.instead
merely represents directly: ‘Avand B mutually know that p,
Mutual knowledge is thuslinferred from the induction
schema given evidence ahd assumptions, thereby obviéting
the progessing‘paradox. If mutual knowledge is to be
assumed when the evidence oh copresence is weak, the
assumptions made in inferring the mutual knowledge must be
stronger (for example, B may temporarily not be attending
to the candle in the ex:;fnple aone; if A then mentions
'this candle', this causes B to look at the candle. This

is termed potential physical copresence), Mutual

knowledge can be of different types, depending upon the
type of copresence evidence upon which it is based.

There are in fact three types of copresence evidence:
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physical copresence, linguistic copresence and community

membership.

(i) Community membership

If both A and B are fnembers of a particular community
and both mutually recognize that they are members of that
community,thenboth.Aand B can take for granted the
body of knowledge in the community, If botvh A and B
recognize that they are members of the eommunity of
educated Americans, for example, then both can take it for
granted that they both know the things that the community
of educated Americans know, such as the fact that American
Independence was declared on July 4th 1776, George
Washington was the first president of the U,S.A., and so
on, This type of mutual knowledge is preserved over long
periods of time: once A and B are aware that they are
both members of the community of edueated Americans,
they are likely to bear that fact in mind for use in
reference to all sorts ef things. Mutual knowledge’of
the next three tybes, however, is ordinarily relevant only
for short periods of time, It is based on evidence that

is in a sense more direct,

(ii) Physical copresence

The strongest ev1dence for mutual knowledge is
physical copresence, exemplified by the 'candle' example

discussed earlier. The fact that the three relevant
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objects or persons are physically present together plus
the physical/perceptual evidence that each of A and B have
concerning one another's attention to the candle, is
strong enough to render the three auiiliary assumptions
relatively trivial, In such conditions, mutual knowledge
is secure and definite reference to "this candle" is
possible, Mutual knowledge can alsé be based oﬁ past
shared experiences, such as both person A and person B
having seen a cinema fiim together at some point in the

past.

(iii) Linguistic copresence

Listener and speaker can take as part of their common
ground things that have been referred to in previous

conversation.
(iv) Mixtures

Very often, mutual kndwledge is established by use of
evidehce based on mixtures of the above three sorts of
evidence; for example, physical cépresence and community
membership.

Clark and Marshall argue that the three forms of
definite refereﬁce, namely, deixis, anapho}a, and proper
names, corfelate clearly with the different types of mutual
knowledge, "Deixis corresbonds to physical copresence;
anaphora corrésponds to linguistic copresence; and proper

names corresponds to community membership, The fit could
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could hardly be more obvious" (Clark and Marshall, 1981,
p.42).

Clark and Marshall argue that the assumptions of
many popular models of comprehension which assume that
memory contains referential indices for separate entities
E1...En, is a mistaken one, Instead, they characterize
memory as being more like a diary cross-referenced to an

encyclopaedia, The tdiary' component of memory would

record instances of copreseﬁce; the-'encycloéaédia'
component would be necessaky for mutual knowledge based on
community membership, containing all the generic and
particular knowledge which the person believes is
universal to each community he belongs to (he could belong
to several different communities at the same time, being
in the community of Californians, the community of social
psychologists,h;hd so on).

This organization of memory underlines Clark and
Marshall's thesis that memory must be organized around
events (hence the diary component), and these events
contain evidence of copresence of one kind or another,
This organization enables a person to decide whether a
éiven entity is mutually known both to himself and to his
fellow conversant, When a definite reference is made, the
listener must searéh.in memory for an event during which
himself, the Speéker and the referent were copresent, and
he can use this event (plus auxiliary assumptions) to

inductively infer mutual knowledge of the identity of the
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referent,
This viewpoint has very interesting social-pragmatic
consequences, Clark and Marshall argue that speakers

prepare themselves to talk or listen to a particular other

person every time they enter into conversation.  The
identity of our fellow conversant makes a great deal of
difference to the knowledge which we access from our
memory (the 'encyclopaedia' component of memory). We
access the relevant information pertaining to the
community that both ourself and our fellow conversant
belong.

This in turn implies that we carry around detailed
models of other people we know, and when we are in
conversation with them, we selectively access only the
"common ground" knowledge which we share with that
particular person, I may know, for example, that both I
and my fellow conversant are members of the community of
psychology postgraduate students, and so, when entering
into conversation with that barticular other person, I
would selectively accesskdnly the body of knowledge
common to that particuiar community when in conversation
with that person.

The social-pragmatic emphasis of this concept-
ualization of conversation is obvious. It implies that
we do not produce language within the constraints of
grammar and semantics alone; there are also 'social

constraints!' in that the identity of our fellow
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conversant constfains which background knowledge we will
access, These 'social constraints' affect quite detailed
aspects ofvour linguistic‘behaviour, even to the level of
something as detailed as our choice of a particular type
of referential device, We construct our conversation
with specific listeners iﬁ mind, and this highly specific
construction process is based upon the fcommon ground' of
background knowledge which we share with the particular
listener in question,

This social-pragmatic conceptualization of
convefsation opens up the poséibility that what is
understood by what is eaid will be a function of the
particular other with whom we are in conversation: we may
understand totally different things by the same sentence
depending upon the identity of the speaker, Indeed, Clark
and Marshall conclude that mutuai knowledge ";. . 1s at
the very heart of the hotion of linguietic cohvention and
speaker meaning" (p. 58). Thie issue of different
meanings being enderstood from the same utterance
depending upon the identity of the speaker is explored in
more detail by Rommelveit (1974) and will be discussed
later in this chapter (section d),

To summarize, Clark and Marshall are arguing that we
const;uct our conveksation wifh particular listeners in
mind, Clark and Murphy (1982) have-alse examined this

general phenomenon and refer to it as audience design,

The phenomenon of audience design (constructing utterances
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for a particular audience) has been noted in the case of
both speaking (Rommetveit, 1974) and writing (Sanford and
Garrod, 1981).

Audience design is based on mutual knowledge, which
was discussed above,

Speakers' awareness of what knowledge is shared by
themsélves and their listeners allows them to construct
their utterances in a way which is perfectly
understandable to the particular addressee in question,
but not to other individuals. For example,.if a speaker
and listener share the knowledge that a particular woman
had just been sitting in a particular chair, the speaker
may point at the empty chair and say "That woman is named
Veronica" and be confident that the listener will
understand who is being referred to. Utterances are not
intended to be understood by anyone, bui instead are
designed to be understood by particular listeners with
particular momentary thoughts and beliefs,

Clark and Murphy argue that the listener can use this
in figuring out what the speaker meant, For example, if
a speaker refers to "the man you met yesterday" this
description implicitiy instructs the listener to reason as
follows: the speaker must have good reason to believe
that the listener can readily identify the referent on the
basis of their mutual knowledge; furthermore, the
listener should believe that the speaker believes this,

They may only share knowledge of the listener meeting one
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person the day before (although the listener may have met
many people the day before), and so, the tacit reasoning
goes, the speaker must be referring to that one person
whom they both know the listener met the day before,
Effectively, the listener reasons "If she thinks I can
readily identify hef referent uniqﬁely, she must be
referring to the only person that we mutually know that I
met yesterday, namely Jacques", This use of the audience
design of the utterancé by thé lisﬁener in a tacit

reasoning process is termed the design assumption by Clark

and Murphy, Thus, audience design works successfully,
according to Ciark and Murphy, because listeners tacitly
reason from the assumbtion that the utterance was produced
for them, reasoning back to the mutual knowledge basis for
the utterance and thereby resolving the definite
reference,

The effectiveneés of the t'design assumption!
reasoning by the listener in the resolution of definite
references was demonstrated in an experiment by Clark,
Schreuder and Buttrick (in breparatién). Buttrick
approached students on the campus of Stanford University and
showed them a photograph of bresident Ronald Reégan
standing next to his director of the budget, David
Stockman (an independent survéy had shown that people.
assumed Reagan was known to everyone but Stockman was not),
Buttrick'asked each student 6ne of the two following

questions:
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(1) You know who this man is, don't you?

(2) Do you have any idea at all who this man is?

The same definite description, this man, was used in

both utterances. However, students replied "Yes, that's
Reagan" to question (1) and "Yes, I believe that's
Stockman" to question (2). Question (2) presupposes that
the speaker doubts that the listener knows who is being
referred to, whereas question (1) presupposes that the
listener knows who is being referﬁed to, . Clark and
Murphy conclude that the respondents were using the
presuppositions implicit in the questions, and the public
knowledge that Reagan is better known, to enable them to
use the design assumption in order to establish who the
referent was,

In addition to being of importance for definite
reference, audience design is also of importance in
anaphoric reference and word meaning, according to Clark.
and Murphy, Novel coinages, such as the following one,

illustrate the importance of audience design:

My siéter managed to Houdini her way into the office

this morning{

Clark and Murphy argue that such innovations have an
indefinite number of possible senses. Clark and Clark
(1979) called expressions whose senses are not enumerable

contextual expressions. Clark and Murphy argue that such
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contextual expressions are ubiquitous and are
interpretable only because of their audience design. A
speaker would only use an expression such as to Houdini

if he were confident that the relevant background
knowledge (in this case the knowledge of Houdinits
capability of going through locked doors) were part of the
mutual knowledge of himself and his listener, Clark and
Murphy argue that contextual expressions are an ordinary
part of language and that they are usually understood
quickly and without special effort or disruption,

Clark and Murphy conclude that listeners can never
know wﬁénthey héafa word whether it is being used in one
of its well estabiishéd senses, if it has one, or in an
innovative sense, and that ultimately listeners must rely
on the design assumption in deciding what the speaker
meant, Thus, audience design and reasoning from the
design assumption is used both for contextual expressions
and for the selection of particular senses of words which
are not used in this innovative fashion,

Whilst Clark and Murphy's examples and arguments
highlight the importance of the phenomenon of speakers
designing theif utterances for particular listeners, their
explanation of the phenomenon (in terms of a reasoning
process; outlined above) intuitively seems implausible,

It seems intuitively unlikely that such explicit (or
tacit) reasoning processes would take place every time a

listener heard an utterance designed specifically for him,
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It would intuitively seem that 'audience design' would
work via some other mechaniém, rather than via the
somewhat contrived reasoning process advocated by Clark
and Murphy.

Another theorist who emphasizes the importance of
taudience design' as a ubiquitous phenomenon in everyday
language use is Rommetveit (1974, 1979); Rommetveit,
however, explains the phenomenon in father different
terms, and it is to an exposition of Rommetveit's views

that we now turn,

d) The 'pragmatic counterrevolution': the theories of

Rommetveit (1974, 1979, 1984

The title of this section of the chapter is based
upon the notion (Greene, 1972; see chapter 1) that the
work of Noam Chomsky conStituted something of a revolution
in thinking about ianguage.~ Rommetveit, on the other
hand, emphasizes pragmatics énd his whole approach (see,
for example, his 1974 book) is set up in explicit
opposition to Chomsky's., The phrase"bragmatic
counterrevolution' is Rommetveit's (Rommetveit, 1984),
and neatly,summarizes the changes in theorizing about
language that have taken piace in the last thirty or so
years; first, a syntactic fevolution and an awareness of
complexities in language which.had not hitherto been
adequately appreciated; subsequently, the theories
reported in thié chapter explicitly challenge the initial

152



tsyntactic revolution' by pointing to significant

pragmatic aspects of language use which the
transformational grammar-based approach fails to capture,
The pragmatic counterrevolution is not, however, yet fully
under way, but it is faif to say that an increasingly great
amount of attention is currently being paid to the
influence of pragmatic factors,

Rommetveit's theoretical position can be adumbrated
as follows: what is missing from the psycholinguistic
approach based on transformational grammar is actual use
of the language to convey messages, We cannot,
Rommetveit argues, analyze language in terms of
propositional analyses of single sentences in vacuo: this
is artificial, since in practice, we make utterances for a
purpose and the choice of utterance is affected by the
pragmatics of the situation, that is, by whom we are

talking to. We therefore should be analyzing what i

made known by an utterance in a given context of use,

rather than attempting to assess the 'literal meaning' of
an utterance in terms of its propositional content. In order
to assess what is made known, we need to examine the

semantic potentialities of the utterance, rather than its

'literal meaning', and we have tb assess these meaning
potentialities in Eelation to a social contéxt of actual .
use, This necessitates us having a way of characterizing
the social context,

When actually using language, we choose our
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phraseology to suit our audience, as was illustrated by the
work of Clark and Murphy, Conversely, what our audience
understands us to mean by what we say is a function of the
fact that it is we who speak (as opposed to someone else),
When the speaker/listener roles are exchanged, it is our
turn to listen on the premises of the speaker, and he must
then speak on our premises. Communication is thus based
on a reciprocally endorsed and spontaneously fulfilled
contract of complementarity - encoding involves anticipatory
decoding (speech is listener oriented), and decoding is
speaker oriented, In other words, speech is
constructed with a specific listener in mind, whilst the
listener must try to reconstruct what the speaker intends
to make known,

This is the essence df the contractual nature of
language uSe: we tacitly endorse a contract with the
other participaht ;hich specifies what we are to understand
by what ié said, that is; a contract concerning shared
strategies of éategoriiation: we'agree to categorize
things in the same way as the other péfticipant. Speech
is therefore listener oriented to the extent that the
speaker monitors his sbeech in accordance with his
assumptions about the ektent of social world and strategies
of categorization which are shared by him and his listener,
This raises another vital element in Speaking and
iistening: the taking of the perspective or role of the

other participant, This notion relates to the
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philosopher G. H., Mead's (1934) ‘'symbolic interactionism?',
In order for a speaker to induige in anticipatory
decoding, he must take the role of the listener (i.e.
decentrate); conversely, attempting to assess what a
speaker intended to make known involﬁes the listener
adopting the speaker's phespective of role,

These two notions of intersubjectively sharing a
stratégy of categorization, and the taking of the role of
the other participant in speaking and listening, are the
cornerstones of Rommetveit's theoretical edifice,

What we undérstand by a given utterance therefore
depends upon who is actually speaking, and the range of
semantic potentialities inherent in any utterance is a
function of the range of different fothers' whose roles we

can take. For example, consider the utterance:

I too was invited
I went to the ball , ., .
and it rolled

and rolled away,

If we are under the imbression that the utterance
originated froﬁ a schizophrenic patient, we would most
likely consider the utterance to be incoherent, If,
however, we are under the impression that the utterance is
that of a poet, we afenot beﬁilderedby it quite so much and
perhaps we may extract, either intuitively and

emotionally, or even in a verbally expressible fashion,
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a feeling that has been conveyed by the poet, The point
of the exémple is that radically different
interpretations ensue depending upon who we think the
speaker is. The complementarity of speaking and listening
is based on a tacit contract; Rommetveit's whole approach
is based upon the question of which social contracts are
tacitly and reciprocally endorsed by the participants in a
conversation, and ;n how we take the role or perspective of
different others with whom we speak, This decentering
and taking the role of the other is such a pervasive
feature of normal social interaction that we fail to notice
it at all, according to Rommetveit,

The pragmatic emphasis of this approach ti