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Abstract
In contemporary times, monetary policy is evaludig@xamining monetary policy shocks

represented by changes in nominal interest rathsirghan changes in the money supply.
In this thesis, we studied three interrelated cptscethe monetary policy transmission
mechanism, interest rate spreads and the spreastedijmonetary policy rule. Chapter 1
sets out a theoretical background by reviewing élelution of monetary policy from
money growth targeting to the standard approadhtefest rate targeting (pegging) in the
new consensus. The new consensus perspective ntbéelconomy with a system of
three equations: the dynamic forward-looking ISveufor aggregate demand, an inflation
expectation-augmented Phillips curve and the istawde rule. Monetary policy is defined
as fixing the nominal interest rate in order torex&luences on macroeconomic outcomes
such as output and expected inflation while allgMine money supply to be determined
by interest rate and inflation expectations. Haveeg out this background, Chapter 2
empirically investigates long-standing questionswhdoes monetary policy (interest rate
policy) affect the economy and how effective is TiRis chapter seeks to answer these
questions by modelling a monetary policy framewasing macroeconomics data from
Namibia. Using the new consensus macroeconomic, ikl empirical analysis starts
from the assumption that money is endogenous, lamsl it identifies the bank rate (i.e.
Namibia’'s repo rate) as the policy instrument whsgtarts the monetary transmission

mechanism.

We estimated a SVAR and derived structural impusponse functions and cumulative
impulse response functions, which showed how outpflation and bank credit responded
to structural shocks, specifically the monetaryiggoand credit shocks in the short run and
the long run. We found that in the short run quérteeal GDP, inflation and private credit
declined significantly in response to monetary @okhocks in Namibia. Monetary policy
shocks as captured by an unsystematic componetiaoiges in the repo rate considerably
caused a sharp decrease for more than three quattead after the first impact in
quarterly real GDP. Furthermore, structural impuksgponse functions showed that real
GDP and inflation increased in response to onedstahdeviation in the private credit
shock. In the long run, the cumulative impulse oese functions showed that inflation
declined and remained below the initial level whiesponses in other variables were
statistically insignificant. South African monetgglicy shock caused significant negative
responses in private; however, the impacts on guprGDP were barely statistically
significant in the short run. In all, this empifievidence shows that the monetary policy

of changing the level of repo rate is effectivesiabilising GDP, inflation rate and private
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credit in the short run; and in the long run doneastonetary policy significantly stabilises
inflation too. The structural forecast error vadardecompositions show that the variations
of output attributed to interest rate shock shoat the interest rate channel is relatively
strong compared with the credit channel. This igstantiated by the fact that repo rate
shocks account for a large variation in output careg with the variation attributed to
private credit shock. We conclude in this chapket domestic monetary policy through
the repo rate is effective, while the effects fraime South African policy rate are not
emphatically convincing in Namibia. Therefore, ®entral Bank should keep independent

monetary policy actions in order to achieve thelgoaprice stability.

In Chapter 3 we investigate the subject of ‘interase spreads’, which are seen as the
transmitting belts of monetary policy effects inetleconomy. While it is widely
acknowledged that the monetary policy transmissi@thanism is very important, it is
also clear that the successes of monetary polatilsation are influenced by the size of
spreads in the economy. Interest spreads are dedfkd swords, as they amplify and
also dampen monetary effects in the economy. Hemeenvestigate the unit root process
with structural breaks in interest rate spreads] Hre macroeconomic and financial
fundamentals that seem to explain large changspraads in Namibia. Firstly, descriptive
statistics show that spreads always exist and tgtavaround the mean above zero and that
their paths are significantly amplified during sisperiods. Secondly, the Lanne,
Saikkonen and Lutkepohl (2002) unit root test fovgesses with structural breaks shows
that spreads have unit root with structural bredksst significant endogenous structural
breaks identified coincide with the 1998 East Asiancial crisis period, while the global
financial crisis only caused a significant struatusreak in quarterly GDP. Thirdly, using
the definitions of the changes in base spraad retail spreadwe find that inflation,
unconditional inflation, economic growth rate antkrest rate volatilities, and changes in
the bank rate and risk premium and South Africgeead are some of the significant
macroeconomic factors that explain changes in esterate spread in Namibia. Whether
we define interest spread as the retail spread, ithahe difference between average
lending rate and average deposit rate, or the $lasad, which is the difference between
prime lending rate and the bank rate, our empiricadults indicate that there
macroeconomics and financial fundamentals playagissitally significant role in the

determination of interest rate spreads.

In the last chapter, we estimate the monetary palite augmented with spread - the
so-called Spread-adjusted Taylor Rule (STR). Thepk Spread-adjusted Taylor rule is
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suggested in principle to be used as simple mopngialicy strategy that responds to
economic or financial shocks, e.g. rising spreddsan environment of stable prices or
weak demand, rising spreads have challenged cun@nt consensus monetary policy
strategy. As a result, the monetary policy framdwtbiat attaches weight to inflation and
output to achieve price stability has been deemedble to respond sufficiently to
financial stress in the face of financial instakiliin response to this challenge, the STR
explicitly takes into account the spread to addteesweakness of the standard monetary
policy reaction in the face of financial instalyjlitWe apply the Bayesian method to
estimate the posterior distributions of parameiethe simple STR. We use theory-based
informed priors and empirical Bayesian priors ttneate the posterior means of the STR
model. Our results from this empirical estimatidmow that monetary policy reaction
function can be adjusted with credit spread toiocauagainst tight credit conditions and
therefore realise the goal of financial stabilitgydaprice stability simultaneously. The
estimated coefficients obtained from the spreadsadfl monetary policy are consistent
with the calibrated parameters suggested by (Me§@ufl Toloui, 2008) and (Curdia &
Woodford, 2009). We find that, on average, a higiredit spread is associated with the
probability that the policy target will be adjustddwnwards by 55 basis points in response
to a marginal increase of one per cent in equiliinrspread. This posterior mean is likely
to vary between -30 and -79 basis points with 95@4lible intervals. Altogether in this
chapter we found that a marginal increase in tie s&inflation above the target by one
per cent is associated with probability that th@oreate target will be raised by an amount
within the range of 42 to 75 basis points, whikfldican be said about central banks’

reaction to a marginal increase in output.
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Preface
The purpose of changing the level of a monetarycpahstrument is to signal to the

markets the level of interest rate, which is regdrtb be optimal with the goal of monetary
stability. In this thesis, we examine the transiois®of monetary policy and interest rate
spreads in Namibia. Starting with the reviews ofnepand monetary policy in monetary
theories across schools of thought, we investighaée research questions under three

interrelated areas.

A. Modelling monetary policy in Namibia: SVAR estimoatin the new consensus
framework
1. How effective is the monetary policy of changingenest rate levels in the

stabilisation of output and inflation in Namibia?

- We seek answers to this question by estimatingsthéctural and cumulative
impulse response functions of real output, inflatiate and private sector credit to
structural shocks from the domestic repo rate, ISéditica’s repo rate and private
credit in the SVAR.

- Secondly, we estimate and analyse the structuraécést error variance
decomposition for output in order to determine riblative strength of interest rate

(repo rate) and credit channels in Namibia.

The results from this modelling provide a comprediam quantitative picture about the
transmission mechanism as generated by domesticSanth African monetary policy
shocks, and further contribute new knowledge ablmeieffectiveness and relative strength

of the interest rate and credit channels in Namibia

B. Understanding interest rate spreads in Namibi@n investigation of
macroeconomic and financial fundamentals that @rplzhanges in spreads in

Namibia.

In Namibia, interest rate spreads have been a cdusmcern and a controversial issue in

the financial sector. Specifically, the Central Band the general public have expressed
enormous interest particularly to understand (8 tlynamic behaviours of interest rate

spreads; (i) the main determinants of interest sftreads and the consequential effects of
large changes in interest rate spreads on houselanld businesses credits. Our main

analysis focused oflmase spread the difference between the repo rate (bank rate)tlae

prime lending rateretail spread- the difference between the average lending mtdsthe
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average deposit ratesisk premium (spread), which is the difference between prime
lending rate and the short-term risk free ratee@ghmonth T-bills); andnterest rate
differential - this is the difference between domestic repo aaie the South African repo

rate. In Chapter 3 we examined:

2. Unit root process and structural breaks in spreaad other macroeconomic
fundamentals realised, and whether the degreedegjration in the spreads depend
on the presence of structural breaks in these sgmnies.

3. What are the macroeconomic and financial fundantetitat explain the level of
spreads in Namibia? Is there a significant relaom between ex ante base spread,

retail spread and the macroeconomic fundamentais\a in the country?

This investigation is motivated by the quest tadfiempirical evidence that will inform
academic debates and policy about how to addressstlue of interest rate spreads in
Namibia. This empirical evidence contributes imneiysto the redevelopment and
revision of Namibia’s Financial Charter and mongtpolicy in terms of addressing the
issue of spreads. Our primary focuses are timesévels of spreads, and the relationship

between macroeconomics fundamentals and changies spreads.
C. Simple Spread-adjusted Taylor Rule (STR): Emgdiegidence

Finally, many researchers ponder the question aitwiformation is missing or
neglected by the new consensus monetary policieglyain particular the standard Taylor
rule. The Taylor rule is well known to emphasise@istability as an overriding goal for
monetary policy stabilisation. However, it has beewealed that price stability is not a
sufficient condition for financial stability. We @®ate the Spread-adjusted Taylor Rule
suggested byraylor (2008),Curdia and Woodford (2009) and Teranishi (2011)r Ou
objective is to estimate the posterior parametéwegin the simple STR and compare it

with the standard Taylor Rule using the Bayesiathook
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CHAPTER ONE

An Essay about Money and Monetary Policy in the Mainstream and
Post-Keynesian Economics

“As a signal of policy stance [i.e. interest ratg].) interest rate should ideally
provide clarity and good controllability. This eapls why so many central banks

signal with their official rates, which are natueaid fully in their control And to

the extent that this policy rate, (...) IS also artgtg point of monetary

transmissionit should ideally be something economically relet (Ho, 2010, p.
91).

1.0 Introduction
Monetary economics has proven to be a complex iareaacroeconomics. The

complexity stems from the main component of moryegmonomics, that isMoney, its
origin, nature, and its purposes in the economyne@Gdly, many evolving debates in
monetary economics centre on the nature of monppglgwand monetary policy, and the
transmission mechanisms and effectiveness of mgnetdicy. In contemporary times, the
‘new macroeconomic consensus’ debate has expandethctude the concept of
endogenous money, and the role of monetary polieenvmoney is endogenously
determined Arestis and Sawyer (20&&urther, what had been known as monetary policy
has changed from the money supply centred mongt@iigy to interest rate policy, or

simply the monetary policy without money.

The new consensus monetary analysis is based osysitem of three equations:
firstly, the ‘IS curve —with aggregate demand lidke real interest rate’; second, the
‘expectation-augmented Phillips curve’ — that linkflation to output gap and aggregate
supply; and third, the monetary policy in the foofTaylor rule (see Laidler, 2007, p. 17).
In this new consensus, the monetary policy framkwsrbased on the assumption that
money is endogenous, and central banks use catii®linstrument, that is the short term
bank rate to stabilize the economy. According toy&aand Toporowski (2007, p. 5)

monetary policy is distinctively evaluated througianges in interest rate shocks. Mayes

! Apart from Goodhart (1989) the discussion abodbgenous money was rare in the mainstream economics
However, this has changed because many econorgigs that money is endogenous and central bank use
interest rate as a control instrument to stabiliee economy. For example, Fender (2012) pointetithiea
assumption that central bank control and targetataoyg aggregate is irreconcilable with the fact ttemntral
banks are lenders of last resorts.
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and Toporowski clearly assert that ‘monetary shaulesnow supposed to be modelled as
changes in interest rates, possibly in exchangesratather than as unexpected
increases/decreases in the money supply that maffdst by open market operations.” It
Is against this background, that in this chaptet fve reviewed the historical nature, roles
of money and monetary policy in the mainstream enaos (i.e. neoclassical, Keynesian
and New Keynesian monetary theories) and Post Ktgné¢PK) economics. At the end of
this chapter we summarize what we have learned franliterature review about money
and monetary policy; and we explained how thiseevinforms our empirical studies in

chapter two to five.

The primary objective of this chapter is to set thé theoretical position of money
and monetary policy in and outside the mainstreaonemics. We used this theoretical
exposition to form the basis for the empirical stgdexamined in this thesis. The empirical
studies we examined are: the transmission chamamelseffectiveness of monetary policy
in Namibia; determinants of interest rate spread#tegration and dynamic effects of
spreads on mortgages, consumers and instalmenitscreasid lastly, we empirically
estimate the simple Spread-adjusted Taylor RuleRJSTAn exposition of monetary
theories in the mainstream and post Keynesian @cmsowill help us to understand the
evolution of monetary policy (i.e. the transitiororh money growth targeting to interest
rate targeting) and its general implications on tlevelopment of monetary policy
frameworks in the developing countries. From tltisrdture review, we aim to provide
explanations why modern monetary policy framewodds not emphasize the money
supply, but rather short term interest rate agpthiey instrument. Finally, this exposition
will clarify our decision why we used the repo ratethe policy instrument that generates
monetary policy effects in the empirical estimataimead. Ho (2010), identified the short
term interest rate as the monetary instrumentgbaerates the transmission mechanism to
market rates, through intermediation spreads, itat@ sector credit and finally the real
sector. In support of this view, we define monefaolicy as ‘fixing of some nominal short
term bank rate’ and willingness to lend at thaersét by the central bank (Woodford,
2011).

As the case is now, there is an equal recommemdata the interest rate setting
monetary policy approach both in the mainstream @ogt Keynesian paradigms (Palley,
2003). For instance, Palley (2003) alleges thatsales (mainstream and some Post
Keynesians) agree that interest rate is the apiategpolicy instrument required to conduct

monetary policy, and therefore agents adjust ttenand for money to the price of money
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which is the interest ratésSimilarly, Romer (2006) asserts that central bfnflows an
interest rate rule and adjust money so that manketest rates can follow the interest rate
target which is consistent with zero output gap amithtion target. We argue that
approaching the subject of monetary policy in they overcomes the contradictions of

exogenous money and aligns with real practice nfesaporary monetary policy.

1.1 Organisation of the chapter
This chapter is divided into three main-sectiorext®n one discusses the historical

nature of money and monetary policy in the maimsireand Post-Keynesian monetary
theories. Section two discusses the importancéeironetary transmission mechanisms
and clarifies the referenced interest rate in thew consensus’ interest-rate targeting
framework. Section three concludes with what weehi@arned about the nature and roles
of money and monetary policy and how these infleetite evaluation of monetary in
contemporary times. We state here that this libeeateview is limited to the discussion
about money and monetary policy excluding detalezhtments of real side of the

economy.

% See also (Laidler, 2007, pp. 15-17) and (Mayesofdrowski, 2007)
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1.2. Monetary Theories: Money and Monetary Policy Perspectives®
1.2.1 Monetary Theory in the Neoclassical Economics

Our main aim for reviewing Neoclassical monetargatty is to trace the nature of
money, its functions, monetary policy, and the sraissions of monetary effects to the real
economy, if any exists. According to Knoop (201®) cornerstone of neoclassical is
based on the tenets of classical theory which assyperfect competition, use of real
variables in decision making and application ofrespntative agent models with agents
that have the same preferences and act alike iny evay. There are three common
theoretical approaches to the analysis of money, @money is incorporated in the utility
function whereby consumers derive utility direcfipm real balances, or money is
assumed to ‘save labour time in making payment#iénutility function (see Handa, 2000,
pp. 81-82). Second, money is held in advance &r ¢at certain types of transactions — the
so-called Cash-In-Advanced (CIA) models. The tlapproach is that, money is used to
transfer purchasing power from one period to amothinis is called Overlapping
generation model (OLG). In all these approaches dbmon thread is the general
equilibrium analysig. The set up (as shown in Appendix A.1) is that esehagents
(households and firms) with rational behavioursowtecide to maximize utility under

rational expectation conditions.

However, one of the weaknesses of general equitibiis that it does not explain
how money came to exist; but rather it determimesrelative prices that should prevail
when all markets are simultaneously in equilibrit®anova (2007, p. 52) points out that
‘discovering monetary role in general equilibriusrvery difficult with a full set of Arrow-
Debrue claims , money is a redundant asset’. Wahiasjuilibrium neglects importance of
nominal variables and emphasizes real variabledetermining equilibrium quantities.
Thus, neoclassical economists use the quantityyhgfomoney to explain the nature and
functions of money. This is done either in a pamiguilibrium of the quantity theory of
money as in equation (1.1) below or it is slottedhie utility function in the full dynamic
general equilibrium (A.1) in the Appendix. Deni®8I) purports that the role of money in
Neoclassical economics is not to determine relgtivees, as this is derived from general

% Our review excludes discussion about the New @akEconomics, and the Real Business Cycle theorie
Economic models of these two do not contain muchhennature, role of money, and stabilization tigtou
monetary policy. For example, Gottschalk (2005,101) reveals that “money [in RBC] is completely
ineffective in these models; and monetary policykena are powerless.” While New classical seeksto r
establish the classical paradigm —competitive ntargad the Walrasian equilibrium analysis whichleety
the role of nominal variables.

* Perloff (2008) defines general equilibrium as shedy of how equilibrium is determined in all maiske
simultaneously. In neoclassical thus we have algenseholds & firms, technology and competitive reésk
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equilibrium. Money is the medium of exchange, a va later explored comprehensively

in relation to its demand.

The Neoclassical theory of money or classical dehi@an money is one of the
oldest theories of money and is linked both to$laéamanca School in Spain in the mid-
16th century and to Irvin Fisher in 1911 (Belke &lIBit, 2009). The starting point of
analysing money is the famoas-hocrelation for quantity equation of exchande.the

partial equilibrium, the equation of exchange carstated in absolute terms as follows:
MV = PT, (1.1)

wherebyM is the stock of money narrowly defined as curreang notes plus demand
deposits, this component is exogenously determiliesl;the transaction velocity of the
quantity of money in circulatior? is the general price level, afidstands for the number
of transactions which take place during a givengoerThe amount of transactions is
assumed to depend on the length of payments anehditpre patterns (Dennis, 1981).
This relation constitutes an identity; howeverstldentity can be turned into a theory of

price level by making the following assumptions:

(i) The velocityV is determined by the structure of the bankingesysand fixed at least in
the short run. This means that velocity is indepemaf the variables within the quantity

equation.

(i) There is a fixed relationship between outpuea{ income) and the number of
transactions taking place. This relationship theeefenables us to replace the number of
transactiongT) which take place during a given year with real meqY) on the right

hand side of the equation.

(i) The level of real incomgY) is determined by real factors in the labour market
independent of the quantity of money; Neo-clasticassume incomgis fixed for the
purpose of analysing the money market. Thus, tlaatfy theory will becoma/V = PY,

and therefore determines the price level as follows
P = [V/7]M. (1.2)

Similarly, in relative terms the constant growtkeraf money supply is derived as follows.
We assume here that real money supply —real moaleyndes — is equal to real income in
equilibrium. Let us suppose P, M, and Y grow at sgrowth rates respectively. Whereby

M, = @+ x)M,_ - simply this can indicate that government growsayat some constant
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growth rateu ; andy, = 0+ 0)Y,_,, the real income grows at some exogenous grovig ra
finally, the aim is to derive and show that thevgito rate of inflation is given as follows:

= U

Eet = M+ )Y, (1.3)

A+mPR4

Applying the logarithmic operation on (1.3) andngsthe approximatiotn(1+ x) = p and

Inl+ n) = n, we get:

U=-T=U (1.4
—n=u-u.

There are important observations from the abovatopus. They show how money
enters the economy, and illustrate the nature ales$ of monetary policy in neoclassical
economy. First, money enters the system as a comyngkd to finance transactions and
therefore, it plays a passive role to fulfil demamdi supply as goods are exchanged in the
economy. Money is simply a medium of exchange ‘d@’;vthat is, it is held for the
purposes of transactions, to facilitate trades addg and services (Cagan, 1989). Given
that the quantity theory assumes that money isratbedd by government implies also that
growth rateu is determined exogenously; but the arbitrary deieation of x is only
possible if the monetary authority is ready to atelthe principle of lender of last resort to
the financial sector in the economy. Secondly,rtdte of inflation is positively related to
the growth rate of money supply and negativelyteeldo the growth rate of real income.
Hence, when money supply grows faster than the ttyaoate of real income, this will
generate inflation on the long run. It also implieat government as issuer of currency can
control inflation by growing money at a nominalgar equal to expected growth rate of
real income. Third, money does not affect outpaal(income); output is determined by
real factors such as labour, capital, and proditgtiMankiw & Taylor, 2007). Money
does not play any feedback role to real varialitgs;is why it is regarded as neutral both
in the short and long term in the neoclassical rtangeheory. This feature is described in
the mainstream as the neutrality of money (Davi)8}° And generally it means that, any

change in the stock of money will lead to an equalportional changes in the absolute

® In equilibrium the real money balances is equak#d income, thu%£ =Y, =>m,—y, =0.
t

®|f exogenous change in the growth of money prosuue effect on real quantities and real prices ihi
called super-neutrality. In equation A.51 we showbdt real income and neutral interest rate evolves
independently from changes in money supply.
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price level. In terms of absolute price level, vieserve that the price level will not change
without a prior change in money supply. The rolenainey in neoclassical economics is to
determine absolute price level and generate ioftaitn the long run. Fourth, money is not
viewed as a financial asset and it does not edenest, this conclusion is widely contested

by Keynesians and Post Keynesians (Knoop, 2008).

Another topic in the neoclassical monetary thedrgt tplays a major role is the
interest rate. In the saving-investment economliatimnship it is proposes that saving is
positively related to interest rate; while invesimés negatively related to interest rate.
Loan-able funds theory as held by classical theopsestulates that the rate of interest is a
real phenomenon —determined by real factors ineteomy. Neoclassical assumes that
equilibrium market interest that equates saving iandstment interest rate is determined
by marginal utility whereby the marginal rate obstitutions is equal to marginal rate of
return to capital. This idea is similar to the viéeld by Austrian school of thought who
also argues that people attach greater valueseaseptr goods and services than the value
of future goods and services. It thus relates @stierate to time preference factor as the
main determinant that influences interest rate pettelent of money termi<Of course, this
view of separating the interest rate from moneytdiac was challenged later by
Keynesians, as they argue that interest rate isstaonp phenomenon. In contrast to time
preference, Keynes and followers assume ‘liquigitgferences’ are rooted in people
preference either to hold money or bonds. For tbéson, Keynes treats interest rate as a
monetary phenomenon while neoclassical assumesntiea¢st rate is determined by time

preference.

Modern neoclassical models are introduced with esfoundation properties and
money at most assumes a passive role. These moudlgle the dynamic general
equilibrium in Benassy (2011) - see A.l in the apjpe, and the basic New Keynesian
models by Bergholt (2012), Gali (2008) and Walsbil@’. Although these micro-founded
models provided some intuitions based on optimizagegnts, they however reached the
same conclusions that money is neutral in the koimg and that it is a passive commodity
that facilitates transactions of goods and serviteaddition, it concludes that real interest

rate evolves independently from money, and monegenously determines the path of

"See Belke & Polleit (2009) who claim that Austdifers from Neoclassical position in the senset tha
interest rate is not an impetus to saving nor rdwar abstaining from current consumption. It ithea a
time preference whereby ‘people assign greaterevdahe present goods (savings) more than futurelgioo
(investments).

& Walsh (2008) explored the role of money in otHassical monetary models e.g. Cash-In-Advanced mode
(CIA), Shopping time model and money-in-the utilitymction model (MIU).
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the price level. However, modern neoclassical slilbweplicitly that in monopolistic
setting firms have market powers to set prices whémain in force until next opportunity

to revise the price.

Neoclassical economics with classical monetary hbdsed on quantity equation
says less about the transmission channels of nryraaéicy. The simple conclusion is that
the rate of growth of the quantity of money deterasi inflation and, thus a money-growth
target set by central banks will help to stabilize inflation in the long run. As suggested
by the ad-hoc money demand equation (1.2) it gteaHows that there is a direct
relationship between money and expected inflati@m-increase in the quantity of money
leads to proportion increase in the general peeell What then can the monetary policy
do in the neoclassical economy? From the relatipssiiustrated above, we can deduce
that central bank’s monetary policy influences naahivariables, the path of price level
and inflation by changing the level of money supptpwever, this is possible when a
stable money-inflation relationship exists. Noteehthat, monetary policy takes the form
of adjusting the level of money supply to hit thet smonetary target, and it is not about
adjusting the nominal interest rate target as ithe case in the current new consensus.
However, both old and modern neoclassic monetamyetsshow that this monetary policy
cannot affect output in the long run (Belke & P)I2009). Given the conclusion above,
neoclassical theorists thus recommend that theme iseed for government intervention if
markets are allowed to work their way out. The goweental role should be limited and
confined to activities that will ensure a free nerkvith no imperfections. If necessary,
governments should carry out supply-side policiashsas education and training to
improve labour productivity. Regarding monetary ipgl the growth of money stock
should be controlled to maintain price stabilitydaensure strong and stable long term
growth of money supply that is consistent with rieabme (Sorensen & Whitta-Jacobsen,
2005). In all, the monetary theory in neoclassataws that when central bank controls
money supply, the rate of inflation is determinedni the demand for money whether
derived in the inter-temporal utility function (duas CIA) or in the classical demand for

money partial equilibrium.

1.2.2 Criticisms of the Neo-classical monetary theory
There are several weaknesses in the monetary thaatlyin neoclassical

economics. First, the main criticism toward Neosieal is based on their main assumption
of optimizing rational representative agents; fiamd household. This ‘straight jacket’
which runs across all models in neoclassical famiglects important features such as
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credit friction-constraints, imperfect markets andomplete markets that embed all real
economies (see for example Gracia, 2011, pp. 4¥@re is a general recognition that
agents-based models provide economic and moneianions; however, they fail to stack
up to facts and data. Next, the neoclassical thebows that the natural interest rate is
determined in the market for funds by saving angstiment demand; but this equilibrium
excludes the role of money supply in determining tthte of interestThis is contrary to
the relationship between money and interest raealise there are many empirical studies
with clear evidences that money supply affectsre@gerates. Money supply affects the
level of interest rates and the level of credithe economy (Dennis, 1981). Contrary to
what Neo-classicists claim, (Hansegenn, 2006) shthas investment demand is less
responsive to interest rates. We do not intendutarrgl with them on this point because
economists such as (Simpson, 1949) have long adstdt the Neoclassical system needs

more integration of monetary economtés.

Second, there are genuine doubts about the redlithe assumption of constant
income velocity in the quantity theory of money.idis because many studies point to
evidence that velocity changes over time. Incomlecity will remain constant only if
interest rate remains constant and, the level afinal income in the quantity theory of
money does not chang€his therefore brings into question the realitynadney neutrality
as claimed by neoclassical theorists at the levelful employment. Furthermore,
neoclassical monetary theory is criticized forlétsk of emphasis on the financial system
as it does not play significant role at all. Itas undeniable fact that financial system is
important, because financial system has the ghiitdeal with market failure, to create
money, and to enhance economic growth Mishkin (apG¥d (Dennis, 1981; Knoop,
2008). Neo-classicists treat money supply as exaggn determined, while there is ample
evidence that suggests that money supply is endoggndetermined (Goodhart, 1989).
Lastly, monetary policy that follows the maniputatiof the quantity of monetary base as
it was the case in early neoclassical leads todrnigiflation and interest rate volatility as
monetary authority misses the monetary target. lin Benassy (2007) indicate that
monetary models in neoclassical produce liquiditg arice puzzles and results which are
at odd with empirical facts.

°In addition Sorensen and Whitta-Jacobsen (200&atethat the natural interest rate helps prediess
interest rate. This equilibrium interest rate isedmined by the forces of productivity, populatigrowth,
and depreciation and saving rate.

%\We highlight here that there are few exceptions,ekample (Gillman’s, 2011) recent works incorpera
banking with uncertainty however, these works giteag an infant stage.
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1.2.3. Keynesian’s Monetary Theory: Roles of Money and the Nature of Monetary Policy

Keynesian monetary economics revolves arounditpuedity preference theory
Keynesian demand for monegtroduced in the monetary sector (Belke & Poll2D09).
This liquidity preference theory is one of the hadlks that differentiate Keynesian
monetary theory from the general family of neo-sieal theories. It explains why people
individually express demands for money; i.e. thdives for money as liquid asset (Lewis
& Mizen, 2000). In this theory, the demand for mprie determined by interactions
between income and interest rate that is, the pficeemand. Thus, Keynesians argue that,
to influence the demand for money, we should eittwartrol directly the price for money
or indirectly by inducing changes through real imeo Theoretically, a change in interest
rate, other things being equal, affects individuaferences for holding liquid (cash) and

illiquid assets.

Keynesians recognize the importance of the rolmaffiey, because it is “first and
foremost a financial asset” (Lewis & Mizen, 2000joney does not affect only the
absolute price and quantity of trade, but it aleadso the level of financial intermediation,
stock prices, and its’ own price -interest ratdéaqop, 2008). Although there is a clear
recognition for active roles of money in the momegrket, Keynesians assume that money
is exogenous. This is usually demonstrated withtéhe graphs that depict a downward
money demand curve and a vertical money supplyecdtire later represents the monetary
policy instrument in the hand of monetary authotdymanipulate it at its own wills. The
Keynesian demand for money is divided into thremponents, although there should not
be a sharp divide in the mind of the holder of mpoKieewis & Mizen, 2000). These

reasons are transaction motives; the precautianatives, and the speculative motives.
(i) Transaction demand for morgy

The first motive for demand for money is to condtreinsactions. This demand
refers to nominal balances that individuals holdheir pockets or wallets. Transaction
balances depend on the amount of nominal inconeeletigth of interval between receipts
and disbursement, and the mechanism of obtainirth delivering cash to individuals
(Dennis, 1981). We shall stress here that the aitsn motive for holding money is
unconnected with the level of interest rate. Italso positively related to individual
income; meaning that as income increases, the notaber of transactions an individual

makes increases. This relationship is represerséollaws:

" Transaction demand for money is identical to thenjty theory discussed under neoclassical theory.
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L(t) = L(Y) = kY (1.5)

whereL(t) =demand for transaction balancé&sjncome balance coefficien¥=nominal

income.
(ii) Precautionary demand for money

Precautionary demand for money is one of the majoovations by Keynes in the
money demand theory. Keynes argues that people humidey to meet unforeseen
(unexpected) expenses such as medical bills, cadeats and any other expenses that
require immediate payment (Dennis, 1981). Keynd®e\es that these balances are held
over and above what he terms the ‘normal’ requirgsmeof planned expenditure.
Therefore, he lumped together the transaction ddmend precautionary demand for
money. So the demand for transaction balances desluthe demand for precaution
balances.

(iif) Speculative demand for money

The third purpose for holding money is the specwapurpose. Keynes regards
money as an asset like other assets that earnma getd has an opportunity cost. Although
money has a zero rate of return, the opportunisg cbholding money is the interest rate.
Therefore lending or investing the money in otheeds such as bonds can earn the holder
interest. However, there is a risk associated @ity asset, hence the return earning on the
asset depends on the future interest and theiorflaate. Inflation reduces the purchasing
power of money; this reduces the speculative denfi@nchoney. Therefore in Keynesian
economics the demand to hold speculative balangelegision to liquidate cash or interest

bearing bonds (Belke & Polleit, 2009). The spec¢udatiemand for balances is as follows:
L(s)=L(r)=R-dr (1.6)

where R=autonomous speculative componemkinterest elasticity, r=representative

interest rate.

The total demand for money (Md.) therefore combitmesdemand for transaction
balances and speculative balances, which variegiyabg with income and negatively

with interest rate.

Md = L(Y,r) (1.7)
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where, Y is the income and is the interest rate. A rise in income leads toren
transactions thereby requires increase in moneplgulVhile a rise in the interest rate
increases the opportunity cost of holding moneyebg reducing the real demand for
money balances at the existing level of money suppl

Interest rate in the liquidity preference theorydifferent from the natural interest
rate determined in the general equilibrium undeoctessical theory. Natural rate of
interest is the interest rate that makes savingsleg investment demand in neoclassical
economics. Belke and Polleit (2009), and SorensmhVehitta-Jacobsen (2005) reveal that
this natural real interest rate is determined kgl factors —productivity and real saving
rate. Hence, in the neoclassical monetary theoml isterest rate is real factor

phenomenon.

In contrast, interest rates in Keynesian arerdeted by two factors: demand and
supply of money; thus, it is viewed as monetarynameenon. It equates the demand for
money and the supply of money in the money markigtss market interest rate can be
above or below the natural interest rate. Sorerswh Whitta-Jacobsen (2005, p. 445)
assert that this is short term interest rate, sftloe closest substitutes for money are the
most liquid interest bearing assets with short texrmaturity”. The role of the interest rate
in the Keynesian monetary model is the reward ofimg with liquidity. This feature
makes interest rate a viable tool for governmeneérirentions through the monetary
authority in the financial market to manage thenecoy in the short term. In addition,
early Keynesians use money supply sparingly fobikation purposes while fiscal
spending is encouraged to induce domestic spenalidgexpansion in investments and
private consumption. This is because monetary pahicough monetary channel is dotted

with uncertainty and significant lags in monetaojigy effects.

Surprisingly, neoclassical and Keynesian econontédts that there is a connection
between the two views of interest rates. This seded by Lewis and Mizen (2000) who
claim that “whether it's the rate of interest whishdetermined in the money market under
stock conditions or in the bond market under floandition it is largely a semantic.”
Keynes disputed the theory of loan-able funds beedwe had less faith in the market.
Therefore, he reasoned that when people increasestévings, this reduces consumption
and further decreases aggregate demand. His canmtdusre therefore that investment is a
function of interest rate as claimed by classitalshich see it as a function of business
confidence and other economic factors (Dennis, 1981
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Monetary policy in early Keynesians takes the ‘gigforiented’ view and its
effects are transmitted indirectly through moneykats to households, firms, and finally
the total economy. It affects the availability ofédncial intermediary credit as central bank
adjusts the level of money supgfyFor example, an increase in money supply (exogenou
supply by central bank) puts downward pressure arket interest rates thereby making
additional funds available for investments at lowesms. This will further cause demand
for investments to increase and subsequently, outpiiexpand. Money is not neutral as it
determines interest rates in the money market winigtacts further on the profitability of
investments. Money affects economic activity in ghert term if there is a spare capacity
in the economy and also as it fulfils its role asdmmm of exchange and transaction
purposes as shown in (A.13) in Appendix. Hence,hiwitthe liquidity theory, the
exogenous money supply was the monetary policyunsnt that stimulates the economy

in the short term.

However, Romer (2006) and Alvarez, Lucas and Wéb@o1, p. 219) point out
that in modern Keynesian theory, money is nho masumed exogenous, but rather
endogenous. This means that central banks do mdititly target money supply or use it
to set off the transmission mechanism in the ecgndvioney supply figures form part of
set of financial and economic information that f®ddto monetary policy processes.
Central banks set a nominal interest rate targétiwis based on the interest rate rule such
as the Taylor rule. Nowadays central banks adjushey supply through market
operations to keep interest rate close to the targéhe money market equilibrium
condition for real balances is now defined as fefio

E=L0+mn°Y), (1.8)

whereby M is the money supply, P is the price leved the real interest rate,and
¢ is the rate of inflation and expected inflatiomeTinterest rate rule is implicitly given as

follows:
r=r(Y,m), (1.9),
M = L(r(Y,n) + n¢,Y) (1.10),

while the nominal money supply endogenously is meteged by interest rate rule,

expected inflation and output. In this arrangemamdney supply is less relevant and thus

12 Bindseil (2004) reveals that the implementatiomminetary policy takes a quantity oriented viewitia
Keynesian and monetarism.
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dumped to the background as information variabled®&n Keynesians emphasize fiscal
spending or concentrate on stabilizing output flatibns and the inflation rate in the short

term through interest rate rule.

What then are the roles of monetary policy in Kesyae economics? The role of
monetary policy is primarily to stabilize aggregatemand indirectly through financial
markets by adjusting the level of liquidity in theoney markets or set new interest rate
target according to interest rate rule. Monetaryicgois effective in stimulating the
economy when unemployment is increasing, or whem économy is overheating.
However, the effectiveness of monetary policy isllsted by early Keynesians because of
uncertainty in financial market§.For example, banks might refuse to lend (i.e. rtber
available credit) to one-another or to non-finahaectors when risk exposures in the
economy cannot be ascertained. In addition, sonyaé&@ans believe that monetary policy
is ineffective if households decide to reduce thgiending when they expect that

government will raise taxes in the future to congage for today spending.

Keynesians view inflation as a cost-push phenomereaning excess demand is
the main cause of inflation in the long run. Momgtpolicy is therefore useful to muzzle
demand-inflation to stabilize the economy by indgcia recession in the domestic
economy. This view is supported by New Keynesiavoadcy for interest rate policy to
manage aggregate demand, thus regard interest seiteng policy as a demand
management policy. In summary, money supply is erogs and its role as monetary
policy instrument in Keynesian is to influence fitece of money which is the interest rate;
this encourages investment indirectly and consefyuarcreases output. However, in the
Keynesian era, the difficult part was on how toabak the operations of monetary policy
in order to avoid damages to the economy. As Glodlkq(2005, p. 11) reveals, “the task of
demand policy is to strike the right balance betwseastaining high employment level and
keeping inflation under control (...) this is besaumonetary policy operates with lags, and
trade unions bid for high wages when inflationisng thereby risking out spiral of wage
inflation.” This therefore provides preference fiscal policy as tool to stimulate the

economy in Keynesian economy than the monetargyoli

'3 Other reasons that motivate skeptics about effentiss of monetary policy are: due to precautionary
measures, households increase money holding itifbad, and become skeptical about central bankisyabi
to respond in time to economy shocks. Gottsc(20k5) reveals that although it was suggesteddredrly
Keynesian models that monetary policy is powerfidyertheless it was used to support fiscal policy i
stabilizing the economy.
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Early Keynesian economists argue that the perceptiat increases in money
supply will always lead to inflation is flawed (Das, 1981). Money supply cannot lead to
inflation if the economy is operating below full prayment capacity. This is because
excess money supply will find extra demand, whidh nvake the economy move close to
full employment. Furthermore, we should point cttthe impact of monetary expansion
in Keynesian economics depends on investment elgséind the stability of the demand
for money function. The smaller the elasticity oferest rate on investments, the smaller

the effect passed through to the real economy (L&niizen, 2000).

Several criticisms have been put forth againstpgbkcy activism of Keynesian
economics. First, Keynesian activist economic polman generates and/or prolong
inflation, unemployment, and instability in the econy* For example, monetarist such as
Schwartz (2009) argues that Keynesian discretionagetary policy was responsible for
the great depression in the 1929. And similarlg discretionary monetary policy is the
main culprit that caused the 2008-09 financialegisFor example, it is alleged that low
interest rate that stays for a prolong period e®atset price bubbles from cheap credit in
the financial markets. These low rates entice lmssies and households to take more loans
which in the long run become unsustainable. Intamdithe preference of low interest rate
policy particularly in developing countries is raltvays viable because of limited fiscal

space to adjust.

Greenwald and Stiglitz (2006) argue that monetaojicp in the Keynesian
economic did not help to lift Japan out of deflatidhis shows that it is not effective in
reviving the economy as it fails to stimulate invesnts when a country is experiencing
deflation problem. In developing countries, whdre banking sector and financial markets
are undeveloped, less credit facilities are used¢é the use of monetary policy to manage
aggregate demand is usually limited. On the copntrdrturns out that the impacts of
monetary policy are very severe because they gtdyhconcentrated on the few sectors of
the economy.

In summary, Keynesian monetary theory recognizesttive role of money in the
economy. Money affects economic activity in therstran™, the quantity of trade, the
level of financial intermediation, and its own mrithat is, interest rate. Romer (2006)

shows that Keynesians have dropped the use of mesuapply as a policy instrument

% In practice there is no exact formula that stams much liquidity we should inject into or draintan the
economy.
!> This is possible because prices and nominal wagesticky in the short run.
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because money is endogenous. Alternatively, inteets is set as policy target which is
maintained through open market operation to keégrest rate close to the policy rate

target.

1.2.4 Monetarism
Cagan (1989) defines Monetarism as a theory adedciaith the view that the

guantity theory of money affects economic activatyd price level, and that, to control
inflation, monetary policy must target the growtimooney supply. This school of thought
was spearheaded by the Chicago School of econanitMilton Friedman, acclaimed to
be the torch bearer was later joined by Anne Sctad3As the name implies Monetarists
emphasize the role of money and the link betweenaypgrowth and inflation (De Long,
2000). The monetary policy transmission mechanisndirectly described by money-
inflation in the quantity equation as opposed tdirect link through financial markets
described earlier in the Keynesian monetary thelonhis early works, Milton Freidman
(1968), the god-father of monetarism asserts tiexetwere clear evidences that monetary
policy strongly affects the real variables in tihe term. Thus, on this ground the growth
rate of money formed a target base in order toeseheconomic growth in the short term.
In the early 1950s Friedman led a counter-revolutigainst Keynesian activism to re-
establish neoclassical economics with some modidicaThus, Cagan (1989), Friedman
and Laidler (1982) advocated the control of mongypsy as a policy instrument superior

to Keynesian fiscal policy for economic managentént.

The theoretical foundation of Monetarism is rooted the quantity equation
popularized by Irvin Fisher in 1911 (Cagan, 1988)the quantity equation, monetarists
illustrate how monetary policy is linked to inflati as opposed to the Philips curve
relationship in the Keynesian. We discussed thentjty equation under the neoclassical
monetary theory’s section. Using the logs (sma#iectetters) and differenced\}, the

inflation relationship in the Monetarist theorygiven as follows:
Ap, =Am, +Av-Ay, . Av=0) (1.11)

This equation shows that the rate of change irgémeral price level is equal to the

growth rate of money less the real output growthidimg changes in the velocity constant.

'® However, DeLong (2000) asserts that it's Fish&msAppreciation and Interegtl896) that propelled the
intellectual fire that became known as Monetaridirerefore the first Monetarism is Irvin Fishers’
Monetarism.

7 Gottschalk (2005, p. 12) writes that: ‘the monistal position was sustained by the experience of
stagflation in the 1970s when the expectation-augriéilips curve empirically fared much better thitn
traditional counterpart.’” He revealed further tiiag¢ traditional Philips curve was formulated in rioah
wages while the expectation-augmented Philips cwa® formulated in changes of expected real wages.
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Thus, deducing from the quantity theory, Monetarislaim that there is a consistent
relationship, although an imprecise one, betweengifowth rates of money supply and
that nominal income or money and inflation are ttedether (Friedman, Goodhart, &
Wood, 2003). Monetarist economists believe thdatitn is caused by too much money
chasing few goods or too much liquidity in the emmy relative to output produced (Neills
& Parker, 2004). DeLong (2000, p. 83) purported th@ understand the determination of
prices [...] look at the stock of money and theritis in the economy of those assets that
constitute readily spendable purchasing power.”sTtaucontrol inflation, it is essential to
restrain the growth of money supply; of courses timderstanding by Monetarism led to

the notion of monetary rules such as the monetggyesate targeting.

It is important to note the differences here, thminey plays an important larger
role in monetarism than in Keynesian transmissiaecimanism. This is clear from the
implied direct link between money balances andaiidh in the equation (1.11) above. On
the contrast, Keynesian place large role on aviditlabf credit to influence the investment
growth and economic growth. This emphasis is simdathe position taken by most Post

Keynesians who claim that it is credit (i.e. insideney) that matters mo&t.

Another fundamental that differentiates monetari$fram Keynesian is the
emphasis of real wage as the main determinantrafidd and supply of labour. This view
by monetarists led to a reformulation of Phillipgne in terms of real wage rather than
nominal wage (Gottschalk (2005). It is reinforcedthe assumption that wage contracts
are set with forward looking nature which pointsetgectation as a major determinant of
wage inflation. The core assumptions of Monetariane quite similar to those of
Neoclassicism with the exceptions of the effectsnoiney and equilibrium in the labour
markets (Blinder, 1997). Money supply is not neutnathe short run; it affects output
through aggregate demand. The labour markets @o because of imperfections through
stick prices and wages, and this happens at theratatate of unemployment. Labour
wages are sticky; and equilibrium in the labour keéris settled at natural rate. This
natural rate is equal to measured employment phlusreatural increment as a result of

disparity between expected inflation and actudatidn (Leeson, 1997).

'8 See Greenwald and Stiglitz (2006).
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1.2.4.1 Nature, Roles of Money, and Monetary Policy in Monetarism.

In Monetarism, money supply (a stock) is exogenowsttermined and fully
controlled by governmertMonetarists re-evaluate the quantity theory of nygmesented
by neoclassical economists; their main argumemtg#iat fluctuations in the economy are
always matched by changes in the money supply oergdy in the growth of credit
money. If money supply grows faster than the grovette of real income there will be
inflation. This is why Monetarists are always asatsxl with the statement that “Inflation

is always and everywhere a monetary phenomenaédfran et al., 2003, p. 29).

Monetarism agrees that money matters for two disitia reasons: (i) engender
inflation in the long term; (ii) drives economictatty and fluctuation in the short run.
Hence it was particularly in their interest to dersate that monetary policy is effective
in influencing economic activity in the short terin.the long term money growth is the
main source of inflation. While in the short ruclause of nominal rigidities in wages and
prices, money affects real income. This indicalbes money is not neutral, because it leads
to an increase in aggregate demand in the shoytother things being equal. This may
lead to full employment; however as time goes oappe will soon catch up with this
policy of monetary expansidfi.Therefore, the policy effects on aggregate demveiticbe
short lived and the increase in money supply omlgegates inflation in the long run, and
any efforts to reduce unemployment below the natata of unemployment will result in

inflation.

Monetarists hold the view that the transmission macsm of monetary policy is
complex; this is because there are time lags betvaeehange in money and its ultimate
effect on price level® This suggests that policy makers cannot precisdlyvhen and to
what extend their policy actions will affect theareeconomy. Thus, whatever decision
taken about money today may affect the future peeel, but this will be subjected to a
series of lag effects. On this basis, some belibe¢ financial markets are competitive,
many monetarists do not assign much importancehit ttansmission that emphasises

credit channel (Gottschalk, 2005). Thus, to avaticqy mistakes advanced by Keynesian

Y This is supported by the fact of Monetarists’Haiit independent central banks’ ability to contnwney
supply.

“See (Gottschalk, 2005). This argument is enforgedational expectation, which implies that agemtsrf
expectations about the behaviors of policy makels.government changes its policy, agents may not
recognize this immediately; they learn the rulergwally and adjust their behaviors accordingly.

2! Fender (2012) pointed out that monetary aggregateavailable with lag as opposed to interestwaieh

is available instantaneously. As Rittenberg andgaren (2009, p. 412) write: ‘macroeconomic policy
makers must contend with recognition, implementatand impact lags.’
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activisms, Monetarists argue for monetary policjesuto stabilize aggregate demand
(Cagan, 1989; Karl, 1968).

Monetarists advocate for money growth targeting rag an instrument to reduce
fluctuations which drive business cycles. Many éadi that private sector is inherently
stable, and this stability can be jeopardized bygated discretionary policy advanced in
Keynesian economics. To avoid this strategy, cerieaks should thus grow money
supply at a constant growth rate and this will picel a moderate growth in inflation,
without high fluctuations in output and employm@natiedman, 1968). In summary, money
is exogenous and controlled by monetary autholtgyrole is to facilitate the exchanges of
goods and services in the economy. In addition, etasists took money supply as the
monetary policy instrument which has real effeatshie short run; however, in the long it
is considered as the main source of inflation ie #conomy. Therefore, monetary
authority should figure out the growth rate of mpmsipply that is consistent with the
growth rate of real income in order to control &tibn.

1.2.4.2 Criticisms of Monetarism
As early as the 1970s a barrage of criticisms watet against Monetarists for

their theoretical beliefs. First, Monetarism empbes causality from money supply to
inflation. Economists such as Mishkin (2007a) ard¢ju@ this direct causal relationship
between money supply and inflation is not easibdistable’ Thus, there is no consensus
view that causation is unidirectional, becauseghgmothing that prevents the possibility
of reverse causation (Mishkin, F. S., 2007a; N&ll®arker, 2004). In addition, there is
challenge on the exact monetary aggregate to be ase target because money supply
definitions are always changing to reflects whabésng used as money in the financial

system.

Second, the assumption of constant velocity inghaentity theory of money has
severally been challenged on empirical grounds déta from developed and developing
countries (Mishkin, F. S., 2007a; Neills & Parke904). Therefore, these doubts hanging
on the validity of this assumption signify a prablef disentangling the effects of income

velocity on inflation from the effects of money iy

Third, Monetarists believe that money supply isgmwus and that central banks
can firmly control it. However, many economiststie mainstream have discarded it and

the consensus view is that money supply is endagdnaetermined (Goodhart, 1989).

“’See also Freidman B, (2000). The relationship betwmoney and either income and prices had broken
down, the alleged cause of this are deregulatiot fimancial innovations.
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For instance, Bindseil (2004) reveals that todaygstral banker would argue that this
proposal that is, growth target of money would léa@xtreme interest rate volatility and
would make any systematic control of credit, monegyices, and business activity
impossible. Romer (2006, p. 227) claims that “canirank follows an interest rate rule”
and adjust money so that interest rate can follbw tule. Therefore, money is
endogenously determined by interest rule, inflatexpectation and output. Thus the
monetary policy instrument that central banks canfidently control is the short term
nominal interest rate rather than money supplfinally, Fender (2012) argues that it is
difficult to reconcile the function of lenders afst resort with the assumption that central
bank strictly target monetary aggregate. This isahee when there is liquidity shortages

that threaten financial stability central banksl witervene thereby abandoning the target.

1.2.5. New Keynesian monetary theory: A new macroeconomic consensus perspective24
During the last century, particularly after the aredepression, the field of
economics was frequently characterized by debatemng different schools of thought.
Different camps were vying for a place of dominaimtderms of a superior theory that
explains the macroeconomics problems prevailintheir time. However, the scene has
changed such that there seems to be a broadernsmissan macroeconomics than ever

before. Alvarez, Lucas, and Weber (2001, p. 21$)tpmut that:

in this new consensus ‘discussion of monetary poit& centred on a class of
policies known as “Taylor rules,” rules that spfgcthe interest rate set by central

bank as an increasing function of inflation ratéenfkation forecast’.

These monetary policy rules are commonly analyzéti the New Keynesian
theory which is based on dynamic general equilfarzonsistent stochastic models. It all
begins with the desire to base standard macroedonoodels on households’ behaviours
and their parameters derived from first principbésmicro-foundation. Most models that
gain the consensus allow some forms of rigiditi#see in wages and prices that results in

imperfect competition and firm’s market powers lre tshort run. Households, firms and

% Freidman B, (2000) reasons that there was neearétical basis for knowing which measure of money
was the right one to target (M1, M2, or M3), an@m®within countries, empirical evidence on whichnep

had the close relationship with income and pricas mixed.

** Our discussion in this section focuses largelylwrsé aspects that enjoy the consensus among mpnetar
economists from inside and outside mainstream.lliginge outline the criticisms against some of tretizal
aspects propagated in New Keynesian monetary thebmgse criticisms include such as alienation of
money-finance from macroeconomy, and inability tatch empirical data to some conclusions of new
Keynesian models.
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government all optimize to achieve intertemporad amtratemporal equilibrium®. Some
firms are subject constraint so they cannot changerices of goods and services they sell
frequently as they would like. Models that stadnfr these the principles enjoy support
from economists such as Gali (2008), Gordon (20D&),Long (2000), Mankiw (1993),
Romer (1993), and critisims from some post keymessiauch as Sawyer (2009), and
Fontana and Setterfield (2009). This wide subsiomipby economists from mainstream
and some from post Keynesian is possibly explaimgthe fact that it (New Keynesian)
embodies elements of several of its predecessath ag Classical, Old Keynesian,
Monetarists, and Real Business Cycles (Gottsct2lR5)?° For example, Knoop (2010)
points out that this strand embraces market failarel price inflexibility, natural
hypothesis, rational expectation and microecondimimded assumptions for households
and firms. In addition, Money is endogenous witke fassive role to react to nominal
interest — a price set and controlled by the cértaak. In this consensus the nominal
interest rate serves as the monetary policy insggninthat solves the equilibrium values
rather than money supply as held before. In a riltdie basic model set up consists of the
following features. A representative household’s time money-in-utility function which

is maximized subject to budget constraint as follow
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In this basic set up the households consumptioel iswdenoted by;, labourN; , and real

money balances blgi 2" Households hold the following preferences on nragitility of
t

consumptionu,, > 0 , marginal utility of labour (i.e time devoted tmarket for
employmentuy, < 0, and real money holding,,, > 0. Marginal utilities are increasing
in consumption and real money holding while theréisutility from work. This model is

solved for first order conditions in the appendix obtain equilibrium values for

% Gottschalk (2005): elucidates inter-temporal ojtting to mean that current choices do not only depe
on current and past, but also on future conditiddese also (Carlin & Soskice, 2006; De Long, 2080rdon,
2008; Rittenberg & Tregarthen, 2009).

%6 Surprisingly NK also enjoys recommendation in péng some Post Keynesians.

" Take note, the basic New Keynesian models igneeeendogenous variation of capital. According to
(Walsh, 2010, p. 330) because response of ceagihlinvestment contribute little to dynamic implieg
these models’
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households and firms, which then used to analysedle of monetary policy through the
nominal interest rate and exogenous money supplyotth noting here that the real
money balances enter the utility function as a gtwat provides utility form money
services rather than the nominal dollar values. fManportant outcomes are the
intertemporal consumption condition which shows deholds’ preferences over
consumption between now and the future, and thraterhporal equilibrium which shows
preference across goods at pericdi.e. households’ marginal rate of substitutietween
consumption and money, and leisure and real wagmnMhile the firms’ problem is to
minimize the wage bill given the labolif available to spend on the production of goods
and services. In addition, firms solve their demisproblem by choosing the right price

that maximizes their streams of profit given thaestoaints of revising the optimal price.

One of the key elements of New Keynesian econonscshe monopolistic
competition; firms are now competitors and setghiees in order to maximize profit (see
A.34 & A.35 in the appendix). As in the old Keyrmsieconomics, New Keynesian
assumes that markets do not always clear wagepmaoes do not promptly adjust to
respond to demand or supply shocks. These rigiditieate avenues for monetary policy to
have effects in the short run before prices andewagdjust. Thus, New Keynesian
economics seeks to explain the causes and consmxgueh market imperfections in the
labour, product and capital markets based on raltiexpectation and profit maximization
behaviours of workers and firms. Some of the factivat inhibit wages and prices to
adjust promptly are menu costs; price setting belias of firms, and long term labour
contracts such as minimum wage and implicit wagereets. This monopolistic behaviour
is generated by private agents -workers and firsghay pursue their self-interests in
labour and product markets. For example, in theopohstic competition as assumed in
the New Keynesians, firms fail to cut the prices fimar of losing their markets to rivals
even if such cuts are in the interest of the sgcithis is co-ordination failure on the part
of firms which will result in nominal rigid or sty prices. The sluggish adjustment makes

these shocks to move the economy away from theiledguin.*®

Another explanation comes from efficiency wage otlge it claims that
productivity rises with real wage as firms want dtiract and maintain high skilled
employees. This strategy helps firms to cut cost®aated with the training and hiring of

new workers thus, wages will remain stubbornlykstibecause there is no prospect to hire

8 Gali (2008, p. 6) pointed out that these ‘nomirigidities makes room for potential welfare-enhagci
interventions by the monetary authority in ordemiaimize the existing distortions’.
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workers at low wage in the imperfect labour mari@teenwald & Stiglitz, 1993). In
addition, Greenwald & Stiglitz (1993) claim thatrfis set prices and wages in an
uncoordinated fashion, facing considerable unagies about the consequences of their
actions. In all, firms set prices and wages as shiomthe appendix equation (A.35), and
these prices remain unchanged for a while and ¢hanged but not all firms change their
prices at the same time. Thdaetors therefore, justify the assumption of stigkgges and

prices in the New Keynesian.

It is natural that ‘intellectual ideas ebb and fiwas suggested by (Mankiw, 1993,
p. 3). The rise of New Keynesian monetary theorgt @s current dominant position in
modern macroeconomics is attributed to severabfactFirst, the Lucas critique in the
1970s caused a fundamental shift in macroeconomicletting, especially of the
relationships in the Keynesian systéhtience, New Keynesian economics sprang to life
between the 1970s and the 1990s with the aim otdging Old Keynesian economics
with regard to the Lucas critique (Friedman, 19%8cond, Monetarism suffered cracks in
their wall, when the acclaimed relationship betweeoney growth and inflation broke
down in the early 1980s (Fontana & Venturino, 2008jght & Quadrini, 2009), and it
was not worth any more pursuing the monetary tatigat keeps on eluding them. In
addition, Monetarists based much of their argumamsempirical findings with little
formal theoretical foundation. Similarly, this wasmpounded further by the disagreement
on what is the appropriate measure of money suggplise as the monetary target. Third,
New Classical theory which started the emphasmicfo-foundations and inter-temporal
optimizing agents has also failed to deliver asi@rnative to monetarism. New classical
school of thought seeks to re-establish the clakp@aradigm with new integral approach
based on dynamic analysis. New classical concltitisanticipated monetary policy does
not produce any effects, thus any action from edtank will have no real effect on real
GDP according to rational expectation hypothesmsweler, many empirical studies prove
contrary as Gottschalk (2005) reveals that theuarfte of New Classical theory declines

because their empirical evidence has generally be&wourable. Hence, New classical

? Keynesian analysis is comprised of a system dicsémuations which ignores dynamic relations among
variables. It is an ad-hoc of top down modellingr@ach without micro-foundation which is based titity
maximization principles. On the contrast, Rittengp& Turner (2009, p. 652) defines New Keynesian
economicsas ‘a body of macroeconomic thought that stredsestickiness of prices and the need for activist
stabilization policies through the manipulationagfgregate demand to keep the economy operating thos
its potential output. It incorporates monetaristad about the importance of monetary policy and new
classical ideas about the importance of aggregaiplg, both in the long and in the short run.” t&itberg
and Tragerthen (2010) gave two reasons; first, theyue that New Keynesian emerged because it
successfully incorporates the relevant componenta Monetarists, New Classical and Keynesian tlesori
Secondly, 1980s and 1990s events undermine thdédemck placed in monetarism and New Classical
economics; the two schools of thought prevailirgnth
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stumbled in the sense that people did not predicaf and monetary policy of the 1980s in
the predictable ways suggested by the New Clastieaky; this then casts doubts on the
reliability of the New Classical economics (Wrigkt Quadrini, 2009). These factors
exposed the weaknesses in the mainstream theogeailpng at the time. Consequently,
some economists started to look elsewhere to fiulaeations for existing economic

problems such as inflation, recurrent recessiodsmpacts of business cycles.

New Keynesian monetary theory is attracting follsveand creating converts
across the economics profession. Thus, in manyesirt is generally referred to as the
New Consensus Macroeconomics (Belke & Polleit, 2B08enberg & Turner, 2009). It is
generally acknowledged that New Keynesian theorigeg macroeconomics policy in
many central banks in the world today (Arestis,Z80Q7a). In addition, it has become the
basis of quantitative analysis in monetary econsrtoday in institutions like the European
Central Bank and the Bank of England (Arestis, 2807b; Wren-Lewis, 2007). Many
argue that micro-founded models in the new conseagpeal because they provide the
tractability of monetary policy effects and transeidn channels. Secondly, the common
uses of representative agents and monopolistic ettigm make the private agents to set
the price rather than being determined by Walraaiztioneer in the predecessor general
equilibrium models. The dynamic stochastic parbwd incorporation of exogenous
economic shocks which hit the economy at irregutdervals while analysis within
equilibrium allows researchers to do welfare analys a model that take into account all

markets in a decentralized form, and identify optimpolicy that maximize welfare.

Finally, consensus models have raised the roleoofimal variables and recast
monetary policy from money to interest rates. Praamntly, the new Keynesian specific has
cemented the idea of endogenous money and theotlahtlity of short term interest rate
by central banks. These features are very impoiamonetary policy analysis because we
can deduce from the model which variables responddnetary and fiscal policies about
when, why and by how much. There are postulatedimananchor either inflation target
or price-level target pursued as the mechanismctoese stabilization for prices and
output®® The main conclusion is that monetary policy tlsatmanipulation of interest rate
is not neutral in the short term because wages miwes are sticky. Hence, firms,
household and central banks are forward-looking: thie nominal interest rate influences
overall economic activity through expectation outgap and inflation. We point out here

that some of the doctrines in New Keynesian aretested by economists across the

%0 See Arestis and Sawyer (2002).
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divide. However, there is a general consensus drthum monetary policy instrument, the
opinion that central banks are ready to providelitldy at the set target, money is
endogenous hence money demand relation is redyndélation target as means to the
end but not an end itself, and the realization thaite is no trade-off between inflation and

unemployment.

1.2.5.1 The Nature, Roles of Money, and Monetary Policy in New Keynesian Economics
Monetary theory in New Keynesian (NK) economics hemy interesting aspects

and it comes in various shapes of economic modelisdmphasise representative agents
such as household, representative firm, governnaamt,external sector. In order to gain
understanding about the features of the NK monetiaepry, we start by analysing the
three log-linearized macroeconomics equations fioatn the bedrock of this new
consensus. In appendix we gave a summary of the& ml@ments that will help us
understand the monetary policy and its transmistieneof in New Keynesian monetary
theory. The step by step solutions of the basic M&ynesian model are given in main
texts such as (Gali, 2008) and Woodford (Woodf@d01). In these textbook authors
solved the model in (A.28) and construct the threacroeconomics equations in a
canonical form. A typical fully solved New Keynesianodel contains an expectation-
augmented New Philips Curve, a forward-looking dgitaDIS curve, and an interest rate
equation describing the policy rule of the centrahk (Arestis & Sawyer, 2006; David,
2008; Gali, 2008; Gottschalk, 2008). These standard system of equations in the New
Keynesian theory do not have any explicit referetcenoney (Fontana, 2006). That is
there is no explicit role assigned to money asetairg the model to control inflation. As a
consequence, some economists characterize New Kiayneconomics as an economic
analysis without money. This is particular when thidity function used has real money
balances separable from consumption. The appeadno@ney ends with identification
of money demand equation in (A.33). However, tlasnot the cashless economy as
implied in some cases; this is because money isgarbusly determined by financial
institution in response to the demand for creditongly supply is lurking in the
background, indicated by Mankiw & Taylor (2007) thaoney supply is adjusted to
whatever level is necessary to ensure that equifibrinterest rate hits the target. This
endogenous feature will be discussed in detail utitke post Keynesian monetary theory
in section 1.3 ahead.

%1 Recently, some non-linear models of New Keynebire emerged, see example in Gottschalk (2005).
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In this consensus perspective, the role of mondhimvithis model is implicitly
given and where emphasis is made, its role is lfd fbe function of exchange of goods
and services as given in the utility function, dadher used as day to day tool for central
banks to hit the interest rate target. New Keymesidels do not explicitly identify the
liquidity preference/money supply equilibrium (LMjurve, as is done in the Old
Keynesian models and thus in this theory, the @ttenon money is very minimal
(McCallum, 2001). However, this characterisatiorsea questions about the relevance of
money in macro models. Does money matter? The abvamswer is that money matters
and we concur with (David, 2008) who argues thaty iew macroeconomists would
attempt to argue that money and monetary phenomr@nanimportant and undeserving of
any attention. This is because when central baeksirgerest rate than they commit
themselves to supply money in response to econtauiors that threaten the interest rate-
target, this keeps inflation and output gap clasedro. In addition, it is argued that in
money matters, because bank money is created amdénproduction and investments

hence, banks money responds to the demand fromterivms and households.

The three main character equations are brieflpudised as follows: dynamic DIS-
Curve which represents aggregate demand in goodsetnghe New Phillips curve NPKC
which determines aggregate supply and the modeb&sed up with reaction function of
the central bank which shows how central bank setcshocks in the economy (Arestis &

Sawyer, 2006; McCallum, 2001; Meyer, 2001).These three equations are stated as

follows:

x¢ = E¢(x¢41) — 07 1(iy — E¢mtye + p) (A.42)
Ty = BE;(1re41) + KX, (A.39)
g =1 +p+ 65(mp —mf) + 6% + v (A.46)

wherex; is the output-gap, is the nominal interest rate; is the rate of inflationg; is
the inflation targetp is the equilibrium real rate of interest (thattle rate of interest
consistent with zero output gap) akgdrefers to expectation held at tihef the variable

at timet+1. Equation (A.42) represents the dynamic investfaaning curve (IS) which is
determined by this period’s expectation output gag real interest rate. Empirically this
adjusted by including another past terms of ougayds to reflect the persistence in macro

%2 Mathematical derivation of these equations aremiin Appendix A.1 See also Gali (2008), and Walsh
(2010) and Chadha (2010).
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data. Equation (A.39) is the new Philips curve deteed by current output gap and future
inflation which captures the forward looking natume the firms and households.
Occasionally, additional terms of lagged inflatiare included when empirical data are
used to estimate the New Philips curve. In addjtibis Philips curve relates inflation to
output without suggesting a trade-off as in the Bhdlips curve. The last equation (A.43)
is the monetary policy rule; with nominal intereate determined by expected inflation,
output gap, and deviation from target and equilibriinterest rate. Generally, monetary
policy in this new consensus consists of the syatemcomponents — the intercept,
expected inflation and output gap; and the nonesyatic components represented by the
structural shocksif). Thev, is generally expressed as an AR(1) process. Adeaseen
from equation (A.39) to (A.42) money is absent. ldoer, the presence money can be
integrated in several ways as shown by Bessany7(208 242-249) and Walsh (2010).
Commonly, the relationship of money demand fromsabwld’s optimal conditions given
in (A.33) is solved for nominal interest rate. Tin@minal interest rate is then used to find
the price level and nominal variables. Central Isafiokow an exogenous path of supply to

manage the monetary policy.

To characterize the economy in this way indicatgsidéfault that money supply is
endogenously determined and this reconciles wehlénder of last resort’ function in the
central bank mandates. It means that given a cludicgerest level, the quantity of money
supply is determined by the private sector demamndrfoney as given by (A.33). It also
means that banks take the price that is the lelv@iterest rate as given and decide the
guantity of credit to supply to credit worthy cltenin addition, banks also decide the sizes
of spreads above the level interest rate chargedhenreserves. Many economists,
especially those that support the ‘new consensuggge that these three equations (A.39),
(A.42) and (A.43) characterise the views of howtmdnbanks in modern age operate.
Howells (2003) argues that central bank operatimocgdure has always been interest
rates, rather than some form of control of monetaage. Mankiw & Taylor (2007) and
Romer (2006) argue that using interest rate ratisr money supply is more realistic and
practical. Thus, money responds to demand conditiathin the economy as commercial

banks readjust their portfolios when the centralkbehanges the bench mark réte.

% Benassy (2011, pp. 249-251) examined a monetgrgrawent where monetary authority peg interest rate
and let the quantity of money adopt endogenously.

% Rochon (2010) purports that ‘banks set the ratésterest leaving money to adjust endogenouslgugh
banking activities of the banking system.’
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What is the role of interest rate monetary polieythe three-equation model? We
can track the role of monetary policy via the noahimterest rate, which is the prime tool
for aggregate demand management. In the short nnetary policy is non-neutral due to
nominal wages and prices stickiness, while in trgglrun, monetary policy is neutral. A
positive change in short term nominal interest effects consumptions and investments
and, as a result, determines the output gap. Ortrémsmission mechanism (Fontana,
2006) claims that central banks, through their @es, influence market rates and affect
different components of aggregate demand. Thisstgtace because firms respond by
adjusting their production levels to meet new dednfor their products. In the long run
however, all prices adjust and the economy movek baits natural equilibrium. Hence,
this new consensus has firmly established strotigly/the short term nominal interest rate
is a monetary policy instrument controlled by cehtranks® This should be so because
for a long time, central banks have not been ableonhtrol money supply fully as argued
by (Palley, 2003).

New Keynesian economists emphasize the role obmalkiexpectation in their
models as shown in equations (A.39 & A.42 in theelix). The expected output
deviation and inflation expectation accommodatettite aggregate relations of the current
output gap and inflation. This is because from thiero foundation perspective of
households and firms, decisions depend on theieaation of whether or not monetary
authorities will stick to the goal of price stabjli(Dennis, 1981; Wren-Lewis, 2007).
Secondly, the probability of whether firms will eige their prices is influenced largely by
how average prices change. Managing expectatiorntas to the central bank because
through expectations channel, monetary policy ¢dfegre transmitted to the future

inflation.

In brief, New Keynesians accept the ‘long run’ viessdeduced from neoclassical
theory indicating that there exists a natural rafe output and a natural rate of
unemployment and they are determined by aggregaigl\sin the long ruri® However in
the short run, they differ in the sense that thejiebe ‘contracting frictions’ which
prevents markets from working perfectly (David, 8D0Furthermore, they differ from
Neoclassical and monetarists in the conclusion shatcks are primarily responsible for

business cycles. In the choice of monetary poldgw Keynesians favour interest rate

% Of course this does not necessarily mean that ¢theyact as they wish, because they are constrained
what is happening in the foreign sector, see (Balitowells, 2003).
% See Knoop (2010).
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policy to ensure price stability. However, this sensus does not emphasis the so called

liquidity effects (liquidity trap) as it was thesmin the old Keynesian theory.

1.2.5.2 Criticisms of New Keynesian Monetary Theory
Although the consensus seems to enjoy the bacKiagwode range of economists

in the mainstream and surprisingly from some Pasgri€sian economists too, it is worth
mentioning that there are specifics criticisms agathe view. First, this new consensus is
referred to as Keynesian but some economists affgateit does not say much about
Keynes’ general theory of employment, interest ammhey. Perhaps, two protagonists of
this claim are Knoop (2010) and Farmer (2010). Kn¢2010) in his summary about what
some New Keynesians do not believe in, states Meat Keynesians believe that the
general theory of employment, interest and moneymbiguous, and a big reason for this
ambiguity is its lack of rigor, especially whencibmes to explaining the microeconomic
foundation of macroeconomic behaviour. As a restilere are no references to the
Keynes’General Theoryin consensus work, although they make use of neaormomics

identities closely similar to the IS-LM frameworknother example is Farmer (2010) who
claims that there is no unemployment in the NK nhopgeople work as hard as they wish
to at the market wage. This is contrary to the gpiles of Keynes which indicate that the
problem of involuntary unemployment may exist ie fabour market. We recognise that
Gali (2008) works have tried to incorporate the mpmyment and the labour market
however; this work is still at infant stage. Thtiggse light views among New Keynesians
suggest why there are few tenets of the originaln€s in the New Keynesian monetary

theory.

Second, (Gordon, 1990) points out that New Keymessacriticized because it
provides too many reasons why wages and pricestitey. For example, Knoop (2010)
list four major causes of price stickiness, an@ fdauses of wage inflexibility in the New
Keynesian. Of course, reality is diverse and tlthere are many strands of NK models
aimed to justify sticky prices and their immediatansequences on the overall economic

activity.

Third, Snowdon and Vane (1997), and (Gordon, 19883ert that the New
Keynesian approach is weak in terms of empiricaling because it is still in an infant
stage perhaps, this should not be after two decaflesesearch in the New Keynesian
doctrines. For example, Chari, Kehoe, and McGraif2d09, p. 242) indicate their
disagreement around the introduction of shocksahdr features of the like in the New

Keynesian models. They argue that ‘the new shookgabiously structural and that the
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other features are inconsistent with microeconomn@dence. Until these issues are
resolved [they] conclude that New Keynesian modets not useful for policy analysis.’
Thus, there are still doubts about the versatitifythis theory. Others like Minford &
Srinivasan (2010) argue that monetary policy rwébout a role for money (as frequented
in NK models) are incomplete and they are not ckpabruling out bubbles. Roger (2010,
p. 78) reveals that the New Keynesians are ‘quartieorists’ in Keynes' clothing.
Clearly, NK contains the transmission mechanisnmaée old Keynesian although with
explanations based on microeconomics; however; gadicy prescriptions are similar to
what is offered by monetarists. This claim is supgb by evidence which shows that NK
fully embraces the ‘monetarists natural rate hypsisi whereby output fluctuate around
the natural rate and the best that policy makersdmis to minimize the variances of
output consequently improve welfare of househdid&ourth, Arestis and Sawyer (2010)
also claim that new consensus has elevated morméicy and downgraded other policies

(fiscal, and income) as inefficiefit.

New consensus models are blamed for the 2007-@®dial crises because these
models were unable to forecast the looming findrarigis on the horizonThis criticism
concurs with the claim b§oodhart (1994) who argues that this new consemsuiel ( i.e.
system of equations (A.39, A.42 & A.43) is a ‘fareather’ model in that it works only
when the economy is faced with stable conditionisdamnot function in a high inflation
environment.Furthermore, this is supported by the fact that yneentral banks have
added the stimulus Quantitative Easing (QE), Assat®d-reserves requirement and other
financial policies in addition to the rule basedmatary policy in response to the financial
crisis. Nominal interest rates during the financiasis were cut to the floor-zero level, and
thus left central banks with no other options tharshelve interest rate rule policy in
favour of QE policy and financial policy in orden tachieve both price and financial
stability. On a similar note, Arestis (2010) crigies the NK for its over-emphasis on
‘inflation targeting, single-minded focus on excemgygregate demand as a source of
inflation pressure, and neglect of destabilizinfeet from asset prices inflation. Many
economists today agree that inflation targetingcolwhsuppose to promote price stability
does not guarantee financial stability. Thus, marnetuthority should come up with
another instrument that simultaneous promotes tf& @f price and financial stability in

the financial sector. In addition, French-Davis,yllia Ocampo, Spiegel, and Stiglitz

3" Gottschalk (2005, p. 120) writes that the embifcéne natural rate hypothesis by New Keynesiannsea
again that they are coming down on the side of naoists, since this hypothesis implies that theglomn
aggregate supply curve is vertical.’

% For argument against fiscal policy see Arestis @adyer (2002).
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(2006) argue that macroeconomic policy should hewae instruments and a set of
objectives, not just fiscal and monetary policypoice stabilization goaln the last essay

in this thesis, we discussed and estimate the 8ypkdpusted Taylor Rule (STR) suggested
as alternative policy instrument that can help i@ rianks to achieve price and financial

stability while making environment conducive fooaomic growth.

1.3. Post Keynesian Monetary Theory
Under this section, we take a brief overview of tiaure, roles of money, and

monetary policy in macroeconomics as postulatedPbgt Keynesian economists. Post
Keynesian monetary theory is one among many thethneg defines the body of heterodox
economics’®’ There are two main features that define all Posyri€sian theory, these
include the principle of effective demand and dyimahstorical time (Lavoie, 2009). By
the former, Post Keynesians imply that the demasmtlides extra goods that unemployed
workers would buy if they were able to get a joliniles the latter emphasizes the transition
from one equilibrium to another and the effect ohditions that prevailed during the
transition period on the final outcome (Lavoie, 2D0Furthermore, (Lavoie, 2009)
explains effectively by pointing out that it is stkdemand that determines the economy both
in the short and long run of how supply adaptseémand. Other features that differentiate
Post Keynesians include endogenous money, the esispbia exogenous interest rate, and
asset based reserve requirements as a complemémtyment with which to conduct
monetary policy (Palley, 2003). In general mogtf@r the use of government fiscal policy
to boost spending and investment during economitdraction and for government to

restrain speculation during booms (Fontana, 2006).

In Post Keynesian monetary theory, the concept mafogenous money is the
cornerstone. Adherents believe that endogenous ynenéhe outcome of purposeful
interaction between economic agents in reservéjtcand financial markets. According to
this argument, money supply is determined by thmadw for bank credit from the
households and firms’ financial market to finanaeduction. For example, Bain and
Howells (2003) reveal that central banks havingtket official interest rate [...], must
meet such demand for reserves as is forthcomings,Téentral banks must fulfil their
mandates as the ‘lender of last resort’ irrespecti whether the money supply growth

rate is above the monetary target. In addition -g@stnesian theory assumes that credit

%9 Heterodox economics is shaped by the works of BétiKaleci (1971), Minsk (1949), and Kaldor (1908).
In general, many heterodox economists agree weahatrks of Maynard Keynes especially on the ardas o
unemployment, uncertainty, role of expectationimafcial markets, and effective demand. Howevez, th
analyses in heterodox economics start from micnoectic problems, this is in contrast with macroecuito
analysis in Keynesian economics.



Page |32

creates deposits which cause new loans (Bain & Hew2003; Lavoie, 2009). This
assumption is opposed to mainstream assumptiomépatsit determines the amount credit

bank are ready to create in the economy.

Post Keynesians made a barrage of criticisms dgaseseral aspects of
neoclassical economics, and these criticisms had beed constantly to define what they
stand for. First, PK theory utterly rejects thevisgs-determine-investments hypothesis as
postulated by neoclassical economists. In the PHKspeetive, savings-determine
investments is against the view that the economgemand determined’ (Lavoie, 2009).
Early Keynesian held the view that economy is deindriven, even so post Keynesians
argue that investment determines savings as agdiestontrary. Extending this further,
post-Keynesian individual’s resolve to invest idependent from the savings level in the
economy. Thus, the proposition savings-determinesstment is at odds with the

investment-determines-savings which is prevalethénpost Keynesian economics.

1.3.1 Monetary Theory of Post Keynesian Economics
Lavoie (2009) reveals that the monetary theoryhef Post Keynesians has a long

tradition that dates back to the 1830s and 184@myd_part of this theory concentrates on
the nature of money supply; which was why the eedogs money was developed to
counter the classical quantity theory of money tedcurrency theory. Arestis and Sawyer
(2006) assert that this view about money is nowriperated in the new macroeconomics
consensus by economists in the new Keynesiano@dth endogenous money seems to
only take centre stage in mainstream economics ftolaas been a long-held theory of

money*® We observe that this recognition has made the taongolicy of interest rate

setting clearly relevant and coherent with prattigeerations of central banking.

Money in Post Keynesian theory originates withiea €dtonomic system when firms
and households began to borrow from the banksdpay loans as well). Thus, in this
process, deposits and bank money are created voyla$ They are created when banks
issue new loans and are destroyed when loans a&reack. In this view, money is more
than a medium of exchange or a stock as commormigunded in mainstream economics.
Money is integrated within the economy and suppiyes as a result of the creation of new
banks’ liabilities within the income generation pess (Fontana & Venturino, 2003). Of
course, this nature is laid bare in the modern esgnwhere money supply expands as
banks allow for overdrafts or extend lines of cteth finance production or new

investment projects.

0 See Goodhart (1989).



Page |33

Money assumes an active role in the Post Keynea@metary theory, as opposed
to the passive role it plays in the neoclassicafilia Its role is very central in post
Keynesian monetary theory; this is because it tff@ominal variables both in the short
and longer term. Money supply is tied to productasnit finances the production process
or the upsurge of speculative purchases in finameéakets (Fontana & Venturino, 2003).
Some argue that money represents the wheels & &ad growth. It goes beyond the so-
called ‘helicopter drops’ as it is labelled in ttp@antity theory of money and utility models
such as Cash-In-Advance models (Mankiw & TayloQ20

However, the nature and roles of endogenous moreyligisive issues in Post-
Keynesian monetary economics. As a result, thexdvao sprinter-groups that emphasize
endogenous money in microanalysis of the behawbimanks in the economy (Ahmad &
Ahmed, 2006; Dow, 2006; Fontana & Venturino, 200@)e first group holds the view
that monetary authority fully accommodates the dsirfar money (cash and credit) from
banks and the public. This group is widely known tae AccommodationistsThe
Accommodationists claim that the money supply cussdlat because at the prevailing
interest rate, banks must meet the demand for mboay all credit worthy firms and the
public (Lavoie, 2009). The second group called ®ieucturalists agrees with the
endogenous view of money put forth by the Accomntiodssts, although their emphasis
extends further than the Accommodationists’. Theyua that Accommodationists have
neglected the structural characteristics of bamid @ntral banks. This will be clarified
here. Fontana and Venturino (2003) claim that tifterénces between these two groups
are centred on three arguments. First, the disageeis based on the degree of control
that the central banks exercise over the demandefgrves. They argue that to some
extent, central banks exert influence on monetangditions particularly by setting interest
rates, and in addition, the lender of last resacility is limited (Arestis, P., 2007b). This
means there is a limit to its exercising the lendefast resorts function and therefore
accommodation is not infinitely elastic. Commerdmnks diversify their portfolios to
limit risk exposure to a single market or one sndhrge borrower. The second
disagreement is based on the meaning and relewdidiciidity preference of commercial
banks. For instance, if commercial banks have peafees over the different types of
assets they would like to hold, then it would beywdifficult to accommodate new credit
demand even if it is from credit-worthy agents. Ttiérd argument relates to the

controversy about the liquidity preferences of tlo@-banking public (wage earners).
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Understanding how the two views of endogenous moweyk enriches our
understanding of the behaviour of central bankshen reserve market, and commercial
banks in the credit markets, as well as the intemadetween banks and wage earners in
the financial markets. For example, it is clear rtbat the change in the price of reserves
sets off the transmission mechanism from reserveskeh to credit market, and
subsequently to the rest of the economy. Generaflgst economists whether Post-
Keynesians or otherwise believe that money is reutral and it matters in the short term.
Notwithstanding, there exists a divergent opinidrowt the influence of money on real
activity in the long term. This view is supporteg David (2008) who reveals that “very
few macroeconomists would attempt to argue thateyand monetary phenomena are
unimportant and undeserving of any attention”. fdether asserts that the contentious
issue among macroeconomists concerns the relatipertance of moneyis-a-vis other

factors in determiningeal as opposed tnominaleconomic outcomes.

In all, we see that the differences between Accodationists and Structuralists
are based on how each camp view the behaviourarishbin the credit markets (Fontana
& Venturino, 2003; Lavoie, 2009). Accommodationiassume that during the adjustment
process of money supply, banks are not affectéeerelty changes in their own liquidity
ratios or those of their customers. While Strudists uphold the view that over the
business cycle, banks change their requirementrixtit in both price and non-price
terms in order to maintain their preferred liqudipositions. The structure of loan

portfolios will affect the desired level of liquigieach bank would like to hold.

1.3.1.1. What is the Nature and Role of Monetary Policy in Post Keynesian Monetary
theory?
Palley (2003) purported that the literature on ithelications of Post-Keynesian

theory of endogenous money on monetary policy iy Wein, as this is still in an infant
stage. Unlike mainstream economics where the macabysis about the nature and roles
of monetary policy is abundant and well-documented; simply not the same with Post
Keynesian economics. Post Keynesian monetary theasybeen largely confined to the
microanalysis of the theory of endogenous moneyth wiewer details about the
transmission mechanisms from interest rate andgems money to inflation, output and

employment.

In spite of the fact that many Post-Keynesians hasen occupied with debates
around endogenous money, the current approacteinditv macroeconomic consensus on

monetary policy has much bearing on the rudimewt® fPost-Keynesian monetary theory.
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Thus, Palley (2003) claims that, although therevede theoretical differences stemming
from various assumptions, the PK recommends inteats setting monetary policy as is
the case in the new consensus. The differencesnaagistream economists claim that
monetary targeting and interest are competing egi@ for monetary policy
implementation. So, it is the contest between mosgyply and nominal interest rate.
However, because money demand is allegedly unstabtethere is a weak relationship
between money supply and inflation therefore, ederate became the monetary policy
instrument* Post-Keynesian monetary theory recommends the madnoifficial interest
rate as the controlling instrument for monetaryigoto fight inflation because holding
down the growth rate of money supply at particldael will generate high interest rates
volatility. In addition, many argue that money is [®U and therefore given the price that
is, the bank rate, the private sector has thetwlidi create inside money to meet excess
demand. Hence, interest targeting policy allows eyoto be demand-determined within
the financial system while monetary authority st#te price for liquidity. Achieving
inflation target through interest rate setting pplis the ultimate goal in the mainstreams.
It is pertinent to mention here that it is not tiiémate target for many post-Keynesians
who argue that inflation is the secondary objectiverder words, the means to the end
and not the end in itself; even though the ultimtatget is full employment (Palley, 2003).

Furthermore, there are economists within and with@ho hold the view that
interest rate fixing is insufficient to achievelstay and full employment. Therefore, some
post-Keynesians suggest a complementary instrunfsath as asset-based-reserve
requirements) to address systemic problems thahatmdrom the balance sheets in the
asset markets. The asset-based-reserves requiresnestessary to address asset related
problems form the balance sheets of which some atopnse an immediate threat or
significant shock to inflation; but however, thegepent an imminent danger to financial
stability, output and employment. In support ofstkbomplementary toolPalley, 2003)
argues that such an instrument is necessary beadfestive monetary policy should
attend to both the real economy and the financialrkets. This additional policy
instrument is not really new to the debates aboanetary policy strategies because many
economists have extensively discussed on whethametany policy should also be
addressed to asset prices (Capie & Wood, 2006dhdnrecent past, Taylor (2008) and
McCulley and Toloui (2008) suggested a spread-&eljusaylor rule which is the standard

“l See Froyen (2005), and Palley (2003).
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monetary policy augmented with spread to achieveeprand financial stability

simultaneously.

1.4. What is the Interest Rate?
Throughout our review of monetary theories, we tamty mentioned interest rate

without any attempts to clarify ‘the interest rateé are referring to. In brief, we will
explain the interest rate before we examine soneerétical and empirical aspects of
monetary transmission mechanism in details. Itus that money supply plays significant
roles in the management of the economy; thus,Hisr reasons our emphasis throughout
this literature review was placed on the nature eold of money supply, the transition
from money-growth targeting to interest rate segttimonetary policy and how this changed
the evaluation of the transmission mechanism. Fiasexercise, we explained why the
new consensus emphasizes interest rate in mongtdicy framework. We find that the
role of monetary aggregate as a policy instrumexst heen assigned to nominal interest

rate nowadays.

Now, if it is not money supply but interest ratédsgn which interest rate? There
are various kinds of interest rates in financiarke#s in fact there is one interest rate for

every asset in the market.

As Belke & Polleit (2009, p. 187) writéthere are interest rates for consumers,
corporate and mortgage loans; interest rates feings and time deposits, and
those for government and corporate bonds; therestaoet and long-term interest
rates; and there are official interest rates, gatdmtral banks, and interest rates set
by supply and demand in the market place; therardeeest rates in the form of

spot and forward interest rates, and there are marand real interest rates.”

The general observation under all schools of thboghmonetary theory is that all seem to
agree that there are two kinds of reference inteetes that serve as the bench marks for
all other market rates. These are: (i) the invesitdal interest rate that is, the price of real
capital as referred to in some quarters; (ii) dme dbservable nominal interest rate which
is determined by central banks. The former interas¢ is invisible or is not to be
observed, but it is generally assumed that it dépem real factors such as people’s time
preference, productivity and population growth,cdils policy and risk premium, and
institutional structures of financial markétThis real interest rate is somehow assumed to

be equivalent to natural interest rate in the lomg. While the later is determined and

2 See Belke and Polleit (2009).
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controlled by the central banks (i.e. nominal repte, bank rate or federal fund rate), and
it influences all other market rates whether shern or long term, the nominal interest
rate is the price of credit in the money markdtpldys a central role in monetary policy as
a controllable tool or as target instrument to nggnaggregate demand (demand shocks) in
the short term. Central banks use nominal inteetstto mediate to the market the level of
interest rate which is assumed to be optimal withdesired level of inflation and output.
Thus policy instrument influences other market saieoth nominal and real) and other
macroeconomic variables such as inflation and mosgyply** Nominal interest rate
reflects country risk profile, inflation expectatiaand political risk. Therefore nominal

interest can be divided into two parts real inteagsl inflation expectatiof.

Henceforth, the interest rate we are referringstdhie nominal rate or the real
interest rate which is the difference between naiiimerest rate and expected inflatfGn.
This can be a discount rate, re-purchase raterdetlend rate, refinance rate, or bank rate
as referred to by different names in many centeadkls. In all, interest rate refers to the
cost of borrowing, opportunity cost of holding caahmeasure of time preference, and the

reward of parting with money.

1.5. Importance of Monetary Policy Transmission Mechanism
Lastly, we discuss the theoretical underpinningsnohetary policy transmission

mechanism. Primarily, when the central bank changesetary policy target, the short

term market rates react to reflect the change inatasy policy stance. The first reaction is
observed in the intermediation spreads, asset griceasset market and the general
expectation of the public about the future coursiaftation in the medium term. Agents in

the money markets revise their expectations alfmufuture course of inflation, and these
revisions could either amplify or dampen the eBeaft monetary policy depending on the
size of spreads in the financial sector. In theosdcround effects, the market rates are
filtered through to domestic demand for goods aedises and external demand. This

translates to a shift in aggregate demand whidaceffdomestic inflation pressure.

“3 Freidman B, (2000) writes: ‘although the centrahk controls only the short term instruments like
Treasury bills, the longer-term rates [...] movehe same direction as short term because banksthed
investors are able to substitute among differetit destruments in their asset portfolios. Hence etary
policy affects these other rates as well.’

“Wicksel's 1898 work]nterest and Pricesis regarded by many economists as the earliggtibation on
this area of macroeconomicBhe concept of natural interest rate started ddthan Gustaf Knut Wickseih
1898 who alleged that natural interest rate hasimgtto do with money as this is determined by real
phenomenaBelke and Polleit (2009)eveal that the Wicksel's natural real intereders equal to the
equilibrium interest rate in the neoclassical tiyemfrinterest rate.

5 This is the interest rate which central banks canveniently set (control) and maintains its’ lewst
continuously supplying reserves through buyingatlirgy to the markets.
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It is widely accepted that the study of the trarssioin mechanism is very complex
and involve some degree of uncertainty as to howetasy policy is transmitted to
macroeconomic outcomes (Belke & Polleit, 2009).r€here a host of factors that obscure
our understanding of the transmission mechanisch as variable time lags between the
point of recognition to implementation and finatly realisation of the impacts; and the
uncertainty around the model and forecasts usedhé& modelling (Blinder, 1998;
Rittenberg & Tregarthen, 2009); and finally, théerof spreads as conduit of monetary
policy effects. Mahadeva and Sinclair (2002) aldd that because economies are always
evolving, this makes it difficult to accurately dyse the transmission mechanism. As we
acknowledge the problems mentioned above, we pmimtthat our analysis of these
transmission channels in the next chapter is notemhaustive list of transmission
mechanisms of monetary policy but we address tlaesgects we deemed necessary to

develop monetary policy framework in Namibia.

The subject of monetary policy transmission mectranis now more important
than before irrespective of which schools of thdugbu project it from. Thus, both
empirical and theoretical studies on monetary trassion mechanism are important
because they help us to answer the questions afi,whtey and how about the mechanics
of monetary policy.



Page |39

1.6. What We Have Learned So Far
In this chapter about monetary theories in the steéiam and Post-Keynesian, we

gained important lessons that theoretically infocontemporary empirical works on
modelling monetary policy frameworks. Firstly, &arinainstream (excluding the
Wicksellian era) favoured some form of quantitativgtruments such as money supply or
exchange rate target for monetary policy, while RPost-Keynesian emphasized the use of
interest rate as the policy instrument to conduchetary policy. Secondly, this literature
review shows that the nature and roles of mongialigy have evolved, and the prevailing
consensus now is that, interest rate-targetinghés monetary policy approach used to
achieve price stability. Interest rate is generdkfined as the price for market liquidity
(credit) and this price is set and controlled byt banks. Hence, altering the level of
interest rate begins the transmission mechanismooietary policy. Ho (2010, p. 91) states
that:

“As a signal of policy stance [i.e. interest ratg].) interest rate should ideally
provide clarity and good controllability. This eapts why so many central banks
signal with their official rates, which are natueaid fully in their control. And to
the extent that this policy rate, (...) is also artsig point of monetary

transmission, it should ideally be something ecoically relevant.’

It accepted that setting interest rates have bsnefi signalling effect in the financial
markets which argues well for the monetary polianse and the forward guidance of the
general public. On this basis, we chose interdst (ige. repo rate) to serve us the policy

variable in our empirical works in this thesis.

Thirdly, we observe that there are wide theoretiiierences why interest rate is
chosen as a monetary policy instrument in the n@eraeconomic consensus; however, in
this literature review we show that many reseaclaeross the divide equally recommend
for interest rate-targeting monetary policy apptodéor example, mainstream economists
assert that the money-growth and interest targetiegcompeting strategies for monetary
policy implementation, while economists outside timainstream argue that precise
systematic control of money supply (i.e. monetargeting) is practically impossible thus,
monetary targeting cannot be used as a monetaigypgonstrument. Further arguments for
interest rate-targeting are that the money demafationship is unstable and often it is

weak; therefore, it is a less reliable predictottef future inflatior® In addition, interest

6 See Crocket (2000), Froyen (2005), Palley (200Be Grauwe and Polan (2005) and McCandless &
Weber (1995).
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rate targeting approach helps monetary policy nsat@workout pathway from the present
to the future i.e. reliable forward guidance. le ttase of post-Keynesian theorists, many
reject the use of monetary aggregates as the mygr@aéicy instrument on the basis that
money supply is endogenous, or simply money isla@we You’' created through the
private sector demand. The view of strictly monegwgh targeting is difficult to reconcile
with the ‘lender of last resort’ function in cerlttzanking mandates. Thus, interest rate-
targeting framework is practical as it allows morieybe demand-determined within the

financial system while monetary authority setsghee of liquidity.

As for money, it has disappeared from the scenausecit is endogenous, and in
contemporary times it is rather used as operatitowlto keep nominal interest rate close
to the target. Thus, when monetary policy is disedsoday the questions about money are
left on the background. This review further showattmost economists whether Post-
Keynesians or otherwise believe that money is reutral and it matters in the short term.
However, there are disagreements about the infeiehaoney on real activity in the long
term. This view is supported by David (2008) an@é&wald & Stiglitz (1993, p. 23) who
reveals that “money matters, at least most oftiime, although monetary policy may be
ineffective in some periods (like the great depmys’ Hence, in the second chapter, we
examined both the transmission effects of mongtatigy shocks and private credit shock
on output and inflation in Namibia. As in Laidle2007) we posit that the transmission
effects of monetary shocks is activated by chanmgeke repo rate rather than changes in

the monetary aggregates.

Fourthly, this literature review shows that new no@conomic consensus argues
for an effective monetary policy instrument(s) tehbuld attend to monetary and financial
stability.*’ Some post-Keynesian calls for assets-based regeirein order to improve
financial stability, while some in the mainstreaoggest an independent financial policy
targeted on credit development or the Spread-aatjuBaylor rule that is aimed to address
price and financial stability simultaneously. Inagher five of this thesis, we examined the
merits of an alternative monetary policy stratedyich is the spread-adjusted Taylor rule
suggested by (Taylor, 2008) and (McCulley & Told008).

In all, the following chapters in this thesis: thnsmission mechanism of
monetary policy; effects of interest rate spreaddlamibia; and the empirical estimation

of Spread adjusted policy hinge on the basis thatral banks use short term interest rate

“" For example, see executive summary by Bayoumi|'Aiecia, Habermeier, Mancinci-Griffoli, &
Valencia (2014, p. 3).



Page |41

as the policy instrument that generates transnmssi@chanism. Therefore, monetary
policy is modelled as changes in interest ratelserathan increases/decreases of money
supply at a predetermined growth target. This basssupported by economists such as
Romer (2006); (Arestis & Sawyer, 2006; Bain & HolseP003; Palley, 2003) who assert
that interest targeting approach allows centrakbda target interest rate and let money to

adopt endogenously.
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Appendix A
Appendix A.1 Money in the Dynamic General Equilibrium: Money-in-the-utility-

function (MIU)

This brief section illustrates how money enters ngeneral equilibrium models in the
neoclassical monetary economics. It is based oscbiti (2001) lecture notes however,
most materials on MIU are closely presented indhme manner and reaches the same

conclusions.

The set up here is the MIU with single agent whowes utility from consumptiold, and
real balancesl;'f = m,. Money balances provides liquidity and transactsemnvices. For
simplicity, the agent receives inconig= F(K;_;) and lump-sum transfer&, , the
money from last periogf, and capitalK;_;. 6 is noted as the discount factor. These

incomes are allocated either on consumption, nelditg of money balances and new

capital.

146

0 1 M

foo (3) UCCos (A1)
Agent maximizes the utility subject to period budgenstraints with thd, andA;,,
denoting the Lagrange multipliers for period t andl.

My
Pt

Cot Ko+ 55 = F(Keoy) + Kooy + 72+ X, (A.2)
t

1

" t M M Me_
L = tzo(m) U(Ct;P_:)_At(Ct-}'Kt +P_:_F(Kt—1)_Kt—1_ :

=1 Xt). (A.3)

t

F.O.C: with respect t6;, M,, K, yields the following Euler equations:

1 \¢ M
(55) @59 -2=0 (A4)
1/ 1\t M; At |, Aerr
7 (5a) Une(Co) =5+ 5 =0 (A5)
_/1t + /1t+1 (1 + F/(Kt)) - O (A6)

To obtain intertemporal condition we solve figr andA,,; in (A.4) and (A.5)

(75) ' Ue, = (m) Uep,, (T + 1) (A.6a)
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1+1¢

Ce = T35 et

(A.7).

Intratemporal condition between real balances amdwemption is obtained by solving out

As andA;,, from

() (6 = () U (6 + () s )

By inserting equation (A.7) into (A.8) we can writgratemporal conditions as

Pt

UMt =(1 PHI) ct . Ba)

1+7¢

Driscoll (2001) illustrates the implications of tdmlances in MUI by adopting the utility
function of the form in (A.9). Of course many ottt functions’® with cash-in-advance
will yield similar results.

C aNl—o
U(C,m,) = & o).

1-0

We insert the expression relatibn- r; = 8+ i 1o the FOC and therefore we can write

t+1

the intertemporal and intratemporal conditionsaiew:

i -0 1+7't Mey1 0!(1 O')
()™ = Tox (e (A.10)
m, = a(l+ %)ct (A.11)

By taking logs of (A.2.10) and (A.2.11) we can obtaquations

AIn(Ceyy) =2+ LD A (mey) (A.12)

In(m;) = In(a) —In(i;) + In (C;) (A.13)

The main economic results from (A.12) and (A.13) #rat the former represents the main
conclusion of neoclassical growth models. It implibat in the long run or at steady state
the return on capital is equal to the discountiagtdr, = 6 .*° Output is determined by
capital and other factors of production without prgrowth. Hence, the MIU in this

neoclassical with capital, flexible prices and n@nwopolistic competition obeys the

“8 See Bennasy (2007), and Walsh (2010)
“9In the steady statAIn(C,,,) = 0,and Aln(m,,,) = 0.
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general classical dichotomy. The equation (A.13egithe standard demand for money

derived from general equilibrium. In the new corses
Appendix A.2 Basic New Keynesian Model: Classical monetary model

The simple approach in this New Keynesian modelctvigerves a benchmark for new
consensus macroeconomic models is the emphasisi@beoonomic foundation to
estimate deep parameters jointly. Most new consensodels bear the hallmarks
monopolistic competition, sticky prices, sticky vesgand other rigidity that introduce
market imperfections in the short run and furthesuit output below potential level. There
are rational agents: optimizing households anddjrgovernment and the central bank. We
see price setting by firms as they attempt to maanprofit while households choose
optimal consumption to maximize their utility. Inhat follows, we illustrate the basic
elements that help us to understand the three e@ations that form the bedrock of
modern macroeconomic framework. In this generah&aork we have forward-looking
households, firms and monetary policy authority. ¥tart with the classical monetary

model without money in the utility function.
l. Households

The representative households maximizes a lifetiotdity, and discounts future

proportionally by a factof given by,

Ey X0 BT U(Cy, Ny). A.12

- 1
ct=° N}

SpecificationU (C, Ne) = 1= — 1

consumption level is denotél], N, is labour

supply, no real balances ¢ > 0 are elasticity of demand for individual goods and
elasticity of labour supplyC; can be thought of as consumption basket of aldggoand
this is a continuum of goods represented by thernmt [0,1]. TheC; household
consumption index is define in the following CE$nfip
o1 1o

1 N g.]01
C=|f ety a| A.1
Household first stage problem is to allocate optico@sumption. Household problems are
find C; at a minimum cost and the optimal amountepfi.e households must find optimal
allocation of a given consumption expenditure agiiagividual goods in the consumption

basket. Given {j) of each differentiated good, we derive the cokione unit of € as

follows:
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6
.1 . i~ 7 1,81 181
min [ pe (Dee(Ddj +> lCt - [fo ce(j) d]] 1] A.14
F.0.C
N _ (P 7?
c:(j) —( P, ) Ce A.15

Equation (A.1.4) gives us the demand for good pgivotal demand for Cintuitively it
shows that the share of good j depends upon ite pelative to the price of other goods
and the elasticity of demand given thyAsf — o goods are becoming close substitutes,
and therefore firms loose the market power. Hen@endicates the price elasticity of
demand faced by individual firms. The larg@rindicates higher degree of more
competitive market, the small@rindicates a higher degree of imperfect competitiothe
economy. Equation (A.13) is a solution to minimiaatproblem above; thus knowing this

household can know how much to consume for eact gaod decid€;.

The price index is defined as follows:

P, = [f01 P,(H*° dj]ﬁ =P (A.16)

From (A.14) we see that; is the price index appropriate for the consumptondle in
(i.,e. a minimum cost of a unit cost of aggregatestmnption). Household optimal

allocation of consumption and labour:

maxc, n, 5, {Eo Zt=o B U(Ct, N¢)

sit.
P,C, + Q.B; < By_y + W,N, + 11, . (A.17)
L = EO Z%O=O{ﬁt U(Cti Nt) - At(PtCt + QtBt - Bt—l + WtNt + Ht)} (A18)

From the Lagrangian we derive the f.0.c and obtaaosehold’'s intertemporal decision
after optimal allocation of goods and services. sTwill results in the so called

consumption Euler equations and labour-leisureaghoi
C:°=p0+ it)Et(%)Ct_f-l (A.19)

= Cp = E;(Cer) — 07 (ip — Eery + p). (A.20)
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cong =% (A.21)

Pt

Q = (A.22)

T 1+i

Log-linearization For conveniences these equations are log-linedraend denote the

variables with small letter variables.

Letp = —Inp andi; = —InQ; , Acryq = Cryq — ¢ = INCryq — InC = ln%
t

Pt

1=E, eln (3QE1(%)_”PH1)] — Et(e—p+it—aAct+1—nt+1) (A.23)

Taylor expansion of the Euler equation around thady state yields:
1=Ef1+(—p)+ (=0 —0(lcty1 —y) — (g1 — )]

pcy = =iy +p+ Emiyq + 0ECiiq (A.24)
We can write the log-linear zed Euler equationcdi®ws:

¢t = E(cey1) — 07 (ip — E¢tenq — P) (A.25)
Similarly the linearized labour supply equatiomyigen by:

InCtfN? = ln%
t

olnCy + pInN, = InW, — InP;
We — Pe = 0C + @ne .bB)

In order to get a money demand equation we neeadtitoduce real balances in the life
time utility function either as separable or inggde from consumption. Money enters the
utility as real because we want to show how thdéadalan be exchanged for goods and
services. We illustrate how to get the money demhatbre we derive the optimal

condition for the firm.
. Money-in-the Utility function: Basic New Keynesian Model

In order to generate the demand of money from itisé ffrinciples as opposed to ad-hoc
from quantity equation we incorporate the real beds in the basic New Keynesian

money-in-the utility function. First, the result ether money will have any effects
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depends also to whether the utility function isssaple or non-separable. We start with the

utility where money is separable from consumptiomction.

1-v
Mg

_ At 1+

e (Pt) N ¢

1-0 1-v 14¢

¢
max mEq Y2 U
Ct,Nt,Bt,_Ptt 0 Zt—O ﬁ

[ee) t M
L= By Yo (B (CoNept) = Ae(PCo + My + QuBr = My = WeN, =T} (A.28)

Since the f.o.c. for consumption, labour and boadsthe same as above here we only

show the optimal for money holding which gives theney demand equation.

G _ e A.29
Ct - 1+lt ( . )
c”(“‘f)— (A.30)

Pt

Using the same procedures as in (A.30) we log-tined money demand as follows:
ln = In [C} ”(“”) v] (A3

_O' 1 1+it
= M; — Pt —;Ct+;l‘l’l(,—)

le

1 1+i 1 i—(1+i) ,. . _ 1 1+i 1 o
:>mt Pr = —Ct+;lln( )+1—+Li—2(lt—l)l - ;[ln(7)+m]+;ct—
l 1 .
v (1+0)i 't
1 1+i 1 g 1 1 .
P37 [ln (T) + E] Tyl v+t (A.32)

Finally, to find the standard money demand Wenset%ﬁ and assume all output is

consumed; = c;. Furthermore we ignore the constal[utn (1“) +i] and assume the

income elasticity of one then the conventional dedndor money can be written as

follows>":

— Pt =Yt — Nt (A.33)

* Income elasticity of one implies that= v.
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One deduction from the equation (A.33) is thathfieges in money do not affect the
consumption and interest rate then the there i®poptional relationship between money
and inflation, hence this equilibrium will hold. Ui&, equation (A.33) solves equilibrium
values of inflation, price level and other nomimatiables when monetary policy involves

the use of money supply.
(1. Firms

In the New Keynesian setting it is generally assiirtteat there many firms produce a

unique goodg;(j) with production function linear in labod; (j):

c:() = ZN:(j) (A.34),
Z; - measures aggregate total factor productivity.

Price setting: firms set prices taking into accotm®@ demand functioey(j). They freely
choose optimal price that maximizes discountedréuprofit; however, they do not know
how long before they revise their optimal price.u$hthere i as probability of being
stuck with same price for a given period. To fiidthe discounted profit subject to the
demand for,(j) . The optimal price set by all firms in a log-larezed form is given as

follows>*:

pi = (1= B0) Xi-o(BO) E, (mct+k|t + pt+k)- A.35

0 is the fraction of firms that kept last periodisce; (1 — ) is the fraction of price setters
that changed their prices. Optimal price is a fiomcof current, expected marginal cost and

aggregate prices — that firms set a price thatesponds to marginal cost giveny,

weighted by probability that price remain in plaaethe horizord*. Aggregate price

dynamic is given by

Py = [0(Pe_y)™™ + (1 — 0) (p}) ' ~¢]7= (A.36)

1-¢

= (1)1—8 _ ([HPtl__f +(1- Q)Pt*l—e]ﬁ 1 )

Pr_q Pty

=T =6+ (1-6) (= )1_8

Pty

*! This p* is obtained from firm maximization of cent market value of profits generated while thatepr
remain in place.
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We log-linearize the pricB; (A.36) around zero inflation —the steady state tad gives

inflation in period t.

. = (1 —0)(P: — Pe-1) (A.37).

As can be seen (A.37) it is clear that inflatiorperiod (t) comes about when firms adjust
their prices to a new price that is different fréme economy’s average price prevailed in
the last period? Using equation (A.35) will finally help us to aré at the inflation-

adjustment equation

My = BE;(Te11) +x mey, »=9=20=E9) (A.38)

The marginal cost is replaced by output gap ashéoNew Keynesian Philips curve as

dependent on expected inflation and outputap.

My = PE(Tepq) + Kxe, 1o = F=rere, (A.39)

V. Equilibrium

Using equilibrium conditions, abstracting investrneand government spendings, the

goods-market clearing is given by:
Ye = Ct (A.40)

Hence, usingy; = ¢, and the relationship of the bond pri@e to interest rate), =
1/(1 + i;) we substitute; with y, in the Consumption Euler equation which finallyeg

us the log-linearized DIS curve:

Ve = Ee(yer1) — 07 (i — Eemty + p). (A.41)
Using the concept of output gap = y; — ;IZ we rewrite the IS curve as follows

x; = E(xp41) — 07 1(iy — E;mte + p). (A.42)

The two equations (A.39) and (A.42) define the farslv looking rational expectation
model that forms part of the bedrock of modern meaconomics analysis. The last
component which completes the system representaohetary authority or government.

V. Monetary Policy

*2 See (Bergholt, 2012)
%3 See (Gali, 2008, pp. 45-48) for derivation of hilv marginal cost is related to output gap.
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The monetary policy rule that closes the consensel is expressed as follows:
ip = Opmy + 0% + Vg, (A.43)

The monetary policy (A.43) is substituted in theSmurve (A.42) to solve the model. This
monetary policy explicitly shows how the monetamytheority responds to economic

conditions while determining the interest rate ¢éarg/hich the central bank regards as
optimal. The first and the second terms repredemisystematic components of monetary
policy while the last term indicates the unsystemmabmponent which the monetary

authority cannot predict; and further it is genlgrassumed that, > 1 and0 < §, < 1.

VI. The Bedrock

Finally, we have three main equations in three gedous variables;, m;, and i;. The
three equations are presented here particularlythan form that can be estimated

empirically to real environment and fit data.
x¢ = E(X¢41) — 07 (ip — E;re + p). (A.44)

Rational expectation dynamic I1S-curve links todayigput gap with real interest rate. This

helps to illustrate the transmission channel cériest rate setting monetary policy.
Ty = PE(Teyq) + KXy Ay

Equation (A.39) represents the expectation-augndelealips curve which is the inflation-
adjusted equation determined by forward inflatiow @& proportional to output gap. For

inflation to be zero, we need to keep output etfuakro in the long run.
it = T[t + p + 67-[(7Tt - T[;) + 5xxt + vt, (A46)

Lastly, the monetary policy set by central bankssd to close the dynamic IS curve while
Philips curve determines the output gap and imfatiThe main observation from this
summary is that monetary policy in equation (A.&)ndependent of the level of money
supply, and therefore, money assumes a passivasalerived in (A.33). Equation (A.33)
shows the level of money supply that central bastieuld supply to support the monetary

policy rule. Hence, this strategy supports the vigwendogenous process of money supply.

VI1I. Therole of money and exogenous path of money supply
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As can be seen from (A.39) to (A.46) equilibriummey is absent. However, the presence
money can be integrated in several ways as showBelgany (2007, pp. 242-24%nd
Walsh (2010). First, we postulate the money denfeord household’s optimal conditions.

— Pt =Yt — Nt (A.33)

We start from the tradition that central banks thet money-growth target or adopt a
monetary target that let money supply grow at & tat deemed necessary to maintain
money market equilibrium (see Mankiw, 2012, p. 4B&rgholt (2012)and Walsh (2010)

use an example of exogenous money supply patrecsfiga as follows:
Amy = ppAmg_q + & (Ay7

wherebye[™® is an exogenous shock. The money demand equatitren useful to solve
for price level in a Fishers’ inflation equation mserting the nominal interest rate in the

following price level equation as follows

1
ly = ;[Yt — (m¢ — py)] (A.48)
Using the fisher equation for inflation we can detme the price level as

Pt = Edpesr} + 1 — iy (A.49)

We replace thé; in the price level and obtain the following,

1
Pt = Epes1} + 1 — ; [y, — (m; — p,)]
= (— 1
(1+n) Pt = Ee{pes1} + 10 — n [yy — m;]

=Pt = (1+77) Edpesi} + ( )mt +u, (A.50)

Drago () show that; = (ﬁ) [nr: — v:] evolves independently from real money balances

as we see above in the (A.50). Solving (A.50) fodwaelds

k
pe=my+ 5 () Eelbmend +u (A51)

% Benassy (2011, pp. 249-251) examined a monetgrgrawent where monetary authority peg interest rate
and let the quantity of money adopt endogenously.
% Fisher equation 1+ 1, = (1 +i,)/(1 + mpy1).
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k
U = Yreo (12—77) E:(u:4;) evolves independently from the money supply ieal rand
interest rate and income are determined by faaitside equation (A.51). From (A.1) we
see that the exogenous path money supply,, determines the price level. Thus, if it
possible control money held by some in the maiastregovernment can follow the

exogenous path to determine the desired inflatd® in the long run.
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CHAPTER TWO

2. Modelling Monetary Policy in Namibia: A Structural VAR
estimation in the new consensus macroeconomic framework

“Within the recent decades, economic researchers hade concerted efforts to
explore in more detail the various channels throwbich monetary policy actions
affect the aggregate demand and, ultimately, iofatin today’s literature, it is
widely agreed that some of these channels requamticplar attention. More
specifically, an interest rate channel, an excharage channel, some alternative
asset price channels and a credit channel are wigenioned” (Gerdesmeier, 2013,
p. 140).

2.0. Introduction

At the onset, it is a common knowledge to claint #&ch central bank has a clear
mission and mandates from their respective goventsn&or example, the mission for the
Bank of Namibia’'s (BoN) states that “in supporteabnomic growth and development, our
mandate is to promote price stability, efficientypent systems, effective banking
supervision, reserves management and economicrcbsaa order to proactively offer

relevant financial and fiscal advice to all ourkstiaolders” (Bank of Namibia, 2010, p. 7).

While for many central banks there are clearly stategions and mandates, only
some (if not a few) have structural view suppotigeempirical evidence on how monetary
policy affects economic activity in their respeetieconomies. This lack of empirical
evidence has affected the development of monetaligypframework in many countries.
Central bank’s mission and mandates are not endhgk,need to be supported by up-to-
date monetary policy frameworks which describe axglain how monetary policy
operates within the domestic economy. Monetary cyolframework supported by
empirical evidence on the transmission mechanistnuisially imperative for every central
bank, as it improves the execution of monetarygyolEmpirical evidence about what
transmission channels that works and how effectilesy are will improve the
transparency of monetary policy. Furthermore, eioglirworks will help the public to

understand the process of macroeconomic stabdizati

King (1994, p. 261) points out that it is not enbug have a clear directional
objective, but we must also have an ‘understandirtgppw the instruments of policy affect
the economy, and ultimately inflation’. In additioKing’s view concurs with Ganley

(1996, p. 288) who also argues that “monetary aittbe® need to understand how the
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effects of a change in official interest rates passed through the economy.” Thus, in our
efforts to support the development of the monefaolicy framework for the Bank of
Namibia, we the study the monetary policy transimissnechanism within the new
consensus view, when money is endogerid@ontemporary monetary policy does not
emphasis money as an active monetary policy ingnirbut rather it is an information
variable that should be considered in the monepaticy decisions. Our study aims to
provide empirical evidences on how structural skoslich as monetary policy, demand
and private credit shocks affect economic actiutyNamibia. This chapter is primarily
aimed to establish whether or not monetary policiyoas of changing the repo rate (i.e.
the repo rate in Namibia) significantly influendeettime path of GDP, inflation, and

private sector credit in the short run and in thegl

Namibia operates a fixed exchange rate arrangemeerteby the Namibian Dollar
(N$) is fixed one-to-one with the South African RafZAR) since 1993 after joining the
Multilateral Monetary Agreement (MMAY The chronological development of the MMA
started with the Rand Monetary Area (RMA) in 19Which was transformed into a
Common Monetary Agreement (CMA) in 1986 and thenNMiMA when Namibia became
a member in 1993. Van Zyl (2003) pointed out that fixed exchange rate arrangement is
shared by Lesotho, Namibia, Swaziland and SoutlicAfcreating a common monetary
area. All these countries have their central bamdcurrencies pegged to the ZAR one-to-
one. The ZAR circulates freely as legal tendethin CMA and all member states have the
same exchange rate against outside currencies. Seenaomists considered the
arrangement in which Namibia operates as the coyrdmard because of regular
consultations among governors in the CMA. As argbgdHawkins and Masson (2003),
the decisions to forgo national currencies for @agi currencies lead to both political and
economic stability in the long run. In the casetlod CMA, the benefits particularly for
Lesotho, Namibia and Swaziland are to maintainlstaichange rates, lower inflation,
increase trade export-import volume to and throGgluth Africa, and further maintain

access to regional and international financial rerkhrough the Johannesburg Stock

*6 Bank of Namibia (BoN) is the central bank of thepBblic of Namibia; and it is the sole sponsortis$ t
research project. Apart from the above motivatiams,also observe that the 2008-2009 financial stisis
revived the debate with rigor about the effectiwn®f monetary policy in developed and developing
countries (Knoop, 2008).

" Namibia has been a de facto member of the prevdotangements because it was under South Africa
administration until March 1990. Although the legaime for this agreement is the Multilateral Mongta
Agreement by the Act of 1992, we will use CMA asstlis the common term used to describe the
arrangement in the monetary area. FurthermoreMilié\ is within the Southern African Customs Union
(SACU), with only Botswana not being a member & MMA. Van Zyl (2003) recalled that SACU started
long before the Union of South Africa was formed 81.0.
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Exchange (JSE). One striking difference betweerCii& and other monetary unions has
to do with the management and control of monetajcp, the objectives of monetary
policy and mandates of member states’ central bartksse features are not uniform in the
CMA. Van Zyl (2003) and Jiang, lyabo, Kazuko andghton (2007) acknowledge that
the MMA distinguishes its aim which is to advante teconomic development of and
facilitate equitable distribution of benefits to miger states while allowing each member
state to take responsibility for its own monetaojigy and control its domestic financial
institutions. It means there is no single monetaojicy for the monetary area. It also
means that the MMA allows the Bank of Namibia tamge the policy interest rate either
in response to a change in South Africa’s policte rar exclusively to the domestic
macroeconomic environment. Thus, with this flexipilin the MMA, we observe that
monetary policy rates in the rest of the membetestaleviate from the South African
monetary policy rate without endangering the cwyepeg or the multilateral monetary
agreement in place. Mainstream economists arguethibadeviations are not possible in
the fixed exchange rate peg. This is because deantiith a currency peg arrangement
lose their monetary independence. However, we athae this view does not entirely
describe the practicalities in the fixed exchangee rarrangements. For example, we
observe that for the past two decades the situatidhe CMA (particularly in Namibia)
has been different from what theories describe Ishptevail in a fixed exchange rate
economy. On many occasions, Namibia had a lower rafe than the South African repo
rate, and this existed without experiencing largpital outflows or facing any imminent

speculation attacks as occasionally alluded theniterature.

Of course, there are some drawbacks in the CMA/aasZyl (2003) pointed out in
an analysis of the MMA in southern Africa. For exae) Van Zyl (2003) revealed that the
MMA arrangement has some drawbacks such as thalkalclack of monetary policy
discretion’ and the non-formal framework of conatitin between central banks in the
monetary area, and the inherent exposure to \bfatithrough South Africa’s
mineral-commodities driven economy. On monetarygyaliscretion, we argue differently
that while the South African Reserve Bank (SARB)egithe direction of monetary policy
for the CMA, this is always done in consultationttwithe other member states.
Furthermore, it is not true that other member st&aow to the letter the instructions from
the SARB (if there are any) when formulating themonetary policy actions for
stabilisation. We use the example of the last fonalrcrisis to illustrate how each member
state reacted to the global financial crisis. Feameple, the Central Bank of Namibia’'s
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response to the recent global financial crisis wexy different from that of the SARB. In
the case of South Africa, the central bank and gouwent both embarked on large fiscal
and monetary policy expansions to stimulate thenesty and mitigate the effects of
financial crisis. However, the responses of thelBainNamibia and the government were
mild, primarily targeted against unemployment, psive inequalities and the lack of
financial inclusion in Namibia. Of course, one imgamt phenomenon that prevailed before
the crisis was that Namibia’s repo rate was alrdadyer than South Africa’s repo rate and
the ratio of international reserves was higher ghow help the central bank through the
crisis period. Thus, combining these factors witle tflexibility to manage domestic
monetary policy might explain why individual monstgolicy matters in the CMA. In
addition, the credibility to manage foreign resarnie preserve the currency peg in the
CMA might also explain why monetary policy ratesvidée within from the anchor
country. Hence, the MMA arrangement gives leveragthe short term for the Bank of
Namibia to deviate from South Africa’s policy rateorder to pursue stabilisation actions
that are in its own economic interests. In all, BigIA presents the opportunity to central
banks to use the repo rate to influence econontigitgcin the short run without waiting
for South Africa to take similar steps. The mainn@ern for us is whether these
independent actions of changing the repo rate imibia produce significant transmission

to output and inflation.

2.1.1 Motivation of the study
Although there are many empirical works on the graission mechanism in

advanced economies; however, in Namibia; a deveippountry which greatly relies on
the banking sector as a main source of finance@d¢onomic activity, there is little known
about efficacy of monetary policy. The gap exisezduse there is lack of documented
empirical evidence about the monetary policy trassian from nominal interest rate (i.e.
repo rate) to real economic activity, and the simd strength of individual transmission
channels such as interest rate and credit chanAsla result of this gap on empirical
evidences, it is generally observed that some akebtinkers cannot confidently answer
questions of when, why, and how much in relationthe transmission mechanism of
monetary policy in their respective countries. Erample, to what extend does the policy
of changing the level of repo rate significantlyfliences real GDP and inflation. In
addition, other questions the necessity of changireg repo rate in the face of SA’s
monetary policy direct influence in Namibia. BaydunDell'Ariccia, Habermeier,
Mancinci-Griffoli, and Valencia (2014, p. 3) revedlthat ‘... there is much we do not

know about some of the transmission channels’ drdefore we should reconsiders our
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monetary policy rules. We believe that this stugynecessary especially in developing
countries which of recent have adopted the indiegigiroach of implementing monetary
policy, with fewer directives and less direct cotgrand more uses of indirect instruments
based on market mechanisms and incenfivés. addition, even if empirical evidence
exists, we argue that it is in the central bank&fiest to continually revise the quantitative
picture of the transmission mechanism over timenaf/éhere are past empirical evidence
on the subject? Another motivation for this study is based on wdt and structural
differences that exist in many countries. On tHeedences, Greenwald and Stiglitz (1993,
p. 32) reveal that “the impact of monetary poliaydeveloping countries is likely to be
different from the impacts in United States andeotidvanced industrial countries.” Fetai
and Izet (2010) claim that these differences indnaission mechanisms are generated by
factors such as the size of the economy, openmaesklevel of financial development,
preferences, political and administrative inst@os in place. This claim is supported by
Agenor and Montiel (2007, p. 4) who assert thaartsmission channels may vary across
countries and overtime, depending on the statenahtial markets development.” Thus,
we emphasize that an empirical study about trarsamschannels and effectiveness of
monetary policy is highly welcome in Namibia. Sgeailly, this study is aimed to help the
revision and redevelopment monetary policy framdwanrently at the Bank of Namibia.
This chapter makes the following contributionspibvides empirical evidence on how
shocks from SA monetary policy and domestic mowefaolicy affect real economic
activity; the relative size of credit and intereste channel and finally, whether the 1998
East Asian and the global financial crisis 2008HE¥e significant long run effects on

domestic variables.

2.1.2 Objectives of the Study
The primary objective of this study is to examihe teffectiveness transmission

mechanisms generated by changing the level of rgpo in Namibia. We sought any
statistically significant empirical evidence of napary policy effects on economic and
financial activity in Namibia through the Structurdector Auto Regression (SVAR)
method®® Sousa and Zaghirf2007, p. 7) claim that this method allows the niiinig of

recursive and non-recursive structures of the emynwith a parsimonious set of variables

8 See Ho (2010) on the survey about implementingatasg policy in the 2000s .

%9 See (Knoop, 2008; Mahadeva & Sinclair, 2002; MascB2004).

% An alternative method is called structural veeioor correction model (S-VECM) —this method takee
account the presence of cointegration in the veatito-regression model. This method was not paséil
our analysis because some of the variables sutdtionf were reported as growth rates. For exantpke,
consumer price index was reconstructed to exteadctiverage, and it was also rebased about fouistime
since 1990.
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and it facilitates the interpretation of the conpemaneous correlation among disturbances.
SVAR method has becomes the main tool of evaluatieg effectiveness of monetary
policy and the transmission channels of monetaticyo Thus, using SVAR our specific

objectives are:

(1) Estimate short run structural impulse response tions (sirf) of real
economic output, inflation rate, and bank moneyvgie sector credit) to
the following structural shocks: monetary policyofto domestic and
foreign), demand shock and private credit shG¢ks.

(i) Estimate and analyze the relative strength of @sterate (repo rate) and
credit channels in Namibia by analyzing the striadtuforecast error
variance decomposition (sfevd) of output. We foduea interest rate and
credit channels because they are always givemdiséilaborations in the
monetary policy statement issued by the bank of iNe&n This is an
indication that BoN pays serious attention to tlamsmission through repo
rate and private credit channels.

(i)  Estimate the long run cumulative impulse responsetfons (cirf) of real
GDP and inflation to a domestic monetary policy@dhadrhis estimation is
aimed to establish whether there are significang laun effects of changing
the level of repo rate on inflation rate in Namibia

This study adopts the new consensus monetary piblegretical framework where
central bank sets interest rate target and letseesnenpply adapt endogenously. In chapter
we provided the theoretical underpinnings for iegtrate setting monetary policy, and this
chapter empirically test the effectiveness of clamgnterest rate levels in Namibia. This
chapter contributes to the empirical literaturedsgviding a comprehensive quantitative
picture about the transmission mechanism of mowpedalicy for the past two decades in
Namibia. Furthermore, we provide empirical evidabout relative strength of interest rate
and credit channels in Namibia.

In the earlier part of the thesis, we reviewed amédntal monetary theories of
monetary policy in two dimensions - across macraeauc schools of thought, and the
historical perspective dimension. The chapter suns®a the theoretical foundations for
the ‘new macroeconomics consensus’ and prevaleerest rate-targeting policy in

contemporary central banking. In that essay, wehthe evolution of monetary theory

®1|n our structural economic model, we have a stmtISA’s repo rate and Namibia’s repo rate. These tw
shocks are meant to differentiate between domasticforeign monetary policy effects in Namibia. ther,

we estimate two separate SVAR models one with Nenigpo rate and another with SA repo rate as the
policy instrument.
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and the transition of monetary policy from the mpgeowth targeting approach in the
20th century to the contemporary all dominatingliest rate-targeting monetary policy in
the 2F' century®® We conclude that currently, and for diverse reasamany central banks

have abandoned money-growth targets and now setesit rate targets as a way to
implement monetary policy. Central bank’s nominatkerest rate is the monetary policy
instrument and it's not money supply. When certteaiks adjust the level of nominal bank
rate this sets off the transmission mechanism aietary policy. Finally, monetary policy

effects is evaluated through interest rate shockber than money supply shock.
Therefore, with this understanding in mind we udiesl repo rate as the monetary policy

instrument that generates the transmission effec3/AR model.

Section one gives the introduction, motivation abgkctives of the chapter; section
2.2 reviews empirical studies on the transmissi@thanism of monetary policy in the
developed and developing countries. Section 2.32aékxplain the SVAR methodology
and the economic model used to examine the trasgmisnechanism, and the last section
2.5 presents empirical results starting with grgmesentations, structural impulse

responses, and the conclusion.

%2 0n this same topic, (David, 2008, p. 177) asdkes“central banks view themselves not as deteemof

the money supply, but as determiner of the nomiimtakest rate.” He further reveals that “given ti®ice

of interest rate, the money supply is endogenodstgrmined by the private sector’s demand for méney
Similarly, (Agenor & Montiel, 2007) write that ‘theentral bank sets the refinance rate and provides
unlimited access to liquidity at that rate.’ (sés@lvarez, Lucas, & Weber, 2001, p. 219).



Page |60

2.2 Empirical studies on the transmission mechanism of monetary policy
Empirical works on the transmission mechanism ohetary policy are abundant;

however, most empirical studies focus on the mapeteansmission mechanism in
advanced economies. In the case of developing dearthis topic is less researched as
argued by Gavin and Kemme (2009). This state dimsffstems from multiple problems
that prevent smooth analysis of monetary policg@veloping countries. First, there is a
problem of data collection and compilation espégial the real sector of the econoffiy.
Mahadeva and Sinclair (2002) point out that monetaralysis of transmission channels
requires good quality data in order to provide ectripolicy advices. Therefore, without
good quality data and comprehensive quantitativayais monetary policies are based on
guess works and speculations. Second, research #imunonetary policy transmission
mechanism is complex while the research capacitylaaeloping countries is limited
because of limited research skills, lack of commitinand shortage of funds from
governments. Third, the financial systems in dewi@lgp economies are undeveloped, often
exist in two tier system formal and informal; arety also tend to have fairly dominant
public sector activities with the government cromgliout private firms. All these factors
were alleged to inhibit research works on monefaoiicy transmission mechanism in
developing countries. As a result, some countrgerate monetary policy without a clear
set of monetary policy framework that stipulate gudicy instrument, target and how the
ultimate objectives will be achieved. Finally, taas apathy toward analysis of monetary
transmission mechanism from some academics comynuBdme economists are of the
view that there is nothing to say any more abounetary policy transmission mechanism.
However, for central perspective the tasks of adgisand revising monetary policy
framework require up to date information about twev, when and why of the current
transmission mechanism. We are of the view thatetasg policy transmission mechanism
is a timeless topic, and it remains an importapid@s long as the businesses of economic

stabilization exist.

Traditionally, empirical works that examine thengenission channels assumed that
central banks control the money supply (EstreaM&hkin, 1995). From this perspective,
money supply was used as the monetary policy imstni that the central banks can adjust
to stabilize output and inflation in the econorilye argue that this assumption has been
rendered obsolete and incongruent with modern fwaorless of monetary policy. Alvarez
et.el (2001, p. 219) points out that:

% Real sector variables include: GDP, PPI, CPI, GeRator etc. These variables are less frequenatare;
thus, there are fewer observations and sometimesfgaeach time series.
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“A consensus has emerged among practitioners ttt@instrument of monetary
policy ought to be the short term interest ratat ffolicy should be focused on the
control of inflation, and that inflation can be vegd by increasing short-term

interest rates.”

With the reasons of what we have leaned in chaptet our position supports the view
that the central bank sets interest rate as theypimistrument to stabilize the econofify.
Therefore, in the following review of empirical dias on transmission channels, we did
not include those studies that investigate the oblhe money channét.First, we present

a literature review of empirical studies that eadduthe effectiveness of monetary policy
shocks through the interest rate channel. Withim gbction a range of papers on monetary
transmission mechanism in developed and develogiogomies are covered. Second, we
examine the empirical studies that assess thetarbdnnel, with the purpose of knowing
how credit responds to monetary policy shocks. Ifinave examine the asset price
channel and exchange rate. The last two channehéndte literature on this topic in the
past 10 years since the East Asia financial crigish bubble in the US and the global
meltdown in 2007-08. As we address in the first ptba many policy makers in
contemporary times want to understand the role ssfetaprices play in transmission
mechanism and what role they should play and wleaghts they should be assigned in

the monetary policy rule.

2.2.1 Empirical Studies on Interest Rate Channel
There are several applied studies that examine hghathanges in interest rate

significantly influences economic activity. For exple, Bernanke and Gertler (1995) and
Mojo and Peersman (2003) produce empirical work$ wvidences, which support that
monetary policy operates through the interest chi@nnel. Bernanke & Gertler (1995)
used the SVAR approach to analyse the effects afetaoy policy shocks in the US

economy. These authors applied a semi-structuraR \&Ad identified the innovation in

federal funds rate as the exogenous shock (i.eometary policy instrument), and their
system includes real GDP and GDP deflator as messafreconomic activity. Bernanke
and Gretler’s results show that output declinesegponse to a positive monetary policy

® This view is supported by Post Keynesians suctAasstis & Sawyer, 2006; Hansegenn, 2006; Palley,
2003), as well as by mainstream economists sudBais & Howells, 2003; Goodhart, 2007; McCallum,
2001).

% Money supply channels have been argued for by naarliyors; however, here we present (McCallum,
2001, p. 157) who purported that the “model withoatnetary aggregates does not imply that inflatioa
non monetary phenomenon.” Although the theoretisatiel seems to suggest misspecification, McCallum
(2001) asserts that this effect is very minimatjirantitative terms. He therefore concluded his ofag®n

by claiming that “policy analysis in a model withio money and based on interest rate rule is not
fundamentally misguided.”
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shock. They indicate that the general price indesponds after the fourth quarter; this
seems to show that it lags behind the responseuipub These findings confirm the
operation of the interest rate channel through twhiwonetary policy impacts the real
economy in the US. On the same topic, Mojon anddpean (2003) examine the monetary
transmission process in 10 countries in the Euea.ddsing the method of structural VAR,
they evaluate cross-country differences in the str@asion mechanism. Mojon and
Peersman included variables such as world commauiite index, US GDP and short
term interest rate¥ The world commodity index and the US GDP group assumed
exogenous and they are used to represent worlatioril and capture the so-called ‘price
puzzle i.e after a increase in monetary policy ghioflation goes up rather than going
down’ associated with the VAR studies (Favero, 20vidence from Mojon and
Peersman’s study indicates that output and priaett® random shocks from the interest
rate. Firstly, output temporarily falls and reacleetough around the fourth quarter, and
thereafter, price levels decline in response tmsitive shock in the interest rate. These
results are compatible with the general outcomegAR studies. The stylized facts of the
effects of contraction of monetary policy shock aumtput, prices and interest rate are
aggregate output initial falls, which is represdnbg a j-shaped response; aggregate prices
initially rose steadily and starts to decline aftee 3-quarter; and interest rates initially
rose in response to a monetary policy shock (Favg®01; Christiano, Eichbaum, and
Evans 1996).

Regarding the research on developing countries,selectively surveyed the
empirical studies that examine the interest ratnnokl in economies with a fixed peg (e.g.
Oman) and flexible exchange rates (India, Ugandd, $outh Africaf’ In this view, we
present the work of (Al-Raisi, Pattanaik, & Al Rai2007) in Oman, (Kapur & Patra,
2010) in India, (Antigi-Ego, 2000) in Uganda andn@ & de Jager, 2001) in South
Africa.

Al-Raisi et al. (2007) investigate the transmissmeachanism in Oman, using two
econometric methods which include the structuralvNeeynesian model with three
equations (i.e. Output gap, New Keynesian Philtpsve and monetary policy reaction
function), and the SVAR approach. The structuralagipn model and SVAR both produce
evidence that suggests that changes in interest dat not influence aggregate demand and

% SVAR and semi-SVAR represent the structure ofgbenomy. These can be recursive or non-

recursive depending on the hypothesis being tedfledt SVARS are non-recursive because this

represents a system of equation with each equdéscribing a particular structure of the economy.
®” Oman has a similar exchange rate policy settiniyamibia. India and South Africa both have monetary
policy frameworks that follow the rationale of tNew Consensus model with no emphasis on money wuppl
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aggregate supply in Oman. They noted that thesaltseare ascribed to the lack of
responses by market-determined interest rate &vest rate policy in Oman. Al-Raisi et
al.(2007) argue that the weak transmission mechmaafanonetary policy is due to the fact
that Oman does not have an independent monetaigyp®his might be explained by the
fact that households in Oman respond to monetaficypén the anchor countryln
addition, Al-Raisi et al. (2007) also discover thadences of the interest rate puzzle (or IS
puzzle) and the ‘Phillips curve puzzle’ which am@rmon occurrences in the analysis of
transmission mechanism using the SVAR method. ésterate puzzles turn up in other
empirical studies about transmission mechanism ssciMojo & Peersman (2003) and
Westerway (2002). The IS puzzle implies that amaase in real interest rate leads to an
increase in aggregate demand instead of a deeglimiée the Phillips curve puzzle denotes
the empirical finding of a negative relationshipvibeen output and inflation (i.e. prices
increase when monetary policy is tightened). Toesdhe puzzles, Kim & Roubini (2000)
and Mojo & Peersman (2003) included the currentldvoil price index in US dollars in
the VAR model; while Favero (2001) included the ldarommodity price index to counter
the problem of the price puzzle as exhibited byRhélips curve relation.

Kapur and Patra (2010) applied the Generalized dketf Moments (GMM) to
estimate the structural New Keynesian model in otdeexamine monetary policy effects
without any reference to money supply in Intfidhey modelled monetary policy within
the so-called ‘live policy-making environment’ aferred to by (Westerway, 2002). The
sample period is from 1997:2 to 2009:3 and theabdes in the model are: GDP, GDP
deflator, repo rate by the Reserve Bank of Indid,R¢deral Fund rate and the World index
on non-fuel commodity prices. Evidence from theodal suggests that aggregate demand
as measured by output gap reacts to monetary ptitough the interest rate channel.
Kapur and Patra (2010) also found that aggregateadd reacts with at least three quarters
delay; while inflation takes seven quarters to réa@ change in the interest rate in India.
They conclude that monetary policy has an impactreal activity and inflation with
waning effects in the long run. Kapur and Patr&slg resonates well with our thesis that

embraces the consensus view which does not emghthgizole of money.

Antigi-Ego (2000) examines how interest rate corapawith monetary base
targeting as a monetary policy instrument in thebtan economy. He constructed a small
structural VAR model that captures the structusalainic features representing Uganda’s

% GMM is favoured by economists such as Biha, Galles Jondeau (2004) because it captures the forward
looking component of monetary policy better tham @LS and VAR methods. The incorporation of forward
lags makes the estimation to include beliefs abimufuture conditions of the economy.
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economy. Antigi-Ego used the model to compare tlenetary base and interest rate
operating procedures for monetary policy with a glemfrom 1981:1 to 1997:4. The
SVAR results indicate that the transmission efféaim interest rate is rapid compared to
the effects from base money. He claimed that ks$dkss than six months for a 1% rise in
the interest rate to cause an approximately eaukinf inflation. Antigi-Ego reveals that
base money is slower in Uganda and that transmisffects take a year for a change in
base money to impact on the interest rate throhgmtoney market. Therefore, he argues
that there is favourable evidence to support a ntovan interest rate setting strategy in
Uganda.

Smal and de Jager (2001) investigate the monetansrmission mechanism in
South Africa with the aim of giving a descriptiohtmow monetary policy has evolved in
the past two decades. In year 2000, South Africgptdl the Inflation-Targeting in their
monetary policy framework with the inflation target in a range of 3-6 percent. Smal and
de Jager's macro-econometric model comprises termpetions that define aggregate
demand, aggregate supply and monetary policy mulepresent the reaction function of
the South Africa Reserve Bank. In their model teeor rate is the monetary policy
instrument by which the reserve bank influencesalées such as money, credit and other
asset prices. Smal and de Jager’s results indicatehe repo rate has a significant impacts
on real output and inflation in South Africa. Thedy further shows that monetary policy
effects are felt after four to six quarters whiblug confirms the existence of the interest

rate channel in South Africa.

Brischetto and Voss (1999) examined monetary padifgcts in Australia using
the structural VAR model similar to Kim and Roubi(2000). Their model includes
variables such as World Oil price index in US daljeFederal fund rate, domestic output,
domestic price index, monetary aggregates, dompsticy rate, and exchange r&ferhe
oil price index is included to capture anticipataflation, while the Federal fund rate is
included to control the response of domestic magegtalicy to US financial variables. In
this study Brischetto and Voss used the officiahceate as policy instrument which has
been an official instrument over the sample penmAustralia. Brischetto and Voss (1999,
p. 1) described the results of monetary policy &eadtus: “it has delayed and gradual
effects on the price level and small temporaryafen output”. In addition, the results

are consistent with other empirical works in Auérand other similar economies.

% The model by Kim and Roubini (1999) has the follegvvariables: World oil price index in current US
dollar, Federal Fund rate, domestic output, dorogstce level, domestic policy rate, and excharage.r
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2.2.2 Empirical studies on the credit channel

Turning to a survey of the literature on the credhinnel, Kashyap and Stein
(2000) and Suzuki (2004) provide comparable methithds evaluate monetary policy
through the credit channel. In their papers, thiegtrated the importance of bank credit in
the transmission mechanism of monetary policy. @dlye the credit channel emphasizes
that monetary policy tightening affects the suppfybank credit. The squeezed credit
supplies therefore constrain business investmergduce planned production, and
ultimately total output. Under the broad creditwjeeconomists analyze monetary policy
effects under the assumption that bank loans amdldare imperfect substitutes in the
capital market. Thus, an increase in monetary pofistrument (i.e. a rise in interest rate)
shifts the loan supply and consequently reducearhaunt of credit available to make new

loans’®

In this section, we present a review that covels studies that examine the
monetary policy effects on firms’ balance sheetswadl as those that examine the
commercial banks lending behaviours in responsemdaetary policy shocks. These two
credit views are called balance sheet channel anding channef! Jimenez, Ongena,
Peydro and Saurina (2011, p. 2301) have revealatlttte identification of monetary
policy effects through the credit channel is aégtehallenge’; this is because monetary
policy tightening affects bank credit in both supphd demand Thus, to overcome this
problem individual studies devised different tecfugs; this makes the results from these
models rarely comparable, but nevertheless verimdtive. For example, Jimenez et al.
(2011) used the firms’ loan application to gauge thonetary policy effects on the
probability that a particular loan is granted. Amat avenue that explores the effects of
monetary policy on output through credit channethis use of credit rationing models.
Credit rationing models suggest that there is asttwld level after which monetary policy
effects become stronger when credit market rigiditypasses this particular point (Shao,
2010). However, the weakness of credit rationingdet® is that the threshold level is
unknown, and it depends on the sample space isttlty; i.e. it changes from sample to

sample.

0 Post Keynesians dispute these views because #lieyd bank credit is independent of amount of dipo

or reserve at commercial banks (Kriesler & Lav@@Q7). They argue that credit is demand determimed
the economic activity. Thus, monetary policy codti@n constrains demand (from households and
businesses) and leads to credit rationing by fiizdunestitutions.

"t Bernanke and Blinder (198&)rmalized the lending channel while the balanceestthannel of monetary
policy was formalized by Bernanke and Gertler (1989

2 Jimenez et al. (2011) provides full details ofpiniual strategy followed to overcome the problefn o
identification.
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Kashyap and Stein (2000, p. 30) examine bank bssitending behaviours by
disaggregating lending from large banks and lendiogn small banks. These authors
claim that “it is hard to deny the existence ofdgry channel of transmission mechanism
at least in the US” referring to the sample pefiredn 1976 to 1993. Using a GMM Two-
Step method and pooled data from the US finaneaeios on insured commercial banks,
the evidence from this study suggests that bankbss lending declines when monetary
policy is tightened giving evidence of a lendingaohel’® Kashyap and Stein’s results
show that total loans and loans from smaller baekpond to monetary policy tightening,
while loans by large sized banks remain unaffedtgdnonetary policy tightening. Of
course previous work on the same topic by Kash8sgin and Wilcox (1996) supports the
line that small bank lending falls substantially damparison to larger bank lending in
response to a monetary policy shock. In a simdahion, Sengonul and Thorbecke (2005)
examined the effects of monetary policy contractorbanks with weak balance sheets in
Turkey. Using the Kashyap and Stein methodologg, résults indicate that banks with
weak balance sheets curtail their lending in th&enaf new increases in the interest rate.
Thus, Sengonul and Thorbecke (20@5yue that banks apply this strategy in order to
rebuild their liquidity positions.

Suzuki (2004) investigates the evidences on batvyiof the credit channel in the
Japanese economy. Suzuki’'s structural VAR modeludes the following variables:
output, consumer price index, monetary aggregatdsosernight call rate for interest rate
(proxy for a Japanese central bank instrument)e b@a®ney, and quantity of loan
outstanding, loan price, exchange rate, and USrdédaerest rate. Suzuki finds evidence
that monetary policy tightening in Japan affects thal economy by shifting the supply
schedule of bank loans. However, he also indictdtasit is difficult to tell whether this
contraction in bank loans is a result of the lefavahift in supply of loans or the leftward
shift in the demand schedule of loans.

Shabbir (2008) examines the monetary transmissioanmels in two pacific
countries: Fiji and Papa New Guinea (PNG). He a&spthe structural VAR model to
investigate the monetary and credit channels, amdlyaes the forecast error
decomposition to compare the relative strength ohetary channel and credit channel in

the two countried? The model has six variables (i.e. central bankmess, bank deposits,

3 The GMM 2-Step method is given in detail by (Kasy Stein, 2000) in their paper.
" Shabbir's (2008) results have added another diimer(selative strength) to the analysis of transiois
channels which is rarely emphasized in other stuthiat investigate the monetary transmission measiman
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bank loans, effective exchange rate, consumer praex and total output) that he utilises
to capture the economic structures of these twafiPdslands. The results suggest that
there is evidence to support the monetary chamseteserves and deposits accounts for
large variation in output in Fiji. The credit andchange rate channels did not account for
a significant role in output variation in Fiji. the case of PNG the result is reversed, credit
channel plays a significant role as it accountsaf¢eirge variation in output. These results
seem to react to changes in credit conditions withe PNG economy. Shabbir (2008)
further claims that such evidences are in line whih stylized facts for the bank lending
channel. The common understanding about creditingndhannel is that it is more
pronounced in less developed countries than intcesnwith established financial market.
This is because; the financial sector in less dge countries rarely offers alternatives to
firms apart from bank’s finance. Shabbir furthevaals that there is lack of developed
financial market in the Fiji as compared to PNG athiaccording to him, could be a result

of the difference in transmission channel betwéentivo countries.

Jimenez et al. (2011) analyzed the impacts of nawpgtolicy on the supply of
bank credit in Spain. Using a cross-sectional mfaro-level data and accounting for
time-varying firm heterogeneity in demand for loatieeir study specifically focused on
loan applications in Spaiff. The main findings by Jimenez et al., (2011) suggeat
monetary policy reduces loan granting by banks thiglis worsened when compounded
by bad economic conditions. They argued that thences that the loan application is
granted are negatively affected by higher shortztetterest rate and/or low GDP growth.
Jimenez et al., (2011) further indicate that loappty declines and this is especially
observed among banks with weak balance sheetsdédedaunique feature in this study is
that it has investigated the possibility of firmgitehing to other banks when faced with
loan supply restrictions. Jimenez et al., (20112)passert that ‘firms cannot offset the
resultant credit restriction by applying to otheanks’. This is because substitution for
credit denied elsewhere is difficult during cramgadnomic conditions. Furthermore, the
probability of a second round application beingcegd varies directly with deterioration

of economic conditions.

In an alternative method, Sellon & Morris (1995)apxned the hypothesis that
monetary policy tightening affects bank businesxlileg in the US. This study explores

He argued that variance decomposition results @best because different orderings of variables rditl
change the results with any significance.

> The use of loan applications to examine the reaati loan supply to monetary policy is necessitaig
the steep challenge of identifying the demand ammply of loans schedules (Jimenez et.al, 2010)



Page | 68

the debates as to whether bank business lendipg plaole in the monetary transmission
mechanism. Using the Effective Federal funds tamgeds a measure for monetary policy,
they determined the so-called ‘policy window pesodhen Federal monetary policy was
tightened. Gordon and Morris (1995) identified faxamples of ‘window periods’ over

the sample period from 1976 to 1994. They assdhadover this period the US Federal
monetary policy was occasionally tight. This is whoby the sustained reduction of the
bank reserves which were reduced by the US Fe&asérve with the aim of raising the
Federal Funds rate. Gordon and Morris (1995) fimak tbank business lending in each
window period rises and there is no evidence ofideantil the Federal Reserve begins to
reverse the policy. Furthermore, results show thetk business lending lags behind
economic activity. All in all, during the policy wdows, there was no evidence that
monetary policy tightening constrained bank busresding; however, they pointed out

that this result does not indicate that credit cighis unimportant or that none existed.

2.2.4 Asset Prices Channels: stock prices, real estate and exchange rates
In this section we discussed two important transimischannels called asset prices

and exchange rate channels. In the last decadendlceoeconomic implications of asset
prices have received a lot of attention from acddenentral banks and governments. For
example, significant research efforts have beenemadunderstand the roles of equity
prices, house prices and other real estate pmctitransmission mechanism of monetary
policy and macroeconomic stabilization at largee Thncerns about these prices are both
about whether monetary policy reinforces assetepnflation or asset prices development
encourages less active monetary policy stabilinatéss a result macroeconomists have
suggested that monetary policy should respond syateally to asset prices and exchange
rate developments. It means that changes in asmetspand exchange rates should be
considered as part of the reaction function fortrarbanks. Monetary policy expansion
(i.e. decrease in the repo rate) affects the gbham-money market rates and subsequently
long term rates® These money market rate adjustments lower investmeturns on
domestic investment thus causing an outflow of rfoial capital and exchange rate
depreciation. In addition, this expansions charaygkb and building society lending house
prices and equity withdrawal. Asset prices suclstask prices and real estate prices lose

their value affecting the economic activity as aoleh

Of course, we found that the area of emphasis eénttdmsmission mechanism of
asset prices has different focuses across countnigbe developed world, the focus has

6 See also (Mishkin, 1996) and (Goodhart & Hofmaz0(7).
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been on the effects of house prices on househollthyeconsumption and finally the
economy at large. Meanwhile, exchange rate pries® ldominated the research focus in
transition economies and the emerging markets. iBetipese different emphases, many
economists agree that asset prices and exchangeeathalay a very important role in the
transmission mechanism. Although financial marlkaats thin and the financial depth is
shallow in transition and developing countries sidamibia, we find that there is still a
significant role of asset prices and exchange ca@nnel. Thus we cannot ignore the
importance of the asset price exchange rate chamtieése economies. Montiel and Prisha
(2012) showed that the limitation of exploring dsgace channel effectively lies in the

fact that there is a lack of quality empirical dpgaticularly in developing countries.

2.2.4.1 Stock and Real estate prices channels
Firstly, it is empirically shown that monetary @yl effects on stock prices have

significant influence on investments, firm balanskeets and household wealth and
liquidity. The immediate important reference insthopic is the schematic diagrams by
Mishkin (1996), which illustrate how various transsion channels work in most
advanced economies. Some exemplary works on the aop Montiel and Prisha (2012),
Goodhart and Hofmann (2007), and Benarnke and Ekyq998). Benarnke and Kiyotaki
(1999) showed that there is a strong link betwessetaprices and monetary policy with
empirical evidence supporting the assumption theitang sustained growth in asset prices
may lead to more borrowing by households and firfilnss evidence shows that asset price
provides valuable information to determine monefamlicy. Nastansky & Strohe (2010)
empirically examined the transmission channel ohatary policy through asset prices
(i.e. stock and property prices) on aggregate aopsion and investments. Using a co-
integration procedure Nastansky & Strohe (2010) fihat there are significant wealth
effects on consumption and investment effects fretack and property prices in
Germany’’ These authors proposed that central banks shdmdt@ understand the
transmission mechanism through stock and propeitgs however, these prices should
not become explicit targets of monetary policy tather serve as information variables in

setting the targets of monetary policy.

Fundamentally, the major strength of wealth effaatl investment effect channels
depends firstly on whether household mortgage®anreariable interest rates; and second,
whether the changes in the policy rate are seepeawanent or temporary. Permanent
change in the policy rates influences future exqtemmts and consumption spending by

77
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households, which ultimately affect aggregate daemas a whole in the long run.
Goodhart & Hofmann (2007) examined the predictiegv@r of asset prices on output gap
and CPI inflation in the G7 countries. From theniifeed VAR they find that asset prices
significantly affect output gap but the responseinfifation was generally insignificant.
They argued that this might be explained by thevéwd-looking nature in stock price
movements. Monetary policy affects the financialtteof firms through debts repayment,
firms’ investments and their ability to borrow fraitme financial markets. This relationship
is suggested by the Tobin-g theory of investmertictv says that investment activity is
determined by the ratio of market value to cosaajuiring it. Therefore, when monetary
policy expansion results in the increase of stodkeg this will lower repayment cost
liability of households and non-financial firms. Mafirms use the improvements in the
net worth and overall balance sheets to borrow fsiotk markets. The transmission
channels, through stock prices, lower capital cetstjulate investments and subsequently
increase output. However, other increases in gu#sts lead to asset price speculation,
moral hazards and herding in the financial markets. example, firms with lower net
worth have less collateral, which may increase gheblem of moral hazard by taking
riskier investments, which make them unable to Ipagk in the long run. Bofinger (2001)
argued that monetary policy rates have a strongctiand important effect on firms’
balance sheets by reducing or increasing firmsfigsrand this has final implications for
overall investments and firms’ demand for labounaRy, the asset price channel also
works through balance sheets as property pricestaihancial institutions’ willingness to
lend. This channel is similar to the credit chandacussed in the last section. For
example, (Gerlach & Peng, 2005) examined the meatiip between residential properties
and property prices using a vector error correctioodel (VECM). Gerlach and Peng
(2005) find that there is a unidirectional causdhtionship flowing from property prices to
bank lending. This evidence is consistent with (@@t & Hofmann, 2007) who find that
real property prices for residential and commerpiaperties have strong and persistent
positive effects on bank lending, and further hedpexplain the long run relationship
between real GDP and real interest rate in thend@strialized countries.

2.2.4.2 Exchange rate channel
Exchange rates have an important role in the tresssom mechanism of monetary

policy effects. The exchange rate channel comesptdy when changes in interest rates

impact through capital and current accounts, tlieeetausing appreciation or depreciation
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of real exchange raté81n a flexible exchange rate economy, monetarycgodiffects on
exchange rate are transmitted through the follovahgnnels. Firstly, a high interest rate
means a stronger currency which leads to the dedfinnet export demand and lower
output. Meanwhile, the low interest rates weakemetic currency, which results in
depreciation of exchange rates and increases ioregpdomestically-produced goods and
services as they become competitive to foreign gobrdthe schematic view, (Mishkin, F.
S., 2007b) schematic diagrams describe the exchatgehannel as follows: expansion of
monetary policy leads to depreciation of domestterest rates which make the domestic
denominated bonds lose attraction for the foremyvestors. This reaction locks in the
depreciation of domestic currency, which stimulatesexports and increases total income

in the economy.

Empirical evidence of the exchange rate channgivisrse in the literature. Montiel
and Prisha (2012), Mishkin (2007b), Fetai and &€10) and many other economists
argue that the exchange rate channel plays a isigmif and important role in the
transmission mechanism of countries in the tramsitéind emerging markets. Fetai and lzet
(2010) examined the effects of exchange rate dn@B& and prices in Macedonia. Using
a SVAR method they find that changes in money staukd exchange rate do not show
significant effects on real GDP. However, exchamgée shock effects are rather
significantly observed on the price level in Maceido Arratibel & Michaelis (2014)
examined the impact of monetary policy and excharage shocks in Poland. Using a
time-varying VAR method they found significant tiraarying effects from exchange rate
shock on output and consumer prices. Specificabljsumer prices are more responsive to
exchange rate than the response from other macrosto variables. Other works on
exchange rate include (Kim & Roubini, 2000) who estigated the transmission
mechanism in a group of small developing countridsey find that the exchange rate
channel plays an influential role in transmittirféeets from monetary policy to output and
prices. In the case, Ghana, Abradu-Otoo, Amoah,Bawlumia (2003) used a structural
vector error correction model to examine monetajcy effect through the exchange rate
channel. Using a system of seven variables thegdairong evidence that the exchange
rate channel is the main medium through which memygpolicy effects are transmitted to

output and inflation.

8 Although governments and central banks in advamoethtries care about exchange, many have rarely
made these as a focus variable in the monetargypfsthmework. This is explained by the fact thatleange
rates are volatile, explosive and fluctuative. Tmany have either left it completely to the marepegged

it to strong currency so as to achieve stabilitptigh a nominal anchor.
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However, in a fixed exchange rate economy mongdaligy effects are transmitted
through import prices of goods and services from #mchor country. The effects of
domestic monetary policy on exchange rates areaitedt by the exchange rate peg.
Another route through which exchange rate effecgr@ansmitted is the future expectation
of future exchange rate changes in the anchor ppuhiis happens when nominal interest
rate affects the long-term rate thereby changimeetations regarding the future exchange

rates.

In summation, in this review of empirical studidsoat the transmission effects of
monetary policy, we have observed the followingtess. First, there is a genuine interest
from central banks and applied economists to utaedsthe transmission mechanism of
monetary policy; specifically, how fast and to wleatent a change in the central bank’s
interest rate influences the dynamic path of idlaand output. Second, we learnt that it is
a daunting task to examine monetary transmissioanméls, and it requires good
innovative ideas to set up a truly representatieeleh This observation supports the claim
by King (1994, p. 263) who attests that the quiiéa aspect of the transmission
mechanism is ‘at least relatively uncontroversiblyt turning this qualitative into
quantitative is a different story’. Under this rewi, we observed diverse approaches, and
the new consensus model with three equations amd@dénnanke and Mihov (1995), and
Kim and Roubin (2000) structural VAR approach domtés. As Fetai and lzet (2010)
pointed out, SVAR has been used to establish thwerak channels through which
monetary policy effects are transmitted to the ecoyw We also noted that there is a
general recognition that there are potential prolslevhen examining monetary policy
issues using the S(VAR) method. Some of the problentountered include the treatment
of lag effects, the size shocks and accountingfuicipated effects of monetary poli€y.
The New Consensus model is the three structuramimequations with the I1S-curve that
represents aggregate demand; Phillips curve repieaggregate supply, and the monetary
policy rule in most cases in the form of the Taylole (Arestis & Sawyer, 2006; Meyer,
2001). This structural dynamic model appeals tonentsts today because it illustrates
how modern central banks conduct monetary poligodhart (2001), Westerways (2002),
and Kapur and Patra (2010) argue that this modebgrEizes that money supply is
endogenous, and as such there is nothing new wdeeam from money, which is not

provided by the cost of money. Third, we have aiebed that the forecast errors of

" See, Norrbin (2000) who discussed the issues atsiggning the empirical test of the effects of etany
policy.
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decomposition (as obtained through structural VAR) be used as an avenue to ascertain

the relative strength of different transmissionroels in the economy.
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2.3. Methodology: Structural Vector Auto-Regression (SVAR)
The method that is commonly used to analyse thestnégssion mechanism of

monetary policy in contemporary times is the SVARthod. SVAR has significantly
impacted and enhanced macroeconomic researchhaaddsearch analyses of the effects
of monetary policy in the last decade have beenneoos® Bernanke & Mihove (1995),
Sims (1980) and Watson and Stock (2001) are somtheofworks which showed that
S(VAR) methods can be used to summarize macroedortomme series to make forecasts,
and provide valuable policy advice for economicisieas. Vector auto regression (VAR)
from which SVAR is a component is well known fos itemarkable contribution to the
field of macro-econometrics in contemporary tim&se main contributions lie in its
ability to answer important questions about theadyit interactions conditional upon the
future path of variables of interest such as moggtalicy rate or tax rate. Through VAR,
macro-econometricians have been able to investtbateffects of monetary policy on real
GDP and inflation, and the relative strength ofividlal channels of monetary policy.
First, structural VAR provides avenues through \Wwhaconometricians are able to pin
down the effects of monetary policy shocks andetrtiwir expected impact on various
macroeconomic variables (Bjornland & JacobensedQP0rhrough this method we can
recover the true structure of the economy and macomomy behaviours of time series
from the national account datdVAR has become one of the main tools for testing a
evaluating the effectiveness of economic policiesrdime. It is, therefore, well accepted
by many as one of the means to empirically testriétecal models with real data. Finally,
it is argued that SVAR avoids incredible restrinBoin single equations and strict
restrictions in DSGE models. In all, this methodpkeo test formal theories and helps to

learn more about the dynamics of the macroeconoaviestime.

2.3.1 S(VARs) Descriptions
SVAR is defined as a system of k-equations andriakibes of stationary linear

relation, where current variables are explainecttaytemporaneous terms, their own lags
and the lags ok — 1 remaining variables (Stock and Watson, 2001). Aegal formal
SVAR appears in the following format:

AYt = D5t + l'IJVI/t + A;Yt—l + A;Yt_z + -+ A;)Yt—p + Bet (281)

8 Christopher Sims won the Nobel Prize in Econort@€ 1) for his works on VAR and for its usefulnérss
diagnosis of dynamic economic behaviours throughuise response functions and variance decomposition
Most questions about dynamic behaviour, interastiamd the effects of monetary policy shock on e
such as GDP and inflation are answered through S¥@Adtysis.

8 See Appendix B.2.4 for more detail on SVAR repnésgon.
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The matrix A withk X k dimensions is called an invertible matrix of canp®raneous

coefficient relations orY, ; and Y, is column vectork x 1 of endogenous variables.

Generally, contains non-policy macroeconomic vdesband policy variables assumed
under of policy makers. In additiom; (for i=1, 2..p) are matrices of structural
coefficients on the lagged variables in the modélke entries in these matrices represent
the dynamic properties of the system while theradgon of variables is represented by
cross-variables coefficients, is k X 1 vector that contains all deterministic terms &g.
linear trend, seasonal and other user specifiedndamto capture the structural breaks,
and intercept. Whild/; is a vector of exogenous variableg, is ak x 1 vector of
structural shocks normally distributed with meamozand its variance-covariance matrix
Q=1. The matrixB is k x k —dimensional matrix that specifies which variabes to
what extend directly affected by structural shockkis matrixB is usually set as a

diagonal matrix.

One immediate problem with the SVAR method is thaannot be estimated as it
is in (2.1) using the Ordinary Least Squares (Oh#thod. This is because the main
standard assumptions about the systemane that the variables ig.are stationary, and
the variance-covarianceov(y;, €;;) # 0 are violated in the basic VAR and SVAR
models. SVAR in its primitive system violates theSDassumption of no relation between
structural shocks; and independent variables in matrix A. Thus, usdiigs to estimate
the matrix A will produce inconsistent parameteineates and incorrect impulse response
functions. Circumventing this problem requires thst exclude some contemporaneous
effects by restricting them to zeros; in this whg system will fulfil the assumption of no
correlation and become identified. Explicitly, inrder to overcome this problem,
econometricians have devised procedures to redbeetrue structural parameters for the
underlying structural VAR model from the standaetiuced form VAR model — (see
Enders, 2010, pp. 325-338).

A short run SVAR without,; and¥; then can be written as follows:
A(1 — A, (L) — A,(1?) — ---—Ap(Lp)) Y, = Au, = Be, ®.2
And its standard form reduced form is given asofoH:
Y =AY + A5Y p + -+ ApY,_, + A7 Bey (2.3)

Yt = A;—lyt—l e A;)Yt—p + ut (24)



Page |76
WherebyA;_; = AgtA;_;

Enders (2010) points out that the departure pardrtalyse SVAR is to estimate
the compact reduced form model, which mimics thedjmtable movements of variables
within the systeff (see Robinson & Robinson, (1997). From the reddoen VAR we
obtain the residualg;. Using equation (2.3), we do linear mapping ofidealsu; into
the A~'Be,, hence this can be used to identify the structwtadcks by imposing
identification restrictions on matricéisand/orB. Procedurally, we want to express the
non-orthogonaki, from the VAR(p) reduced form model as a linear coration of

orthogonal structural shocks,{ in order to obtain the innovation model:
u, = A"'Be, or simplyAu, = Be,. (2.5)

Equation (2.5) gives the general class of innovatiwdel defined as above in (2.1). The
structural shocks are identified by placing identify restrictions on the contemporaneous

matrix A and the matrix Bu,denotes VAR residual vector of dimensiox 1, normally

independently distributed with full variance-cosarte matrixz, . It is commonly

acknowledged that the reduced form in (2.4) doédelious anything about the structure of
the economy. Thus, it is necessary to show the mgp the structural representation in
(2.1) into the residuals from the reduced form ¢igna Equations (2.4) and (2.5) show
how the non-orthogonal observable residuals arate@lto the unobservable structural
innovations — that is, expressed as a linear coatibim of structural shocks. Further, the

relation between the variance-covariance matri€es ande; is derived as follows:
E(usu;) = A"'BE(e;e))BA™1 =%, (2.6).

A crucial factor in working with SVAR is that witlu imposing some identifying
restrictions, the system of equations remains untifigble — there are no unique solutions
for the coefficients in the systefiPfaff (2008) shows that there are three commonmtsho
run identifications of SVAR models, which are abtthguished by the types of restrictions

placed on them. SVAR A-modedets matrix B tdy ;. The minimum restriction that must
be imposed for exact identificationﬁg‘;—l). SVAR B-Model sets matrix A tdy, and

the minimum restriction that must be imposed foaaxdentification is the same as in
SVAR model A type. SVAR AB-modeblaces the restrictions on both A and B matrices.

82 See also Robinson & Robinson (1997).
8 This means that given the valuesspf A,, andZ, in the reduced form (2.5) it is not possible toqurly
solve structural parameters of the SVAR in (2.3hwiit placing some identifying restrictions on ma#,.
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The number of restrictions for exact identification this model is given b¥? + k(k —

1)/2. In this study we applied the SVAR A-model and A®del procedures for structural
VAR to extract these structural parameters. Theningaof these sets of identifications in
a form of zero restrictions is discussed explicitlySection 2.4 where we set out the

structural economic representation of the model.

2.3.1 SVAR: Impulse Response Functions and Forecast Error Variance Decomposition
We mentioned in Section 2.3 that the aim of SVARvisest formally the theories

that form a general structure of the vector augression, and to learn about the historical
dynamic behaviours of the economy. However, En@040) pointed out that individual

coefficients from VARs or SVARs are of little use themselves. Hence, we considered
two main important outputs of SVAR: the structuiralpulse response functions (SIRF)
and the structural forecast error variance decoitipps (SFEVD). Many macro-

econometricians agree that these two outputs gilveti@r picture in a palatable manner.
The former helps us to show the dynamic responssunent and future values of each
variable to a one unit change in the current vaftiene structural shock while assuming
that other shocks are equal to zero. The secotn@ ifrecast error variance decomposition
that provides the relative importance of each stinat shock in influencing endogenous
variables in the SVAR. Using the VAR in (2.3) tmepulse response functions are derived

as follows:

Let us take. as the lag operator, aafl) = ¥_, 4; LE: then (2.3) can be transformed into

a structural vector moving average (SMA) as follows

[4o — A(L)]Y; = Be, (2.7)
=Y, =[Ay — A(L)] 'Be; ; LetD = [4, — A(L)] 2

Y; = Dyey + Dyes_q + -+ Dses_g (2.8)
Y = X520 Dser—s (2.9)

The SMAY, is based on an infinite moving average of thecstmal innovatiore; in (2.9).
The {,j)-th element in matrices 3tands for the dynamic multipliers - the expegiadial
impacts of a random change jith variable in the system at tinteon thei-th variable
within the system at timers. In simple terms the matrices; Ponstitute marginal effects

of the innovations in the system wrs. This is expressed as follows:
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D =M/ (2.10)

s aq
It is very important to emphasize here thas axcreases we will observe the dynamic path

of variablei-th in response to innovation in variabje Hence, the structural impulse
responses are the plotsdﬁ)eDs vs. for i,j=1,2. Generally, these expected paitighacts

are only meaningful when all other shocks at tsreee set equal to zero (Favero, 2001).
This is naturally true in terms of interactions vbe¢n foreign variables and domestic
variables of a small country; however, it is fafee the interaction between domestic
variables. To overcome this problem, we place iig&gins on some of the variables in the

system so that the interactions we allow for astifjed by economic theory.

Another output that is of interest from the SVA& ur analysis is called the
variance of decomposition. This analysis explaires tariation in all variables within the
system. Under this analysis, we want to find ouatybortion of the total variance gfis
attributed to the random shock in tih shock. This analysis helps us to assess the
relative importance (strength) of each variabléhim system. Thus, this result will give us
the quantitative picture about the relative strbagif interest-rate and credit channels.
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2.4. Namibian Economic Structure, Economic Model and Identifications
The structural representation model we would li&ebtiild in this study aims to

reflect how the central bank views the dynamicstled transmission mechanism of
monetary policy in Namibia. Many central banks ndess emphasise a forward looking
monetary policy, i.e. altering the economic levpprpriately in order to keep inflation
close to the target in the future. This economietediffers from country to country
depending on the monetary and fiscal arrangemenpdaice. For instance, some central
banks explicitly target exchange rates, credit ¢ghoand international reserves or any

combination of these indicators.

First, the overall aim here is to examine the dyicaimteractions of endogenous
variables in the short run SVAR. Specifically, tbbjectives are to explain economic
theory behind the identification restrictions iretstructural VAR in equation (2.12). This
non-recursive SVAR will be used to produce thetral impulse response functions of
real GDP, the inflation rate, and credit growthatsurprise contraction monetary shock in
the repo rate. Money in this model enters as baokay in the form of private sector
credit which is endogenously created. Thus, we eotmate on monetary policy actions of
changing the controllable interest rate as thecpgolnstrument to stabilize monetary
condition®* Second, analysis focused on the structural impeisgonse functions from the
short run demand and credit structural shocks. ¥éethis to compare the relative strength
of credit shock to domestic monetary policy shddknetary policy operates directly or
indirectly through other domestic long term intéregtes to influence aggregate demand
components, particularly consumption and investmé&hbnetary policy also operates
through the balance sheet channel thereby affedimagcial fundamentals of firms. The
role of spreads as conduit of monetary policy é¢ffés discussed in the next two chapters.
Finally, we examined the long run effects of mongtpolicy shock on output and
inflation. The long run results are given by cuntiiia impulse response functions (cirf).
This result is used to shed light about the eféectess of the policy of changing the repo

rate on reducing inflation in the long run.

Most empirical works that analyse the monetarydmaission mechanism in the last
two decades are based on the New Consensus matoogicoview which emphasises

three crucial aggregate economic relationsfipghese relationships are examined either

8 Evidently, we hold the view that monetary poligyeoates through changes in the short term inteagst
thus, influencing commercial banks to adjust pdidk We do not emphasize the money supply becthise
is replaced by the rule in setting interest rateni@ron & Safaei, 2003; Duguay, 1994).

% See (Arestis and Sawyer, 2008; Carlin and SosRi@@6; and Sinclair, 2002).
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as structural models as is the case in Al Raial.e{2007), Westerways (2002), Kapur and
Patra (2002), Liu and Zhang (2010) or as a systeegoations in the form of structural
VAR as is the case in Afandi (2005); Brischetto analss (1999); Kim and Roubini
(1999); and Suzuki (2008). In some studies, for shke of economic representation,
economists add other relevant macroeconomic vasadlch as foreign reserves, domestic

private sector credit, and foreign variables toteepthe shocks from the rest of the world.

Experience has shown that no single model can mapghe full effects of the
shocks on the whole economy. Therefore, the SVARIghshould be deemed as truly
representative of the economic structure in questibis important to ensure that the
model includes all relevant variables that detearoptimal equilibrium in the economy.
For example, at a country level the structural ecoic model should at least include
output and price level indicators for the demand supply sides, and the exchange rate or
foreign interest rate equations for the foreignt@eto take into account the effects of
external shocks. Other important indicators to rethe system of equation are such oil
price index or world commodity price index. For atmdy the SVAR model we have three
blocks the foreign sector, non-policy and policgdKs. In the foreign or external we have
commodity price index and foreign interest rate chhiinfluences each other
contemporaneously but deemed exogenous to the tiomesiables. The non-policy
variables block we placed quarterly real GDP, camsuprice index and private sector
credit, and in the last block there is the repe tthiat responds to all information up to
periodt but only affect some non-policy variables fromipét + 1. For our study the

SVAR model we have in mind is consist of the foliogvvariables:

[ 1 Qo2 Agq3 @oaa Qoas  Qogs[Acmi, Q11 Qa2 Gy Ge Quis Guie Acmi;_4
Qo211 ag,; Goza Gozs Qg || ATSe Q121 Q122 Qi3 G4 Gips Qpog|| ATSiq
Qo31 Qg3 1 Qo34 Qozs agze||Agdpe| _ Q131 Q132 Q133 Q134 Qi35 Qi36||A9dPe—1
Qoa1  Qgqp Q43 1 Qoas  agqel| infy | [const] + |aia1 Graz 143 Q144 Q1as Qigel| infi_, Tt
Qos1 Qosz G053 agse 1 Ggse|| Aper, As1 52 Qis3 Giss Q15 Qusel| Aperp_q
Q061 Apez Q063 Aggs Qoges 1 1l Arn, Q161 Q62 Q163 164 Qs Aieell Arn, g

) ) ecmi
[Az11 Q312 G313 9314 G315 Azae)[Acmics -
G321 @322 d3p3 G3pq Ggas Azpe|| ATSe-3 | etd l
(331 Q332 Q333 O33s G335 A336||AgADe—3 +[dy d ][ D98, +B e/ (2.11)
(341 G342 Q343 Q344 Q345 O3g6l| inf,_ 1 "1211p0708, | el | :
G351 Q352 Q353 OA3ss Q3ss Assel| Aper_sg | e |
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e; =~ iid(0,Xy), A;=1_ 3 are coefficient matrixes of lagged variables whide is a

contemporaneous coefficient matrix and B is vagaoovariance matri¥

Acmi; Agdp,, Arse, infl; Apc, and Arn; are the growth rates of South Africa’s
Commodity Price Index, SA’s repo rate, Namibia'sadqarly real GDP, private sector
credit and domestic repo ratelnfl, is the rate of inflation derived from the logarithof
Namibia Consumer Price Index (NCPAy:s; andArn, are respectively changes in South
Africa’s and Namibia’s monetary policy rates (commtyoknown as Repo rates). All time
series, except the short term interest rates, aaeterly series seasonally-adjusted; while

cmi gdp _Inf _pcr

ef™,el* e/ ", e, ,e;,  ande/"are serial uncorrelated stochastic structural shedkh

the mean zero and variance-covariance equil feor exampleef™! is commodity price

shock,e/*® foreign policy rate shocle,tgdp is an aggregate demand shom{l?f cost push

pcr

shock,e, " credit shock and;™ is the domestic monetary policy shock.

The vectors, contains all deterministic terms. Specifically, weployed three
dummies to capture important structural breaks:fitlsg for the period 1998Q1-1999Q4
represents the East Asian financailsis; the second, for the period 2009Q1-2010Q4
represents the Global financial crisis, and thedthfor the period 2003Q1-2004Q1 a spill
over effects from the recession in the US. Our danperiod extends from 1991:Q1 to
2012:Q3 a total of 87 quarterly observati8hs.

2.4.1 Description of the Structural Economic Representation
We briefly provide the economic theory support fitis structural system

representation as the economic model adequat@yainate the monetary policy effects in
Namibia. The first row captures the influence ofnaral commodities in the domestic
economy. We used South Africa (SA) commodity piiaex cmj in the model to capture

the effects from external shocks on the Namibiaammemy which are generated by outside
forces, for example the price of diamond, uraniund &Zopper. These three minerals
account for more than 20% of total output of Namibn addition, this represents the trade
link in term of raw commodities export between Namiand South African. Thus, the
Acmi; equation will help to account for shocks that dutarterly real GDP but are not
attributed to innovations in Namibia’s monetaryippl In SVAR, the Commaodity Price

8 Equation (2.11) in compact form is given &y, = §, + YDA Y:_, + Be, with p-lags set equal to three.
8 Since these variables after first differenceislthey can be interpreted as growth rates. Funthre, we
only write out the AB-model for the first estimatiowhile subsequent models as stated in a vector. fohe
techniques for imposing restrictions are the same.

8 The sample starts from 1991:Q1 nine months aftamilia’s independence and four months the
establishment of The Bank of Namibia in July 1990.
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Index is exogenously determined in relation to dsticevariables. This means that its
variation is determined by its innovations, whidflect sudden changes in commodity

demand in South Africa or elsewhere and monetaligypehock in SA.

The second row represents the influence of the gdwrn foreign interest rate
which in this case is represented by South Africefsurchase rate (repo) as reported at the
beginning of the this chapter. Namibia has maimdia fixed exchange rate peg with
South Africa since the early 1990s. In theory, thifateral arrangement makes it
imperative that any change in South Africa’s reate will be followed by a similar action
in Namibia. In practice this has not always beendase as will be shown and explained
later in this section. We assume thats, enters the model but it is only affected

contemporaneously lyemi,and its own lag&®

The third row represents the aggregate demanctiumwhich is the standard IS
curve. Current output reacts to changes in Soutlt®&§ monetary policy and commodity
prices; it depends further on its own lags and dfatther variables. Interest rate lags in
this equation indicate the direct effects of shertn interest rate on aggregate demand
which represents the so-called interest rate cHaltra#so captures the persistence of ‘long
and variable lags’ associated with the monetarycpalate (Blinder, 1998). The New
Keynesian economic theory suggests that there isingarse relationship between
aggregate demand and real interest rate. In additie include the commodity price index
to capture the relative importance of commodityuencing the real economic activity in
Namibia. This is expected to have a positive immercteal GDP. For example, a surge in
the unit price of diamond or uranium gives minirgmpanies incentives to reduce their
inventories, and it therefore raises the volumesalfes. Namibia is a mineral exporting
country. This feature makes her subject to largengsvin the prices of diamonds and
uranium. The lags of real GDP in this equation @spnt the adjustment process as the
economy moves towards equilibrium, while the lagprivate credit show the adjustment
from commercial banks that react only after monetpolicy decisions. Practically,
commercial banks do not immediately adjust theimprlending rates to reflect changes in
official rates. The decision to adjust prime lergdrates comes after banks have re-adjusted
their portfolios; hence whatever happens to theetuirates is only relevant to the GDP in

the next period.

8 Furthermore, CMland RSAare included to help the so called price puzziseoled in several studies on
the topic (Favero, 2001; Westerway, 2002).
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The equation in the fourth row represents the supidle of the economy. Inflation
is determined by current output deviation and cowmlityanflation. The lags for inflation
in this equation represent persistence and stiskitné domestic prices. Although current
monetary policy emphasises the forward looking fnlesetting monetary policy, in this
model we have not included any expectation variables is based on the fact that the
Bank of Namibia does not produce any inflation éaxst, nor does it conduct surveys to
generate inflation expectation variable. Thus, bheeaof this gap, we assume that the best
public guess for the next period of inflation i€ tlast period of inflation. This is reflected

by some form of backward looking inflationary preseas captured by the lags.

The equation in the fifth row represents the tatiadit extended to the private
sector. Domestic private sector credit is assurmnegpond to contemporaneous changes
in the repo rate in SA and monetary policy rateNamibia. Theoretically the relation
between prime lending rate and bank rate is diyguthportional especially when financial
sector is assumed efficient. In addition, we assurttet private credit responds to
monetary policy in SA because three out of six camoial banks in Namibia are
subsidiaries from SA. Thus, by this link, these cwancial banks change the market rates
even when the move in repo only happens in SA lsecdloeir parent companies exert
influence on their branches in Namibia. We furtlassume that private credit is also

positively affected by current economic activity.

From the Post Keynesian perspective, the privagglicrequation illustrates the
abilities of banks to create money which is dribgnaggregate demand from creditworthy
clients at prevailing costs of credit that is, neriterest rates. This means that the credit
variable represents our assumption of bank mondfiersystem which is determined by
demand in the econonty.This variable also serves as a broad measurehéortedit
channel through its responses to monetary poligclsh Depending on whether the
shocks are generated by aggregate demand or mypmmibcy, commercial banks will
naturally accommodate these shocks by setting tieirs of credit?

The sixth row represents the central bank readumction. We assume that the
Bank of Namibia’s monetary policy reacts to contenameous conditions in inflation,
credit growth and to changes in South Africa’s mangepolicy stance. According to the

current working document for the monetary policgnfiework,“the main policy tool that

% post Keynesians argue that it is credit that mafier the level of economic activity, see (Freiwis,
Nayar, Ocampo, Spiegel, & Stiglitz, 2006).
> Commercial banks are quantity takers and pridersefor spreads in the financial system.
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the Bank of Namibia uses to influence monetary @t in the country is the Repo rate,
which is kept close to the South African ReservalBarepo rate. The Repo rate is the
interest rate at which commercial banks borrow mgoinem the Bank of Namibia, and
this, in turn, affects other interest rates in doenomy. Changes to the Repo rate usually
take into account not only the SARB’s decision dbitsl repo rate, but also domestic
economic conditions, international economic coodii, and future prospectgBank of
Namibia, 2008, p. 8).

Thus, in this SVAR, monetary policy shocks are tdfd as the changes in the repo rate.
Furthermore, we assume that BoN reacts to creditdidons in the domestic economy to
improve domestic demand and promote economic grdfththe fashion of a Taylor rule,
central bank reacts to inflation rise from outputidnflation gaps®We note here that
there are arguments against the claim of assumimgyéor rule in fixed exchange rate
regimes like Namibia (Al Raise et al., 2001). Tlemeral belief is that fixed exchange rate
regimes do not have monetary policy independendeaara result they respond to and/or
follow interest rate in the anchor country. Howewear many occasions BoN has chosen
not to respond when the South African Reserve Bdranges its monetary policy stance.
These occasional non-responses by the BoN areacyrity the doctrine of fixed peg in
exchange rate theory. Many proponents argue thanwvehcountry fixes its currency to
another country, it entirely looses ‘monetary inelegience’. In practise, this is not entirely
true as shown by the economic arrangement betweenibia and South Africa. This is
because monetary independence is not only a funafothe exchange rate, but also
depends on other forms of capital arrangementsettiat between the two countries. These
may include capital control in the form of ownegshof foreign investments in the
domestic economy, and the degree of substitutaofitinancial assets between the two
economies. When these arrangements are in plage dfwe give some comparative
advantages that allow fixed peg regimes to deviiaten the level of interest rate in the
anchor country. For example, in Namibia where e@hpibntrols exist between Namibia
and South Africa, the BoN has on several occasitaviated from the repo rate in South
Africa. The evidence is given by the interest miféerential graph below in Figure 2.1. In
this figure we see that since 1998 to 2005 and 20@02009, BoN has been able to

%2 This is based on our analysis of various monggalicy statements issued by the Bank of Namibiztfier
last ten years. Records show that there is alwagsion dedicated to the development of credereded to
the private sector.

% Gottschalk (2005, p. 137) reveals that Taylor islenportant because ‘it is consistent with opfipalicy

in Keynesian models’, and it helps central bankstape the expectations thereby making monetaigypol
effective.’
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maintain the repo rate below SA’s policy rate. Teeiations of Namibia’s repo from SA’s
repo, as shown by the graph indicate some formeeidiom for BoN to pursue independent
monetary policy, albeit perhaps for sometimes. ldence our view the question is not
whether a fixed peg regime can deviate -becausant but, it is about how far it can
deviate, and for how for long it can deviate frdme tevel of interest rate prevailing in the

anchor country.

Fig. 2.1 Namibia Repo Rate, SA Repo Rate &Interest Rate Differentials, 1991-2012
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2.4.2 Identification Conditions: Short Run SVARs
How many variables should the SVAR model contaifotgeit can be deemed as

representative of the economy in question? Natyratl depends on the purpose and
question it meant to answer. However, some comsrasuch as data unavailability on
important variables and the sample size will obsigwaffect the size of the SVAR model
to be estimated. There have been many papers @athe topic, which applied SVAR and
serve as the basis and yardstick in this &&ame economists consider a system with
seven variables large enough for economic analysi®iever, with advances such as the
Bayesian VAR (BVAR) method the issue of how large system should be has become a

minor issue. Our structural models estimated ia thapter are limited to six variables or

% See (Bernanke & Mihove, 1995; Brischetto & Vos899; Kim & Roubini, 2000), and Sims (1991).
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fewer because of limited observations available noost important macroeconomics

variables in Namibia.

In identifying the SVARSs, there are common waysirgpose restrictions and
estimate the SVAR model. On condition that the A &are non-singular matrices, the
identifying restrictions are placed on A, B or artlb AB matrices. In our study, we use the
AB-model while the A-model identification is set @md used as one of the robustness
checks. This model imposes enough restrictions botA, and B matrices in (2.11). The
matrix B is a diagonal structure, while thg dompanion matrix has a recursive or non-
recursive structure as the identification is set Afper imposing the restrictions we write
out the full structure of the identified structuNdhAR as follows: use the equation (2.5),

which relates the structural shocks to residuals.

o Ao 12 0 0 0 0 -’Acmi[] [a1,11 Q112 Qp93 %114 G115 Gige Acmiy_y
Q21 1 0 0 0 0 || Ars, Q21 G122 Qi3 Qiza (125 Gio6|| ATSe-1
Gp31  Qo32 1 0 0 0 ||Agdp, G131 Q132 Q33 (i34 i35 Q36 ||A9dPe—1
Goar 0 Qouz 1 0 0 inf, |~ [const]+|a1’41 Graz Q143 A4a Q45 Qgell inf g ot
0 ags; %sz O 1 agsel| Aper, 51 Qis2 Q153 Gisa Qiss Quse|| Apery
L 0 age, %063 Qoes Qoes 1 Il Arm, Gre1 Guez Q163 A16a Q65 Aeell Arn,_g
@311 G312 asqz 931s Q315 Azaeq[Acmips etc::l
G321 G322 Q33 Q324 O3as Azge|| ATSe—3 ] etd
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In this non-recursive SVAR or the so called ‘AB—rebdfor a system to be exactly
identified, it only needfk? — k(k + 1)/2 exclusion restrictions on bothoAand B
matrixes. Sinc& = 6 and B is a diagonal matrix, then it means the Brmaequires
k? — k or 30 exclusion restrictions and the remainingextrictions are imposed on thg A

matrix. Next, asu are linearly related to structural shocks, the tasto impose enough

restrictions so that they will enable us to sepatiaé systematic component from structural
shocks, which are unobservable from the strucghiatks. Commodity price inflation and
foreign interest rate block represents the exteswdtor influence on the domestic
economy with representing foreign monetary poliegck. The third, fourth and fifth rows
represent non-policy variables block which aimeddpture the demand and credit shocks;

and the sixth row captures the policy reaction fiamc
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This SVAR model is over identified because the neralof exclusion restrictions exceed
the 21 exclusion restrictions required for exa@nitification in A. The validity of these
over-identifying restrictions will be tested usitige log-likelihood test. This log-likelihood
test indicates whether the over identification nieBbns are supported by the data. In
addition, it is required that Aand B matrices are square and non-singular matrides
implies that both Aand B must first satisfy these conditions so Watare able to estimate

the coefficients in Aand B.

Our second, identification is the recursive idecdfion. In the recursive
identification we use a recursive order of the afaleés in the VAR system. This is whereby
we restrict matrix A to a lower triangular matrix with zero above thiagbnal line.
Generally, the emphasis is the order in which \des enter the system with low
frequency placed above the high frequency varid®éeursive identification requires that

enough restrictions are place on A for exact idieatiion.
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Finally, this section concludes estimation of short SVAR with structural
representation of three domestic variables —(seeetijuations (B.1) and (B.2) in the
appendix B). This analysis aims to examine whethere is any significant difference in
the impulse response functions obtained from th&tesy with foreign variables. The
results from the three-variable model and recursilentification will form part of the

robustness checks. It helps to form a robustnesskdior our results in this estimation.

2.4.2 Identification Conditions: Long Run SVARs
We evaluate the long run effects of monetary posbpck, demand and supply

shocks on output. Many economists in the new cawsemacroeconomics generally agree
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that economic theory tells much more about the Inmgthan the short run effects. For
example, the new Keynesian monetary theory arghats mmonetary policy effects have
significant effects on economic activity in the dhran; however, in the long run monetary
policy effects only matter for the consumers’ prioation.>> Real output in the long run
is largely affected by supply and technology shotkghe case of demand shocks do not
real output in the long run. From the long run SVARdel we derive the cumulative
structural impulse response functions (CSIRF) with identifying restriction given in
equation (2.17) below. Our economic model to edimlang run structural impulse
responses is given by the following identificatiodge limit the system to three variables,
excluding foreign variables and private credit fbe reason that these factors are not
directly considered as long-term objectives fort@nbanks. In addition, this helps to
maintain our focus on interaction between the detremd monetary policy shocks only.
Consider a reduced form ignoring the deterministmponent for the sake of space, we

write as follows:

Y, = ALY, + u, (2.14)
This model can be expressed in a moving averamlaws:

Y, = —AL) tu,,

Y, = (I — A(L)) YA 'Be, (2.15)

The variance covariance of the structural errorghes identity (i.e. VCV=I), so that
structural shocks are uncorrelated and have umianvees; and further we defindd?! =

C. The matrix C represents the cumulative effectsnf(t to ) of a shock hitting in

periodt.

Y, = A !Be, = Ce, (2.16)°
1 ¢ O efdp

Y,=[0 1 0] einf (2.17)
0 C32 1 e{n

The main focus in the long run SVAR model is thetnraC in equation (2.16).
This is a sum of infinite orders of vector movingeeage from Wold decomposition. Using

a three based endogenous variables method we ags$hatehe structural monetary policy

% Blanchard and Quah (1989) showed that demancdhsisi®@o long run effects on real gross national
product. See also Enders (Enders, 2010, p. 338).
% |f VCV=l, then Be=e.
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and demand shocks do not have significant longeftectts on output, hence effects set to
zero. Meanwhile, the supply shock in the third lisvassumed to have long run effects on
real quarterly GDP. Monetary policy shock is seh&we cumulative effects on inflation in

the long run.

Having set the SVAR system and adequately idedtifte we now proceed to
estimate the structural impulse response functionquarterly real GDP, inflation rate and

bank money to unanticipated shock monetary polmgcks, credit and demand shock.
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2.5 Empirical Results: Data Presentation & Results
This section starts with graphs, summaries aadmtistics test results. In Section

2.5.2 we present the structural impulses respamsaibns (SIRF) from the short and long
run SVAR models. We discussed the SIRF to the SIRdmmestic monetary policy shock,
followed by credit and demand shocks. In sectidn3®we present the structural forecast
error variance decomposition (SFEVD) and the rssfittim robustness checks. Section
2.5.4 presents cumulative impulse response funatesults from the long run SVAR
model. Finally, Section 2.5.4 gives the conclusionplications, and limitations of the

results.

2.5.1 Data Presentations
The descriptions of these variables have been gimeBection 2.3 under the

description of the economic model given in equa{@®i?) and the definitions are given in
the Appendix. Figure 2-2 below gives the graphmasentation of variables in log level,
while Figure 2-3 gives the changes in log, whichresent growth rates. All variables are
stationary after the first difference as shown iguFe 2-3 and this is confirmed by ADF

test results in Table B.2-1 in the Appendix.

This study used two different time series for thangerly GDP variable. These are
labelled as QGDP and RTGDP in Figures 2-3 andRigure B.2-6 in appendix shows the
log level and changes of the RTGDP series, whiphesents the quarterly real GDP data
reported by NSA in the national accounts publigaiorhe QGDP in Figure 2-3 represents
the quarterly real GDP series, which was obtairfezt ransforming the annual GDP data
into quarterly data through the Denton metHo@he growth rate for QGDP was used in
the estimation of SVAR and the impulse responsetfons. We find that the quarterly
GDP data reported by NSA (i.e. RTGDP) is highlyagorand it produced nonsensical and
inconsistent results in our estimations. Hence,trasformed the annual real GDP at
constant price into quarterly real GDP. The weakredghe quarterly RTGDP reported by
NSA may be attributed to the fact that Namibia tgerdy GDP at constant prices is
produced from sub-sample surveys and then bencleshdadkthe annual data. Thus, it is
possible that this benchmarking method might hastoded the real behaviors captured

by individual sectors that respond to monetaryqyodictions.

" See Baum & Hristakeva on the link below on howtramsform variables from low frequency to high
frequency and vice-vershttp://econpapers.repec.org/software/bocbocodeBEM2Atm
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Figure 2-2 Log level Namibian macroeconomic time series, 19912012:Q3
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Figure 2-3 Changes in log Namibian macroeconomic time seti@31:Q1-2012:Q3
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Table B.2-4 shows the pair wise correlation betwesnables used to estimate the
SVAR AB-models. It shows that the pair wise cortielas between most macroeconomic

variables are statistically significant. These etations show that there is a significant
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positive relation between private sector creditpatiand consumer price level; and there
is a significant negative relationship between qplrates, output, private credit and
consumer price level. Table B.2-1 in the Appendiresents the results from the
Augmented Dickey-Fuller tests. The results show #ikatime series in the SVAR AB-

model (2.12) are stationary after the first diffeze at 5% significance level; that is, we

reject the null hypothesis of non-stationary at &gmificance level.

The pre-estimation diagnostic test results arerginelables B.2-2 and B.2-3 in the
Appendix. First, the AIC and FPE statistics indecétte optimal lag length @f = 3. At
this lag length the Lagrange-multiplier test shottat the null hypothesis of no
autocorrelation is not rejected. Other models #watlude the foreign variables indicate
five lags as an appropriate lag length. Similafygure B.2-6 shows the graph plots
eigenvalues from the reduced form VAR. All eigemed lie within the unit circle which
means the VAR from which this SVAR AB-model is dexd satisfies the stability
conditions. In all, these statistics show thatdixstem is stationary and stable.

Table B. 2-2 presents the Granger causality testhwshows the results that are
consistent with the assumptions about restrictissed in the SVAR AB-model in (2.12).
For example, we assumed that some domestic vasialéenon-Granger-causal to foreign
variables. The results in Table B.2-2 show thattve-Granger causality null hypothesis is
not rejected while the null hypothesis that foreigmiables are non-Granger-causal to the
domestic variables is rejected too. Finally, theg-li&elihood test of identifying
restrictions:y(4)=6.362, p = 0.17 shows that the linear restms in the SVAR AB-model
are supported by the data.

2.5.1 Short Run Structural Impulse Response Functions: SVAR-AB Model
Figure 2-4 (a) to (e) shows the panel of the sitedlastructural impulse response

functions (SIRF) for QGDP growth, inflation, credjrowth rate, commodity price
inflation and changes in the policy rates, to a stamdard deviation in domestic monetary
policy and SA’s monetary policy shocks. The darelin-between represents the point
estimates of SIRF within the two bands that shd@®% confident level.

2.5.1.1 Effects of monetary policy shocks: domestic & SA’s repo rate shocks
Figure 2-4 Structural impulse response functions of (a) QG ,Inflation, (c) private

credit growth rate, (d) commodity price inflatioand (e) changes in the repo rates to

domestic and SA’s monetary policy shocks.
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(@) Structural impulse responses of Quarterly ré&lP to monetary policy shocks
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We start with the structural impulse response fionst to a shock in Namibia’s
repo rateFigure 2-4(a) presents the SIRF, which shows homestic and SA’s monetary
policy shock in Namibia affects the quarterly r&DP growth rate in the short term. A
positive shock in Namibia’s repo rate (NA, repoyusas significant contractions of more
than 1.5% in quarterly real GDP with the signifitaffects lasting up to the fourth quarter,
before real GDP returns to the initial level. SA®netary policy (SA, Repo) produces
positive effects at impact followed by a negatiigngicant effect from the second quarter.
Although monetary policy from SA produces a negatresponse in output, the SIRF
shows that output response is less severe as cedgarthe response to domestic
monetary policy shock. In addition, the respongethe monetary policy shocks last for
less than six quarters before QGDP growth rateamstto the initial levels. Further, these
SIRFs show volatile movements even after adjustieglag length in the VAR from four
to two quarters. Monetary policy tightening leadsat significant fall in quarterly GDP;
thus, it confirms the empirical evidence of inténege channel in Namibia. This result is
consistent with the stylized facts about the theafy the monetary transmission
mechanism. According to Favero (2001, p. 22) “aggte output initially falls, with a j-
shaped response and a long-run zero effect of ragnpolicy impulse”. Further, we found
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that the impulse response function of real GDP amelstic monetary policy shock is

significant even when we reduce the SVAR to doroestriables only.

Further probing of these results seems to sugbasttonomic agents in Namibia
respond rapidly to changes in the country’s morwygpaticy. This quick adjustment may be
attributed to the fact that when South Africa’s &es Bank (SARB) changes its monetary
policy stance, this propels high expectations irmiNga with anticipation that domestic
monetary authority will respond by adjusting theaeate upward too. In other words, a
change in monetary policy in South Africa servesaasignal indicator to Namibian
households and businesses that a similar action ithe way in Namibia. Consequently,
many households and businesses scale down theawing and activity in anticipation of
high borrowing costs. The slow response to SA’s etary policy is practically explained
by the fact that it takes time for the effects ickie down to Namibia through imports

prices and interest rate spreads.

(b) Structural impulse responses of inflation to monetaolicy shocks

Inflation response to domestic monetary shock Inflation response to SA monetary policy shock
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Graphs by irfname, impulse variable, and response variable

Domestic monetary policy shock produces a signifieanegative response on
inflation. Inflation declines by more 0.3% beforer fit returns to the initial level.
Meanwhile the SIRF on the right shows inflationp@sse to SA’s monetary policy shock.

This impulse response shows first a rise in irdlatbefore a decline from the third and
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fourth quarters. This positive response to monefaolicy has been observed in the
literature and is often called price-puzzle - s&taifdi, 2005; Favero, 2001). A positive
surprise shock to monetary policy is followed by iamnmediate increase in the rate of
inflation. Inflation increases in the first two qtexs, followed by a fast decline in the next
three quarters before it converges toward theainiével. In relation to the price-puzzle,
although it is deemed unusual in the mainstreamralitire from a post-Keynesian
perspective, this is not an unexpected result. Soosé-Keynesians argue that if firms are
able to pass on costs immediately to consumers a@hgse in the general price level is
expected in response to unanticipated shock ircdlse of money. In the case of Namibia,
this increase in the general price level in respotts a monetary policy shock can be
attributed to import prices from South Africa thgbuthe fixed peg. This is whereby
exporters in SA revise their price on goods thami parts of Namibian imports. This
might put pressure on inflation before monetaryiqyokffects trickle down to Namibia.
However, we argue that import inflation is subjexthow fast the prices are revised in
South Africa so that a significant impact is imgorinto Namibia’s inflation. Furthermore,
although the initial responses of inflation presamuzzle, the subsequent movements in
the rate of inflation follow a downward path asdioted by the theory. As a whole, the
results show that output and inflation decline g¢fiect the responses to a tight domestic
monetary policy in the short term, while in the dorun, both variables tend towards their
initial levels to demonstrate the evidence of zeffects. We examine the results from the
long run SVAR in Section 2.6. This will show whethkere is a long run negative impact

on inflation and output.
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(c) Structural impulse responses of private creditvgifoto monetary policy shocks

Priv. credit response to domestic monetary policy shock Priv. credit response to SA monetary policy shock
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Next, the variable of interest in this study wagdst how bank money i.e. private
sector credit responds to a monetary policy shockthe relative strength of credit shock
compared to interest rate channel through the SEESDerally, bank credit is assumed to
be inversely related to interest rate — meaning #sathe cost of credit increases, the
demand for credit falls. The structural impulsepsses in Figure 2-4(c) above show that
private sector credit declines by more than 1%egponse to a positive shock in Namibia’'s
repo rate. Although these SIRFs are only signiidantwo quarters, the dynamic path of
the SIRF, as shown by the point-base estimate twd®n the confidence bands, shows
that credit growth declines as from the first geato the fourth quarter before it converges
to its initial level within six quarters. This ewdce shows to some extent the support for
the credit channel through the bank lending chanoeihe private sector in Namibia.
Surprisingly, monetary policy effects from SA’s @yl on private credit are quite large as
compared to effects from domestic repo rate. Thghtrbe explained by the financial link
between financial institutions in Namibia and SAhisl result also illustrates that the
growth rate of bank money is determined by theepdt liquidity. However, it is not yet
clear as to whether the decline in total lendingasause the supply of loans shifts to the
left or because the demand for loans from firms &pdseholds reduced and shifted

leftwards.
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(d)Structural impulse responses of commodity pricadtioih to monetary policy shocks

Commady Price Inflation response to domestic monetary policy shock Commadity Price Inflation response to SA monetary palicy shock
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Figure 2-4 (d) shows the SIRFs of commodity priodation in response to
Namibia and SA’s monetary policy shocks. In oumitifecations restrictions for the AB-
model we assumed that domestic variables do natifisigntly influence commodity
growth and foreign interest rate. This SIRF in FegR-4(d) shows that Namibia’s repo rate
shock does not produce significant effects on codity@rice inflation. Although there
seems to be positive effects on commodity thice®mpanied by large uncertainty around
the impulse response function and the responsmtistgally insignificant throughout the
sample horizon. Meanwhile the response to SA moyefmlicy shock is highly
statistically significant until the third quarteBA’s monetary policy shock (SA repo)
produces a statistically significant negative inggukresponse of more than 2.0% from
commodity price inflation. This therefore indicatdéat the growth in commodity prices at
Johannesburg Stock Exchange (JSE) is influenceddnetary policy actions in SA.
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(e) Structural impulse responses of monetary politggdo monetary shocks

Repo rate response to domestic monetary policy shock SA Repo rate response to domestic monetary policy shock
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Finally, Figure 2-4(e) shows the impulse resposdNfamibia & SA’s repo rates to
domestic and foreign monetary policy shocks. NaaiBpo rate responds positively to the
monetary policy shock from itself and SA’s monetaglicy. Again, these structural
impulse responses are consistent with a prior @éapen. Firstly, there is a positive
response on the domestic policy rate to itself #a@dSA’s monetary policy shock. This is
reasonable since the central bank tries to mainte@rsame level of policy rate to anchor
future inflation expectations of the fixed exchamgée mechanism. This manifestation
shows why the interest rate provides clarity of etany policy stance and good
controllability, which is lacking in the money-grtiwtargeting approach. Meanwhile, the
structural response for SA’s repo rate shows tiatdomestic monetary policy shocks do
not significantly affect the changes in the levelS#\'s policy rate. This is in agreement
with the results from the Granger-causality tedtjclv shows that domestic variables do
not have (contemporaneous and immediate) predictfeemation of foreign variables.

Taken together, these structural impulse respomsetibns show that the interest
channel through domestic repo rate (i.e. policye)atio real output is statistically
significant; secondly, domestic monetary policy atlg produced large and fast
contractions in real quarterly GDP as compare todfiects from SA’s monetary policy

shock. In addition, domestic monetary policy pragkioegative response inflation in the
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short run. SA’s policy rate produced a somewhaitpesresponse at impact in the first
quarter after initial impact. Third, we find thabrdestic monetary policy shocks do not
produce significant responses in foreign variabfeghe system. In all, this empirical
evidence therefore supports the hypothesis thatptley of changing the repo rate in
Namibia does have significant effects on output efidtion in the short run. It therefore
provides the evidence of an effective interest catnnel in the short run. However, it also
shows that although SA’s monetary policy effects waisible in Namibia particularly on
private credit development; our empirical resultgygest lesser impacts compared to
significant effects from the domestic monetary ppkhocks. This evidence argues against
the idea that BoN does not need to change the Ietazlest rate independently from SA
because such changes are not necessary and thegtdagnificantly differ from the

changes in the foreign interest rate in the ancbhantry.

2.5.1.2 Structural impulse responses to aggregate demand shock
Figure B.2-1 (in Appendix B) shows the SIRF forlation, commodity price

inflation and credit shock to one standard deviatshock in output in the short run.
Firstly, there is a significant positive impact oflation from demand shock. This is
consistent with the fact that in the short run agate demand will lead to inflation as the
supply factor will take time to respond to meet néamand. However, demand shock
reduces commodity price inflation and credit growththe short run. In addition, the
impulse response of SA’s repo rate is statisticaigignificant. Meanwhile the impact of
demand shock on the domestic policy rate, althdngtgnificant, remains constant up to
the first quarter and thereafter increases fromstteond quarter before it starts to decline

to the initial level in the fourth quarter.

2.5.1.3 Structural impulse responses to private credit shock
Figure B.2-2 shows the sirfs for quarterly real GRilation and private credit to one-

standard deviation shock in private sector creditivate credit shock produced a
statistically significant contraction in the domestepo rate at impact; however, this is
followed by a sharp rise in the repo rate in thetfquarter maybe as a response by the
central bank to reduce credit growth. Credit shigelds to a considerable increase in the
rate of inflation and the effects persist until ttherd quarter. Private credit induces a
positive significant impact on real quarterly GDPnwore than 1.5% in the second quarter
after the initial impacts. As expected, privatedirshock does not significantly influence
the commodity price inflation in the model. Thesepulses show that after taking into
account the systematic component of anticipateditcedfects, the private credit shock has
significant effects on output and inflation, whitdst for less than three quarters after
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initial impacts. This evidence seem to suggestsittsdde money does matter in the short
term for real economic activity and inflation. Ihet following section we examined the
SFEVD to analyse the relative strength of individsiaocks on real GDP, inflation and

private credit growth.

2.6 Structural Forecast Errors Variance Decomposition (SFEVD) Analysis
Our results in the last section point to the enspirievidence of an effective

monetary transmission mechanism through interéstaad credit channel in Namibia. In
this section we analyse the relative importancenohetary policy and credit structural
shocks at different horizons. For the sake of speealiscussed the SFEVD for domestic
repo rate and credit shocks. From the monetarycypaliatement issued by BoN it is clear
that these two channels are always closely mormitéoe the effectiveness of monetary
policy actions. The rest of the results for SFEMDilauted to other shocks are given in the
Appendix. Tables 2.1 and 2.2 give the SFEVD, whdelscribe the variation attributed to
domestic monetary policye[™) and credit é7“) shocks in equation (2.12). Structural
forecast error variance decomposition analysislayspproportions at each point in time as
caused by the shock in the variable itself andvidugation attributed to others structural
shocks in the system. The SFEVD statistic lays balevant information about the relative
importance of each unanticipated shock as theyctati#é endogenous variables in the
structural model. Hence, we use results from tkey@se to compare the relative strength
of individual channels of the transmission mechaniis Namibia. This approach allows us
to establish the proportions of the variation inpao, which is accounted for by credit and

monetary policy shocks at different horizons.

In Table 2.1 the first column gives the horizomfrperiod O to the eighth quarter.
Columns two to six give the SFEVD for commoditygeriinflation, changes in SA policy
rate, QGDP, inflation, private credit growth andacbes in domestic repo rate. At each
step SFEVD statistics indicate the percentagebated to monetary policy sho¢k/™) as
in Table 2.1 and credit shock!() in Table 2.2. Our main focus is the SFEVD for Q&D
which represents the percentage of variation adedufor by monetary policy shockin
column three, the result shows that domestic moygdalicy shock accounts for about
5.0% in the second quarter, 7.0% in the fourth tgmaand 8.0% in the seventh quarter
after the initial impact. Meanwhile, column fourosts that there is a significant influence

of domestic monetary policy shock on inflation. Mtery policy shocks account for more

% The discussion about the SFEVD for CMI and SA ripoot of much interest because they do not form
part of the objective and their impulse responsetions to domestic monetary shock are not stedikyi
significant.
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than 11.0% of variation in the rate of inflationthre second and fourth quarter after initial
impacts. In column six, SFEVD shows that 34.9% afiation in domestic policy rate
shock is attributed to itself in the second quasted less than 20.0% from five to eight
quarters ahead. In other results not reporteduerebserved, SA’'s monetary policy shock
accounts for more than 2.0% in SFEVD for QGDP dkiersame horizon. Similarly, Table
2.2 credit shock accounts for less than 1.8% ofueation in QGDP. This evidence
indicates that the interest rate channel throughili@a’s repo rate is relatively stronger
than the credit channel. This is because the résulBFEVD from the short run SVAR
AB-model shows that domestic monetary policy shdic&. repo) accounts for more

variations in quarterly GDP and inflation in Nanabi

Table 2.1 SFEVD, which describe the variation attributeddomestic monetary policy
(ef™) shock

(1) (2) (3) (4) (5) (6)
step sfevd sfevd sfevd sfevd sfevd sfevd
0 0 0 0 0 0 0
1 0 0 0 0 0 . 349961
2 . 037129 . 000083 . 050886 . 113791 . 026839 . 152976
3 . 03499 . 014847 . 082808 . 105897 . 024583 . 149243
4 . 057226 . 02008 . 079942 . 114872 . 027485 . 145864
5 . 058064 . 024765 . 065775 . 11204 . 028189 . 148046
6 . 058837 . 027577 . 071547 . 111108 . 028133 . 147544
7 . 058502 . 027471 . 080094 . 111336 . 028747 . 148205
8 . 058366 . 027867 . 079295 . 110615 . 028687 . 147334

Note: (1)Acmi,, (1) Ars,, (3)Agdp;, (4)infl;, (5) Apc, and (6) Arn; -i.e. (1) sfevd shows
variation inAcmi, attributed to a shock in Namibia repo rate shocknf0 to &' quarter.

Table 2.2 SFEVD, which describe the variation attributegbtivate credit ¢7) shock

(1) (2) (3) (4) (5) (6)
step sfevd sfevd sf evd sf evd sf evd sfevd

0 0 0 0 0 0 0

1 0 0 0 0 . 97626 . 003486
2 . 001655 . 049298 . 011664 . 02213 . 852541 . 048419
3 . 003247 . 048261 . 013178 . 020413 . 78642 . 048693
4 . 015892 . 046427 . 012998 . 021803 . 767231 . 048378
5 . 019995 . 045124 . 011626 . 029764 . 756299 . 04701
6 . 021613 . 04476 . 018909 . 029523 . 744434 . 046299
7 . 025636 . 046964 . 01889 . 03099 . 742482 . 046975
8 . 026306 . 048292 . 018708 . 030724 . 740231 . 049112

Note: (1)Acmi,, (1) Ars, (3)Agdp,, (4)infl;, (5) Apc, and (6) Arn; -i.e. (1) sfevd shows
variation inAcmi, attributed to a shock in private credif {) shock from 0 to B quarter.

Finally, we compare the structural fraction of megoared errors SFMSE due to monetary
shocks as derived from the short run SVAR. Figu® $how the structural fractions of mean

squared errors due to domestic and SA monetargypsiiocks. These results show that significant
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large fractions in the variation of output areibttted to domestic monetary policy while foreign
monetary policy shock only accounts for less th@ndver four quarters. Thus, changing the level
of domestic repo rate will result in more signifitaffects on real economic activity as compared

to transmission effects from SA monetary policyerat

Figure 2-5. Structural Fraction of Mean SquareEr(SFMSE) due to monetary policy

shocksArn; andArs;.

Fraction of MSE in QGDP attributed to domestic mp shock Fraction of MSE in QGDP attributed to SA's shock
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Graphs by irffname, impulse variable, and response variable

In all, this evidence from SFEVD and SFMSE show tt@mestic monetary policy
shock repo rate produced consistent significantltesegarding monetary policy effects in
Namibia. Both structural impulse response functiomsd forecast error variance
decomposition show that repo rate shocks have ivegatpacts on output, inflation and
private credit. Although SA’s monetary policy shedkave significant effects in Namibia
the empirical evidence obtained is small relativeffects generated by domestic monetary

policy shock.

2.5.3 Robustness Checks
In order to assess the internal validity of outess we carried out the following

three robustness checks. We made three main dlternestimations to the short run
SVAR model in (2.12). We estimate the SVAR modethwA-model identification
restrictions. The main aim of this alternative mstie is to check whether our identification

restrictions have shaped the pattern of behaviporsrayed by the structural impulse
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response functions. In the second alternative astm, we estimated the SVAR AB-
model excluding the foreign variables commoditycerinflation and SA’s repo rate. We
reduced the economic model by trimming the stradtvepresentation in (2.12) to three
domestic variables: quarterly GDP, inflation ané tlepo rate. Finally, we present the
trimmed model with SA’s policy as the policy ingtrant. This alteration is necessary to
assess the view that Namibia’s policy rate is reldmt; therefore, we need to model the

transmission mechanism only with SA policy ratehespolicy instrument.

In the first alternative specification, we startthwexact identification of the three
variables SVAR-AB model: QGDP, inflation and domesnonetary policy rate. This
makes a lower triangular identification of the typB-model. Figure B.2-3 present results
from this alternative specification, which showsttlall SIRFS are statistically significant
with evidence of negative impact on inflation whi@GDP remains volatile after the
second quarter. The impulse responses show thatetargnshock produces similar
responses on output, inflation and repo rate. Mé#ew demand shocks produce
significant positive responses on inflation and riygo rate (i.e. the monetary policy rate).
These structural impulse responses are consistéimtresults from six variable short run
SVARSs, therefore the size and order of the systemnat significantly influence the
responses from QGDP, inflation and policy rate.

Our second robustness check involved trimming hiheet variables in the SVAR by
excluding the commodity price inflation and privatedit, and replacing Namibia’'s repo
rate with SA monetary policy rate. This robustnissaimed to test SA monetary policy
effects in the model without monetary policy rdtapulse responses from this alternative
specification show that SA’'s monetary policy shdedrely produced any statistically
significant impulse response functions in quartedst GDP and inflation. These results
show that whether we exclude commodity price ifdlatand private credit the impacts
from SA monetary policy shock are smaller compdcedomestic monetary policy shock.
Finally, although we used five lags in the struatwstimation instead of the three lags
suggested by the Akaike Information Criteria (Al@)is switch from four to two lags has
not considerably changed the statistical signifteanf the impulse response functions.
Impulse responses to SA’s monetary policy are #mesas in the six variables SVAR in
equation (2.12). These findings thus indicate thatresults from the SVAR models used
are robust. Therefore, these results reflect thieaefy and transmission mechanism of
monetary policy in Namibia. Finally, these empitiesidences are consistent with stylized

facts as found in many studies both from develogedi developing countries. In the new
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consensus, an increase in monetary policy shodkidgladways lead to a rise in policy rate,

lower prices, and reduce real output.

2.6. Long Run SVAR Results
Finally, we examined whether the dynamic relatigmshmong variables in

Namibia display long run behaviours and dynamipoeses as observed in the literature.
Many studies find that monetary policy shocks dftee price levels in the long run while
effects on other variables die out after the foutfarter. Literature shows that there are
significant effects on economic activity from supmhock while demand shocks are
statistically insignificant in the long run. FiguB.2-5 shows the long run cumulative
impulse response functions to monetary policy shocamibia, followed by demand
shocks and supply shocks. Firstly, monetary pat@yses a significant decline in GDP up
to the fourth quarter and then it returns to theahlevel. This implied response is similar
to what we have obtained in the short run. Thisltes the same as in the short run and it
shows that there is no long run lasting monetaticp@ffect on QGDP, while there is a
significant long run impact on the rate of inflatidnflation level remains below the initial
level even in the seventh quarter after the inglabck has taken place. This shows that
domestic monetary policy shock i.e. the policy dfaeging the level of repo rate in
Namibia has a long run effect on the consumergepinflation. Furthermore, figure B.2-5
presents the rest of the cumulative impulse respdunsctions showing that the monetary
policy shock does not produce significant effeatsnwost variables in the long run in line
with economic theory. In the long run monetary ppktabilizes inflation that is achieving
the goal of price stability. In the case of SA’smatary policy shock the results are similar
with the exception that monetary policy increases raises inflation in Namibia
permanently at a high levél.

The next figure presents the long run structurgbulse response function to the
demand shocks (GDP). Demand shocks have permafieatsein the long run on itself
and negative long run effects on credit growth. policy rate increases in response to
demand shocks however these cumulative impulseomnssp functions (CIRF) are
statistically insignificant.

% These results are the same even when SA'’s repasrased in the SVAR alone as an exogenous magnetar
policy function in Namibia. See the discussion lo@ tobustness check for the short run exercise.
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2.7. Conclusion
Starting with the literature review, we assert thetny studies indicated that the

monetary policy transmission mechanism is a vergarant topic and its relevance is
timeless (Gerdesmeier, 2013, p. 140). This stutlynages the efficacy of monetary policy
and the transmission mechanism of monetary polityNamibia. We applied the
methodology of structural vector auto-regressionthwshort run and long run
identifications restrictions based on the new macomomic consensus. This consensus
argues that a country’s economy can be analysedhenbasis of three fundamental
equations: aggregate demand, price developmentthandonetary policy instrument that
is used to manage demand and supply. Hence, wgnaesiSVAR with endogenous
variables representing foreign sector and policyatde blocks. The SVAR approach is

highly useful in policy evaluation because it hae following unique advantages.

Firstly, this method produces structural impulsenctions, which depict the
expected time paths of variables in response tiouataral shock; for example, monetary
policy, and demand and supply shocks. In addit8BWAR provides the structural forecast
error variance decomposition aid to explain theatre¢ importance of each structural
shock in the economic model under study. Thus,guils method, we have established
the following results concerning the effects of mtamy policy and credit shocks in
Namibia.

First, the results show that monetary policy thiougpo rate is effective in
stabilizing real economic activity in the short ramd consumers’ price inflation in the long
run in Namibia. The structural impulse responsefions obtained show that the impacts
of monetary policy shocks are statistically sigrafit, more than 2.0% contraction in
quarterly real GDP, 4.0% inflation and 0.3% privetedit fall in response to one-standard
deviation shock in the repo rate in the short is@cond, our empirical results show that
Namibia’s monetary policy shock induces more diregative impact on output, inflation
and private credit than foreign monetary policydhdhis evidence is therefore contrary
to the argument that monetary policy in Namibigubordinate to monetary policy in the
anchor country. Based on the sample data usedsdrsthdy we assert that there is little
evidence to suggest that SA’s monetary policy aototor more variation in output than

domestic monetary policy.

Thirdly, the results show that monetary policy cantion improves price stability
in Namibia in the short run. Although there is Rrgncertainty around the impulse
response to monetary policy shock in the long me,find that the domestic monetary
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policy shock significantly affects the inflationtpaas the impulse response remains below
the initial level from the first quarter until treéghth quarter before it returns to the initial
level. Meanwhile, SA’s monetary policy shocks setmgenerate the so-called price-
puzzle, which contributes to the inflation rateNamibia. In the first two quarters, we find
that the response for inflation rate displays tbecalled price-puzzle response which
means that the general price level rises insteddllofg up to the third quarter in response
to a positive shock in monetary policy. Qualitalyyehis implies that a positive monetary
policy shock on average increases the borrowing wbgh is passed on to the consumer
before the effects are transmitted to the oveggiregate demand. However, this response
declines as from the fourth quarter, which showat thflation stabilizes after a decline

after a year in Namibia.

Furthermore, our results show that private credgatively responds to monetary
policy shocks. In the short run aggregate demagpaifgiantly increases when shocked by
one-standard deviation shock from private secteditr This evidence reinforces the
assumption that bank money is endogenous and agmiificantly influences economic

growth in the short run.

Structural error variance decomposition analysigeaés that a large share of
fluctuations in the quarterly GDP growth rate am@rges in the repo rate in Namibia is
mainly attributed to innovations to domestic mongtaolicy shock, while variation
attributed to SA’s monetary policy accounts forslegban 5.0% in the third quarter.
Therefore, the results show that the direct trassion mechanism from domestic interest
is relatively stronger as compared to the mechafiem credit and SA’s monetary policy
shocks. Thus, this empirical evidence shows thatpiblicy of changing the level of repo

rate in Namibia is effective in stabilizing outgrtd inflation.

In addition, this result implies that the intereate channel is relatively stronger
than the credit channel in Namibia. This resultdsoeven when compared with the
variation attributed to monetary policy shock in 'SAepo rate. There are several
implications that follow from these results. Firdte size of fluctuations in QGDP and
inflation attributed to domestic monetary policyerdlustrate the importance of domestic
monetary policy actions in the process of macroenuos stabilization in Namibia.
Although there is a fixed exchange rate arrangepammestic monetary policy should
proactively respond to important economic factoithewt waiting for similar action to
happen first in the SA. Secondly, these resultsvsinat Namibia’s repo rate is a good and

effective instrument to regulate monetary and foianfactors in the short run in order to
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achieve long run monetary stability. Thus, suchimstrument should be clear in the
monetary policy framework to enhance monetary gotiommunication to the public at

large.
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Appendix B
Appendix B.1 Definitions and Data Sour ces

Data used in this thesis are obtained from varsausrces. These are Bank of Namibia
Quarterly bulletins, Central Bureau of Statistinstihe Namibia Statistic Agency (NSA),
South African Reserve Bank Data Base, and Inteynali Financial Statistics (IFS)
published by International Monetary Fund (IMF). 8emnple period is the period 1991:Q1
to 2012Q4.

Gross Domestic Product (GDP) at constant price 2008 base year: These are
seasonally adjusted quarterly real GDP, time sela&sn from the National Planning

Commission/ Central Bureau of Statistics of Namibia

Namibia Consumer Price IndéXICPI) with December 2001=100 as the base year. NCPI
covers both rural and urban households living imiéa; prices are collected from more
than 650 retailers in 8 localities.

Namibia Inflation Ratdinfl). Quarterly Inflation rate is derived from NRT and expressed
annually as follows: infl = 400*[log (NCPI) — log@PI(t-1))].

Repurchase Rate (repo) {rrirhis is the official rate charged by the BankNd#Amibia on
advances on specific collateral to commercial bafike Repo rate is the cost of credit to
the banking sector and therefore eventually affdetscost of credit to the general public.

This is sourced directly from the Bank of Namibia.

Repurchase Rate {r¢South Africa): SA’s central bank defines repwsé rate as the ‘rate
at which the private (sector) banks borrow Randhftbe SA Reserve BankThis rate was
formally called the bank rate until February 1998 aepurchase rate thereafter. It is

directly sourced from the database as SA resemtk. ba

Commodity Price Index (CMI): This is a South Afc@ommodity index that includes
mineral commodity exports traded on the JohanngsBtock Exchange. This series is

sourced from the International Financial Stati¢tM& database.

Private sector credit (pcr): This time series @lethe amount of credit extended to the
domestic private sector. The data are obtained frmBank of Namibia.
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Appendix B.2 Pre-estimation Tests: Summary statistics and diagnostic tests

Table B.2-1 Augmented-Dickey-Fuller and Philip-Perron TestsUimit root.

ADF Test (Obs. =86) Max. lag PP Test (Obs. =86)
Series Level (p- 1° Diff. (p-valuey 4 Level (p- 1°Diff.
value value (p-value
CMI 0.62 0.00 4 0.59 0.00
Infl 0.01 0.00 4 0.00 0.00
Priv.Cr 0.15 0.21 4 0.26 0.00
QRGDP  0.86 0.15 4 0.83 0.00
Nam Repo 0.68 0.00 4 0.79 0.00
SARepo 0.57 0.00 4 0.73 0.00

Table B.2-2 Granger-Causality test resultsy: Mariable (k) along the column is non-causal
for variable (x), H: Variable (k) is Granger cause for variable (xudues are given in the
table.

Var. (x) CMI (k=1) SARepo QRGDP NCPI Priv. Nam
Credit Repo
CMI - 0.02 0.39 0.00 0.71 0.01
SARepo 0.02 - 0.32 0.00 0.46 0.00
QRGDP 0.00 0.11 - 0.12 0.04 0.01
NCPI 0.68 0.27 0.89 - 0.00 0.27
Priv. Credit 0.02 0.05 0.51 0.00 - 0.00
Nam Repo 0.48 0.49 0.01 0.12 0.61 -

Notes: The p-values less that 5% are shown in faalel -this means that we reject the null hypothesis

Table B 2-3 Selection criteria: AIC, HQIC, SBIC

Selection-order criteria
Sample: 8 - 87 Number of obs = 80

Tag| LWL LR df p  FPE AIC  WIC  SBIC

873.185 1.5e-17 -21.6796 -21.608 -21.501
958.566 170.76 36 0.000 4.5e-18 -22.9141 -22.4128* -21.6636*
996.41 75.688 36 0.000 4.4e-18 -22.9602 -22.0291 -20.6378
1048.76  104.7 36 0.000 3.0e-18* -23.3689* -22.008 -19.9746
1083.21 68.914 36 0.001 3.4e-18 -23.3304 -21.5397 -18.8641
1117.42 68.409* 36 0.001 4.0e-18 -23.2855 -21.065 -17.7473
1140.98 47.128 36 0.101 6.7e-18 -22.9746 -20.3244 -16.3644

STV R W RO




Table B.2-4 Pair Wise Correlations at log-levels, sample 199P0Q13:Q3
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. pweorr Tcmi 1sarepo 1p2 Tqgdp rtgdpl 1pc2 Trepo, sig star(5)

lemi 1sarepo 1p2 lqgdp rtgdpl  Tpc2  Trepo

Temi

1sarepo

1p2

Tagdp

rtgdpl

1pc2

Trepo

1.0000
-0.6841* 1.0000
0.0000

0.8746* -0.8072* 1.0000
0.0000  0.0000

0.9000* -0.8098* 0.9952* 1.0000
0.0000 0.0000 0.0000

0.9197* -0.7906* 0.9817* 0.9787* 1.0000
0.0000 0.0000 0.0000 0.0000

0.9135* -0.8038* 0.9929* 0.9941* 0.9868* 1.0000
0.0000 0.0000 0.0000 0.0000 0.0000

-0.7589* 0.9735* -0.8932* -0.8922* -0.8693* -0.8876* 1.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

*show significance at 0.05 percent significanceelev

Table B.2-5 Lagrange Multiplier test for autocorrelation

Lagrange-nultipTier test

lag chi2  df Prob > chi2
1] 503011 36  0.05713
2| 39.8892 36 0.30125
3| 449802 36 0.14493

H0: no autocorrelation at lag order

Figure B.2-6 Stability condition test with eigenevalues plothe unit circle

AB-Model VAR Stability Codition
Roots of the companion matrix

Imaginary
0
1
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Appendix B.3 Structural impulse response functions (sirf) fomd&d and credit shocks in
SVAR AB-model equation.

Figure B.2-1 Structural Impulse Response Functions for inflatjarivate credit, repo rate,
SA repo, commodity price inflation and growth rat€QGDP to a one-standard deviation
on the demand shock.

Inflation response to demand shock (QGDP) Private credit response to demand shock (QGDP)
.005+

-.005+

-.014

0 2 4 6 8 0 2 4 6 8
step

90% ClI —— structural irf

Graphs by irffname, impulse variable, and response variable
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Domestic (NA) Repo rate response to demand shock (QGDP  SA Repo rate response to demand shock (QGDP)

.02
.01
0 J\/\/ /\/v
-.01
0 2 4 6 8 0 2 4 6 8
step
90% CI —— structural irf

Graphs by irfname, impulse variable, and response variable

Commaodity price inflation reponse to demand shock QGDP reponse to demand shock
.054

-.054

0 2 4 6 8 0 2 4 6 8
step

90% CI — structural irf

Graphs by irfname, impulse variable, and response variable

Figure B.2-2 Structural impulse response functions for commogiitge inflation, QGDP,
domestic repo, SA repo, inflation, and private dremla one-standard deviation of private
credit structural shock.



Commodity inflation response to private credit shock
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QGDP response to private credit shock
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Inflation reposne to private credit shock Private credit reposne to private credit shock
.034
.02+
.014
04 /\/—/__

step

90% CI —— structural irf

Graphs by irfname, impulse variable, and response variable

Figure B.2-3 AB-model 3-variablesfor robustness checks: Sirfs for QGDP, inflation
and repo rate to a one-standard deviation in domestnetary policy shock.

Inflation reponse to domestic monetary policy shock QGDP response to domestic monetary policy shock
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-.001-
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0 2 4 6 8 0 2 4 6 8
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90% ClI structural irf 90% CI structural irf
Graphs by irfname, impulse variable, and response variable Graphs by irfname, impulse variable, and response variable
Repo rate response to monetary policy shock Inflation reponse to demand shock
.06
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.002
.02 .0014
oq N
-.001
-021
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[ 2 4 6 8 0 2 4 6 8
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Graphs by irfname, impulse variable, and response variable Graphs by irfname, impulse variable, and response variable
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Repo rate reponse to demand shock
.03
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.01+

-.019

0 2 4 6 8
step

90% CI structural irf

Graphs by irfiame, impulse variable, and response variable

Figure B.2-4 AB-model 3-variablesfor robustness check Sirfs for QGDP, inflation and
repo rate to the SA monetary policy shock.

QGDP response to SA monetary policy shock Inflation response to SA monetary policy shock
005
002
o0 /\/\/\/\
o
-.005-
-.011 : : : : : -.002
0 2 4 6 8 0 2 4 6 8
step step
90% ClI structural irf 90% ClI structural irf
Graphs by irfname, impulse variable, and response variable Graphs by irfname, impulse variable, and response variable
SA repo rate response to SA monetary policy shock
19
.05+
o]
-054
0 2 4 6 8
step
90% ClI structural irf

Graphs by irfname, impulse variable, and response variable

Figure B.2-5 Long-run cumulative impulse response functionsQ@&DP, inflation and
repo rate to a one-standard deviation in domesbicatary policy shock.
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Inflation response to long run domestic monetary policy shock
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Inflation response to long run demand shock Repo rate response to demand shock
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Figure B.2-6 Quarterly GDP and growth rate reported by Naenibia Statistics Agency
(NSA)
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CHAPTER THREE

Understanding Interest Rate Spreads (IRS): An investigation of
macroeconomic and financial determinants of Interest Rate Spreads
in Namibia

“When spreads “blow out” (as market professionadat it), borrowing becomes
prohibitively expensive, credit dries up, and ecuores are brought to their knees. Huge
spreads often connote few transactions —marketsrgireg up” (Blinder, 2013, p. 241).

3.1 Introduction
Interest rates spreads are primary features ofyevank-based and market-based

financial system. They are the conduits throughctwimonetary and financial policies are
transmitted to the economy. Generally, under thkience of central bank’s policy and
financial institutions’ market powers, interesterapreads when properly aligned, they can
improve economic and productive efficiency whicthances welfare gains for households
and businessesiowever, interest rate spreads are double-edgeddswdhis is because
persistently large interest rate spreads impedevdrg basic aims of monetary and
financial policies which they suppose to serve hie first place. In crises times, large
spreads amplify the effects of credit crunch andnemic crises thereby increasing the

magnitudes of business cycles.

Most often, higher and disequilibrium interest rapgeads indicate inefficient and
uncompetitive financial systems which are a caudseoncern in developing countrié¥®,
As a result, interest rate spreads have become@ wentral issue that dominates public
debates in developing countries. Many researchedgalicymakers are interested to find
out causes and consequences of large spreads onon@cadevelopment. In fact, (Taylor,
2008) has suggested that current monetary polioyldhbe augmented with the spread to
address financial instability. Blinder (2013, p.224argues that spreads and their
consequences were not understood until the regeadial crisis which shows that ‘it is
all [i.e. all relevant information needed to discern the imgiag dangers in the financial

systerhin the spreads’. Spreads are important becawse datermine the actual costs of

1% Eor example, Fuentes and Basch (2000) and BircHw@004) assert that interest rate spread impede
savings and investments decisions. Beck and H&3@9) reveal that although large spreads have been
expected after liberalization, their persistentighhlevels have been a major concern for policy-engkn
developing countries.
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borrowing. In Namibia, large interest rate sprehdse been a cause of concern and a
controversial issue. Specifically, the central baarkd general public have expressed
enormous interest particularly to understand them(@in determinants of interest rate

spreads; (ii) the dynamic behaviours of interes¢ ispreads; and (iii) the consequential

effects of large changes in interest rate spreadiomseholds and business credits. It is
high time we address these concerns about intspesads while both parties are interested
to find out what can be done to reduce the large sf interest rate spreads. In this chapter
we examine the underlying macro and financial funeatals that seem to explain changes
in interest rate spread®: In the working paper (Kamati, 2013) examined tlyaainic

behaviours and consequential effects of changtdeispreads.

In the literature review, we established that theme many different definitions of
interest rate spreads; and the selection of wieatregjor spreads is subjective. Despite this
caveat, spreads show significant links betweenhbse rate in the hand of monetary
authority and different market rates. The base vegecan think of is the central bank
policy rate or government treasuries — risk-frete.r@ne important interest rate spread is
given by the difference between the benchmark (@ften referred to as the repo rate) and
the prime rate (the price at which most banks teitild to each other and to other prime
institutions in the domestic economy). In this studie call this difference the based
spread'®® This is the base spreazh which other interest rate spreads in the firgnci
markets anchor. Another spread is given by thesdifice between average lending rates
and average deposit rates. This difference, foistke of identification is called the retail
spread. Finally, we have the risk premium spreatthvis the difference between prime
lending rate and the short term risk-free ratee@hmonth T-bills). There are many interest
rates in the financial sector; similarly there aso many definitions of interest rate
spreads. For example, Brock and Rojas-Suarez (2@d@@jify six definitions of interest
rate spreads in their study on interest rate sgreadrgentina. In this study we limit our

101 Banerjere (2001) argues that the problem is rattttfere is a difference between lending and déepatsis
i.e. spread exists; but it is about the size ofgpeead which is a major concern in many finansyastems.
Generally, interest rate spreads must exist bedatesenediation is very costly; banks borrow onrsherm
and lend on long term thus, exposing themselvagéoest rate and credit risks and maturity mistmatc

192 For convenience purposes and easy identificatibarmanalyzing the dynamic behavior of interest rate
spreads, we have attached short names on varicesdsp We called thease spreadh the sense that it is a
bench mark (with the bank rate as a virtually gskl base rate) for other spreads in the econormile wh
used the expressiartail spreadbecause it primarily covers differences of pricethe banking sector (for
exapmle see Hall & Liebermen, 2010, pp. 808-808)yd@& and Woodford (2010) used the term creditagre
instead of interest rate spread while other définibf spreads includes: risk premium, yield spreadi the
retail bank’s spread. Blinder (2013, p. 238) asslinek free rate as the base rate, therefore thigingover
Treasury Bills will form the base spreads.
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investigation to the base spread, retail spread, resk premium because they are most

recognizable and relevant in Namibia.

3.1.1 Objectives of the study
In this study, we first investigate the unit roobgess and structural breaks in the base

and retail spreads; secondly, we investigate maora@mic and financial factors that
determine changes in the interest rate spreadsmilNa. Under these objectives, we use
two definitions of interest rate spread - base apand retail spread - to identify empirical
factors that significantly explain interest ratereggls in Namibia@® What are the
macroeconomic and financial fundamentals that exgle changes in level of spreads in
Namibia? Is there a significant relationship betweg ante base spread, retail spread and
the macroeconomic fundamentals achieved in the toginWe find the following
empirical results concerning unit roots with sturat breaks and the determinants of

spreads.

Firstly, descriptive statistics show that on averdige unconditional mean of spreads
was statistically different from zero over the sé&nperiod. Secondly, the unit root test
with endogenous breaks shows that the base spetad,spread and risk premium have
unit root process with structural breaks. The mosimon significant endogenous
structural breaks were identified in the months8M06 and 1998MO08. These structural
breaks represent the structural changes causeteb$997/98 East Asia financial crisis
shocks on equity and commodities through SouthcAftio Namibia. For a commodity
exporting country, the financial crisis had sigeafnt impact through commodity and
equity prices that fell by more than 40% in AsiartRer, our unit root test results show
that the order of integration in spreads is nolugriced by the presence of endogenous
structural breaks in the data. Thirdly, empiriedults show that underlying fundamentals
such as inflation, unconditional inflation volatyi changes in bank rate, perceived risk as
measured by changes in the risk premium, econoroigty, interest differential and South
Africa’s spread are some of the statistically digant macro and financial factors that
explain changes in interest rate spreads in Namiboavever, our measure for financial
instability did not perform well as this was stagally insignificant. Whether we use

changes in the retail spread or changes in bassmdpempirical results indicate that

193 Owing to unavailability of data on many importarank specific variables and fewer observations on
micro level data, this analysis is based to a lagent on macroeconomic time series data. Althongh
made efforts to use the Bank scope database, we that the annual observations available spamiadef

five years. Results from these observations arergas indicative on the appendix.
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macroeconomics and financial fundamentals playifsigmt roles in the determination of

interest rate spreads in Namibia.

3.1.2 Motivation and Contributions of the Study
It is worth noting that the issue of higher intérsgreads is not only confined to

Namibia, but is also a contentious subject in mamyntries, including both emerging and
developing economies. Folawewo & Tennant (2008) @ralley (2007) view that higher
interest rate spreads are a major problem in Shbf&a Africa countries, Beck and Hesse
(2009) identify particularly Uganda. Brock and RemSuarez (2000) also analyze
determinants of spreads in Latin America, Birchw@2@04), and Craigwell and Moore
(2001) investigated it in the Caribbean and Pacifitons. It seems that issue of interest
rate spreads only catches the attention during@tisne in advanced economies (see De
Grauwe & Ji, 2013, p. 1). The situation is diffaravhen it comes to developing and
emerging economies. It is clear from empirical sadhat the problem of interest rate
spreads generally become particularly more notieembmediately after financial sector
liberalization. Thus, not surprisingly, within thegst ten years of independence, this
sensitive topic has also generated a heated dehladeit the roles of financial
intermediaries in Namibia. Some headlines that aggakin the print media about interest

rate spreads are as follows:

(1) “Bank rate showdown looms: Bank of Namibia (BoN) v@mor Tom
Alweendo has given commercial banks until year-emdeduce the interest
rate spreads, or the difference between the celndat’s repo rate and banks’
prime lending rates, to 375 basis points” (Dud2iy09); (2) “Rates war heats
up: with only 12 days left to the Bank of Namibiaadlline for the narrower
interest rate spread of 425 basis points, the alebink and the commercial
banks remain at odds about the controversial defr{@nidy, 2009):%*

Apart from these quotes, at other occasions, thek B& Namibia (BoN) has expressed its

main concerns about the magnitude of the spreatieleet the repo rate and prime lending

rate of commercial banks. The Central bank assieatsthe size of base spread and many
others are unjustifiable (see the Annex in the Apjpe C.2)1%

104

http://www.namibian.com.na/indexx.php?archive_idob5&page_type=archive_story detail&page=3581
195(j) For example, Paul Hartman the deputy goverthefBank of Namibia argues that “The bank (BoN)
views it as undesirable that the differential [5f€rcent] between the bank rate (10.25 percent)tlaad
prime rate of commercial banks (15.25 percent) mesnsubstantial, despite the fact that the bark isa60
basis points lower than that of the South Africacreate.” The Namibian, 01 February 2008. (i) &atrop
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On the one hand we have central bank, businessshaumseholds expressing
concerns that interest rate spreads have negdfieeteon spending decisions. On the
other hand, we have retail banks which seem adatoatgfend their position that the size
of interest spreads between bank rate and priméingnrate are justified. Thus, their
independence as private institutions that is, iddial rights to independently set prices
according to market conditions is threatened byuenimfluences from the Central bank
interventions. Some proponents that support lapgeasis argue that they are better than
thin margins which make the financial system susblpto collapse in the face of
financial crisis. Therefore, it is desirable thaterest rate spreads are large enough to
sustain financial institutions when times are handl profit margins are squeezed for a
long period of time. Large spreads will also hetm@hcial institutions to sufficiently cover
business costs such as staff, management, andtmftture for payment services as well
as financial intermediation costs. Furthermoree frearketers argue that higher interest

rate spreads are therefore a reflection of higlsoofsdoing business in Namibia.

This study and the next chapter are motivated &y dbest to find empirical
evidence about any significant economic relatiops@atween large changes in spreads and
fundamentals realized in the country over the pastdecades. These empirical evidences
contribute immensely to the redevelopment and ir@vief Namibia’s financial charter and
the monetary policy framework. These documentsethie execution of monetary policy
by the Bank of Namibia and the financial chartethaf ministry of finance in NamibiaAs
in other mixed economies, the mode of implementiragetary policy in Namibia does not
permit the central bank to give direct instructieasetail banks on how they should price
their financial products and services. This featasein any market economy is left to
financial intermediaries to make their own decisi@s they view the demand and supply
of funds in the financial markets. However, it manrecognized that this arrangement has
some drawback because it leaves limited optionsp@dicymakers to influence interest
spreads into a desired level (see also Hall & Lietss, 2010, p. 808f°

Secondly, in our view, some empirical evidencesuabihe significant roles

fundamentals in spreads and the behaviours of estterate spreads are essential for

at ‘own peril’ BoN warned. Duddy (2009), reportduat according to FNB CEO Vekuii Rukoro, ‘The
financial impact of the Bank of Namibia’s push tarmow the gap between the repo and the prime lgndin
rates to 425 basis points by month-end and 375 lpasits by next October, will be “profound, andry
profound”, and he added that ‘the Namibian economly be hit profoundly too,”. The Namibian, 21
October 2009. See also the Annex 1.1 in the appendi

1% Hall and Liebermen (2010) discussed the challenfesing the conventional tools (e.g. federal fuaid)

to correct interest rate spreads in the US.
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designing the monetary policy that takes into th@adrtance of spreads. These evidences
are necessary to guide the central bank and othandial regulators in addressing the
problem of large interest rate spreads in the firdnsector. For example, in the past
decade, the Bank of Namibia has been persuadingaaks to narrow their spreads in
order to ease the burden of repaying debts by bssés and households. However, these
persuasions were not based on any empirical rdsshawing that the size of interest rate
spread is unjustifiable and thus, poses a threatvevall welfare (see the directive from
BoN on the Appendix C.3.3). Additionally, despiteetimportance of this topic we are not
aware of any comprehensive empirical study sohfair éxamines the causes of spreads and
effects of changes in interest spreads in Namikia. lack of empirical evidence as to what
significantly explains interest rate spreads, aod Interest spreads affect businesses and
households is obstructing the efforts to deviceraypate policies that could help address
the problem of large interest rate spreads. Theshape this study will help policy makers

to make well-informed decisions about this cengslie in Namibia's financial sector.

In order to fill this gap, we document the empiriezidence about the bank-
specific and macroeconomic determinants that sgamfly explain changes in spreads in
Namibia. This empirical chapter is followed by tlast chapter that examine how spreads
can be integrated in the current monetary poliaynework. However, we do not expect to
answer all questions related to the issue of isteae spreads in Namibia. Thus, we hope
this study will serve as a starting point for coanstive debates and will provide the
necessary foundation for further studies relatethi® topic. It is a fact that interest rate
spread is a complex topic and touches many tedhareas of financial intermediaries
which require independent studies. Hence, we atlmit some factors can only be fully
examined at micro level as they are either too kbapecific or too ‘geographical’
specific. We point out here that while this was afie¢he main goals, to have complete
analyses both at macro and micro levels; we weteahte to extend to the micro level
because of our inability to get enough bank levetlad Even at the macro level, some

variables do not have enough observations.

Finally, this study aims to complement the currbl@mibia Financial Strategy
2011-2021(NFSS)*" This strategy aims ‘to develop a more resilienmpetitive and
dynamic financial system with best practices ineorfbr the sector to realize its full
potential in respect to the growth of the econoniyie key areas of focus in the NFSS

which relate to our study are: to increase findnwiarkets deepening and development as

197 Namibia Financial Sector Strategy 2011-2021 islabte at: https://www.bon.com.na
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well as financial inclusion. Financial inclusionnes to raise the standard of consumer

financial literacy and improve access to finanseivices and products.

3.1.3 Organization of the study
Following this introductory section, this study structured into three sections.

Section 3.2 discuses the literature review aboatrties of banks and models of interest
rate spreads and empirical studies of determinahtsterest rate spreads. Section 3.3
starts with methods, descriptive statistics and woot test with structural breaks and

regression results, and finally, conclusion andgydmplications.
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3.2. Literature Review: Roles of financial intermediaries, and interest

spread models
As a matter of fact, interest rate spreads are sicbgeature of financial

intermediation. The movements of these spreadstatie supply and demand of financial
intermediation services in the financial sectorhisTis because, as part of their main
activity, banks accept deposits as liabilities asdie loans; hence a difference between the
lending and the deposit rate or any other rateoisnd to occur in the market economy.
Intermediation allows banks to borrow from surplusts and lend to deficit units at a
higher premium. Thus, it is logical that interester spreads should make provision for the
cost of originating loans, risks of extending cteghd returns for the owner’s capital and
costs for other financial services rendered. Theegfto understand the subject of interest
rate spreads better, we need to examine some tiwabrenderpinnings for supply and
demand of financial intermediation. To start witve explained the main roles of banks;
this is followed by a review of theoretical and enmal models about financial
intermediation. We derive theoretical lessons thdt help us to explain factors that
determine intermediation spread in theory andltstitate how this can be applied from the
context of industrial organization theory. As theseo specific theory or generally agreed
framework to model interest rate spreads, thisesgvis aimed to help us formulate the
econometric method that we will use to estimate andlyze fundamentals that explain

interest rate spreads in Namibia.

3.2.1 Roles of Financial Intermediaries in the financial system
Traditionally, banks exist to facilitate allocatiof resources from surplus units to

deficit units. Banks, as financial firms, play dtical role in the economy as they provide
liquidity and payment services. The main fundamlemtas of banks are listed as follows:
to provide liquidity and payment services; to tfans deposits into assets; to manage
risks; to process information and to monitor boreosv According to (Machiraju, 2008)
banks exist to provide packages of financial sewievhich individuals cannot offer.
Individuals find it very costly to search out, pum& and monitor financial products and
services’® These costs include searching, transaction anttamimg, and evaluation and
monitoring costs. Therefore, banks exist to offexse essential financial services at more

competitive costs than households would.

Liquidity and payment service®ne of the most important processes of financial

intermediation is to provide liquidity and paymesatrvices in the financial system. Banks

198 5ee Machiraju (2008)
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collect deposits and other short term funds fromplsig units and channel them to deficit
units in the economy. Irrespective of the leveldef/elopment of financial markets in the
country, banks provide both funding liquidity andanket liquidity. For example, in
developing countries, banks deal with the publitaede as lenders and depositors or vice-
versa, providing banking services such as salayynpats for government employees, and
making contract payments to firms. These roles aamplified by the absence of deep
financial markets in many developing countries. Toke of payments by banks is also
reinforced by people’s preference to exchange gdodsnoney rather than goods for
goods, as was the case in the barter system. Héneeacial intermediaries’ existence
enables the smooth running of the economy. Ban&sige saving facilities which help
consumers to smoothen their consumption over timgle allowing businesses to access

trade credit for imports and exports, see (Stragamp).

Maturity Transformation Another important role of banks in the economyhis
process of maturity transformation. Banks collegoal of deposits from households and
firms, and short term funds from money markets @adsform them into large securities
with long term maturity. This intermediation roleeates a link in the economy through
banks, as various economic agents such as househaltl firms- become lenders or
borrowers of funds from banks.

However, the process of maturity transformatiomaats and exposes financial
intermediaries to a myriad of risks in the longamnt. These risks are systemic, political or
economical in their origin®® The immediate role of financial intermediariesdsninimize
risks by maintaining competitive interest rate spiee on main financial products and
services. It is for these reasons that the avdsagks’ margin should implicitly reflects the
fixed and variable costs of services provided ama rteturn to equity capital, and the

provisions to generate internal capital throughmegd earnings®

Risk Managemenis mentioned above, another role of the bank imanage risks
which they assume when they accept public depasitsfurther invest it in illiquid assets.
Financial intermediation exposes banks to myriaélsrisuch as: maturity mismatch risk,
interest rate risk, default risk, liquidity riska@ credit risk and other exogenous risk. Banks

are well endowed with the technology to manageelassets and liabilities and the risks

199 Eor example, a decline in government revenuesgemerate a systemic problem in the form of liquidit
problem in the economy. When there is a liquiditplpem, some banks will be unable to meet their
commitments in the short term. Liquidity problempiarticularly a major problem in financial markélsit
are dominated by government bonds. This liquidighem may trigger panic among the public and tésul
what is called a bank run.

119 see Ennew, Watkins, and Wright (1995) and Eyled(Q.
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that come along with them. Through the technologwany banks are well placed to
mitigate these risks as opposed to individuals ateoexposed to the risks associated with
direct lending. Thus, banks allow interest rateeads to freely adjust to account for risks
associated with liabilities and direct lending.

Monitoring and Information Processing@anks also act as delegated monitors and
information processors on behalf of borrowers agmtérs. The role of monitoring and
information gathering is made possible by the spetiorrower-lenders’ relationship
which is peculiar to banks. Banks aim to estabhlshelationship with their customers
through which they can collect information. The lpability of a long relationship over
time puts banks in a better position to accumuld@mmation about households and firms.
As more information is collected, this can be usedevaluate any application from

households or firms, which results in an economgoaie for the banks.

3.2.2 Theoretical models of interest rate spreads
In this section we briefly point out some of thedhetical and empirical models

used to investigate determinants of and consegsesfaehanges in interest rate spreads in
the literature. We discussed the model’'s specifioatand their applications to interest rate
problem. We left out mathematical derivations afst models which are not necessary for
this chapter. Firstly, we start with Woodford andir@ia (2009) who describe the
relationships between the macroeconomics and fiaamtermediation. They introduced
financial frictions in the form of credit spread thin a new-Keynesian model. This
illustrates how changes in the credit spread affleetsupply of financial intermediation
given the level of income, interest rate and thecqiged riskiness of borrowers in the
economy. As Groth (2012, p. 1) puts it, “the esseof the ‘story in the Woodford paper’
is an account of the determination of and the ocguseces of changes in the wedge” that
is, credit spread between deposits and lendings.raféoodford’s model contains all
necessary equilibria; however, here we start witte tequilibrium of financial

intermediation which specifically gives the impti@iinction of credit spread.

In this model, there is supply and demand of neam$owith supply upward sloping
and demand downward sloping. Supply of new loanth@short run is constrained by
rising marginal cost because some input are fixecekample, human capital. The supply
also increases with the size of credit spreadri@staate spread) as it is more profitable for
financial intermediaries to provide credit when gpread is large. Woodford and Curdia
assert that given the size of credit spreadthe supply of financial intermediation

increases with income and decreases with the pexdeiskiness of borrowers. This will



Page | 128

allow banks to carry out their role of intermediatiin the economy. Let loans supply be
L°(Y,w,0) , demand for new loané(Y,w), the credit spread is denoted dyand o

represents the perceived riskiness of supplyingdda borrowers and Y is gross national

income. In equilibrium, supply and demand for nearls are equal.

(Y, w,0) = (Y, w) (3.1)
The credit spread. can be written as an implicit function of Y asd

a=au(Y,0). (3.2)

Overtime, the total changes in can be shown by taking the total differential ®fL) with

respect to Y« ando on both sides which results in the following etipres "

L dY + L dw+ L do = L3dY + LY dw (3.3)
dw={(L5 -L)dY-Lda}(L,-L2)™" (3.4)
Suppose we letr = (LS - L3)(L,-L2)™ and 8= L3 (L5, - L2)™ then (3.4) becomes

da =adY - fdo . (3.5)

The equation (3.5) suggests that the total chamgetérest rate spread is ambiguously
related to changes in income, and unambiguousbte@lto the perceived riskiness of
supplying loans to the ultimate borrowét§The model therefore offers some lights on
what should contain the set of determinants ofréstierate spread. Some of these are real

income growth and the risk premium or risk percami

Classens et al. (2006) in their effort to identiigterminants of interest rate spread

in Brazil used the following linear model. Thissigecified as follows:
r; — 1 = a+ fr + otherfactors +u (3.6)

Wherebyr is the base interest rate and thes the lending rate for bankwhile other
factors include variables that are deemed to infleeinterest rate spreads amds the
stochastic term. This simple linear model aboweothing else than the rearrangement and

modification of the first order conditions derivdtbm the Monti-Klein model of a

11 See more about the IS-LM model with financial iniediation in Groth (2012, pp. 5-12).
12 The partial effects ohY are ambiguous because the terim (3.5) can take any signs depending on the
difference of partial derivatives inside the paheses.
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monopolistic bank. These first order conditionsegifie usual Lerner index which shows
the price of a loanr{) minus the costs of deposi) (vhich include the marginal cost of an
additional loan all equal to inversely related gtity.**® This reflects the market power of
the firm (bank) as it shows the price distortionvween price of a loan and the marginal
cost. Young (1996) clearly points out that the adreesulting from these conditions is the
same as the product price in industrial theory gidtrans as output of the fird? Thus,
interest rate spread of banks determined by, which can be regarded as the industry
marginal cost of raising an additional loarwhich is the level of base interest rate (policy
rate) and other factors represent the macroeconamic financial factors that explain
variation of interest rate spreads in the bankiegta™® For simplicity, « is a constant
term which represents firm’s average marginal catt if we assume that all firms have
the same level of technology. The general challafgbe Monti-Klein model is that it is
based on the much criticized theory of industrigamization (I0) of the firm. Although
IO theory offers some of intuitions about finandiaermediation, it has been proven that
banking firms are very different from industriainfis. For example, when we apply 10
theory to study financial intermediation, one has dontend with issue of firm’'s
classifications that is, deciding whether banksusthdbe classified and examined as
monopolistic, oligopolistic or perfectly competiéivand the challenge of costs allocation
when there are non-financial institutions (e.g. pbst office saving bank) that also provide
intermediation service. Furthermore, banks areetbfiit because the banking business is a
confidence business while this is not necessan#ydase to the same extent for industrial

firms.

Another important point about Classens et al. (2006del is that, the model over-
emphasizes the level interest rate above otheablas. This might be because the first
order conditions from the profit maximizing monoigtic bank clearly gives the interest
rate as one of the explanatory factors of the @stierate spread. Although the level of the
interest rate plays a significant role in the deieation of interest rate spreads, many
researchers have shown that this alone cannot éulbyain why the interest rate spread is
much higher in some countries such as Brazil, tagbBean community and sub-Saharan
Africa. In addition, it is exposed in the literatuthat competition in banking goes beyond

price and therefore there are many fundamentals ekensively influence the wedge

ri-mc(q) _ 1

13| erner Index= -, mc=marginal cost andis the price elasticity of demand.

T
14 young (1996) used a theoretical model to analyae hank behaviors affect total lending to household
and business. The results from the theoretical initldstrate that higher costs, tighter externatding
control, balance sheet control, and less compet@én reduce lending through the interest rate.

15 Rochet and Xavier (2008, pp. 8-10) gave derivatianout the Monti-Klein model.
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between return on deposits and prime lending r&teghermore, in the recent financial
crisis 2007/08, it has been shown that althoughtrimierest rates were close to zero, a

dramatic spike in the spread reinforced and pratdrihe effects of the credit crunch.

Gertler, Hubbard, and Kashyap (1991) use a lineadeh to examine the
relationship between interest rate spreads andsiment fluctuations. They started from
the premise that the interest rate spread refléles payoffs’ or ‘default risk’ in the
economy. Hence, the problem of identifying the dateants of the interest rate spread is
about identifying these factors that shift the ‘pfi§’ or ‘default risks’ in the economy.
They implicitly specified the interest rate spresgliation as follows: Spread = f (GNP,
investment, other factors). The model combines batbro level and macroeconomic
factors which are assumed to shift default riskd payoffs. The theoretical result shows
that the current changes in interest rate spreagauntially explained by financial variables
through business cycles. Additionally, the empirresult of Gertler, Hubbard, & Kashyap
(1991) shows that a shock such as an immediateimisgealth increases capital and

consequentially lowers the interest rate spread.

3.2.2.1 Interest rate spreads the likelihood function
What interest rate spreads are, and how to efdgtmodel them, are some of the

challenges that have been recognised by many authorthis topic-*® For example,
Birchwood (2004) and Brock and Franken (2002) aekadged this problem and all
expressed dissatisfaction at the lack of an aggeeeral framework in the literature on
how to model interest rate spreads. We find thgtigoal analyses based on the theory of
the firm had skewed micro level analysis while eetihg the role of macro and financial
fundamentals in interest rate spreads. For exartigelMarshal-Lerner condition equation
emphasised the microeconomic factors without adwmoginfor the contribution of
macroeconomic fundamentals realised. Another comdadimition used to model interest
rate spreads covers the interest earned and intatespaid accounting identity — this is
called net interest rate. Net interest rate spigedde difference between interest earned
on loans, securities and other interest-earningtasand the interest paid on deposits and
other interest-bearing liabilities. We disagreehwtihe use of accounting identity on the
following grounds. Firstly, because it is an idgntiherefore it implies that the identity
conditions must hold at any time irrespective ofwever is happening’ Thus, modelling

this as an equation without formulating the assuwngt that turns the identity into a

161t has been recognised that batk anteand ex postdefinitions of interest rate spreads have their
weaknesses.
17 dentity is an equation that is true no matter whamber is plugged in for the unknown variable.
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stochastic equation is methodologically wrong. $edg the interest rate earnings minus
interest rate income identity emphasises the balaheet variables more than relating it to
other factors that do not feature directly in tladabce sheets of financial firms. Thus, it is
very difficult to relate variables that do not ditly link firm balance sheets to this

accounting identity. Taking into account all theballenges we decided to use the implicit
formulation by Woodford and Curdia (2009) and timeér model used by Classens et al.
(2006) to come up with the likelihood function adviato model interest rate spreads. As in
Curdia and Woodford (2009) and Classens et al. G0 proposed that interest rate
spreads is a function of the average cost of caigig the loan, the price of credit from

central bank, perceived risk, income, and otherroemmnomic and financial fundamental

realised in the country under study. This relasbould also include structural dummies to
take into account structural changes and transitivom one regime to another over

sample period. We expressed this economic relaisciollows:

A(ry—1r) =
constant + Aincome + Apercived risk + A(macro& financial fundammentals) +

interest dif ferential + structural dummies + error term

(3.8).

In order to take into account the unit root procasd endogenous structural breaks
manifested in some of the spread variables westalit from the first difference with pulse
dummy variables. It is important that we highlightme of the challenges usually
encountered in estimating a single equation sudhiasand how we propose to overcome
them. The first immediate challenge relates to ttag#y around the true functional form
of interest rate spreads. This refers to whethetrie relationship between changes in the
spreads and the determinants should be treated lemeaa or non-linear relationship.
Similarly, since the dependent variable is a timees the functional form should take into
account the dynamic structure of the dependenabkriand the length of memory in the
average spreads; that is, the lag length to addresscorrelation. The next challenge
concerns how to deal with regime shifts and the rout process with structural breaks as
has been observed in some of the interest ratadpri@ Namibia. Lastly, we need to

determine the list of covariates to include in thedel while avoiding over fitting.

Firstly, the issue of linear or non-linear functbriorm can be handled very well
by using a Generalised Method of moments while rotests such as the reset test can be
used to check the adequacy of the model. Holly Bumther (2012, p. 21) pointed out that
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‘the main advantage of GMM estimator is that we’'tlbave to write down a conventional
regression relationship. Instead we can specifyrgticit relationship between variables.’
In addition, this allows techniques to minimise fv@blem of multicollinearity through
instruments while bearing in mind that the moddkiss restrictive on the data generating
process. However, we must highlight other methddd are adequate in analysing the
problem of interest rate spreads. These methodisd@dche Stepwise least squares method,
the smooth transition auto-regressive (STAR) maae the logistic smoothed transition
model (LSTAR). STAR and LSTAR methods estimate siameously estimate the linear
and non-linear part of the dependent variable Withability to identify whether the non-
linear part is statistically significant. In additi, the STAR model accounts for structural
breaks and the transition function, and whethertthesition is governed by logistic or
exponential functions from one regime to anotheswkver, STAR models do fail when
both linear and non-linear parts exhibit the uoibtrprocess with structural breaks. This
seems to be the case with the interest rate sprisadd¢amibia whereby even after
identifying and including the endogenous structimaak in the dependent variables (i.e.
spreads) these still do not pass the unit rootwst structural breaks. This implies that
augmenting the process with structural breaks dumsmake the time series variable
stationary. Thus, we differenced the variables ive® in the regression and used the

impulse dummy rather than the level shift dunfy.

Further we adjust the single equation to accountttie timing effects and the
memory of the dependent variable. It is therefa®eatial to append some macroeconomic
fundamentals to lags the in the list of independeariables. The long memory in the
dependent variable will require the use of the Angtlgression Integrated Moving Average
model with exogenous variables (ARIMAX). Howevdre tARIMAX model is limited to
how many exogenous variables should enter becaosmany with their lags make it very
difficult to establish which should be in or outeevwith a Granger causality test. In the
case of GMM and related estimators this task ispkfiad by omitted variables and
redundant variable tests to avoid over fitting thedel. After establishing that there is no
serial correlation, insignificant independent vhaks can be assessed jointly and
individually in regard to whether they are reduntdenthe final regression. Finally, we
used two unconditional inflation and interest ratdatilities measures, which summarise

the factor effects of macroeconomic and finangiatability on interest rate spreads. Other

118 Another alternative method for regime shifts ie Stepwise regression method. Although this method
may partially address the problem of regime sitifis argued that it is too subjective and the ouates are
either over fitted regressions with less optimusutes.
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factors such as the changes in income, interest fiaincial depth and perceived risk are
theoretically suggested by Woodford and Curdia @@@hd Groth (2012, p. 1) as factors
that contribute to the variation of interest rgteeads.

In all, we aimed to overcome the quandary aboutetiiod spreads as we opt for
the Generalised Method of Moments to investigageféictors that seem to explain interest
rate spreads in Namibia. GMM requires less inforomatibout the exact mathematical
relations of the problem that needs to be examimbdrefore, in a situation whereby we
have less information about the likelihood functidthat is, an explicit linear or non-linear
function that describes interest rate spreads)Gié approach is an appropriate tool to
estimate the partially specified economic models the results from a single equation can
be examined for consistency when results from tlesety related estimators OLS and

TSLS are estimated alongsitfé.

3.2.2.2 OLS, TSLS and GMM estimators
This section gives a brief discussion about theneotetric methods we used to

estimate the coefficients of the two dynamic modé&lsere are many excellent materials
which offer more details about how the OLS, TSL8 &MM estimators are derivéd’
These three methods are closely related and somehosuced results that are closely
comparablé?! Here, we only highlight some important aspects #ra necessary for the
interpretation of our results. We start the dismusswith OLS, TSLS and GMM
estimators, followed by essential requirement f@triument variables and weights, and the
motivation for the robust-standard errors from heteedasticity and autocorrelation

consistent covariance (HAC). This is also knowthasNewy-West standard errors.

The general representation of OLS is as follows:

y=XpB+e, 9B

119 See further support for GMM in Hansen (2010) amij,HDe Boer, Franses, Kloek and Van Dijk (2004).

120 5ee for example, Green (2003) chapter 3 & 18, Bfaiy@ chapter 3 &7..

121 For example, GMM usually have large standard eres compared to OLS and 2SLS. Secondly, it is
possible that some coefficient estimates that igréficant under OLS and TSLS can become insigaifidn
GMM. However, it is recommended that one pays #tianto the following observations. When the
estimated coefficient switches signs or explodesize and/or significance, these observations kit
there might be problem with the estimated resulir @ain drive is to use OLS and TSLS are benchmarks
for GMM results.
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Using the assumption of no correlation and mullilcearity .i.e. (i) Xe=0and (i)
rank (X) =k, the OLS estimator is derived as follows:
X'e=X'(y=XB)= Xy-XXB=0
(= Xy XP) =Xy =x%p 3.1
ﬁmS:(X'X) Xy
The regression results from OLS estimator are steisi as long as the fundamental
assumption for consistency is fulfilled iE.X&] =0.For many regression results, this is

not always the case, and thus an alternative estinthat is robust to the problem of
endogeneity is necessary. Generally, the violatibardinary least squares assumptions is
occurs because the error term is related to regrges®r because the presence of
heteroscedasticity all lead to an inconsistent laiad OLS estimator. In the presences of
problem the OLS results are inefficient and vatiterences should be drawn taking into
account the biasedness in the estimator. The probté heteroscedasticity and
autocorrelation can be addressed through HAC-radtasdard errors; and the endogeneity
problem requires a different estimator that produ@®nsistent and efficient point

estimates.

The first port of call to solve the problem of egdaeity is the so-called Instrument
Variables methods (V). Instruments variable methptbvide consistent estimators under
the strict condition that they exist and correlati¢h regressors in the model. For this
analysis we have used two IV estimators: Two Sthgast Square and Generalized
Method of Moments estimators. Our choice is basethe fact that that these estimators

are closely comparable to OLS estimator.

TSLS or IV method is aimed at removing the depengdmetween endogenous
explanatory variables and the error term. This gedeity problem violates the OLS
assumption of no correlation between explanatorialsées and the error term. As a result,
OLS coefficient estimates are inconsistent thathis,estimated parameters are not close to

the true values of the regression even when thelgasize increases. TSLS is applied to
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isolate that part of X which is not dependent oe émror in order to obtain consistent

estimates. TSLS estimator is given by
Boas = (XX) ™ Xy (3.12)

The difference between TSLS and OLS is thdt is new matrix of regressors which is

obtained by first stage regression of X on Z tcaobthe fitted values ok . The matrix Z
dim (2) is called the instrument variables set which sefpsolve the classical problem of
endogeneity in the least squares regression resdlte required conditions are that

should satisfy: (i) orthogonality/validity condiiesE[Z&£] =0; and, (ii) Relevance/rank
condition i.e.E[ZX'] has a full rank. TSLS provides a most efficiertineator when the

errors are independent and homoskedastic. Alth@igJt5 estimates are consistent in the
presence of heteroscedasticity, the standard emmgsinconsistent when these strict
conditions are not fulfilled, thus pose a problemmaking valid inferences. This problem
can be addressed through heteroscedasticity andatglation consistent (HAC) standard
errors. As Hansen (2010) argue this solution iy paissible if we know the exact form of
heteroscedasticity, which we usually do not knolwe GMM estimator deals with these

problems.

The GMM approach begins from the fact that someessprs in X are correlated
with errors. In other words some of the regresswes endogenously determined hence;
they do not stand for independent effects on degaineariable. Although this problem can
be addressed with TSLS and other closely relatedsfifmators, there are some weakness
within their formulation. For example, Green (20@®)ints out that the short comings of
these estimators are that they require strong gssams about the distribution and the data
generating process. However, in the case of GMNmesbr there is less information

required about parametric assumptions such asoitmeatity and data generating process.

The criterion function of GMM estimator that solvﬁ’sfor [Sis given as follows:
Ba = (XZWZ'X) X ZWZY, (3.13)

WherebyW is a full-rank symmetric-weighting matrix. An imgiant point to emphasize
here is that there are different kinds of weigisand so, the results too are weight
dependentCameron & Trived (2009) reveal that weights dependlata and on unknown
parameters. Unlike other IV estimators, the GMMneator does not require the explicit

specification of the likelihood function and proldaip distribution. This estimator fits our
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estimation for the determinants of spreads becaweseo not have a specific theory to
derive the likelihood function. Harris & Matyas @® point out that the main difference
between GMM estimator and other estimators lieshat must be specified of the model
as in other estimators we begin with much lessrinédion about the data generating
process. Although this has some advantages fanafitin, it comes with some costs too.
For example, Heij, De Boer, Franses, Kloek, & Vaik2004) argue that assuming less
information about the data generating process camtbdoss of efficiency as compared to
other estimators like the Maximum Likelihood estiora Additionally, the GMM

estimator can also perform poorly in finite samples

As Cameron & Trived (2009) point out, these IV emstiors have the same starting
point. IV estimators start with the so-called instient variables Z), the choice and
evaluation of these instruments vary. After essdiitig the set of instruments, the next task
is to evaluate statistically whether these instmimeare good instruments. Good
instrument should fulfil the following conditionshe relevance and validity conditions.
There are three conditions required to implemeritS'8nd GMM methods which are: (i)
there must be at least as many instruments asuthneer of parameters; this means that the
dim (z) = dim ) for a just identified case. When the di) & dim () this under-
identified case means there are fewer instrumérats the regressors. When the digjp %
dim (x) this is the case where there are more instruntéats the regressors. In (ii) and
(i) the instruments must be relevant and exogendine latter two conditions imply that
the correlation between instruments and indepengantbles is not zero, while the
correlation between the instruments and the eeron must be equal to zero. The common
approach to select instruments is therefore tot ttea predetermined and exogenous
variables as instruments, and add lags of endogeimolependent variables to the list of
instruments. This implies that the constant and mymariables enter the set instrument
variables by virtue that they are exogenous. Taldish the validity of these instrument
variables, we checked whether the value of critefienction in TSLS and GMM is
positive. This value is given by the J-statistid s associated p-value which indicates the
significance level. This weighting matrix helps émsure the positive definiteness of
estimated co-variance matrix and the heteroscedtgstautocorrelation is consistent

standard error¥?

122 Choosing the weighting matrix is of the importaspect solving the TSLS and GMM estimators.
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3.2.3 Review of Empirical Studies about Determinants of Interest Rate Spreads

The literature on the topic of ‘interest rate spfeid extensive and most studies
address the question of what the determinants efiriterest rate spreads are. In many
studies authors have shown that there are manyndietnts of interest rate spread. These
determinants are either peculiar to a region cowntry. For example, while some authors
identified lending in dual currency as one of tlaise of higher spreads in some of the
Latin American countries; it is good to point obt&t this factor is not relevant in sub-
Saharan Africa. This is with exception to countrsegh as Angola and Zimbabwe where
multiple currencies are still in operation. Hendke underlying fundamental factors
responsible may vary from country to country. Themmon thread is that higher
intermediation spreads are a significant politebadl economic issue in the Latin American
countries, the Caribbean, some Asian and the Shbr8a Africa.Some of the main
macroeconomic factors identified in the literatpogtray high economic risk profile of the
country (persistent deficit and government delgsysistent high inflation volatility, and
lack of financial depth and the use of multiple reancies for lending in the domestic
economy. At micro-level many researchers identifigdro factors such as overhead costs,
abuse of market power through market concentratiad, restrictive financial regulations.
The common approach in the literature is to difiéiege between macroeconomics, market
structure variables, and bank-specific factors.&@mple, Crowley (2007), Beck & Hesse
(2009), and Folawewo and Tennant (2008) argue dimail developing countries tend to
exhibit higher interest rate spreads in comparigdorilarge economies or economies with
larger economies of scal&s. Therefore, these fundamentals are examined asvémgng
macroeconomic factors which include economic growifiation and inflation volatility,
the level of bank rate, interest rate and intera® volatility. Other researchers investigate
vectors of market structure and time-varying bapdesfic factors together which
generally include: the degree of market concemtnatbank regulations, bank size, inter-
bank market liquidity, operation costs (e.g. ovadheosts), taxes, and non-performing

loans.

Beck and Hesse (2009) examine the determinantsitefeist rate spreads and
margins in Uganda. They used the fixed-effects pdat model to estimate determinants
based on four broad-based views: risk based viewallsinancial system view, market
structure view and macroeconomic view. The riskedagiew emphasizes the risk that
banks take in extending loans and the compensdtiorameliorating these risks that

should be accounted for in the margins and spregks. small financial system view

123 5ee also (Hossain, 2012)
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emphasizes the size of financial system. Beck apdsél argue that smaller financial
systems are not able to realize economies of saatk scope because of high fixed
transaction costs and thus, they are prone to ehaigher interest rate spreads. Another
argument that supports the small financial systaewws that, banks that operate in
smaller financial systems with shallow financial rkeds are limited as to the number of
financial products and services they can offer.sTargument partially justifies why

interest rate spreads are very high in the Cariblasions-** The third view is the market

structure which emphasizes the degree of competitiaghe banking sector and the impact
of foreign banks’ entry in the domestic bankingtsecThe proponents that support this
view argue that higher interest rate spread istddack of competition, thus lower spread
can be achieved by permitting foreign banks toigpgte in the domestic banking sector.
On the other hand, the macroeconomic view emphadizat interest rate spreads are
driven by macroeconomic factors such as inflatmonetary and exchange rates policies.
Hence, macroeconomic instability is the main sowfigher interest rate spread. Beck
and Hesse (2009) find that the size of the bankmgior is relevant in explaining bank
margins in Uganda. They conclude that the resuwtsUganda show that there is a
relationship between higher interest rate spreadsnaller market place and the high cost

of doing business.

In this section, we will discuss empirical literegwnder five major determinants of
interest rate spreads. These are: economic gramthpetition, risk factors, institutional

factors and other time varying bank-specific vaeab
Economic activity —the growth rate of real GDP

Economic growth is one of the macroeconomic vaeslthat are hypothesized as
determinants of interest rate spreads. Accordingrtelo, Crespo, Cupe, Ramirez, and
Requena (2000) assert that economic activity isrgrortant macroeconomic variable, and
its instability leads to high interest rates anchsmmjuently, interest rate spreads too. It
means instability generates uncertainty which mddeass charge higher risk premium as
a result of higher interest rate spreads. The #imal expectation about expansion of
economic activity or national income per se is titas positively related to the expansion
of banks’ profits; this suggests that it is ondhaf determinants of interest rate spreads. As
the economy grows, it raises peoples’ confidencd #reir future prospects which

encourage financial institutions to increase legdihlower rates. As deposit interest rates

124 See Randall (1998) and Robinson (2000).
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are rarely decreased, lower lending rates reduesitte of the interest rate spreads in the
economy. In addition, banks lower the lending rdtesause of good economic prospects,
and as result, there will be low default rates andncrease in deposit rates to attract more
income. However, we argue here that economic grawilly matters when it generates
enough bank deposits and raises banks’ confidevitieh helps banks to lower the prime
lending rate. Hence, if the rates at which new itradd deposits grow are lower than
economic growth, many banks will keep their averggene lending rate higher. This
implies that interest rate spread will remain higto®. Banking is a confidence business,
thus economic growth can only make a significanpaots on spreads if it raises banks’
confidence to lend at lower rates. Furthermore Wamdand Curdia (2009) show that

effects of changes in real income are ambiguoustenest rate spreads.

Requena et al. (2000) also examined the deternsnaininterest rate spreads in
Bolivia, after liberalization of the financial sect Defining the spread as the difference
between lending rate and deposit rate in theirysttltey observe the following results.
Using random-effects and fixed-effects models widhiable intercepts, their results show
that macroeconomics variables such as money sugpmdy fiscal deficit are positively
related to interest rate spread and significargxplaining interest rate spread. Similarly,
microeconomic factors such as capital adequacyban#is’ earnings also increase interest
rate spread in Bolivia. They conclude that interagt spread in Bolivia is better explained
by macroeconomic factors such as monetary and figdiries; however, their conclusion
is different from other studies that emphasize agconomic factors. In a similar study,
Basch and Fuentes (2000) explore the determindntsteyest rate spreads in Chile and
conclude that bench mark interest rate and inflataie are the main determinants of her
interest rate spreads. However, they find thatréh&tionship between interest rate spread
and monetary policy is bi-causal as the centrakbeampacts the interest rate spread, but
also responds to interest rate with monetary policy

Competition

Several studies indicate that the lack of compmetitn the banking sector in some
countries is one of the main factors that caushdriinterest rate spreatfS.Proponents of
this view argue that the fewer the numbers of bankshe economy, the higher the
likelihood that these banks will operate in a ddike form. Lack of competition may also

occur when there are too many banks concentratetengeographical area. Those who

125 These studies include: Hossain (2012), Young (1886 Craigwell and Moore (2001).
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seem to support high spread in a less competitiviea@ment justify it on the following

grounds. The argument is that fewer banks in Igpgpeulated economies or large
geographical areas operate with higher fixed, oe@dhand variable costs. Higher
operation costs limit the products and financiaviees that banks can offer to generate
revenues. Thus, banks in sparsely populated cesntrill charge higher interest rate

spreads to cover additional costs.

Analysis about the impact of competition in finad@ector is examined by various
authors using different models. The common hypahissthat increase in the level of
competition reduces inefficiency in the bankingtsecOn the one hand, some empirical
studies argue that increase in the number of batlk&elp to improve level of efficiency
and thereby reduce interest rate spreads in thdrgpeector. This position is supported by
theoretical evidence particularly based on peréerhpetition models. According Rochet
and Xavier (2008) perfect competition model wherbaypks are price takers and quantity
setters, this free competition will reduce interesgiread. However, in this perfect
competition model, they also show that free contipetileads to too many banks in the

economy.

On the other hand, there are those who disagreéddamtified contrary results
which show that increasing competition in the bagksector does not improve interest
rate spreads. Research evidence shows that inugetis population of banks does not
always result in lower interest rate spreads hihiergproduces negative results such as low
profit, unstable banking sector, and the increasgsk-taking activities by bank$® For
example, Ennew et al. (1995) pinpoint that, befamease in competition, banks’ profits
are usually stable and secure, but after a new whveompetition, banks’ profits are
reduced through pressure of competitive pricingustthigh competition affects the returns
on assets for banks in equilibrium. Competitionates many banks with lower assets
quality and weak balance sheets and eventuallyagildr financial system. It may also
reduce the profitability of banks as margins arptkemall as many banks attempt to
remain competitive to remain in business. Dellodra and Marquez (2004) argue that
competition also affects relationship lending byking banks focus their lending only on
captured borrower$?” On this basis Rochet and Xavier (2008) argue folimdted

competition with restrictions on entry, branchiobarting fees, and capital requirements.

126 See Rochet and Xavier (2008).
127 This is contrary to Boot and Thakor (2010) whalfthat competition increases relationship lending.
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Allen and Galle (2004) explore wide ranges of med#lcompetition and financial
stability. They produce mixed results about the&& of competition. It is mixed in the
sense that models like the perfect competition sttpgmpetition in banking sector. They
argue that increasing the number of banks in théegecompetition model improves
efficiency in that it lowers spread. Thus, if yoaliBve in the perfect competitive model
then you will support the view that competition nts/good because it reduces the cost of
intermediation in the economy. However, the resal$é® indicate that there is some trade-
off between competition and financial stability. rF@xample, they indicate that
competition may generate financial instability aggested by the result from other
models. Beck (2008) argues that competition amanitial instability are positively related
from the study of cross country empirical studiBlsis confirms the idea that competition
can be harmful to the health of the financial systeHe further reveals that the
incompatibility between competition and financialatslity is caused by financial
regulation and supervision of financial institutorHence, Allen and Galle (2004) also
conclude that bank competition can produce unwatwedequences such as excessive risk
taking which increases financial instability.

Podpiera, Weill, and Schobert (2007) investigathe telationship between
competition and efficiency. These authors reje@ kiypothesis that bank competition
increases or improves efficiency. The result shtivet interest spreads may not narrow
when we increase the number of banks in the domestinomy. The reason competition
does not translate into lower interest rate spreadé¥ecause competition increases
monitoring costs for banks hence increases in ts @f intermediation. Crowley (2007)
examines factors that influence interest rate spnedhe Caribbean countries. The results
show that the size of the economy, size of the ingngector, and concentration measures
do not considerably determine the interest rateagpr In a related study, Demirguc-Kunt,
Laeven, and Levine (2004) investigates the impadtdbanks’ regulation and market
structure on net bank margins and overhead cobeseTauthors find that tighter regulation
on banks’ entry increases the interest rate spraad®other overhead costs of banking. In
addition, they find that concentration as a measfireompetition is positively related to
interest rate spreads. These results support théhi@ competition seems only to matter in

some cases.

However, there is a problem about the appropriagasure of competition. There
are different measures of competition which makdifficult to conclude about the real

effect of competition on interest rate spreads. ddetie result about the significance of
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competition depends on the variable used to caphednfluence of competition in the
model. Favero (2002) examines the impacts of foré@nks’ participation on interest rate
spreads and establish that foreign banks’ participaesults in lower spreads as compared
to domestic banks, but it is not clear whether improves welfare gains in domestic
economy. Foreign participation is not an entirelw@lcome solution to the problem of
large spreads when it makes the banking sectoildrégrough weak margins and thin
profit for banks. Thus, it argued that foreign papation does not necessarily imply lower
interest rate spreads but rather, a decline inabverst in the banking system.

Risk factors

Requena et.al (2000) identify two types of riskttaéfect banking activity and
interest rate spreads. These are market risk astémic risk. The former consists of
macroeconomic risks such as inflation and interas¢ volatilities, fiscal deficit and
country risk, which is the difference between doticemterest rate and foreign interest
rate. The systemic risk in the banking system gressed as the difference between short
term interest rate and the deposit rate. They tafisar deterioration of the country risk
profile increases lending rates and the cost efrimediation and further creates uncertainty
in loan transactions. In the same vein, HossaidZp@nd, Oreiro and de Paula (2010) also
reveal that other major determinants of intereseagp include the risk factors such as
inflation, debts (public, private, and foreign), mket risk, liquidity and credit default rate.
These variables explain why interest spread isdrighcountries such as Brazil, Argentina
and Sub-Saharan Afrid&® The fact is that inflation rate increases risknpitens and this
is because banks try to prevent loss of revenum fr@aker currency value or as they
revalue balance sheets. Mujeri and Yunus (2009pexphe factors that determine interest
rate spread in Bangladesh with a sample of 48 banks 2004-2008. They show that
inflation as risk factor helps to explain intereate spreads in Bangladesh. Mujeri and
Yunus claim that Bangladesh has a long cultureefdult in the banking system; thus this
unobserved factor contributes to the level of highterest rate spread. Inflation factor is
complemented by other factors such as operatingatmsconcentrated market share all of

which; comprehensively explain spreads in Banglades

Other risk factors that significantly elucidate tiierest rate spreads include the
inflation and interest volatilities, exchange ratdatility and change in the risk aversion of

banks or households. For instance, Classens @04l6) examine the issue of interest rate

128 Some of the factors common to these countrieswark as: higher inflation rate, higher bank rageg.(
Brazil), risk perception political uncertainty, aleatk of formal financial services beyond urbareare
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spread in Brazil. This study addresses three ma@stipns about the spread: why interest
spread is so high, what the effects of high inter&t® spread are, and what kind of policies
should be implemented to reduce interest rate dpr€assens et al. (2006) study
highlights, among others, the impacts of risk fexteuch as inflation volatility, interest
default and leverage as main causes of higheresttespread. It also reveals that high
interest rate (bank rate) is one of the main detents of high interest rate spread in
Brazil. Similarly, Beck and Hesse (2009) show thih treasury bills rate, inflation and
exchange rate appreciation explain a large prapouf fluctuation in interest rate spreads
and margins in Uganda. Other studies on Brazilh asAronomivch (1994) also indicate
that inflation helps to explain the spread. Thiglerce justifies why inflation and interest
rate volatilities should be included in the modettidentify determinants of interest rate
spread. Furthermore, Oreiro and de Paula (201((7@) assert that “the greater the
variation in the inflation and exchange rates,ghemater the volatility in interest rate and as
a consequence, the larger the spread.” Berum#iltgic, and Ozlale’s (2003) study
identifies inflation rate as one of macroecononetedminants of interest rate spread. This
paper analyses how three types of inflation uncsrés affect interest rate spread in the
UK. It defines interest rate spread as the diffeeebetween the overnight rate and lending
rate, with the hypothesis that inflation uncertainhélps to explain the behaviour of interest
rate spread. Their results show that inflation utaiety increases interest rate spread while
random shocks in inflation produce inconclusiveulss Young (1996) argues that when
there is a decline in the risk appetite of investmd bank managements, this may increase
the cost of bank capital which raises the spreatitans lending falls. This also implies
that when bank institutions in the country are raslerse, this will translate into higher

persistent interest rate spreads.
Institutional Factors

Many economists assert that institutional factolso aplay a major role in
determining the interest rate spréddNon-regulation of deposits and credits and other
law enforcement on debt recovery for banks incrahageintermediation costs. It also
includes binding constraints on balance sheet @ider controls on external lending;
these constraints often prompt banks to target@trates in order to increase returns on
lending. Thus, it results in higher spread whiclluees lending to households and
businesses. The legal framework that enables cestoto choose and change banks has a

major role in influencing banks’ decisions on theerest rate spreads. For example,

129 5ee Antelo, Crespo, Cupe, Ramirez, & Requena (280 Demirguc-Kunt, Laeven, and Levine (2004).
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Demirguc-Kunt, Laeven, and Levine (2004) study pies empirical evidence which
shows that tighter regulations on banks’ entry bank activities raise interest rate spreads
which, naturally increases the overall costs oérimediation:>° Hossain (2012) examines
the interest rate spread in Bangladesh using andignpanel method of 43 banks over
1990 -2008. Hossain’s study shows that high aditnatise costs, non-performing loans,
and other macroeconomic factors are significaréxplaining high persistent interest rate
spread in Bangladesh. In addition, a large sharpublic debts to private loans shows
public sector dominance in the credit market whigdy lead to crowding out through high
interest rate spreads, because government offerd igdes. However, regulation also has
negative impacts on interest rate spread, becauseits the competition pressure which
keeps the interest rates close to equilibrium m ¢bmpetitive market. Siddiqui (2012)
examines the issue of interest rate spread in Raksver a 2000- 2008 sample period.
Using a panel data from 14 banks, he finds thatheas costs and non-performing loans

are significant factors that explain interest igieead in Pakistan.

In all, the list of possible factors that influenicgéerest rate spreads vary from one
country to another and individual studies on thgicddave used different methods too.
However, there are common factors such as econgroieth, inflation, perceived risk,
volatility, nominal bank rate and micro level fad@such as operation costs, competition,
and regulations that should form part of indepehdariables. From these empirical
literatures we found that many use single lineaa panel fixed effects model to examine
the determinants of spreads. However, we did mat $tudies that account for endogenous
structural breaks in the dependent variables.

130 Non-competitive environment as result of reswigtiregulation increase the cost of intermediation
Bernink and Llenwly (1995).
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3.3. Data, Estimation and Results

3.3.1 Descriptive statistics Analysis, and Unit root test with endogenous structural
breaks
This section discusses descriptive statistics amitdroot of interest rate spreads and

volatility as observed over the last two decadésve highlight some stylised facts on
interest rate levels, examine any statistical dati@n between interest rate spreads and
unconditional volatility, and finally, determineefunit root with endogenous structural
breaks. These initial summary statistics give tleam range and the variation of spreads
over the sample period. We also present the zeteshe hypothesis in regard to whether
these average spreads were significantly diffefremt zero over the sample period. To put
our analysis into context we provide a brief sumyreliout events that shaped the trends
for interest rate and interest rate spreads oetat two decades. The summary statistics
are presented in comparison with statistics inSbathern Africa Custom Union (SACU),
with members consisting of Botswana, Lesotho, NémiBouth Africa and Swazilartd?

For the unit root test we provided results for AlREh and without structural breaks and

graphical results for shift and impulse dummy ie tinst difference variables.

Globally, interest rate levels have been fallingpas many countries. This overall
decline is more pronounced in countries where itgins on financial market rates have
been removed after the waves of financial libeailis. In the same vein, as shown in
Figure 3.1, interest rates in Namibia have bedmépatoo for the past two decades in many
countries™3 Namibia’s repo rate closely but not exactly followhe SA (South Africa)
repo rate. The difference between the two is giwethe interest rate differential in Figure
3.2. As shown in Figure 3.1 the movements of the@rdending rate follow the trend of
the Namibia repo rate, which mimics SA’s repo r&#er independence, the policy rate
(repo rate) trended above 10.0 percent and theainexh below 10.0 percent from the year
2000 onwards. Similarly, the prime lending rate$jol indicate benchmark lending to
prime customers in Namibia, have been falling bartdly went below 10.0 percent until
April 2010.

131 For additional information we have given a brieferview of the Namibian financial system in the
Appendix.

1321n the Southern Africa Custom Union (SACU), we é@/common monetary area (CMA) which is made
up of Lesotho, Namibia, South Africa and Swazilamde South African Rand is the anchor currency on
which other members currencies are pegged onegto on

133 See Hossain (2012) and Classens et al. (2006).
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Figure 3-1 Interest Rates: Namibia Repo Rate, SA Repo RaimeH._ending Rate and 3-
Months Treasury Bills 1991 -2011.

Namibia Repo Rate SA Repo Rate
20 ’"\ 20
15| L-F (1S]
X X
. WALJH\ N A
— H H
1995 2000 2005 2010 1995 2000 2005 2010
Months Months
Prime Lending Rate Average Lending Rate
20} A A
2 15 v\
10 : 10 by,
1995 2000 2005 2010 1995 2000 2005 2010
Months Months
Average Deposit Rates 3-Months Treasury Bills
14 20 A
120 ) {\
WA ) AN
o 10 _15 \
8 LA 8 \
8 ™ b ™
; A ° LA
av
1995 2000 2005 2010 1995 2000 2005 2010
months Months

Higher interest rate levels in the first decadensabove reflect the climate of political
instabilities and uncertainty that prevailed in Niia and South Africa in the 1990s (see
also the persistent volatility in figure 3.4). Theyso reflect a financially liberalised
environment compared to the pre-independence dnareaparallel systems operatéd.
The main factors that shaped the trend of intenast include economic uncertainty that
ensued after political independence in March 199MNamibia; the political uncertainty
that prevailed within South Africa after the releasf Nelson Mandela from prison in
February 1990; the eventual fall of the aparthegime in South Africa in April 1994; the
East Asia financial crisis in 1998 and the greaafficial crisis of 2008. In addition, there
were economic and financial reforms too, such aguidi Asset Requirements and
Domestic Asset Requirements in 1995; and new uigiits were introduced, which
encompassed the introduction of the central bardokBof Namibia); the Namibia Stock
Exchange 1992; the joining of the common monetaeg §CMA), and the fixed exchange

rate system with the new currency, the Namibia &qgbegged to the South African Rand.

134 Before 1990, in Namibia we had a dual system énfiancial sector whereby a formal financial sckem
mainly catered for commercial and urban areas wdnilénformal financial system served the majority o
subsistence and communal rural areas.
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In all these important changes, Vollan (2000) révehat liquid and domestic asset

requirements helped the development of financiaketa in Namibia.

Figure 3-2 Interest Rate Spreads: Base spread, Retail SpRaskl,premium & Interest
rate Differential 1991-2011.
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Notes: (1) Base spread is the difference between theiblamepo rate (policy rate) and prime lending sate
(the price at which most banks will lend to eacheotand to other prime institutions in the domestic
economy). (2) Retail spread is the difference betwaverage lending rate and average deposit BtRigk
premium spread is the difference between primeitgncate and the three month Treasury Bills (rigef
rate). (4) Interest rate differential is differermtween Namibia’s repo rate and South Africa’©regie.

Although these new reforms and institutions mayehegntributed to the overall
decline in interest rate levels and the volatiitiehey did not reduce inefficiency, as
indicated by the rise in interest spreads in thekiray sector, as can be seen in Figure 3.2.
While interest rate levels have been falling, aswshin Figure 3.1 above, in the base
spread the difference between the repo and prinding rates has been steadily widening
from as small as 1.0 percent to as high as 6.Cepemith an average of 3.45 percent over
the sample period. Base spread hovered aroundpéréent level until late 2009, when a

directive was given to all commercial banks to uheir spreads by the end of
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November 2009 The retail spread, which is the difference betwaeerage lending and

average deposit rates, has been falling from as &8g10.0 percent annually to 6.0 percent
average. Some other stylised facts about theseintenest rate spreads are that they
diverged in the 1990s; however, these series cgedeand tracked each other well over

the last decade.

Figure 3-4 Retail Spread, Risk premium & Unconditional Vdiai1992-2011
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Figure 3.4 illustrates the trends of inflation aimderest rate volatility, as they
match the movements of retail spread and risk premiAs shown by ellipses
superimposed on the graphs it is apparent that Wigdtility (as shown by inflation and
interest rate volatilities) is associated with thersistently rising interest rate spreads. Of
course, we understand that this relationship dogesute out that the reserve might be true
until we examine the results from a multi-stepsri@ex causality test. For example, we see
that the rising inflation volatility in the early990s and between 1998 and 1999 is
associated with persistent rising retail spread askl premium. We may deduce from
these patterns that macroeconomic and financighilgy conditions are linked to large

135 A fall in interest spread from 4.75 to 3.75 carfierahe Bank of Namibia decided to intervene by
ordering all commercial banks in Namibia to redtieespread by November 2009. See the Bank of Namibi
Directive in the Appendix.
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spreads; therefore, stabilising these fundamergatsportant for lower spreads in the long

run. Hence, finally we used a scatter plot withedéin graph fitted in order to illustrate the

relationship between the unconditional volatiliteasures and spreads in Namibia.

Figure 3-5 Scatter Plot Unconditional inflation Volatility vs Base Spread
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Figure 3.6 Scatter plot Unconditional Inflation Volatility vs Retail Spread
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Figures 3-5 to 3-8 present the scatter plot of nditmnal volatility measures against base and

retail spreads. First, 3-5 and 3-6 show that tie@e moderate positive relationship between base

spread, retail spread and inflation volatility. $hescatter plots also show that there are outliers

possible that result in structural breaks overdample period. The relationships seem to confirm

that large spreads are positively related to reatos instability, as measured by unconditional

inflation volatility. In figures 3-7 and 3-8 we shiothe scatter plot of the same base and retail

spreads against interest rate volatility. Similatlyese relationships show a positive association

between spreads and interest rate volatility. Altffothese scatter plots do not show one-to-one

linear relationships, all fitted linear graphs hawasitive slopes and intercepts above zero. This

results suggest that we priori expect a positiveaipater to capture the moderate effects of

volatility on spreads in the single equation modghally, we examined the strength of the
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relationships among variables both at level anst fitifference with the pair wise correlation

coefficient.
Figure 3.7 Scatter plot Unconditional Interest rate Volatility vs Base Spread
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Figure 3.8 Scatter plot Unconditional Interest rate Volatility vs Retail Spread
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Table 3-1 below presents the pair-wise correlatidvetween spreads and
macroeconomic fundamentals realised in Namibia otfey sample period. Firstly,
correlations between base spread and inflationerest differential M2/GDP, risk
premium, and bank rate (repo rate) are statisyicatinificant; however, the correlations
with unconditional volatilities, although positivare statistically insignificant. Similarly,
the correlations of these macroeconomic fundamemah retail spread are significant
with the exception of unconditional interest rate volatility Table C.3-4 in the appendix
we give the correlation statistics of the firstfelience of the same variables; however, the
results show that some of the correlation staisti®@ weaker and statistically insignificant

at first difference.



Page | 151

Table 3-1 Pair-wise correlation statistics, sani§82:01 — 2011:12

Int. M2/ GDP Risk Vol. Vol. Bank

Diff GDP pr. Inf. Int. rate
Inf. 1
Base spr EEOR-I0 i1
(0.00)
Retail 0.47* -057* 1
spr (0.00) (0.00)

MNesiit 0.33*  -0.89% 045 1
(0.00) (0.00) (0.00)
Vleb) -0.29%  0.46*  -0.76* -0.40% 1
(0.00) (0.00) (0.00) (0.00)
GDP -0.38* 0.66* -0.87* -0.58* 0.90*+ 1
(0.00) (0.00) (0.00) (0.00) (0.00)
SEdde -0.006 0.35%+ 0.22* -0.26* -0.31* -0.13* 1
(0.91) (0.00) (0.00) (0.00) (0.00) (0.04)
VERla 007 062 009 -010 -010 -0.13* 0.06 1
(0.27) (0.33) (0.13) (0.09) (0.09) (0.03) (0.63)
VGl e | 0.11* 004  0.16* -0.15* -0.13* -0.14* 002  0.14* 1
(0.07) (0.47) (0.01) (0.00) (0.04) (0.02) (0.65) (0.02)
Bank 0.59* -0.64* 0.81* 0.49* -0.75* -0.86* 0.08  0.11* 0.32* 1
rate (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.19) (0.07) (0.00)

*indicates the 5% significance level.

Table 3.2 on the following page displays a sumnwrylescriptive and relative
dispersion statistics for interest rate spreadshen SACU area. We present the mean,
standard deviation, coefficient of variation an@ thstatistic to evaluate the hypothesis
about the mean over the sample period. The z4#taitisthe last row is used to evaluate
the hypothesis that the averages df these spreads are equal to zero. A z-tegngrglly
preferred when the sample is large enough, that>s30. We set the hypothesis as

follows:
HO:M=O Hlﬂio

Our sample contains 251 observations; thus, thepkagndistribution of the mean is
approximately normal and we can use the samplalatdrdeviation as an estimate of the
population standard deviation. The z-value corradpw to the mearnx{ is given by:

_ X—o

Z_s/\/ﬁ'
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Meanwhile the coefficient of variatiorty) statistics shows the extent to which a variable

varies about its mean (Lewis, 2012). This statisticalculated as follows:
Coefficient of variation (cv) = (Standard deviation +~ mean) X 100.

Coefficient of variation statistics enables us tmpare the relative dispersion and
volatility of interest rate spreads among entitigghin the sample. Unlike the standard

deviation,cv can be compared even when the entities in thelsamape different means.

Table 3-2 Relative Dispersions of Interest Rate Spreads gnsekxCU Member's state'§®

Botswana L esotho Namibia South Africa

Base Retail Base Retail Base Retail Base Retail

Spread Spread Spread Spread Spread Spread Spread Spread
Mean x 1.27 7.87 1.04 9.42 3.53 6.60 3.36 4.41
WEYdulinle 2.38 10.34 6.50 15.00 6.00 9.77 4.50 6.50
Minimum  eXe[e] 5.00 -2.50 4.50 0.00 4.03 0.25 2.30
Std. 0.45 1.03 1.49 2.50 1.62 1.61 0.38 0.86
Deviation

©)

Coef. of 35.40 13.07 144.14  26.59 46.07 24.36 11.25 19.52
Variation

(cv)

Bl 4476 121.3 10.99 59.59 343 65.02 140.8 81.15

Source: Author’s own construction. The number cfaglations is 251.

The summary of statistics in Table 3.2 shows thamnibia has the highest average
base spread within the custom union. Over the saup@tiod, base spread had a mean of
3.53 percent and standard deviation of 1.62; arsdishcompared to South Africa with an
average of 3.36 percent and standard deviation.28. 0Among the SACU members,
Lesotho had the lowest average interest rate spo€allO4 percent and the standard
deviation of 1.49. However, Lesotho also had a digtoefficient of variation, which is
about 144.1 percent within the custom union. Tlhghér coefficient of variation indicates
that interest rate spreads in Lesotho were moratil®las compared to base spreads in
other members of the custom union. If we use Séifiica as the benchmark (on the basis

that it is the largest economy in the custom unitmy base spread in Lesotho was about

136 This comparison here is only restricted to the Imens of the Southern Africa Custom Union (SACU) and
Common Monetary Area (CMA). SACU members consisBofswana, Lesotho, Namibia, South Africa and
Swaziland; and the CMA members are: Lesotho, NaniBouth Africa, and Swaziland. The South African
Rand is a legal tender in the all the member of CAM it is pegged one on one. The statistics fazdand
are excluded from the Table 3-1 because of incomplata for interest rates.
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thirteen times more volatile thahe interest rate spread in South Africa. Namibia had
average interest rate spreads about four times wtdaéile than the interest rate spreads in
South Africa. The main points from this statistize that base and retail spreads were very

high in Namibia.

Secondthe average mean for spreads is not zero across thientusion. Apart
from this mere observation, we tested the hyposhtisit average spread is equal to zero.
Although these differences exist, it is possiblattistatistically they are actually not
significantly different from zero. As can be seeonf thetable, the z-statistics are greater
than+1.96 critical values, which imply that we reject the Ininl favour of the alternative
hypothesis. In addition, Figure 3.3 seems to sugtied intermediation spreads always
exist and gravitate around a mean above Z&he short-term persistence in the crises
period might be due to panithe fear factor and market sentiments (De Grauwe & Ji,
2013). However, in the long run, spreads are tied ptevailing macroeconomic
fundamentals in the country. After establishingsthestylised facts, we examine the unit

root process ithespreads and variables used in this study.

3.3.2 Unit root test under structural changes
Lastly, before we estimate the relationship betwebkanges in spreads and the

proposed determinants we examined two importaniessthe unit root process and
endogenous structural breaks in variables of istdo# this estimation. Our primary focus
in this section is the two dependent variables:lithge spread antle retail spread. It is
well acknowledged in applied research tthatpresence of unit root and structural breaks
in the data generating process influences the idecabout the method that needs to be
used for estimation and the treatment of varialblefore estimation. In Figure 3.2 we
showed that spreads and macroeconomic fundamemtalbles exhibited some forms of
structural shifts over the sample period. Therefdiest we determined the order of
integration of each variable through the ADF tesig further examined whether this order
was affected by the presence of structural breakthé time series. Harris and Sollis
(2003), and Andrew and Zivot (1992) assert thas itcommon that most macroeconomic
variables possess unit root and structural breakgaerally, structural breaks emanate from
changes in government policies, changes in thenitiefa of variables and improvement of
statistical methods collection anke compilation of data. Furthermore, some structural
breaks are created by economic and political shaeks oil shock, economic and financial
crises. Thus, it is important first to determineetiter there is a unit root process and

structural breaks in each variable so that we eamdsspurious regression and inconsistent
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results from biased parameters. Specifically, tresgnce of structural breaks distorts the
performance of pre-estimation tests such as AIC &hd ADF. For example, (Perron &

Phillips, 1988) reveals that most macroeconomioe tseries suffer from structural breaks
and this allows a unit root test to conclude thatse variables have a unit root even when

this is not the case.

Since the first generation test for a unit rootgess was used Dicky and Fuller
(1979), many researchers have recognized the wesés®f using an Augmented Dickey-
Fuller test that does not account for structuralaks in the data generating proctss.
When a time series has one or a multiplicity ofictural breaks the ADF test is biased and
thus tends to accept that there is unit root p@&®n when this is not the case. This
means that the results from ADF imply that a tirages variable is of integrated order one
[(1) or higher while in actual fact the time serfiegjuestion is a stationary process on two
sub-samples around the structural break. It isefbeg an important to use unit root test
which allows structural breaks because it influetbefirst treatment of variables before
regression and the choice of method for estimatiegegression. The outcome of whether
a particular variable possesses a unit root witlctiral break has a bearing on how such
variable is estimated and analysed. Investigatingctiral breaks in a time series often
takes several methods. For example, the followinge modes of dummy variables are

used to examine the form of structural changesbébeui by the time series understudy.

137 (Baum, 2005, p. 54) revealed that the weaknesiseoDickey-Fuller test for a unit root test wit)(as a
null hypothesis is its potential confusion of stural breaks in the time series as evidence ofghamn-
stationary.
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Figure 3.9 below illustrates the varying effectstrfictural breaks represented impulse and

shift dummy variables in unit root process and siationary process.

(a)Effects of one pulse dummy (Dp)in a unit root process (b)Effects of one pulse dummy (Dp)in a stationary process
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First, in Figure 3.9 (a) and (b) we see the effefta single pulse dummy variable
in a unit root process and in a stationary proc€ks. effects of single pulse dummy in a
unit root process is that the mean jumps to a naWevhigher and never exhibits a
tendency to return to the initial level before tireak. The structural break as represented
by the shift dummy will therefore have permanent effectstbe level with a unit root
process. However, if the structural break in a fayfrsingle pulse dummy occurs in a
stationary process, this will generate a peak atbiieak date and thereafter converge on
the level observed befotke structural break. As shown in Figure 3.9 (b) tiplies that
the structural break (single pulse dummy) only h@sitional effects on the data

generating process.

The second form ofhe dummy variable analysed is that of the shift dum(ory
level dummy) with the impact on the mean and slop®GP. This is shown in Figure
3.9(c). The effects ofhe shift dummy on the data generating process withia noot
process is that it changes the slope from the bde#k without any tendency of this slope

to return to a pre-break slope. This means thastituetural break has permanent effects on
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the slope of the unit root process. In chapterwecobserved these patterns in some of the
time series in Namibia in response to the 1998 Bas financial crisis and the global
financial crisis in 2008-2010. The former criseemed to have a pulse or temporary
effects on Namibia’s economy while the later globasis had persistent and long-term
effects on Namibia. Hence, the 1998 financial srisan possibly be captured by a pulse
dummy while the global financial crisis can be captl by a shift dummy variable. The
effects of a level shift dummy in a stationary @mes changes the level of the data
generating process without changing the slopessdiehhas a permanent shift without a

change in the slope of the variable understudy.

Finally, the third mode of structural breaks is tcapd by the trend dummy
variable. This changes the slope of the determinisgnd line in both stationary and unit
root data generating processes. Applying this & dtoup of variables in our study we
observed that most of them do not show upward ameard trends. This was done with
the exception to the retail spread, base spreadnéerest rate differentials. Hence, the unit
root test with the endogenous structural breaksestémated concentrated on the test

concerning one change in the level (intercept),@amd change in the slope.

3.3.2.1 Unit root test results allowing endogenous structural break
This section presents the results of the unit testt with one endogenous structural

break in the intercept. We used the procedure ahkaSaikkonen and Lutkepohl (2002)
to determine the break dates instead imposing ritakldate ourselves. A unit root with an
endogenous structural break is preferred to an enmgs break because it allows only
those dates that are the most significant strulctin@nges in the data generating process to
be examined. Furthermore, an endogenous struduealk is preferred because not all
economic events produce significant structural keea a time series. For example Afandi
(2005) observed that an economic shock that wasne@eto have caused structural
changes in many time series were found indeed tstdtestically insignificant; therefore,
imposing a structural break just because an evaitdccurred at that period might be
statistically wrong. Thus, it is procedurally recmended to let the algorithm searches
identify the most significant structural breaks ahdn test for a unit root process with

these endogenous structural breaks included.

Lanne, Saikkonen and Lutkepohl (2002) suggestahatit root test for processes
with level or impulse shifts is designed to tesimadel given (in 3.14) below. Lanne,
Saikkonen and Lutkepohl (2002) used a shift fumcfigf)'y, which is added to the data

generating process as follows:
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Ve = Ho + st + f(6)'y +u, (3.14),

whereby® andy are unknown parameters and thes the errors generated by an AR(p)

process. The shift function with date shift d&§an DGP is defined as follows:

0, t<T,
1 _ _ § b
fl=di={ sy (315

The y parameter irf,(8)'y is a scale parameter such that when we differetltedGP

this shift function will lead to an impulse dumn®ne weakness with Lanne, Saikkonen
and Lutkepohl’s (2002) unit root test for structuwhanges is that it does not deal with a
multicity of breaks in the DGP. This problem of mgastructural breaks can be assessed

with (Andrew & Zivot, 1992) test for unit root press with multiple structural breaks.
Results

For the sake of space we only provide and discuss-statistics and graph results
for the shift level dummy and the impulse dummaétifferencing most variables used in
this study. Tables 3-3 and 3-4 and figures 3-9-i® 3how the results of the unit root test
with structural breaks. Firstly, the following vabiles of base spread, retail spread, risk
premium, interest differential, repo rate, SA bapeead, prime rate and M2/GDP fail to
reject the null hypothesis of the unit root procesth a structural break at a 5%
significance level. Inflation, GDP growth rate andconditional volatility measures all
reject the unit process with a structural endogenstiuctural break. Specifically, all
spreads exhibit the presence of unit roots evear aftcounting for structural breaks in the
data generating process. In comparing the resutts umit test without a structural break
the results indicate a similar pattern with an @tiom for inflation, which suggests that the
order of integration seems to depend on the presefa structural break. An ADF test
without a structural break shows that inflation laasnit root process while the later test
rejects the unit root process in inflation. Thessuits show that the degree of integration
of spreads in Namibia is not affected by the presesf structural breaks within the time
series. Next, we differenced the variables andfteaghe unit root process with a structural

break represented by an impulse dummy.
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Table 3-3 Unit root test allowing endogenous straitbreak (shift dummy)

Variable t-statistic Crit.-value 5% Break date Samplerange
Base spread -1.08 -3.03 1995 M05 232
Retail spread -1.62 -2.88 2001 MO6 232
Risk premium -2.34 -2.88 1998 M06 232
Inflation -4.04* -2.88 1994 M04 232
Interest Diff. -2.34 -3.03 1998 M06 232
AGDP -7.66* -2.88 2001 MO1 232
Reporate -2.57 -3.03 1998 M07 232
SA spread -2.30 -3.03 1998 M05 232
Val. inflation -5.31* -2.88 1993 M03 232
Vol. interest rate  [ECRSI0M -2.88 1996 M06 232
Primerate -1.21 -2.88 1998 M07 232
M 2/GDP -2.78 -2.88 12009 M04 232

*Critical values are for the Andrew & Zivot testtiia 5% significance level. ADF test results withau
structural break are given in Appendix C.2-2. Inlitidn, the unit root test with a shift dummy amdnd is
given in Table C.3-5 in Appendix C.2-2.

Table 3-4 presents the unit root test with onecsimal break represented by an impulse
dummy. When we difference the shift dummy this &&al an impulse dummy; thus, our
results in Table 3-4 unit root with an endogenotesak represented by an impulse dummy.
Take note, we did not take first difference for tfaiables that were in Table 3-3, thus
there is no difference results whether we use ghiftmy or impulse dummy. As opposite
to earlier results, the result of the unit roott tegh structural breaks for first difference

variables indicates that all variables now rejbetdnit root process at first difference.

As shown in Table 3-3 and 3-4, and figures 3-9 1923 the most significant
structural breaks in spreads were observed at 1998M998M06 and 1998MO07. In
addition, the most significant structural changescuored between 1997M04 and
1998M09. IMF staff (IMF, 1998) revealed that théeefs of the East Asia financial crisis
during this period was exacerbated by the resignaif Indonesia’s prime minister and by
a fall of the bilateral U.S. dollar exchange radesl equity prices by more than 40 percent

of the index valué®

138 See also Fischer (1998)
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Table 3-4 Unit root test allowing endogenous strtaitbreak (impulse dummy variable)

Variable t-statistic Crit.-value 5% Break date Samplerange

ABase spread

ARetail spread -7.35* -2.88 2001 M01 232
ARisk premium -6.72* -2.88 1998 M06 232
Inflation -4.04* -3.03 1998 M04 232
Alnterest Diff. -4.14* -2.88 1998 M06 232
AGDP -7.66* -2.88 2004 M01 232
ARepo rate -6.18* -.2.88 1998 M09 232
ASA spread -9.26* -2.88 1998 M06 232
AVol. inflation -8.25* -2.88 1993 M03 232
AVol. interest rate MoK -2.88 1998 M08 232
APrimerate -5.10* -2.88 1998 M08 232

AM 2/GDP -6.87* -2.88 2009 M04 232

Furthermore, we find that the coefficient estimaiéshe shift function in equation (3.14)
are statistically significant. In figures 3.10 aBd 1 the shift dummy is represented by a
vertical line while in figures 3.12 and 3.13 thepufise dummy function is represented by a

spike at the break dates.
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Figure 3-10 Unit Root test with endogenous stradtbreak: Base spread (Nabsprd) with

shift dummy variable
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Figure 3-11 Unit Root test with endogenous stradtbreak: Retail spread (Narsprd) with

shift dummy variable

clke: NARSPRD (durn

aRW Ffunmctfon (durmmd

0% 07 0A 09 14

F 03 04 03

LI I |"

Li f
I‘H]I"I‘I”| f i.,” |.||'|'1 l 'h f'l'hf""“w'"u H'||




Page | 161

Figure 3-12 Unit Root test with endogenous stradtbreak:Abase spread (Nabsprd_d1)

with impulse dummy variable

04 04 03 12 15 20

I |

" ‘MH L|\ Ll"l i “ ﬁ l_'"n

1419 0B 04 1D L4 1E 17 1B 2D

Figure 3-13 Unit Root test with endogenous stradtbreak:Aretail spread (Narsprd_d1)

with impulse dummy variable
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The results of the unit test with an endogenousctiral break have the following
implication on our model of determinants of spre@adNamibia. Since our main variables
of interest, which are the base and retail spreaxspit a unit root process even when we
accounted for an endogenously determined structlnrglak, this influenced our
methodology of estimation in the following waysrggj this result implies that our single
equation (3.8) will be estimated with all variabiesthe first difference and will include
impulse dummies instead of a shift dummy to captine effects of the endogenous
structural break in the data. Inflation and othariables that are stationary with structural
breaks will enter the regression model withoutedighcing them. Secondly, these results

imply that the smooth transition regressions areobihe question because the dependent
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variables exhibit a unit root process in both saimgles. Although STAR and LSTAR
models are able to address the transition fundtiothe time series and structural break
issue, these models will also suffer from non-staiy problems?® In addition, the first
differenced variables show weaker correlations agrtbemselves, thus we opt for a GMM
estimator, which is a less restrictive regime tloéimer non-linear models. Therefore, we
estimate the model with OLS, TSLS and GMM and antdar endogenous structural

breaks by using impulse pulse dummies, as idedtifiethe unit root test in this section.

3.3.3 Methods of estimation
This sub-section presents the specification we tsedtimate the determinants of

interest spreads using macroeconomics and finawai#bles.*° A macroeconomic view
emphasises the role of macroeconomic stability &ndncial fundamentals in the
determination of interest rate spreads. Our methafdanalysis are motivated by the
discussion about theoretical models in the litemteview sub-section 3.2.2. Groth (2012)
and Classens et al. (2006) suggest an implicit ttancwhich relates spreads to
macroeconomic factors. In addition, Gertler, Hulblband Kashyap (1991) and Birchwood
Birchwood’s (2004) empirical models serve as guittesur linear regression model and
are used to estimate potential determinants ofestgate spread. To take into account the
unit root and structural breaks observed in thedastion we used the likelihood function
given in equation (3.8) According to Woodford (2p1€he total changes in spread in
equilibrium are determined by changes in incomecgieed risk and other fundamental

factors.

In this empirical analysis we used two ex-anterdifins of changes in interest rate
spreads: base spread and retail spread. Firstly,ewmain the rationale for the
macroeconomics view in regard to the determinatbninterest rate spreads. This is
followed by a brief discussion about three methotl& moment’s estimators: Ordinary
Least Squares (OLS), Two Stage Least Square (T3#) Generalised Method of
Moments (GMM). We chose these methods to estimagetivo linear equations, as
specified in (3.2). Advantages in using these linestimators are that they can
accommodate the contemporaneous interaction bettveemependent and independent

variables. In addition, results from these methadseasy to compare against each other.

139 Of course, STAR models might be appropriate to ehadsingle equation model but this is possiblerwhe
the dependent variable exhibits regime shifts arstiaionary process over the sub-samples. However,
found that this was not the case with spreads.

10 There is a significant sample size, with over #@iihthly observations available for some macroecénom
and financial variables. Data was collected from lWamibia Statistics Agency and The Bank of Nansbia
databases and publications.
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For example, we can check consistencies aboutghe and size of the parameters across
the three methods. Estimation techniques througls @L.GMM represent the approach
from a restrictive regime to a more generalisedhoet Lastly, we discuss the results and
the implications of the overall determinants oenaist rate spreads in Namibia.

Do macroeconomic and financial variables play @ ialthe determination of the
size of interest rate spread? Curdia and Wood20d(@), De Grauwe and Ji (2013) and the
note by Groth (2012) illustrate that there are d/élieoretical arguments that suggest that
interest rate spread is a consequence of macroegorand financial conditions in the
economy. Specifically Groth (2012) identified thmpiicit function which links interest
spread to income, inflation expectation and interat® level.

Another example is the empirical works by Beck &tebse (2009), Classens et al.
(2006) and Oreiro and de Paula (2010). These autkorphasise the importance of
macroeconomic stability in determining interesergpreads in the economy. For example,
Beck and Hesse (2009) purport that interest rateasis are influenced by economic cycles
and macroeconomic policy such as monetary and exeheate policy** In the case of
monetary policy, these include the level of nomimag¢rest rate, the reserve requirement
and the risk free rate (which can be regarded esntrginal cost of lending) as candidates
that determine interest rate spread. These resotisur with the latest IS-LM, which tries
to link macroeconomic with financial intermediatjas exposed by Woodford (2010) and
Groth (2012)

In our model specification we considered mostly rmaconomics and financial
variables that are closely relevant as influencesmterest rate spread, as suggested in the
literature and the data in Namibia. As suggesteidhplicit function by Groth (2012), and
the Classens et al. (2006) empirical model, we tdated two dynamic linear models that
include both macroeconomic and financial variabies.example, we assume that changes
in interest rate levels, interest rate volatilidanflation volatility are positively related to
the size of the spread (see figure 3-4). As in €&las et al. (2006), the interest rate level
represents the average cost of originating the,lednle higher volatility indicates the
degree of uncertainty which increases the margioat of lending. Generally, the two
volatility indicators capture and summarise thduafice of macroeconomic and financial
instability factors, including those factors thavk been omitted. Additional important

factors are the interest rate differential betw&amibia and South Africa and the real

141 See also Gertler, Hubbard and Kashyap (1991).
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effective exchange rate. Interest differentialsthates the link between Namibia and South
Africa’s financial sector. It therefore reflectsetfinancial link between the two countries
or foreign premium risk. In our model, this termliwdapture the ‘catch-up effects’ or
correction between domestic spread and South Adricsterest rate spread. The two
interest rates are linked through fixed exchange @rangements. For example, if
domestic interest rate is lower in comparison tatB@frica (or world interest rate) in the
current period, then in the next period local banki$ raise the interest rate to catch up
with their foreign counterparts.

Furthermore, the retail spread model includes ceang the risk premium. This
premium is defined as the difference between pramd short-term interest raté¥
Theoretically, it is assumed that the higher theditrdefaults, the more banks will charge
higher premiums, which then translate into higheteriest rate spreads® Therefore,
financial institutions will regularly change theepmium to reflect the perceived risk of
lending at the prevailing economic conditions. TWasiable therefore captures the changes
in the perceived riskiness of lending. Finally, th® unconditional volatilities capture the
direct impact of uncertainty from financial markstange either in response to commaodity
or financial shocks. We define the measures of nditional volatility using Evans’
(1984) volatility measures. First, for unconditibi@erest rate and inflation volatility, we
use three months of Treasury Bills and the montiigmibia Consumer Price Index

(NCPI). This is calculated as follows:

SRTB=[/:3 (TR, ~ATR)")* (3.16)

wherebyATB changes in the short-term rate in mondf yeart, andATB, is the average

monthly change in yedr Similarly, unconditional inflation volatility islerived using the
same volatility measuré? The greater the volatility in the inflation anderest rate is, the

higher the spreads charged by financial intermeiawill be.

Next we take into account the long-term influencéseconomic activity and
economic cycles that might not be captured direbtiythe two measures of volatilities.

One of these factors is the rate of economic grawtbhanges in total income influences

142 Others studies define risk premium as a differebheaveen 10 year government bonds and AAA
corporate bonds.

143 Real effective exchange rate reflects the impagasf current and capital and financial accountsiciv
therefore control for effects from the externaltseon interest rate spread. However this wasssiedily
insignificant.

144 Evans’ volatility measure can also be found in MItiM(1986) and Tatom (1985).
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on interest rate dynamic behaviours. Firstly, weduthe Denton method to transform the
quarterly real GDP in to monthly observations. @erdy GDP at high frequency was used
as measure of economic activity in the absenceRybducer Price Index (PPI) in Namibia.
Secondly, important factors are endogenous straichueaks identified with a unit root in
the pre-estimation analysis. We take into acconnéradogenous break date of 1998M06
suggested by the unit root with a structural bre@ks in section (3.3.2). These are now
impulse dummies because of the first differencthendependent variables. The dummies
takes the value 1 fop £t and O elsewhere. Post-estimation dummies iecinlft dummies
that aimed to address structural breaks in paramafter examining the residuals and the
graph for individual parameters in the preferregression. This is necessary especially
when the impulse dummy is insignificant while thexevidence of structural breaks in the
results. Finally, we considered the lags of depehdeariables so as to capture the
persistence as a result of the long memory obseirvedost time series variables. We
believe that long memory in spreads is justifiedthy fact that central banks smooth the
monetary policy rate while the policy reaction ftions to facilitate and is moved from the
current target to a desired target. Private ci@@ ratio was excluded because private
credit definitions changed a lot over the sampledtigdl while the series for non-
performing loans, reserve requirements and HHI foemk level were very short for these
modelling exercises. Although it was possible tor@ase the frequency of QGDP to
monthly frequency, we point out that this procedwes not applicable to non-performing
loans, reserve requirements and HHI. This is bex#us annual sample of 2005 to 2010
does not completely overlap with the monthly obagons sample, which starts from
1992M1 to 2013M12.

3.3.3.1 Empirical linear economic models
Birchwood (2004), Fuentes (2000), Brock and Franf@f®2) and Classens et al.

(2006) already revealed that there are significksdgreements on the appropriate method
to model interest rate spreads. Therefore, witedlahallenges in mind, in this analysis we
used the likelihood function in equation (3.8). 98 based on implicit function suggested
by Groth (2012), and the transformation of Classensl.’s (2006) regression model.
Groth’s (2012) implicit function shows that in elijoiium changes an interest rate spread
is a function of changes in income, liquidity, pEvwed riskiness of borrowers and other
macroeconomic factors that influence the supply @tiand of financial intermediary in
the long-term. So, we specify that changes in @stespread in equilibrium are linear
functions of changes in the benchmark interest (atarginal cost), risk premium,

volatilities, the adjustment term (catch-up-efféetm) and other control variables that
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affect the bank balance sheets over business cyolasldition, we regressed these factors
against two definitions of spreads to take intooacdt the disagreements about the correct

definition of interest rate sprealf8.The two single equations are specified as follows:

ABase Sprd; = fy + BiInflation, + B,ABank rate; + f3ABase sprd;_, + f,Int. Dif f_1 +
asgdps_1 + BeAM2/gdp;_1 + B,ARisk pry + fgASA sprd 4 +
BoUn.Volatility,+B,10D1998; + u, (3.17)

ARetail Sprd; =

agy + aqInflation, + a,ABank rate; + az;AUn.Volatility, | + asAretail sprd,_, +

asgdpi_1 + agAM2/GDP,_; + a;ARisk, + agD1998 ; + fyInt. Dif f;_1 + a1oASA sprd,_4 +

vy (3.18)

Equation (3.17) shows the changes in the base d@®dhe dependent variable
with inflation, changes in the bank rate, the ldd)ase spread, interest rate differential,
QGDP growth rate, M2/GDP ratio, risk premium, tlg lof South African base spread,
unconditional inflation volatility and the structlrbreak represented by an impulse
dummy as an independent variable. Meanwhile equé8d.8) shows that the retail spread
is the dependent variable with the inflation, baate, unconditional interest rate volatility,
retail spread lag, QGDP growth rate, M2/GDP, risknpium, the lag of South African
base spread, interest rate differential, and thecttral break dummy as an independent
variable. Inflation captures the effects of infbati risk on asset values as a financial
intermediary and takes into account this factorspmead margins, while the bank rate
captures the consequence of the monetary polieyaetions by adjusting the repo rate.
Unconditional volatilities measures the effectain€ertainty and changes in the macro and
financial fundamentals as argued by (De Grauwe,&013) and (Beck & Hesse, 2009).
The changes in the risk premium control the pesmkiviskiness of lending at the
prevailing economic conditions with deterioratingvgrnment, household and business
balance sheets. Interest rate differential is eectional variable that keeps the spread level
cointegrated while M2/GDP ratio captures the effeat financial depth. We make a
distinction between the risk premium and interefeiential as follows: a risk premium
captures the marginal impact of the difference betwrisk free rate and prime rate
charged by financial intermediaries on interest sgiread. This premium spread shows the

private sector’s level of confidence in the goveemt’s securities and its ability to fulfil

195 A similar approach is applied in (Barajas, SalagaStiener, 2000). Using changes rather than level
spreads as a dependent variable conveniently helgdiminate the unit root and the shift dummies fo
different trends and therefore only applies thetitep dummy to control for the identified structubakaks
in the dependent variables.
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short and long-term contracts. Lower confidenceuaes$ private institutions to charge
higher premiums on credit, which translates inttame retail spread*® Interest rate
differential is the difference between Namibia a®duth Africa’s interest rates. This
difference forces interest rates between the twmnttes to co-integrate because of the
fixed exchange rate arrangement. This term is ldggéndicate the speed of adjustment to
catching up with the counterpart average sprea®outh Africa**’ Interest differential is
given by the [Namibia repo rate —SA repo ratgy)], which implies that if the difference
in the last period was negative, in the currentgoethe base spread will increase to catch
up with the counterpart so that they will remaireguilibrium. It is also a forcing variable
as it forces the interest spread to return to thelierium path with its counterpart when

the Namibian base spread is hit by exogenous shock.

Further, M2/GDP ratio controls for any economiclegcin spreads. We assumed
that this variable was associated with lower irdemate spreads; however, the sign on
M2/GDP ratio and the quarterly growth rate may beautain because the cycles of M2
and GDP do not necessarily coincide. Curdia and dfavd (2010) and Groth (2012)
showed that the effects of real GDP on spread$eambiguous. In other studies, such as
Honohan’s (2001), the current interest rate difitied was used as indicator for political
risk from the foreign investors’ perspective.

Given that we have already discussed the relatipnisetween macroeconomic
variables and spreads above; in this section we giplanations for the priori expectation
about the signs between the dependent and indepevalgables the two linear equations.
Firstly, the constantg, anda, give the conditional mean of changes spread, w$hchuld
be close to zero in the complete perfect competitharket cas&? For reasons already
discussed, these coefficientsfaf B2, B3, B7, Ps andPg are expected to be positive whilg
Bs andPgare priori expected to be negative. Similarly, tbkkowing coefficients ofr; «,
as; a, a; and a4, are priori expected to be positive whilg, a,, and ayare expected to be
negative. Interest rate differential coefficientgpture the correcting effects in the model

that keep the dynamic model integrated with SouticA's financial sector.

148 \We assumed that the prime rate takes into acaiskst such as default, taxation, liquidity, curngramd
political risk. Thus, in the event of declining ¢mence, private lenders anticipate that thesesrisHl rise,
therefore translating into higher prime rate, latigk premium and retail spread too.

" Honohan (2001, p. 79) in his model called thisatc¢h-up effect’. We can also assume that it captthre
perceived riskiness of investing in Namibia by fgreinvestors. Some researchers have used theatitfe
between domestic and foreign interest rates asasune for a country’s risk profile.

18 1f banks have the same level of technology, thestant can also be considered as the average mkhrgin
cost of extending extra loans.
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Some variables enter the models as lags to takeagtdount the time effects on the
spreads. For example, the current interest raterdrice is only relevant to the next period
spread while the lags of dependent variables ih egaation are motivated by the fact that
macroeconomic variables are sluggish in natureembthers have a long memory. The
validity of these assumptions will be examined tiglo a Correlogram test for
autocorrelation, partial autocorrelation and trgurelant variable tests. In order to arrive at
the preferred results, we use the strategy of ngofriom general to specific to arrive at the
preferred results. This means that we started waithover-parameterised model and

continued to drop off the insignificant variablesarrive at the representative results.

3.3.3.2 Empirical results
In this section we present the results of the twedr models in (3.17) and (3.18) as

estimated with OLS, TSLS and GMM methods. The sanspdrts from 1992:01-2011:12,
which makes 239 monthly observations. All resuleravestimated with robust standard
errors through a HAC-Newey-West covariance weightimatrix — this is a
heteroscedasticity and autocorrelation consistestimator. Our procedure starts by
estimating the linear models as given by the tweaéiqgns. We then evaluate the quality of
results from these specifications through differdmbensions: functional form, dynamic
structure (lags), the stability of coefficientseach linear model and finally arrive at the
results reported in tables 3-2 and 3-3. Specificale evaluate the regression results with a
redundant test to determine individually and jgintlhether insignificant variables in the
regression are redundant. This is followed by thetted variable test, which evaluates
individually and jointly whether some of the varied removed through the redundant test
or those that we deemed to be part of the regmegsiodel are omitted from the final
results. At the end we provided the summary disoassf the coefficient, residuals and

stability diagnostic tests for the final results.

First, Table 3-2 presents OLS, TSLS and GMM resufi;ng the changes in the base
spread as the dependent variable of equation (3Tble 3-3 shows OLS, 2SLS and
GMM results using the changes in the retail sprsthe dependent variables in equation
(3.12). Each column shows coefficient estimatesnfrinree methods: OLS, TSLS and
GMM. Meanwhile, the results of some of the speaiiiens and diagnostic tests and the list

of instruments are listed in the rows belt\.

149 Other regression results that contain other détemts such as unconditional interest volatilityl anhers
variables listed in the linear models specificatioa not reported here.
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Table 3-2 OLS, 2SLS and GMM Coefficient Estimates of Mac@®samic Determinants
of the Base Spread (dependent variallease spread)

‘Independent variabes ~ OLS  2SL1S = GMM
Constant 0.04 0.03 0.05
(1.43) (0.53) (0.47)
Inflation; -0.03 -0.08 -0.07
(-1.67)*  (-2.00) (-2.38)
ABank Rate 8.01 7.16 6.52
(5.63) (3.86) (4.73)
ABase Spread -0.22 -0.21 -0.19
(-2.19) (-2.78) (-3.31)
Interest Differential; -0.08 -0.10 -0.04
(-1.19) (-1.34) (-0.69)
ASouth African Interest Spread -0.01 -0.00 -0.02
(-0.08) (-0.01) (-0.40)
AM2/GDP, 4 -0.38 -0.44 -0.47
(-3.76) (-3.84) (-4.52)
ARisk premium 0.40 0.38 -0.58
(6.32) (4.93) (-3.08)
Impulse Dummy(1998MO06) -0.06 -0.13 0.17
(-1.77)* (-0.80) (1.01)
2007-08-09 Fin. Crisis Dummy 0.34 -0.16
(2.52) (-0.34)
Adjusted R-Square 0.32
S.E. of Regression 0.29 0.31 0.32
Prob.(F-statistic) 0.00 0.00 0.00
Instrument Rank 14 15
J-Statistics 2.81 2.75
Prob.(J-statistic) 0.72 0.83
D-Watson statistic 2.0 1.91 1.87
Normality J-Bera (P-value) 0.00 0.00
HAC Standard Errors (Newey-West) Yes Yes Yes
Included observations: (After Adjustments) 238 237 237
Instruments:ABase spread (-2), Inflation (-1)\Bank rate (-1), Bank rate (-2), Interest differahif-1),
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Interest differential (-2), Interest Volatility (;}2GDP (-1),ASA Spread (-1)ASA Spread (-2), M2/GDP
1), Dummy 1998Arisk premium (-1) and Constant.

Notes: The (*) indicate significance at 10.0 petcsignificance level, while the remainder bold castimates are
statistically significant at the standard 5.0 patcggnificance level. T-statistics are given jn((..) indicates that the
variable is excluded through redundant variablewdeen it is not significant and its removal do@s change the result
much. We tested the residuals from OLS with th@rmanted Dickey-Fuller. AFD rejects the null hypatiseH): unit
roots in the residuals. In order to preserve patamestability some of the insignificant dummy wadles in OLS
equation were not deleted. Results on parameteilistaiest are given in Fig.C.3-1 and 3-3 on thepé&pdix C.
Diagnostic tests thaull hypotheses are F-test: explanatory variabipgmkto zero; J-Bera test: normality - the
residual are normally distributed; and J-test:rinsents are validThe p-values for J-statistic show that we do not
reject the null hypothesis that our instrumentsvatil, thus we conclude that our regressions anectly specified.

OLS results

Column (2) in Table 3-2 presents OLS results wittiependent variables: inflation
rate, Abank rate Abase spread, ASA spread, interest differentialdM2/GDP.;, and two
dummy variables that capture the structural bre6®109°° and the 2007-08-9 financial
crisis. The dummy variables were introduced to talke account significant structural
breaks in the results from the stability tE8tFirst, the OLS regression results show that
the inflation, Abank rate AM2/GDP, Arisk premium and structural breaks dummies are
statistically significant. The SA base spread antkrest differential are statistically
insignificant. M2/GDP, which represents financiapth, inflation and\bank rate results,
were estimated with signs as priori expected in lifegature. TheAbase spread has a
negative relationship withAM2/GDP and a positive relationship with inflatiomn
unreported results, the GDP growth rate and untiondi volatility were individually and
jointly statistically insignificant; as such, thesere dropped out of the regression without

significantly influencing the results from the Ok8uation.

The sign on thabank rate show that there is a positive relatignbletween policy

rate andAbase spread. The positive sign indicates the limégial effect of the\bank rate

on the base spread before the prime rate adjustsflext the increase in the base rate.
Honohan (2001) and Classens et al. (2006) find thate is a positive long-term
relationship between intermediation spreads anttywohte. We observe that changes in
the repo rate are followed by changes in the basead that balance the demand and
supply of financial intermediation services in theancial sector. However, taking into
account the non-normality of this result it seerhsittthis coefficient might have
overestimated the role of changes in the policg natthe size of the base spread. Further,

we examined the Variance Inflation Factor (VIF) thbis coefficient in order to check the

%0 This is the impulse dummy identified with the uribt test with a structural break. However, du¢hi
persistence of structural instability in some of farameters we changed this dummy to shift dumittyav
permanent effect on the trend of base spread.

*11n the post-estimation analysis we used Wald attBlM tests to identify any significant structural
breaks and parameter instability in both the res®land the individual parameters.
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severity of collinearity with other explanatory iables in the regression. We observed that
this coefficient has a VIF= 1.78 far less than&.Q0 values, which are regarded as the cut
for the tolerance level of multicollinearity to ekiin the regressioi? Inflation is
statistically significant and negative; this residt contrary to Crowley (2007), who
discovered that high inflation is associated witghler interest rate spreads in English-
speaking countries of Africa. Similarly, SA spre& statistically insignificant and
estimated with a negative sign. An interest rat#edintial coefficient captures the
correcting effects in the model that keeps the aprimtegrated with South Africa’s
financial sector. Others assume that the interat differential reflects the perceived
riskiness of investing in Namibia by foreign invast However, in this study we interpret
the effects from this variable as having a coroeal effect towards long run equilibrium.
It helps to implement the two countries’ sprea@ndrtogether in the long-term. Interest
differential is statistically insignificant and skie -0.08 percent of ‘catch-up effects’ or
correction effects from the past period to the entrrbase spread. We argue that the
negative sign for this coefficient indicates thiaé tNamibia’s repo rate has been below
SA’s repo rate over the sample period. The ladnefliase spread is statistically significant
and shows a negative sign. It is widely recogniged central banks smoothen interest
rates; therefore, we append the regression to decthe lags in order to capture any

memory of changes in the base spread.

After examining the ACF and PAC results it showattthe Abase spread have
shorter memories that are statistically significemthe current base spread. Empirically,
this term improves the model fit by reducing thesaence of serial correlation in the
residuals.AM2/GDP ratio is statistically significant and thegative sign indicates that
financial depth is inversely related to spread asripexpected. The coefficient for the
dummy for the structural break at 1998MO06 identifigy the structural break test in section
3.3.2 is statistically significant. Another finaaticrisis dummy was created after
examining the stability of individual coefficient§he 2007-08-09 financial crisis dummy
is statistically significant, and these resultswvglibat the last financial crisis had a major
positive impact on the spreads in Namibia. Althodlgh redundant test shows that the
insignificant variable contribution is less signdint we decided to leave insignificant level
dummies in the model in order to preserve paranstgdhility. After taking into account
the structural breaks in parameters with the spgecilummy the outcome effects are

observed in the results of recursive residual iguFés C.3-1 to C.3-7 in Appendix C.

132 VIF statistics quantify the severity of multicoléarity in OLS regression analysis. Often the mfle
thumb is that the VIF should not exceed 5 or 1@ Bable C.3-8 for full result for VIF.
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Firstly, this post-estimation of results shows tiet obtained residuals are within the 95%
confidence intervals of the cumulative sums of siggares test. Secondly, changes in
spread have a shorter memory with Q* statisticaviig that there is a correlation after

the second lag. This indicates that in equilibritima significant variables have a strong

relationship with the\base spread.
TSLS results

The estimation above was repeated with a TSLS astinto overcome the problem
of endogeneity between the covariates and the tmor. Results from TSLS are presented
in Column (3). As can be seen, the results from 3 Show that the variables of inflation,
Abank rate,Arisk premium, lag term for base spreadi2/GDP and the endogenous
structural break dummy are statistically significafihe M2/GDP as a financial depth
indicator has the correct sign and it is statiflifcsignificant. AlthoughASA spread and
interest rate differential remains statisticallgignificant in the TSLS results we decided to
leave these variables in the model on the basig thhen we dropped them, they
considerably changed the size of other parameatettsei regression. As expected, we note
that there are small marginal differences betwdenrésults obtained through OLS and
TSLS methods. The size of some parameter dropdéemme statistically insignificant
because of large standard errors from the TSLSnaesir. For example, although the
structural break dummies have improved the stgtwlitcoefficients in TSLS results these
are not statistically significant in the overalsoéts. The p-value for the J-statistic shows
that we do not reject the null hypothesis that ¢hestruments are valid for the TSLS
regression. Since we are not sure whether the ibimadtform between the spread and
macroeconomic factors are realised in the countmedurther estimate this relationship
with GMM. This estimator takes into account thet that the single equation we used was

a partial specified model.

GMM results

In order to present a balanced view of the relegawicthese factors to the base
spread, we used a GMM method, which fits in wetishese the linear models in (3.17) and
(3.18) are partially specified. There is no guaganthat the relationship between spreads
and macroeconomic fundamentals is linear. Holly &mcher (2012, p. 21) pointed out that
‘the main advantage of a GMM estimator is that wen'd have to write down a

conventional regression relationship. Instead we specify an implicit relationship
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between variables.” For example, the p-values lier 3-Bera test statistic show that the
residuals from OLS and TSLS are not normally distiéd. Thus, to overcome this strict
criterion we applied the GMM estimator, which ontgquires generalised moment
conditions and independently distributed errors.cAs be seen in column (4), the GMM
results show that inflationAbank rate,AM2/GDP ratio, Arisk premium, lag ofAbase
spread and one structural break dummy are statligtisignificant. Inflation rate is
statistically significant although it bears the atge sign, which is contrary to what priori
expected in the theory. This inverse relationshigynbe due to the lack of a clear
alternative variable to control for economic cyctggen that the economic growth rate
variable was rejected by both omitted and redundanéble tests. Interest differential and
SA base remain statistically insignificant. Theafncial depth indicator seems to indicate
that shallow and lower finance in relation to deohall increase the cost of credit such as

base spread.
Specification and diagnostic results

Finally, we evaluated the results from OLS, TSL8 &MM with specification and
diagnostic tests. We start with coefficients diagjitotests which are mostly applicable to
the OLS and TSLS regressions. Firstly, we usedtethiand redundant variable tests to
evaluate whether unconditional inflation and ins¢reate volatilities are omitted or
redundant variables in the OLS and TSLS regressibms omitted variable test result is
given by F-statistic (df. 2, 227) =0.52 and p-vatu6.36. The F-statistic indicates that we
do not reject the null hypothesis that unconditionfiation and interest rate volatility are
jointly insignificant, which means that their cabtrtion to the variation the dependent
variable is negligible or zero. However, the redamtdvariable test rejects the null
hypothesis thahSA spread is a redundant variable in the base gprgaation; therefore
these regressors remained in the based spreadicgguaesults from these tests were
consistent both in the TSLS and GMM equatibtiSecond, we examined the severity of
multicollinearity among regressors using the VI&tistics. Table C.3-8 show that none of
the VIFs both centred and uncentred display a vaigleer than 5, which is a conservative
cut of the level. Third, we evaluate the residusdsg the following residual diagnostic
tests: Q*-stat correlogram test for serial corietgtJaque-Bera test for normality; and the
White test for heteroscedascity. Table C.3-5 on Appendix C shows the Q*-stat
correlogram with PAC and AC statistics and thesoasated probabilities at 3ag. The

1% GMM alternative for redundant test is the J-statiand its associated p-value for the differericat t
comes from comparing the likelihoods from restdcéend unrestricted regressions.
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Q* correlogram and LM-test [F-stat. (2, 227) =0.48How that there is no serial
correlations in the residuals for the base sprepditeon. However, the J-Bera with p-
value= 0.00 shows that we reject the null hypowhasrelation to how these residuals from
OLS are normally distributed. For the stability ghastic tests, we present the result in
figures C.3-1, C.3-2 and C.3-3 in the Appendix. Tiesults show a Recursive Least
Squares Test, Cumulative Sum of squares (CUSUMtlamdRecursive Least Square Test
for individual coefficients in thdbase spread equation. The first two figures shawttie
residuals lie within 5% confidence intervals. Thas#icate stable residuals while in the
last figure, C.3-3, we see that inflation coeffiti@nd interest rate differential coefficients
are showing signs of shift in the year 2003. We eneffiorts to use an impulse dummy at
this point, which was statistically insignificamdthus rejected by the regression. Finally,
the J-statistics for both TSLS and GMM regressisingw that we do not reject the null
hypothesis that these instrument variables usesadick for these regressions. Generally, a
large J-statistic with a significant p-value ofdékan 5% casts doubts on the validity of the

list of instruments used in the estimation.

In all the results, using th&base spread as the ex-ante definition of intewdst r
spread, we found empirical evidence which supptrts view that changes in some
macroeconomic and financial variables explain ggespreads. In Namibia, some of these
fundamentals are th&bank rate, inflationASA spreadAM2/GDP ratio, risk premium and
interest rate differential rate. In the followingcsion we use retail spread as an alternative

definition for interest rate spread.

Table 3-3 on the following page presents the reduttim OLS, TSLS and GMM
estimation using equation (3.18) witkretail spread as the dependent variable. Using
equation (3.18) we examine the following macroeooicoand financial variables such as
bank rate, unconditional inflation volatility, SAread, AM2/GDP ratio, risk premium,
retail spread (-1), the East Asia financial crisisd the 2007-08-09 financial crisis
dummies, which produce a significant stable ecosamliationship with retail spread. As
usual, each column in Table 3-3 presents the coeffi estimates of a different regression

with the same independent variables.
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Table 3-3 OLS, TSLS and GMM Coefficient Estimatédvimcroeconomic Determinants
of Retail Spread (dependent variableetail spread)

OLS TSLS GMM
Constant -0.02 -0.02 -0.02
(-0.82) (-0.74) (-1.22)
Inflation Rate 0.10 0.10 0.07
(1.98) (1.98) (1.99)
AUnconditional Infl. Volatility 0.21 0.21 0.19
(1.67)* (1.58) (1.56)
ASA Base Spread -0.11 -0.11 -0.12
(-1.64)* (-1.61)* (-1.60)*
AM2/GDP, 0.47 0.46 0.47
(3.249) (3.30) (3.51)
ARetail Spread -0.57 -0.57 -0.49
(-7.20) (-7.38) (-6.82)
ARetail Spreag -0.24 -0.24 -0.22
(-4.53) (-4.54) (-4.23)
AGDP,; -3.99 -4.05 -3.32
(-2.03) (-2.06) (1.85)*
2007-08-09 Fin. Crisis Dummy 0.11 0.11 0.11
(2.09) (2.09) (1.27)
Adjusted R-Square 0.32 30
S.E. of regression 0.30 0.46 0.48
Instrument Rank 12 14
J-Statistics 9.82 8.84
P-value (J-statistic) 0.14 0.11
Prob(F-statistic) 0.00 0.00
D-Watson Statistics 2.02 2.02 2.19
Normality J-Bera (P-value) 0.28 0.31
HAC standard Errors (Newey-West) Yes Yes Yes
Included observations (After Adjustments) 237 237 237
InstrumentsARetail spread (-1)ARetail Spread (-2), Inflation (-1A\M2/GDP (-1)ABank rate (-2)ARisk
premium (-1),AGDP (-1),AGDP (-2) Inflation Vol. (-1), Inflation Vol. (-2)ASA Spread (-1), Dummy0§-
09 and constant.
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Notes: The (*) indicate significance at 10.0 petcsignificance level, while the remainder bold castimates are
statistically significant at the standard 5.0 patcsignificance level. The t-statistics are given(). While the (...)
indicates that the variable is excluded when ihds significant and its removal does not change résilt much.
Residuals from all three estimations are stationkryorder to preserve parameters stability, thégimfcant dummy
variables in OLS equation were not deleted. Stgbdiagnostic tests are given in Fig. C.3-5 and Gig:7 in the
Appendix C. Diagnostic tests thaull hypotheses are F-test: explanatory variabtpsakto zero; J-Bera test:
normality - the residual are normally distributeahid J-test: instruments are valithe p-values for J-statistic
show that we do not reject the null hypothesis thatinstruments are valid, thus we conclude thatregressions are
correctly specified.

OLS results

Firstly, column (2) presents the OLS regressionulteswhich indicate that
inflation, ASA base spread, unconditional inflation volatiligv2/GDP ratio, retail spread
lags and the GDP growth rate are statisticallyiiggant while the endogenous structural
break dummy is statistically insignificant. Inflati rate is estimated with a positive sign
therefore indicates a positive relation with retapread. It suggests that financial
institutions take into account the rate of inflati®o as to maintain asset value in the long-
term. Thus, inflation and unconditional volatilifprm part of the fundamentals that
influence retail spread. Further, we find that fical depth indicatorAM2/GDP is
estimated with a positive sign in the retail spreggiation. The positive sign might be
attributed to the fact that the economic cyclesviéf and GDP do not coincide over the
sample. However, economic growth suggests thatehighowth is associated with lower
changes in the retail spreads. The structural bdeakmy for the 2008-09 financial crisis
remained in the equation in order to induce stighiti the parameters. The lag terms for
the dependent variable indicate the persistentcisffef retail spread, which show that
changes in the retail spread have longer memorg.r&hkults from retail spread equation
passed most criteria form OLS, as shown by thendisiic tests. For example, the J-Bera
test statistic shows that the residuals from tbggession are normally distributed and have

no serial autocorrelation up to th® mg.

TSLS and GMM Results

The GMM results are similar to the TSLS resultg tnly difference is that the
measure for macroeconomic instability is now stiaadly insignificant. However, positive
relationship inflation, unconditional inflation \atllity andAretail spread is consistent with
the argument that uncertainties, fear in the fir@noarket, and the prospect of financial
instability perpetuate the rise of spreads in tbenemy'** In addition, as Groth (2012)
illustrated, the lack of economic growth might letmd high margins on the supply of
financial intermediary services. Other candidatealdes such as unconditional interest

14 See (De Grauwe & Ji, 2013) for two divergent vi@ksut the determinants of spreads.
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rate volatility, changes in the policy rate, riskemium and the structural break earlier
identified in the dependent variables remainedgmificant; therefore, these were left out
of the retail spread equation. Although the refolin OLS passed strong criteria for least
square we emphasise the GMM results. This is becalithe possibility of endogeneity

between some of the covariates and the error tersuggested by VIFs in Table C.3-12.
Other variables such as SA spread and the crigisnmdes indicate some degrees of
consistency with the overall result. GMM result wisothat inflation rate, unconditional

inflation volatilities, SA spread and the 2008-@%ahcial crises are some of the significant

factors that explainiretail spread.

Lastly, we evaluate the results from OLS, TSLS @&MM with the specification
anddiagnostic testsFirstly, we report the omitted and redundantalalgs tests concerning
changes in the nominal bank rate and interestvasility. The omitted variable indicates
that bank rate can be omitted from the retail gpesguation when tested alone; however,
the null hypothesis is rejected when this variaislgointly tested with unconditional
interest rate volatility. The omitted variable tessult is given by F-statistic (df. 2, 225)
=0.09 and p-value = 0.36. This indicates that wectehe null hypothesis whereby bank
rate and unconditional interest rate volatility getly statistically insignificant. Hence,
we conclude that this variable’s contribution te trariation in the dependent variable is
not negligible. Similarly, the VIF statistics in Bla C.3-12 show that the collinearity
among regressors in the retail spread equatioess than 5%, which means it is less
severe. Next, the redundant variables test shoatgriterest rate differential is a redundant
variable in the retail spread equation; therefoinés covariate was dropped completely
from the based spread equation. Results from amnitéeiables and redundant tests were
consistent both in the TSLS and GMM equations. d,hive evaluated the residuals with
the following diagnostic tests: the Q*-stat corgglam test for serial correlation, the J-Bera
test for normality and the White test for the preseof heteroscedascity. Table C.3-9 in
Appendix C shows the Q*-statistic correlogram WRAC and AC statistics and their
associated probabilities at 13ag. The Q* correlogram and LM-test [F-stat. (26p
=0.59] show that there is no serial correlationsthe residual for the\retail spread
equation. The heteroscedascity test (i.e. White Eestat. df. [41, 195]=0.65) shows that
we reject the null hypothesis of heteroscedastanity find that the residuals from the retail
spread equation for OLS are homoscedascitic. Siyildne J-Bera with p-value= 0.28 and
0.31 show that we do not reject the null hypothéis& these residuals from OLS and
TSLS equations are normally distributed. For tlabisity parameters, Figures C.3-5, C.3-6
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and C.3-7 show the results from the Recursive Tiast, Cumulative Sum of Squares
(CUSUM) and the Recursive Least Square Test foivieidal coefficients in the retail
spread equation. Figures C.3-5 and C.3-6 show timatresiduals lie within a 5%
confidence interval. This, therefore, indicatebkaesiduals while the last Figure (C.3-7)
shows that SA spread and retail spread (-2) coefiis were showing signs of structural
shifts in the year 2005. Finally, the J-statisb€sn both TSLS and GMM show that we do
not reject the null hypothesis, as these instrumanébles are valid in these regressions.

In all, the regression results in Tables 3-2 an@l &stablish the importance of
macroeconomic and financial variables in the deiteaition of interest rate spreads.
Although we emphasised that the factors might Weréint from country to country, it
seems that inflation, the policy rate, financiaptiie economic growth and changes in the
risk are some of the fundamental determinants o&agfs in Namibia. Using both
definitions of ex ante interest rate spreads —ithatbase spread anttetail spread — these
empirical results show that there is a statistycsiljnificant economic relationship between
macroeconomic and financial fundamentals and irgdiation spreads. This analysis
concurs with Mujeri and Yunus (2009), Chirwa andabHila (2004) and Saunder and
Schumacker (2000), who found that interest rateais are significantly influenced by
macroeconomic factors such as inflation, high potates and other operating costs in the

financial sector.

3.4 Conclusion and Policy Implications
In this chapter, we investigated the macroeconofmidamentals that explain

spreads by using two distinct definitions of int¢reate spreads: the ‘ex antese and
retail spreads Starting with an extensive literature review, veeognise the following
essential views about interest rate spreads. ¥ithough there is considerable coverage
about the topic, particularly at the micro-levek abserve that many authors on this topic
lament that there is no agreed framework on hovwntalel interest rate spreads. This
problem has made it difficult to compare empirioagults about what factors determine
interest rate spreads. However, we view that tieege consensus among economists that
interest rate spreads are a major cause of comtenany economies. As Blinder (2013)
indicates, spreads make borrowing prohibitivelyengive and destabilise the economy as
whole. As a result, several government packagékarrecent financial crisis have aimed
to reduce excessive changes in spreads in ordestare confidence and pre-crisis volume
lending. In addition, we find in the literature thhe persistent problem of huge spreads is
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significantly observed in Latin America, Caribbeamd Pacific, Sub-Saharan Africa and

East Asian economies.

Secondly, researchers such as Beck and Hesse &09yrouped determinants of
interest rate spreads under four broad classeskemastructure view, risk view,
macroeconomic view and small financial system vigWis means that, in equilibrium,
spreads can be analysed as an outcome of marketustr in place, changes in perceived
risk or risk perceptions, and macroeconomic fundaaie realised in the country. In the
case of Namibia, we identified that there is latkempirical evidence about what explains
large interest rate spreads, the dynamic intenaciiomong spreads and the impact of
interest rate spreads on sectors such as houselmadsusinesses. In order to fill this gap,
we used the available data to examine the unit vatt structural breaks, cause and
dynamics of spreads in Namibia. These efforts dmuie to empirical knowledge on the
topic and therefore can help to develop possibley@roposals about how to address
spread in the long run. In this study we encoudtgblems concerning interest rate
spreads as defined by base and retail spread. Siotime problems with spreads are regime
shifts from structural breaks as identified witle thnit root test with structural breaks.
Although different regime shifts could be addresseth methods such as smooth
transition autoregressive and logistic smooth itexmsmodels, these alone could not help
in the presence of unit root and endogenous staldweaks. When a unit root is present
even after accounting for endogenous structuralaksrein the time series it is
recommended to use first difference and then anul®ep dummy to cater for an
endogenous break in the data. In our preliminasylte we find that base spread can be
modelled with a smooth transition method; howettes,base rejects the non-linear part of
the STAR model. This means that both linear and-lm@ar regimes in the time series
have a unit root. As an alternative to this metivedapplied the GMM with first difference
variables and a dummy to take care of the unit anot the apparent structural breaks. The
spread equation in the first differences is coesistwith the static implicit function
suggested by Groth (2012). This implicit functidrows that, in equilibrium, total changes
in the spreads are determined by changes in pexteisk, changes in income and other

fundamentals realised in the country.

Firstly, the descriptive statistics show that tlmeanditional mean base and retail
spreads are significantly different from zero ov#re sample period.Average
intermediation spreads trend above the mean zedotla null hypothesis so that the

unconditional mean of spread over this sample gdersostatistically equal to zero is
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rejectedWe find that on average most spreads are signtfiead always there; however,
it is true that their movements are significantippdified during crisis periods, which is
reflected by different mean shifts and structurallks over the sample period. Second, the
unit root test results showed that spreads in Nerhlve a unit root with endogenous
structural breaks. We find that most significantd@genous structural breaks were
identified between 1997M1 -1998M8 periods. Thisigubrcoincided with the East Asia
financial crisis. The presence of unit root processpreads is contrary to the view that
theoretically there is nothing that can make useek@ unit root process in the interest
spreads. Thus, it generally expected that spreasfantegrated order of less than one
and are cointegrated. Third, our regression resimi;m OLS and GMM show that
fundamental factors such as inflation, inflatioratitity, bank rate, financial depth, risk
premium and economic growth are some of the stalbt significant factors that explain
large changes in interest rate spreads in NamWia.find thatAM2/GDP is inversely
related toAbase spread while interest rate volatility andaitidin volatility are positively

related to retail spread.

Nominal policy rate also significantly influencdsetAbase spread. In all, whether
we defined interest spread as thretail spread the difference between average lending
rate and average deposit rate orAlase spreador the difference between prime lending
rate and the bank rate, our empirical results atdi¢chat there is a statistically significant
role of macroeconomics and financial variables he tetermination of interest rate
spreads. This is shown by the consistence betweemesults from descriptive statistics
and the regression results from OLS, TSLS and GMiMally, the endogenous structural
break dummies identified by the unit test with stamal breaks were not all statistically
significant; however, if we replace these with #giéft dummies then we have significant

coefficients and improvement in the stability ofgraeters in OLS and TSLS regression.

3.4.1 Policy implications
In terms of policy proposals we suggest that patiagers should take into account

the presence of endogenous structural breaks ispiteads when devising policy proposals
to address large spreads in Namibia. This is becsigsificant structural breaks affect the
size of parameters and the forecasts based on plagameters. Further, we suggest that
policymakers should enact policies that targetrduuction of volatility, risk perceptions
and uncertainty. At the macro level, fiscal authyand the central bank should use both
monetary and fiscal policy to smoothen the credppdy to the economy. This strategy

will improve macroeconomic and financial stabiliyg the risk premium decreases. In
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addition, low inflation volatility and hence lessagertainty will translate into smaller
changes in average spread in the long run. Ouidtreaggests that maintaining small
interest differentials will help to reduce the age size of interest rate spreads. Finally,
our empirical evidence agrees with evidence frommwley (2007) and Beck and Hesse
(2009). These authors find that nominal interede,ranflation and risk premium,
AM2/GDP and economic growth are some of the detamthat influence the size of
spread in Namibia. This implies that changes inatiitly, risk perception, economic
growth and financial depth determine the changespofads, which bring the demand and
supply of financial intermediation into equilibriurAdditionally, Hossain (2012) Barajas,
Salazar and Stiener (2000), Beck and Hesse (20@®)Majeri and Yunus (2009) have
established that a higher interest rate spreadweldping countries is mainly caused by
high operating costs and macroeconomic instability.
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Appendix C

Appendix C.3.1 Namibia Financial system: A brief overview
Namibia’s banking sector currently consists of eiganks of which five are retail

banks and two, specialized banks which are majonmed by the government. Overall
above on the hierarchy is the Bank of Namibia wh&cthe central bank and government
banker. Its main aims are to ‘support economic ¢inoand development, act as fiscal
advisor and banker to government, promote prideilgta manage reserves and currency,
and ensure sound financial system and conduct edon@esearch’ (Bank of Namibia,

2010). As indicated in the last essay that Nanb#ntains a currency peg one-to-one of
the Namibian dollars to the South Africa Rand. Aligh this arrangement exists, Allen,
Otchere, & Senbet (2011) point out that Bank of Maahas major influence on monetary

policy to some degree to pursue interest rate l@¥ierent from South Africa.

Commercial banks dominate the financial sector asnnienders to various
economic agents in the economy. Although banksigyzete in the Namibia Stock
Exchange, the stock market is largely dominatedniolstrial metals, food and drugs,
retailers and mining companies. As a result, comsiaebanks are major financiers of
economic activity in agriculture, construction, méacturing and the services sectors. The
bond market is dominated by government as the nissmer and attracts mostly
commercial banks, investment trusts, insurance amyp and stock brokers as
participants. For example, Vollan (2000) reveak tinost allotments at primary issue are
made to commercial banks which also makes manysbdegend on government treasury
bills.

List of Banks in NamibiéDecember 2013)

1. First National Bank of Namibia (Ltd.)
2. Standard Bank of Namibia (Ltd.)

3. Bank Windhoek (Ltd.)

4. Nedbank Namibia (Ltd.)

5. FIDES Bank (Ltd}°

5 FIDES Bank (Ltd.) and SME Bank (Ltd) are new ekshied in 2010 and 2012. These banks mainly lend
to SMEs and target enterprises in the economyoA#hfs analysis they are excluded in the sampéetdu
the fact their operations are yet small to makigaificant impacts on the spread. There is also NPOET
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Other banks (specialized banks)
6. Agricultural Bank of Namibia Ltd
7. Development Bank of Namibia Ltd.
8. SME Bank Ltd.

The stock market in Namibia is managed by the Nar#tock Exchange (NSX) which
was established in 1992. The Table 3.1 below shin@smarket capitalization of the
Namibia Stock Exchange (NSX) which illustrate a l@wel of liquidity. As the case with
stock exchanges in Southern Africa, many compdrstes] on NSX are dual listed to trade

on Johannesburg Stock Exchange (JSE) in Johanmgeshr

Table C.3-1 Namibia Stock Exchange (NSX) Marketi@dipation

Year | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 2010

Local market (N3 million)
Market 1728 2054 2492 28630 3820 4 781 5720 7126 7782

capitalisation

Listed 12 11 g 9 9 7 7 T 7
securities
Liquidity (%) | 1.96 1.86 106 2.62 7.00 6.20 5.15 258 1.72

Owverall market (N$ million)

Market 386617 | 460315 | 5735678 | 769585 | 1112542 | 1186365 | 736456 | 1047 527 | 1178 257

capitalisation

Listed 35 35 32 28 28 27 29 a3 33

securities

Liquidity (%) | 0.45 047 7.16 8.75 8.76 11.24 12.72 0.83 0.64
Source: NSX

While, on average, the Namibian’s banking sector loa describe as an oligopoly
market, it is also much linked to South Africa’sdncial sector. Fitchat and Ikhide (2002)
reveal that competition seems to be lacking amaagk® in Namibia. If it exists, it is
rather through advertisement and less through p@cel charges. Three out of the major
eight retail banks in Namibia are subsidiaries fisauth Africa while two are state-owned
banks which only lend to specific sectors suchgagalture and the development industry
which target SMEs, franchise and other upcomingepn¢neurs. Namibia’s strong link to

South Africa has many economics and financial benefbeit with some costs too. For

SAVING Bank which is part of Namibia Post and TelecHoldings, however, this is also very small asd i
major customers are pensioners and people witlititgss.
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example, free capital movements between the twontdes do less to encourage
innovation and development of the locals’ finanaiaérkets™® As for the last decade,
Namibia has become a net export of capital to S@ftica because their market is
relatively developed than local counterpart.

There are also well established non-financial ingtins such as pension institution
funds, insurance, and microfinance institutionst tearve as alternative sources for
liquidity to banks. According to the current revieawthe NFSS (2011}here are about 167
active registered pension funds, 18 long term sste companies and 186 microfinance
institutions registered in Namibia. Among the pensiund institutions, the Government
Institution Pension Fund (GIPF) is the main plaged accounts for about 70 percent of
assets of pension funds in the country. In moneyketa the most instruments are call
deposits, interbank loans and deposits, bank aaceps$, negotiable certificates of

deposits, and treasury bills.

In comparison to many countries, Namibia is spgrpepulated, only surpassed by
Mongolia. It is argued that due to the large scattgpopulation of Namibia, the costs of
running a banking business in Namibia are very Aigffhese facts in some quarter are
used to justify why interest rate spreads are g, hbecause banks need to take into
account the transportation and security costs air $preads. In addition, although there
are about seven banks in the economy, the realenpdwer concentrates on the top three
largest banks — First National Bank of Namibia liedi Standard Bank of Namibia
Limited and Bank Windhoek Limited. As shown in Taldl these three banks dominate the
banking sector as their total assets account faerttan half of all assets in the banking
sector. The data in Table 2 shows that there igla ¢toncentration of assets in the three
major banks. These three banks hold more than @@ pieof total assets with almost equal

shares of the loan market.

16 One the reasons that prevent innovation are tedawillingness from foreign institutions to sgenn
local training of human resources and money mat&eelopment. Although these measures are appligd wi
the aim to keep costs very low they have also dmatdge financial development in Namibia.

37 World Bank Quick Facts shows that Namibia hasfaserarea about 824.3 (thousands sg. km); popalatio
2.32 million; GDP Per Capita 6,600 (current US$tegory: Middle Income country. For world ranking o
least densely populated countries see: http://wwekiacom/sparsely.html
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Table C.3-2. Banking Industry Structure Year (2010)

Value Cumulative Cumulative
Rank [ 2= E UsD values ) %

Total Assets - Last available year 8,255,103 37,911,159 100

1 First National Bank of Namibia Limited 2,334,546 2,334,546  28.28 28.28

2 Bank Windhoek Limited 2,298,838 4,633,384 27.85 56.13
3 Standard Bank Namibia Limited 2,155,498 6,788,882 26.11 82.24
4 Nedbank Namibia Ltd 1,052,069 7,840,951 12.74 94.98

5 Agricultural Bank of Namibia - Agribank 217,343 8,058,293 2.63 97.62

6 Development Bank of Namibia 196,809 8,255,103 2.38 100.00

Data Source: Bank Scope. Table author’'s own coctibru

In order to gauge the amount of competition in baeking sector, we calculated
the Herfindahl-Hirschman Index (HHI) based on thensof squared loan market shares.
Herfindahl-Hirschman Index measures the size afigiin relation to the banking industry
and the level of competition among banks. The coteral interpretations of HHI are as
follow: the index below 1000 indicates a highly quetitive industry, between 1000 and
1,500 indicates un-concentrated markets; 1,500 @800 indicates moderates
concentration; and 2,500 or above indicate highcentration. The HHI = 2,930 which is
above 2,500 index value, indicates there is a Inngiiket concentration in the banking
sector in Namibia. The evidence, therefore, sugptire argument that there is lack of
competition which increases inefficiency which aseault manifests in the form of high
interest spreads. This index is used to test whettrapetition significantly affects interest

rate spread in the econometric model.

Table C.3-3. Herfindahl-Hirschman Index (HHI)

2010 2009 2008 2007 2006 2005

HHI 2442.2 24317 24565 2431.2 2461.3 2409.6
HHI* | 2930.4 2917.8 2947.6 2917.3 29534 28914

* Source: Author’s own construction.



Page | 186

FOR IMMEDIATE RELEASE

Appendix C.2

Bank of Namibia media release 22 July 2010

REF: 9/6/2
22 July 2010
Attention: The News Editor

MEDIA RELEASE

BANK OF NAMIBIA ENCOURAGES COMMERCIAL BANKS TO NARROW
INTEREST RATE SPREAD BY OCTOBER 2010

The Bank of Namibia has been inundated by media and public enquiries over the
reduction of the spread between the repo and prime rate, following recent media
reports and public statements surrounding this matter.

The Bank of Namibia has made it a requirement for all the commercial banks to
reduce the spread between repo and prime rate to 375 basis points before the end of
October 2010. The Bank of Namibia does not prescribe how and when this is
achieved, as long as the final deadline is met. In this regard, the Bank of Namibia
took note and commends Bank Windhoek for taking the lead to become the first
commercial bank to comply with the Bank of Namibia’'s call to narrow the spread
between the repo rate and prime lending rate to 375 basis points (from 11.25% per
annum to 10.75% per annum) effectively on the 8" of July 2010, well before the set
deadline.

All other commercial banks are further reminded that it remains a requirement to
continue striving towards narrowing the spread between the prime and the repo rate.

Ndangi Katoma
HEAD: CORPORATE COMMUNICATIONS

1850-2010

WEAIRS
BANK OF NAMIBIA

Issued by the Bank of Namibia Corporate Communications Division
Telephone number (061) 2835114, Fax: 2835932 or
Email: Ndanqgi.Katoma@»bon.com.na, www.bon.com.na
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Appendix C.2-2 Descriptive statistics and Unit Root test results

Table C.3-4 Pair-wise correlation statistics for thestfidifference variables, sample
1992:01 — 2011:12

ABase ARetail ARisk AM2/ Alnfla Alnt. AGDP AVol. AVol. ASA
sprd sprd pr. GDP Diff. Inf. Int. spread

ABase spr [k

ARetail 0.20* 1

spr (0.09)

AREESTEY 0.30*  0.04 1

(0.00) (0.53)

AM2/GDP [SKiX] 0.19* 0.03 1

(0.40) (0.00) (0.54)

Alnf 0.03 0.13* -0.01 -005 1

(0.61) (0.03) (0.86) (0.38)

lsplliss -0.06  0.01 -0.08 -0.01 0.06 1

(0.91) (0.89) (0.19) (0.91) (0.34)

AGDP -0.03 -0.20* -0.01 -0.12* -0.02 -0.04 1

(0.55) (0.00) (0.83) (0.05) (0.68) (0.45)

NGIES 0.07* -0.12*  0.12* -0.10* -0.10* -0.02 -0.15* 1

(0.09) (0.06) (0.08) (0.08) (0.08) (0.72) (0.00)

AN E -0.02  -0.02 -0.10* 0.03 0.07 -0.01 -0.11* 0.04 1
(0.96) (0.63) (0.06) (0.58) (0.28) (0.79) (0.08) (0.52)
NSNS 0.46* -0.15*  0.16* 0.15* -0.03 -0.02 -0.03 0.10* 0.11* 1
(0.00) (0.09) (0.01) (0.02) (0.59) (0.72) (0.55) (0.07) (0.09)

*indicates the 10% significance level.

Figure C.3-0 Interest rate spreads, macroeconomic andndial variables in first
difference

% change base spread % change retail spread
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% change in Unconditional Interest rate Volatility
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Appendix C.3-4 Residual and Stability Diagnostic Tests

Table C.3-5 Base spread Q* statistic with probaegdiadjusted for one dynamic regressors

AC PAC Q-Stat Prob*
1 -0.036 -0.036 0.3204 0.571
2 -0.027 -0.028 0.4971 0.780
3 0.030 0.028 0.7219 0.868
4 -0.019 -0.018 0.8122 0.937
5 -0.054 -0.054 1.5238 0.910
6 -0.136 -0.142 6.0539 0.417
7 -0.159 -0.176 12.281 0.092
8 0.061 0.039 13.210 0.105
9 -0.029 -0.029 13414 0.145
10 -0.001 0.000 13.414 0.201
11 0.019 -0.010  13.503 0.262
12 0.048 0.012 14.073 0.296
13 -0.023 -0.065 14.204 0.360

Table C.3-6 Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0.707426 Prob. F(2,227) 0.4940
Obs*R-squared 1.474224 Prob. Chi-Square(2) 8547

Table C.3-7 Heteroskedasticity Test: White

F-statistic 0.740237 Prob. F(43,194) 0.8785
Obs*R-squared 33.54550 Prob. Chi-Square(43) 4908
Scaled explained SS 294.4562 Prob. Chi-Squdye(4 0.0000

Table C.3-8 Variance Inflation Factors (VIF)
Sample: 1992M01 2011M12ncluded observatior

238
Coefficient  Un-centred Centred
Variable Variance VIF VIF
C 0.000818 4.866403 NA

INF 0.000905 2.178071 1.810222
ABank rate 1.936935 1.783333 1.782303
ASA sprd(-1) 0.004378 1.667112 1.561798

Int. Diff.(-1) 0.005175 1.474540 1.439261
AM2/GDP(-1) 0.009024 1.248832 1.227664
ABase sprd(-1) 0.004324 1.648056 1.601241

ARISK 0.003648 2.692820 2.485641

D9908 0.001258 5.474075 1.529361
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Fig.C.3-1 Recursive Least squares test for parameters stability in the base spread eq.
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Fig. C.3-4 Leverage plot Base Sprd vs Variables (Partialled on Regressors)
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CUSUM test results shows that with the inclusiomlofmy variables in both equations the parametavs h

become statistically stable

Residual and stability Diagnostic Tests Retail spread Equation

Table C.3-9 Retail spread Q* statistic with probabikti@djusted for one dynamic
regressor.

AC PAC Q-Stat Prob*
1 -0.012 -0.012 0.0336 0.855
2 0.017 0.017 0.1009 0.951
3 -0.086 -0.086 1.9090 0.592
4 -0117 -0.120 5.2187 0.266
5 -0.114 -0.117 8.3915 0.136
6 -0.017 -0.028 8.4634 0.206
7 -0.024 -0.045 8.6037 0.282
8 0.011 -0.027  8.6330 0.374
9 -0.035 -0.069 8.9296 0.444
10 0.045 0.016 9.4338 0.491
11 0.060 0.050 10.347 0.499
12 0.097 0.085 12.710 0.390
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13 0.028 0.027 12.904 0.455

Table C.3-10 Breusch-Godfrey Serial Correlation Thkt;

F-statistic 0.516682 Prob. F(2,226) 0.5972
Obs*R-squared 1.078728 Prob. Chi-Square(2) 3158

Table C.3-11Heteroskedasticity Test: White

F-statistic 0.892835 Prob. F(41,195) 0.6578
Obs*R-squared 37.45873 Prob. Chi-Square(41) 2886
Scaled explained SS 38.08430 Prob. Chi-Squire(4 0.6009

Table C.3-12 Variance Inflation Factol®/IF) retail

spread Eq.
Sample: 1992M01 2011M12ndluded observatior
237

Coefficient Un-centred Centred
Variable Variance VIF VIF
Constant 0.000889 1.154140 NA
Inflation 0.002957 1.889105 1.817837
ASA sprd(-1) 0.005105 1.433719 1.428555
AM2/GDP 0.020016 1.489899 1.481368
ARetail Sprd(-1) 0.006121 1.538727 1.522749
ARetail Sprd(-2) 0.002947 1.756569 1.756404
AGDP(-1) 3.852947 1.256278 1.219135
VOL. Inflation 0.018151 1.145555 1.139618
D0708 0.011880 1.648231 1.522867

Stability Diagnostic tests

Fig.C.3-5 Recursive Least Squares test for parameters stability (retail spread equ.)
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Fig.C.3-7 Recursive Least Squares individual parameters stability test retail spread eq.
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Fig.C.3-8 Leverage plot Retail spread vs Variables (Partialled on Regressors)
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Table C.3-13 Augmented Dickey-Fuller Unit Root Test

Variable t-statistic (Level) Crit.-value 5% Observations

Base spread -2.25 2.87 238
Retail spread -1.45 2.87 238
Risk premium -3.00* 2.87 238
Inflation -2.26 2.87 238
Interest Diff. -1.97 2.87 238
GDP -3.55* 2.87 238
Reporate -1.42 2.87 238
SA spread -5.93* 2.87 238
Vol. inflation -4.83* 2.87 238
Vol. interest rate -4.50* 2.87 238
Primerate -1.08 2.87 238

M2/GDP -1.60 2.87 238

Note: MacKinnon (1996) critical values, Minimum &2 Maximum lag =14.
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CHAPTER FOUR

Simple Spread-adjusted Taylor Rule (STR): Empirical evidence

‘Financial stability is part of the ‘genetic coad'central banks and the uncertainty
of the last five years has proved that it has cguseces for different departments
and functions, in particular monetary policy. Theelbetween monetary policy and
financial stability has blurred as central bankseh&een forced to intervene to
maintain stability and confidence in markets.Gaodhart C. (2013).

‘An important question is whether and by how muabmetary policy should adjust

to financial market disturbances to prevent spiéroto the rest of the economy.
[...] one possible approach to adjusting the systemmmponent of monetary policy

would be to subtract a smoothed version of thisagifrom the interest rate target
[...]Such an adjustment has the advantage of beinge moansparent and

predictable than an arbitrary or purely discretigredjustment.’ (Taylor, 2008, p.

3).

4.1 Introduction

Financial instability resulting from the recent 362009 financial crisis has once
again revived the debate about the implementationametary policy such as the standard
Taylor rule. As part of this debate, Curdia and \Woad (2009), McCulley and Toloui
(2008), and Taylor (2008), proposed a simple ST&® #eems to adequately respond to
economic and financial disturbances. This innovatwas deemed necessary so that
monetary policy rule can perform its main task vkhis to guide the implementation of
monetary policy strategy in normal and abnormaksmit is widely acknowledged in the
last decade that the ‘Taylor rul®y John B. Taylor (1993) has made the subject of
feedback rules very popular among academic ecomomil central bankers. Taylor rule
has influenced monetary policy framework and themwnication of monetary policy to
the public. Underlying advantages are that monetaojicy rules convey greater
information which has increased transparency, césdenhe public interests in the
implementation of monetary policy, and simplifiechet process of economic

stabilization*>®

Historically, monetary policy rules evolved fronxdd-exchange rate targeting,
nominal income targeting, money growth targetingiriterest rate targeting regime.
Accordingly, this effort to revise current monetapplicy rule is a continuation of

138 Monetary policy rules show with simplicity how ¢eal banks go about to stabilize the economy in the
short term. Taylor & Williams (2011) reveals that the past 25 years the general public have becoone
familiar with the systematic behaviors of centrahk as result.
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monetary policy evolution so that it can adequategponds to macroeconomic shocks on
multiple fronts. There are challenges that face enognonetary policy and these include:
how to stimulate economic growth when nominal poliarget is near zero level; how to
respond to rising financial instability in an eronment of low stable inflation; and how to
fight inflation in the face of tight credit conditis in the financial sector. For example,
monetary policy in a low stable inflation environmhenduces growth of asset price
bubbles which if it continues unencumbered, it vg#nerate financial instability and
destabilises the economy as a whdfe.

STR is proposed to address the inadequacy of sthfidglor rule — a near strategy
loosely followed by many central banks to set thieriest rate target. In this study we
empirically estimate and examine the posterior reeamd the posterior densities of this
rule. Spread-Adjusted Taylor is proposed by Taya®08) and McCulley & Toloui (2008)
and theoretically calibrated by Curdia & Woodford0Q9), Hirakata, Sudo, & Ueda
(2011), Teranishi (2011) and Sudo & Teranishi (9008TR adjusts downward the
nominal policy target in response to tight credinditions as a result of rising spread. For
example, STR may be useful in response to an edongimck which increases external
finance premium and eventually slows down econaawtovity. Proponents of STR argue
that it can mitigate the effects of economic shbgkadjusting the nominal policy rate

downward by less than one percent or equal to engept change in the credit spread.

Many researchers ponder at the question about wif@mation is missing or
neglected by the standard Taylor rule. Taylor iiglevell known to emphasise the price
stability as an overriding goal for monetary polistabilization. However, it has been
exposed that the price stability is not a sufficieandition for financial stability. Thus,
Curdia & Woodford (2009), Taylor (2008) and Tesdmni(2011) suggest that the standard
Taylor rule should be adjusted so that it incluadmancial indicator such as spread (credit
spread) as an explicit target variable to which etary policy responds in a systematic
manner. According to their works, there are ecowodisturbances although not posing
inflationary danger, they however increase equiiiorspread which contract the supply of
credit. Aside from the debate about monetary polidgs versus discretion policy in the
literature, many economists that advocate for the-lbased monetary policies such as the

standard Taylor rule concedes that current monggaligy rule that weight inflation and

%9 See also Bayoumi et al. (2014, p. 4).
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output seems not to work effectively in the faceio@ncial instability*°® The problem is
now recognized that it goes beyond the insufficienthe feedback rules. As Blinder
(2013, p. 238) indicates, ‘it is all about the sut€. Blinder argues that spreads are very
important because they ‘provide an objective, nicaémarket-base measure of financial

market distress.’

4.1.2 Main Objective
Curdia and Woodford (2009) and Teranishi (20ptpposed a monetary policy

rule that responds to equilibrium spread with pastem valued, € [—1,0).161 Our
objective is to estimate the posterior parametdueg of the simple STR using the
Bayesian linear regression methdiWe used Bayesian method so that we can make use
of available information about STR model. It is Wkhown that classical maximum
likelihood method (frequentists) ignores any pkopwledge about the model that is being
measured. The advantage of using Bayesian anaysiat: it combines prior information
we have about the model with the sample data inlikehood function to estimate
posterior means for the parameters in the modeénstudy. We used data from South
Africa (SA) with the sample period that starts frdanuary 1991 to December 2011. This
sample covers both pre- and inflation-target regopegod in SA. We combined the prior
information about standard Taylor rule and Spredjdsted Taylor Rule with data to
estimate what these parameters would have beemseippe central bank in South Africa

responds systematically to equilibrium spread.

The chapter proceeds as follows: section 4.1 statitsthe introduction; section 4.2

reviews the literature which discusses with moryetability vis-a-vis financial stability

%0 The demand for rich financial model(s) that inasdinancial friction gave the impetus of spreajisted
and credit policy rules which cater for much of thiormation that should be incorporated in the atary
policy decisions. Of course, we acknowledge thé is not the first time call to adjust the Taylore.
There were other calls like the call to includesagsice, or exchange rate in the policy rule agpwiated out

in our main conclusion of chapter one of this theSiome feedback rules were rejected e.g Taylerwith
exchange rate; Taylor & Williams (2011, p. 834¥licate that feedback rule with exchange rate béll'too
herky-jerky’, this negatively feed into the econamnother important policy proposal is the Creditippl
feedback rule. This is an independent rule diffefesm Taylor rule and it is aimed at stabilizingdncial
sector in the same way that Taylor rule stabilipegput and prices. It emerged in recognition of the
importance of financial frictions in determiningosmmic activity.

11 Nominal interest rate target should be loweredmtredit spread increase by one unit or less thamita
change in equilibrium interest rate spread to pmevarther credit supply contractions from the nicpi
equilibrium interest rate spread.

%2 As in the present case, these parameters arenedttirough calibrations of dynamic stochastic gane
equilibrium (DSGE) model; however, in this study ae&imate this parameter of spread adjusted Tayler
and observe how close they are to the values peopiosthe theoretical models. In addition, our gdaar is
estimation of parameters values and models congpabistween STR and standard Taylor rule.
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goals. We discussed optimal monetary rules fronsébalds’ inter-temporal optimizations
and advantages of using simple monetary policystutgection 4.3 -4.5 present the results
from the simple STRs and finally concluded with whee have learned from this
exploratory analysis. As with Ball (1999) we poiotit that our analysis emphasises
empirical evaluation based on data rather thanm@btirules from agents based inter-

temporal optimization models.
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4.2. Literature Review on Monetary Policy in the face of Financial

Instability
One of many important lessons learned from the alléibancial crisis of 2007-

2008 is that price stability does not guarantearfaial stability. Hence, it is possible to
experience excessive financial instability in anissnment characterised by stable prices
(i.e. stable inflation). Goodhart (2013, p. 1) weg that after the recent financial crisis,
central banks have taken the goal of financialiktalseriously, and therefore there is a
need to rethink the construction of the monetarjcpcstrategy in place. He asserts that:
‘the line between monetary policy and financiabdtty has blurred as central banks have
been forced to intervene to maintain stability @odfidence in markets® The idea that
price stability should remain a primary and ovemgd goal for monetary policy is
undermined by the insufficiency of standard monepaiicy framework which was unable
to address financial instability in the financigtem. This deficiency resulted in a clarion
call by many researchers to amend the standard targngolicy framework that elevates
price stability above financial stability. For expl®, Villa & Yang (2011) proposes
independent credit policy that should be used tengthen the response of inflation
targeting monetary policy in the face of financimstability. Currently, there is
proliferation of monetary policy rules aimed atitakinto account financial conditions
such as financial imbalance indicators, financiedss and interest rate spreads to address

financial instability within monetary policy framenk.

Schwarz (1998) and many others argue that pridalityais the pre-requisite or
sufficient condition for financial stability. It ipursued as the main long run goal for
monetary authority to determine the level of inflatwhich is compatible with efficient
utilization of economic resources. Furthermorés eissumed that central banks essentially
maintain price level stability in order to ensuneahcial stability which promotes sound
banking through proper valuation of assets. Fomgie, Issing (2003) argues that stable
prices with properly focused monetary policy witiseire stable financial markets. Issing’s
argument demonstrates why many central banks el@vhe goal of price stabilization
above other goals of stabilization. Price stabijoal was and is still pursued with vigour
based on the understanding that when achieved|liguarantee the financial stability in
the financial sector. Additionally, price stabiliprevents consequential outcomes of high
and volatile inflation or deflation. Issing (20080d others well noted in the literature that
high and volatile inflation presents an environmefor fraud, corruption and

mismanagement of financial resources. However, d¢batrary is less emphasised.

183 See also (Reichlin, 2013).
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Experience now shows that price stabffifyalso bleeds excessive leverage and assets
overvaluation which eventually threatens finansigtem through financial instability. For
example, the period of great moderation (i.e. 2P006) gave birth to overconfidence and
over leveraging of the financial sector in advancatl emerging economies. The
unwelcome events that followed the financial crizi2007-2008 showed that we need a
robust monetary policy rule. We believe that sudle must systematically and explicitly
take into account financial instability indicatasch as spreads and financial imbalance in
monetary policy reaction function. In addition, theancial crisis showed that financial
system can also be undermined or compromised bgyoetigs disturbances originating
independently from inflation or deflation e.g. gawment debts® Although pre-crisis
literature such as Issing (2003) show that findnetability and monetary stability
reinforce each other, there was lethargy from edfanks to explicitly integrate financial
indicators into monetary policy rules. Thus, themam of the STR is to adjust standard
Taylor rule such that it takes into account exgiicimportant financial indicators in the

financial sector.

Issing (2003) and Palley (2003) revealed earlyreffto integrate financial stability
In monetary policy reaction function. These authbustrated in their work how central
banks tried to improve monetary policy frameworkl &low to remedy the weaknesses of
inflation targeting strategy. For example, Issi@fd3) argued that we need to understand
that there might be some trade-off between priabildy and financial stability objectives
as introducing financial variable in monetary pwpliwill produce conflicts between
inflation targeting and financial stability goal8lthough there might be conflicts in
targeting price and financial stability concurrgntlecent events have shown that the two
objects need to be co-ordinated in the monetaricyairategy without waiting for one
goal to be achieved before the other goal is athiCurdia and Woodford (2009) and
Teranishi (2011) revived the subject of monetarlcgan the face of financial instability
with the proposal to add smoothed deviations ofldgum spread to the standard Taylor
rule. STR is just one among many proposals of faekilrules designed to address
economic and financial shocks that create finaniatability either in low inflation
environment or in an environment where credit cbodiare tight and inflation creeps

around in the corner. Similar proposal includesredit policy that is independent from

184 Borio & Lowe (2002) claim that success can breeerconfidence and banish doubt, sowing the seed of
its own destruction.

%5See (Nolan & Thoenissen, 2009) for the discussibout financial structure shocks as an independent
source of volatility in quantitative models.
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standard Taylor rule but complementary in the roissio stabilize prices, output and

financial sector.

Bauducco, Bulir and Cihak (2011) argued that mayepalicy that responds to
credit conditions instantly will trade-off more vavility in output and inflation as
compared to the standard Taylor which only respaadsflation deviation from the target
and output gap. Bauducco, Bulir, and Cihak (20Efned financial condition indicator as
the rising of default rate; and in this paper tlatered monetary policy so that it can
responds simultaneously to price and financialiktyabUsing a new-Keynesian model in
DSGE their result suggests that monetary policg mnended to respond to financial
shock can militate against the effects of finananstability. However, Bauducco, Bulir
and Cihak (2011) did not explicitly indicate hownt®l bank will go about to forecast the
default rate that will prevail in the future persods to calculate the forecast errors that
should be included in the policy reaction functiéuorthermore, they have not provided a
motivation or justification why the default rategs@sses a random component which plays
significant role in determining the success of fhadicy innovation. Thus, it is a challenge
to use this default indicator in the credit polisy that it can provide real guidance on

monetary policy in a practical environment.

Curdia and Woodford (2009) and Teranishi (2011anexed the success or
welfare gains from STR. In these papers, the astl@amined how STR improves
household welfare as compared to the standard Meyl® without credit spread. Teranish
(2011) theoretically analysed optimal monetary @oladjusted with credit spread in the
dynamic stochastic general equilibrium (DSGE) witbterogonous loan contracts. He
finds that STR is optimal in the new-Keynesian moaigh heterogonous loan contracts.
STR produces welfare with minimum loss as compaoedaylor rule that does not take
into account spread. However, he revealed thatsitpe for spread’s coefficient in the
optimal monetary responses is ambiguous. Terar®il) concludes that the sign of
spread in optimal monetary policy response is datexd by financial structure that is, the
cost channel and transaction cost in which theidsince occurred.

Taylor (2008), McCulley & Toloui (2008), and Curdand Woodford (2009)
explored the ways of modifying monetary policy $attit can sufficiently respond to
inflation and output in the face of financial insiéy. Curdia and Woodford (2009) gave
a detail analysis on how monetary policy with sgreauld respond to various economic
disturbances. In this analysis, they examined aoegsal: the spread in the Taylor rule.

Firstly, they examined the impact of adjusting ttendard Taylor rule with changes in
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level of credit spread. Secondly, the effects afigispread deviations from the trend as an
additional variable in the monetary policy rule.eTalgebraic presentation of the spread

adjusted rule is as follow§®
Re=m"+1r"+0,(m;, — ") + 0,(y; —y") — 0w, (5.1)

Spread-adjusted Taylor rule (STR) is fundamentsiltyilar to standard Taylor rule
with one difference in the last term. The policgtmment is the usual short-term nominal
interest rate which represents a target set byaldminks. As in the standard Taylor rule,
central bank raises nominal rate when inflatiomb®ve the target and output above the
potential trend. In addition, central bank expliciowers the intercept in the Taylor rule
by changing the interest rate spread to preventt tigedit condition from rising
equilibrium credit spread which increases finandiatability. Curdia and Woodford
(2009) show that STR helps to maximize average anelin the DSGE model. Other
things being equal, a positive increase in interats spread will suggest that central bank
will adjust downward nominal target by less thare grercent change of the spréfd.
Interest spread is important because it is at #athof monetary transmission mechanism
as it was shown by wide spread effect in the credihch and the subsequent sovereign
debts crisis. As shown by Bauducco, Bulir and Cilf2@11) that in the presence of
deteriorate conditions in the financial system,ti@rbanks will adjust the rule by changes
in the spread. This intervention will produce diffist outcomes as compared to the
standard Taylor rule without spread. Financial iitgbs therefore recognised by many as
equally important goal that should be explicitlgluded in the monetary policy rule. This
can be done by choosing a target that recogni$ieemee of variation of credit spread or
the variation of private sector credit. Monetaryigostrategies that incorporate financial
information should clearly define the variablesttishould form parts of the reaction
function. In addition, central bank should deteremvhether the financial targets should be

defined in deviation or levels.

Curdia and Woodford (2009) analysis used the cregittad defined as the
difference between deposit rate (which is assumdzttequal to policy rate) and the prime

lending rate. Credit spread enters the monetangypalle either as level or deviation from

1% wWe discussed the model in detail explaining theapeter and variables in the methodology. The
variables can be interchanged from level of spradkviation of the spread from the time trend.

87\We agree that Tinbergen Arguments against thedatdnTaylor rule are still applicable to STR. Issin
(2003): (i) one instrument -one goal, Tinbergemispine instrument should be assigned for one divjecii)
division of labor who is to do the job central bamkanother independent institutions (iii) Confli@rises
when trying to achieve both objectives at the s@ime hence central bank should indicate the degfee
preferences, (iv) the chance of calling for mofftation which seems to be the unpopular thing to do
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the trend. Curdia and Woodford (2009) theoreticadlysis shows that credit spread
deviations produces better results than usingabel bf credit spread. This result is similar
to Teranish (2011). However, it does not dependherfinancial structure of the financial

system.

Hirakata, Sudo and Ueda (2011) examined the subjespread adjusted Taylor
rule in Japan. In this paper Hirakata, Sudo andal@011) showed that the performance
of STR largely depends on how shocks such as fiakaad total productivity shocks
influence credit spread. Thus, in the event wheffeigncial shock increases the external
finance premium the STR will minimize (dampen) effeon household welfare, but this
depends on the weight attached to credit spreaboigeholds. The work of Teranish
(2011) suffers from two caveats. Firstly, creditegul deviation or smoothed spread are
non-observable variables; secondly, the elastmitiiousehold responses to spread is not
constant but rather depends on the level of debtsdhold owned. In addition, other
factors such as the recognition and implementdéigs; and low inflation may prevent the
successes and impact of the STR. For example, titeea are no immediate threats to the
goal of price stability central banks may not agtfenough to prevent credit contraction
by equilibrium spread in the economy if price difbremains a perceived guarantor for

financial stability.

Borio (2004) and Borio & Lowe (2002) argued for netary policy to incorporate
aggregate credit in order to address the weaknkssuroent monetary policy in the
presence of financial instability. They argued themple standard Taylor rules that set
nominal policy rate target so that inflation ratél ive close to its target are less optimal on
many occasions. Hence, central bank should incatpanore financial information such
as financial imbalance indicator in the simple d&d Taylor rule. Additional financial
indicator is needed to capture important infornratiehich may not be represented by
inflation and output gap indicators. Borio & Low2002) suggest the financial imbalance
indicator as alternative because it contains uisefarmation about future developments

in the financial system.

4.2.1 Optimal rulesversus Simple policy rules
Estimating monetary policy rule usually raises dgjuestion of how optimal is such

rule in comparison with other existing rules. There vast numbers of studies that
compare simple monetary policy rules with optimales derived from inter-temporal
optimization models. From the central bank perspecbptimal rules are justified on the
ground that the monetary rule chosen and appliedlglyield optimal results i.e. minimal
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welfare losses and induce small variation on futatgput as well as consumption.
However, most monetary rules used in practice amgple policy rules that capture
observed behaviours of central banks. Simple moypetaes are robust and perform
statistically well in contrast to optimal rules. &mgs & Smith (2012) assert that simple
policy rules fits data and provide clear information the success of the simple monetary
rule than the complex rules from welfare optimiaati Simple monetary policy rule are
easy to implement and communicate to the genetalgoiHowever, successes of simple
monetary rules are subject to data revisions andsorement error$?® It is argued by

many researchers that they are too simplistic anteimes less realistic.

Optimal monetary rules which take into accountftiietheoretical structure of the
general equilibrium are complex in nature. One namantage is that optimal rules can
help to build a tractable monetary policy framewahkd are also useful to perform
counterfactual analyses. However, Taylor & Williarf2011) claim that the benefit or
information advantages from large optimal rules aeey small as compared to simple
monetary policy rules. Ball (1999) examined thecedht rules which minimize inflation
and output variances. He finds that efficient rulies a better job on the variances of
inflation and output as compared to nominal GDetng. However, he found that in a
backward looking model, Taylor rule as specifiedhwiveight of 1.5 on inflation and

output are inefficient as compared to Taylor rulhwnore weight on output.

4.2.2 Augmenting monetary policy ruleswith Assets prices and exchangerate
As we indicated in the introduction of this chapteere are other important factors

that have been considered for inclusion in the rtagepolicy rule i.e. whether systematic
reactions should be called for in order to achipkiee and financial stability. Of course,
most of these alternatives are aimed at improvingepstability rather the financial
stability which is our main point of discussion. this section, we briefly discussed two
alternatives of augmented Taylor rules: one witketaiprices (i.e real estate, stock prices),
and second with the exchange rates. We point @uintiportant roles of asset prices, and
the weakness of adjusting the Taylor rule withdhkset price and exchange rates.

Firstly, augmenting Taylor rule with changes in esgrices is one of the

alternatives overwhelm discussed in the literatuse® Lansing (2008), (Mishkin, F. S.,

188 See Stuart (1996) and Taylor & Williams (2011) ésample, CPI, RPI and GDP deflator are all measure
of inflation; however, some measures include corepts that are distorting the true movement of the
inflation indicator. Secondly, the simple monetanjes use expected future inflation: but there s n
agreement on how much in the future should be dedun the simple monetary policy rule.
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2007b), Malkiel (2010), and (Borio, 2004Y.One clear example of asset price implication
to financial instability was manifested by the s#itaphic consequences of asset price
crashes in the last global financial crisis. Agsates had an inedible role in the 2008-2009
global financial crises by weakening balance shekti®ancial institutions and households
through deteriorating net worth and financial disses. Empirical evidence showed that
asset prices lead to increases in wealth whileréirerse of asset prices level results in
sharp declines in economic activity worldwitl® Given the important role asset price
channel, many economists argue that central banésld react systematically to asset
prices in addition to inflation and output gap. Fexample, Mishkin (2007b, p. 15)
indicated that many economists suggest that ‘moyelicy should react to asset prices
changes when changes in the prices provide useifidrmation about the future
development inflation and future path of the ecowonfProponent argues that when
monetary policy take into account the asset prigables this prevent the spillover effects

when the asset prices bubble bust.

However, there are serious weaknesses associatedadjusting or augmenting
Taylor rule with asset prices such as real estadestock prices. Malkiel (2010), Goldstein
and Weatherstone (2010) argued that asset pricigmsients are difficult to recognize in
advance. Practically, it is rarely that central ki3, financial regulators and governments
know that asset price bubbles exist or developnthé financial market. Even those that
claim to know in advance they rarely present cotivig evidences rather than
speculations. Furthermore, there is no reliablehodtlogy how to tackle bubbles and
associated misalignments effectively as interest male may be a blunt tool to do the job.
Therefore, this uncertainty about when asset prares misaligned and time lag from
recognition to reaction to the anomalies in asseep may prevent monetary policy to
take into accounts the changes in the assets phaestherefore unclear when monetary
policy should respond and which assets should Ipsidered for this role in the Taylor
rule. Some empirical works such (Keatings & Smi2h]12) suggest augmenting Taylor
rule with asset prices will leads worse outcomenth@ monetary strategy that
systematically react to inflation and output. Hentee monetary policy that aimed to
target asset prices in order to prick the bubblghtieven cause more damage by

accelerating the down fall and financial instapilihan the bubble itself. Although asset

1891 ansing (2008) specifically suggest Taylor ruléhrassets although be it address the price stabilit
179 Mishkin (2007b) pointed out that most serious eroit down turns in the global economy are assotiate
with financial instability.
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price have clear implication to financial instatyilihrough leverage of both consumers and

financial institutions this is not clearly the casih exchange rates.

Bouyami, Laxton, Kumhof and Naknoi (2004) emphadittee benefits of exchange
rate in monetary policy formulation, because ofatslity to change relative prices of
goods in the presence of price rigidities. Excharages are shock absorbers of the effects
from the rest of the world to the domestic econofiherefore, their inclusion in monetary
policy rule is very important as it may help aclaetie goal of price stability. It is argued
that the advantage using exchange rate as an@uthtiget to augment monetary policy
rule. However, exchange rates naturally fluctuated explosive volatile to form a stable
indicator for monetary policy decisions. MishkirD@b) indicated that exchange rates are
important prices as the depreciation can causeiveainancial instability triggered by
ensuing financial crisis. He also argued that erge rates excessively fluctuate
compared to others indicators such as interestg@teads. Hence, this incorporation of
exchange rate will make monetary policy less trarspt and obscure to the general public
which it want to serve in the first place. Othsugh as Taylor and Williams (2011) argue
that responding systematically to exchange ratéisméake monetary policy too ‘herky-

jerky’ and this may create instability in its owrent to the economy.

In all, while it is true that central bank and goveent care about the role of
exchange rate and asset prices this is primarilyhi® goal of price stability. Hence, there
are significant weaknesses on implementing thesenatives in order to achieve the goals
of price stability and financial stability. Some thfese indicators do not fit directly the
characteristics desired for an indicator that stidofm part of systematic monetary policy
rule. For example, exchange rate prices are nadcttly concerned with financial
instability but rather they affect the real sedtwreby impacting price stability. Monetary
policy with asset price or exchange rate are notaasparent as the spread adjusted Taylor
rule.!” Empirically, these innovations to augment monetpojicy might be easy to
estimate with classical regression methods. Howetley might be too difficult to
estimate using Bayesian method because they ladksprinformation on what should be
the prior means and variances in the likelihoodatfiom. Therefore, these indicators are not
easy to follow by the general public therefore thapnot serve as communicating devices

in sending the message as to what central intertdidg.

"1 This means that while it may be easy to estimateame up with the policy parameters for assetepri
and exchange rates it may not as transparent coroating to the general public as the case withsfiread.
For spread, it clear that central bank will systecadly adjusts the target when spread by less thas
percent when spread increase by one percent abevarget.
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4.3. Methodology: Bayesian Structures, STR Model and Result
Presentation
Our method of estimation and analysis in this obiaps the Bayesian linear

regression method. The aim is to derive Bayesaampeters by combining the sample
data and prior information about the STR model #gec by Curdia and Woodford
(2009).1"2 Taylor (2008), McCulley & Toloui (2008) consideratie desirability to
incorporate equilibrium interest rate spread in stendard Taylor rule model. The spread
augmented Taylor rule forms the economic model whepresents the likelihood function
that will be used in the Bayesian estimation. Blgenomic meaning and relevance of
standard Taylor rule is discussed in the last gectiHence, this section starts with brief
descriptions of the structures for Bayesian ans)Jyand these are: prior distribution,
likelihood function, and the posterior distributioe discussed the Bayesian estimators
used to obtain posterior means, priors selectioth rhes of prior information in the
posterior parameters. Finally we present the posteesults and inferences of the

posterior distributions.

4.3.1 Bayesian Linear Regression structures
According to Bolstad (2007) Bayesian inference pdaces depart from classical

regression methods by utilizing what is called piner beliefs or initial information about
the process being measured to obtain posterior Impdebabilities for inferences.
Meanwhile classical regression methods such as MkEmphasize the sample data while
neglecting prior information available or alreadyolkvn by the researcher. Bolstad (2007)
asserts that ‘throwing or ignoring this prior infaation away is wasteful of useful of
information.” Essentially, prior information are portant in empirical analyses because
they represent the researcher’s past experiengesing theories or empirical evidence
form past literature. For example, theoreticalréitare suggests that monetary policy
reacts negatively to interest rate spread and ésponse parameter falls in the range or
class interval of [0,1] in absolute terf{dIn addition, Taylor rule principle suggests that
interest rate should rise by more than one and pattent to keep monetary policy
effective when inflation increase by one perceritisTinformation can be used as prior
beliefs for scale parameter and prior density westimating the STR. Bayesian method

172 5ee Curdia & Woodford (2009) for detail derivativom inter-temporal utility maximization and weléa
analysis. In their paper the spread-adjust Tayite is stated in current term (n=0). We argue Wia¢ther
we use one lag or current term, this does not ahdmg fact that output and inflation are generallgilable
with the lag. Hence, STR in their paper is backwaoking model.

178 A value of zero means spread not part of thewiide one implies that one percent increase irsiread
results in a cut of the same amount to target.
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combines prior information using a single tool edliBayes theorem to generate the

posterior distribution of parameter values in theded.

Empirical researchers that used Bayesian methogsha&size the advantages of
Bayesian over classical regression methods. Aaegrtdi Bolstad (2007, p. xxi) the main
advantage of Bayesian method is that it relies emgle tool the Bayes theorem which is
used in all situations. This is unlike classicaltimoels which are clustered with so many
formulas to obtained fixed parameters. Other achgad are that, Bayesian method can be
applied in the face of small sample size. Bayesaronvenient when the specified model
has many parameters to estimate —e.g. VAR systemhen the parameters of the model
are not constant over sample period. Another adganis the fact that the Bayesian
method use prior information about the processgoeieasured rather than solely depend
on sample data information to calculate the pasteparameter values of the model
understudy. In all, Bayesian posterior probabdgitielp to account for parameters
uncertainty and risk which are expressed as prbbablistributions rather than fixed

points parameters as the case in the classicaggign analysis.

Bayesian method has two main components combinegraduce results called

posterior distributions. These are:

(1) Data Likelihood function f (y|B), (4.2)
(i) Prior Distribution p(f), (4.3).

The prior and likelihood are combined based on Blages Theorem to form a joint

posterior distributiop(y, ). The joint distribution of data and parameteraesaibed as

r(y. B) « f(y|B)p(B), 4.4)

and the marginal distribution of the data

p = [ fIBp(BIB (4.5).

Finally, using Bayes rule we can form a posteristribution of parameters given the data

as follows!’*

_ BB
p(Bly) = LB, (4.6)

”(“ F;’“{ef Rule:(4, B) = p(A|B)P(B) = p(B|A)p(A), implying p(A|B)p(B) = p(B|A)p(A) orp(AIB) =
p(BlA)p(A
p(B)
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In simple terms, the probability denspyf|y) describes what we know abdyjtgiven the
sample data. For us to estimate this probabilitysdg by applying the Bayes theorem we

need to formulate prior beliefs abquis) and specify the parametric mogdly|3).

As is the case in the classical maximum likelihooethods, the Bayesian approach
uses the likelihood function which represents thapiecal or theoretical model that
describes the distribution of data for the giverapzeters or reflects the economic theory.

We write the likelihood function in the matrix fosnas follows:
y=Xf+¢€ 4.7),

y is a vector of nx1f is vector ofk x 1, X isn X k matrix with column 1 consist of ones,
and other elements of are fixed variables independent frem Further,eis ann x 1
vector of errorg~ N(0,,1,02). Koop (2003) defined the variancer(y|X) as follows
h = ¢~2 for convenience purpose. He argues that it is eoient to work with error
precision than the variance itself. So, the eresmtis rewritten as~ N(0,,, h~11,) with
I,xn @s the identity matrix. From the multivariate natrdensity, the likelihood function

can be written as:

L(yIB,0,X) = 2na?) 2 {5y — XB)' (v — XB)}. (4.8)

After rearrangement of terms in the brackets tlkelihood function is expressed as

follows:

L(yIB,h) = 277 (hz exp [-4(8 — B) X'X(8 = f)|) (12 exp[ %)) (4.9)

Well known estimators for OLS such as, OLS estiméio £, population variance? or

sample variance?, andv -the degrees of freedom are given here as folfdws:

OLS estimator fof = (X'X)"'Xy (4.10)
Variances? = 1 (y — XB) (v — XB) ors? =1(y — XB) (v — XB) (4.11),
and the degrees of freedam= N — k (4.12).

4.3.1.1 Priors
Aside from specifying the likelihood function, Bayan inference procedures

progress in the following logical steps to postedensities of the linear regression model.

175 See Hayashi (2000) Green (2003) matrix definitiohOLS estimators. Koop (2003) shows the algebrai
procedure how to obtain the likelihood from (4.8)(4.12). In as convection, théis usually dropped from
the conditional probability function.
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We start with prior information about the parametefr the model summarized in the prior
distribution. Choosing priors implies that we decidn what we believe are the mean
values of the coefficients in the model. There amany different forms of prior
distributions; however, some priors make the comuport of posteriors very complex and
cumbersome. We avoid these by choosmgmal or flat conjugate priors that are
straightforward to interpret and take the form timaike computational of posteriors easier.
It is also worthy to say that it is important thiaé researcher should be able to come up
with the likelihood function otherwise it is not $®ible to proceed further; while for the
priors, it is possible to use flat priors to feigmorance about the mean and variance about
parameters in the model. Prior distributions inthceesearchers’ beliefs and information
held about unknown parameters before looking toddwta. These beliefs are updated as
new information becomes available after lookingthe sample data. In this Bayesian
estimation we used three kinds of priors: non-imfative priors and informative priors
(this also known as flat priors and normal prioa)d empirical Bayesian priors derived
from pre-sample OLS estimation. Bagasheva, Fabéisi, & Rachev (2008) show that
prior distributions account for uncertainty anckreround the parameters; and thus, they
incorporate information necessary to estimate patars. Generally, it is convenient to
work with priors that come from same class of disiiions as the posteriors. These priors
are called Natural Conjugate priors. Natural Coajagpriors when combined with the
likelihood function yield a posteriors distributidhat have similar characteristics as the

priors. The joint prior distribution fg8 andh™* is given as follow!"®

p(B,h) = p(BlM)p(h) X8)
Blh ~N(& h~1V) (4.14)
h~G(s™1,v) (4.15).

Equation (4.14) is normally distributed with the ang and varianc&™'V, and equation

(4.15) is the Gamma distribution with the mean andvariance v. Hence, the joint prior
distribution for (4.14) and (4.15) forms the Norr@dmma prior distribution which is a
natural conjugate prior for the paramet@randh. Take note: the underscore notation is
used to distinguish hyper-parameters (i.e. the rparars before see the data) from
posteriors parameters (i.e. parameters after upglatur prior beliefs sample data). The

natural conjugate prior is noted as follows:

%6 The mathematical proofs of the these formulaegaren in Koop (2003) and Greenberg (2013). See also
Bolstad (2007) for further analytical solutions.
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BR~NG(B,V, 5% D) @1

The hyper-parametét is ak x 1 vector of coefficients, and is k x k priors variance-

covariance matrix. The parameterepresents the fictitious sample that is assunoed t
generate the hypermeters set by the researchereldefiking to the data. The researcher

chooses the priorg ,V, s”2 andv as priors information which are combined with the

likelihood function in order to form the posteristributions.

4.3.1.2 Posterior
The posterior is the ‘result’ which is the main @dij of interest in Bayesian

estimation. This is obtained as proportional pradefcthe likelihood function and joint
prior’s distribution. Posterior density summarizke information contained in the priors
and sample data about the unknown paramgtarsdh. Individual posteriors are obtained

from the marginal posterior distribution Gfh conditional on data which is given as

follows:

B,hly ~NG(B,V,s72,v) (4.17),
Whereby

V=W +xx)"1 4.18),
B=VVB+XXp) @1
T=v+N (4.20),
s~2 is implicitly defined asvs? = vs? + vs? + L2 (5.21).

VX1

As can be seen, the posterior distribution in dquna{4.17) is similar to the prior
distribution in equation (4.16) with both distribris drawn from a Normal-Gamma
distribution. However, the parameters in the poste are noted with a-bar on top to
distinguish them from hyper-parameters. This défeiation is necessary to indicate that
the posterior parameters represent updated panartéeg reflect information from the
sample data and prior beliefs. Equation (4.19) stimtthe posterior mean ffis a matrix
weighted average of information in the error prieciof the prior variancgV 1) and the

sample datX’X~1. These two components play a significant roleatedmining the value

the posterior meaﬁ. The weights are the proportions of the error igfrens to the
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posteriors precision. Lastly, we gave the postedistribution ofh conditional on the

sample data. This is given as follows:

hly ~G(s~2,7) (4.22).
The mean and variance lofgiven by:

E(hly) = 52, and

var(hly) = 2572 (4.23)

v

At this juncture, we briefly explain the roles amdplications of different priors in the
posterior distribution. We start with roles obn-informative priorsin the posterior
distributions. Non-informative priors are obtainbyg setting a larger variandéwhich
means thatV/ — oo ( i.e. more uncertainty about the posterior meanyj by setting the
pre-sample of the priar = 0. The former implies that when thét — oo, thenV~! = 0

in equation (4.18). Meanwhile the= 0 shows that posterior sample is equal to the data

sample in (4.20). Thus, in the case of non-infoiveapriors, V is completely driven by

information from the data sample. Similarly whéris very large (i.eV~!~ 0) the

equation (4.19) will also imply that the postennean E will equal tog from the data. In

summary, when we use non-informative priors thetgya@® parameters contain
information from the likelihood function only (i.¢he information from the sample data).
Therefore, arguably the results estimated underimimnmative prior's assumption should

be as close to the results from OLS regressiors iBhbecause the Bayesian estimator for

B under non-informative priors is the same as tttgnesor for £ under the OLS. The
Bayesian estimators given in equations (4.17) t@l(dillustrate the quantities involved
under informative prior's assumption. These norawadjugate prior distributions allows us
to combine it with likelihood function formulatedder normal conditions to analytically
calculate the posterior distribution which will alde a normal conjugate posterior
distribution as given in (4.14) and (4.15). For wemence in the estimation, there are
common procedures that Bayesian econometricianewfolo obtain priors for hyper-
parameters in (4.17). For example, a Bayesian euefr@cian can start with non-
informative priors; theory informative prior; ore&i©LS estimates fgf from a regression
run on pre-sample data. The advantage of non-irdoven is that the researcher
demonstrates that he is unsure of the exact pagasrtbie model should take. In the case of

theory based informed prior, we can use the paemetlues and variance which are
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already suggested in the theory and therefore gthey@mpact such priors on posterior

values.

4.3.1.3 Bayesian Models’ Comparison
The last Bayesian result for statistical inferenseswould like to discuss is called

the posterior odd ratio. The posterior odd ratidesived from the Bayes theorem, and it
shows which among many models analyzed by the neds&aare supported by the prior
beliefs and sample data. The ratio allows the rebeato make comparisons between two
or more models conditional on the sample datahis ¢tudy, we calculated the posterior
odd ratio so that we can compare between the T&lbe models as to which model is
supported by the prior beliefs and sample data.stdeg with the standard Taylor Rule
without spread as model one {hested into the simple Spread-adjusted Tayloe Rl
model two (M). The standard Taylor Rule is nested into Sprehdséed Taylor Rule
because the two models only differ by the last tegnm (5.1) which captures the interest
rate spread, while the rest of the terms in the efsodre the same. Simply the standard
Taylor rule can be regarded as the restricted madhl the coefficient on the spread set

equal to zero while STR is the unrestricted mo@leé posterior odd ratio is given by:

_ p(Myly)
PO = oty (4.24)
_ (P J f1(161,M)m(6|M1)dB,
POz = (Pz) (f fz(ywz,Mz)n(ewz)dez) (4.25)

The first term in equation (4.25) represents theé mtio whereby the, andp, are prior
probabilities attached to model one and model tWte second term is the ratio of the
marginal likelihoods from M and M. The posterior odd ratio (R is given by the
product of the prior's odd ratio multiplied and tlrarginal likelihood ratid’’ In the case
whereby the researcher attaches equal weightse(jieal probabilities pand p) on each
model the posterior odd ratio equals the ratio @fgmal likelihoods. The odd ratio is
interpreted as follows: a large value of RPQoints to empirical evidence in favour ofiM
that is M is better supported by the prior information amel $ample data; a small value of
POy, less than one indicates that, N6 better supported by sample data and the prior
information than M. Meanwhile, P@, around 1 indicates that both models are all eguall

supported by sample data and the prior information.

Having defined the Bayesian estimators involvethan Bayesian linear regression,

we are now ready to set values for the priors amdige the motivations for our prior

" The subscripts 12 in (P) refers to model 1 compared to mode 2.
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means and variances in the parametric model. Opiriad model is the Spread-adjusted
Taylor rule suggested by Taylor (2008) and McCuleyoloui (2008) and discussed in
the theory of Curdia & Woodford, 2009 (2009). Instlstudy we restrict our Bayesian
analysis to three forms of priors: non-informatpaors, theory based informative priors

and empirical Bayesian priors derived from OLS hssu

4.3.2 Simple Spread-Adjusted Taylor Rule
STR is described as the standard Taylor rule autgdemith another term ‘credit

spread’ (or simple spread) which adjusts nomindicpoate downwards by a fraction of
changes in the current credit spread. As givergimgon (4.26)R; represents the target-
rate (repo rate) which responds to inflation ratgtput gap and changes in the level of
spread. Thus, depending on the framework pursuedndiyidual central banks, we
assumed that nominal target rate is set in respongast inflation, output gap and current
spread level; or in the case of forward-looking tioeninal target rate set in anticipation of
that expected inflation will increase above thdaidn target, output gap forecast and
current changes in the spread. Teranishi (2011)Taydor (2008) show that the Central
Bank reacts negatively to spread in the money nhaokenprove economic conditions for
growth. Simple STR includes the spread as a fidmedicator which explicitly captures
financial information to achieve the goal of fin&icstability. Simple STR target and the

backward-looking STR are specified as follows:

R =0y + 0,(m, — ") — 0,(xt) — Oy STtarget) (4.26)
Ry =0y + 0, (i, — %) — O, (X)) — B¢ + U STRZA.
We explain the variables in the rule as follows:

R} represents the target repo ratgdexpressed as a monthly or quarterly percentage),
which is the nominal overnight repo rate for baekerves. Repo rate is the price at which
banks charge each other for overnight loams: inflation rate — this is a four quarterly
average consumer price inflation in percentage .terim= inflation target set by the
monetary policy committee in quarterly percentagyent (r;_,, — "), this is the deviation

of inflation from its target. We assumed that SAs e fixed-inflation target, although
practically, SA has the inflation target range e6%. So our assumption implicitly means
a fixed annual inflation target of approximatel$%. x;_, = (y; — y;) is the output gap

or deviation of GDP from its trend expressed inrtpréy percentage termy, = real GDP

8 This is central bank’s monetary policy rate reddrto as repurchase rate (repo rate) in the SoftbaA
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(400xlog) andy; = real potential GDP (400xlog). For simplicity, wssumed that; is the
long run aggregate output which matches full-emplegt and the natural rate of

employment.

Spread is our main variable of focus in the Taylde. Ao represents the changes
in the level of spread whilév = (w; — w;) Is the deviation of spread from the trend
obtained from HP-filterw, is the cyclical component of the spread arjds the trend
component of the spread. We use three differergaspindicators credit spread, base
spread and risk premium. Credit spread is diffezelnetween 10 year government bond
and 1 year government bond in SA. Base spreadfiisedeas the difference between the
prime lending rate and the repo rate. Risk premisirthe difference between the prime
lending rates and short term risk-free rates. Wveruse deviation of the spread we are
assuming that there is a specific natural equiliorispread or target spread that stabilises
the financial sector interest rate spreads. Thgsdeviation from this target or natural path
makes monetary authority to adjust the interceptpyweight. Taylor (2008) suggested a
value approximately 0.5 of percentage point of the smoothed spread. Thanpzeter
6, is a prior expected to be negative and has theldbsmagnituded,, € (0,1]. If
6, = 0 we have the standard Taylor rule, wiflje < 0 suggests that the Central Bank
reacts negatively to spread by adjusting the iefgrdownwards by the value &f when
spread increases above the trend by one perceatbdtkward-looking model in (4.27)
gives the likelihood function of STR.

This likelihood function has three independent afales and intercept. In the following
section we set the prior values for informativeomiand variances on these coefficiefigs (
0. 0x 8,) and the error term,. In our first estimation, we applied theory infornprior

and non-informative priors, followed empirical Baisn priors to estimate the posterior

means.
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4.4. Data and Prior Setting
To estimate the STR model through Bayesian linegrassion method, we used

monthly data from South Africa with the sample tlsarts from January 1991 to
September 2013. We used the first 38 observatioinem January 1991 to December
1993- to derive pre-sample empirical Bayesian pritom OLS. The overall sample
period covers both pre-inflation target regime fra801 to 2000 and inflation targeting
regime which started from January 2000 until nowre&d-adjusted Taylor rule is
expressed as a linear relationship with the rep® aa policy variable, inflation rate and
quarterly real GDP or (monthly) Producers Priceela@PPI) represent demand and supply

economic factors while the spread indicator capttine effects of financial conditiohs,

Next, we used three measures of spread interchilygedternative measures of
spread are motivated by the fact that literatureuaihe Spread-adjusted Taylor rule does
not clearly specify the type of spread that shdaddaugmented into the rule. This lack of
specificity in the rule shows one limitation abthe application of Spread-adjusted Taylor
rule. While this might be a setback, we wish tonpmut that in the last chapter we
established that on average, most spreads ardegrated in the long run; thus, it means
that statistically all three measures of spreadtaioninformation about the true
representative spread (equilibrium spread) in twmemy. Although, it is possible that in
the short run these spreads do not show perfelabons among each other, however in

the long run, they follow the equilibrium spread.

Globally, and as well as in SA the trends for regie@, money market interest rates
and inflation have been falling in the last two @des. These patterns are observed in
Figure 5-1 showing trends for repo rate, inflatignpwth rate for producer price index,
credit spread and risk premium. SA repo rate vdredween 5 — 18 percent while inflation
varies between 0.5 percent and 14 percent. Althowuglatile, industrial production
remained in the range of -1 to 2 percent while tpubrreal GDP varied between -0.4 and
6 percent inflation varied between 0.2 and 15 pdreéile spreads gravitate around the
mean between 0 and 5.0 percent over the sampledpétext, we used this information
and our general knowledge about the SA’s economgetoprior means for parameter

values in the STR model.

" We used the PPI as an indicator for economic igtim the place of real GDP. Quarterly real GDP
figures were used in the estimation for robust ysialto check whether this will improve the stétiston
output in the STR.
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Figure 4-1 Repo, Inflation, PPI, Credit spread,d8pread and Risk premium trends.

4.4.1 Priors -setting
Firstly, it is well known that the South Africa Rege Bank (SARB) monetary

policy is based on an inflation targeting framewaevkh the annual target range fixed
between 3.0 — 6.0 percent. We assume that on aéh@ggnominal repo rate posits the
average nominal target of 4.5 percent plus Percent average nominal interest rate
observed in advanced economies. Thus, in equadi@8) we set the prior mean féy =

6.5 percent in the STR model. The posterior mead foepresents the average expected
mean for the policy rate-target set by the monepaticy committee given that inflation
rate, output and spread remained constant. Foresteof the parameters, we used prior
means from the literature. Inflation prior mearsét ash, = 1.5 percent. This prior mean
value is derived from the Taylor rule principle whisuggests that monetary policy target
should move in the same direction as inflation byamount greater than the increase
observed in inflation. When inflation rate incremd®y one percent above the target, the
Central Bank needs to raise interest rates by rniane one and half percefit. Next, the

prior mean for output is set 8g= 0.5 percent. The prior mean for output is $et @alue

180 A 2.0 percent nominal policy rate correspondshi average nominal rate in major economies Canada,
US and UK.
181 See Woodford (2001)
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less than the weight on inflation to indicate cahbranks’ preferences for more weight on
inflation than output. Simply, price stability gaatees financial and economic stability in
the long run. In addition, prior mean 0.5 percanbbserved on output in the studies such
as Taylor (1993¥%? Lastly, spread is suggested to take a prior medween 0 and 1 in
absolute terms. Hence, we set prior meardfor -0.5 percent. This hyper-parameter is set
midway of the interval suggested by Taylor (20082} Curdia & Woodford (2009) and
McCulley & Toloui (2008). Altogether the column wec for the prior means is given as

follows:
0 =(65,15,05-0.5)".

The above informative priors are derived from sgaddliterature concerning
Spread-adjusted Taylor rule and also based on oowledge about the SA’s monetary
policy. However, the difficult exercise lies in hdw choose the variances that we should
attach to individual priors in the model. Variamepresents the degree of confidence we
have in these prior densities. Thus it capturesptieeision errors which specifically help
us to determine the lower and upper bounds of erease in inflation, output and spread
for a one unit chang®® Generally, population variance statistics are lyakmown or
given, thus we based these estimates on our priowledge about the variation of
monetary policy target in SA. For example, monetaolicy targets are commonly
adjusted by 25 basis points with exceptions toperiods. This practice makes policy
targets to move in a lock steps pattern as carebe m Figure 4-1. Many central banks
employ this strategy to ensure a gradual process f current target level to a desired
target level which stabilises inflation and outplitis is done to avoid policy surprises or
sudden stops in the economy due to large changée ipolicy target. Therefore with this
prior information in mind, we assumed that a covstive monetary policy committee
adjusts the target for the next three quarters pgraentage within the range of 0.25 - 3.0
percent. This means the committee is ready to raakerror less than 3.0 percent overall
until the next revision. Since we assume Gaussieors, this means the 3.0 percent off-
target translates into a standard deviationaf approximately 1.5 percent errors either
way. Alternatively, a non-conservative monetaryigocommittee may be satisfied with
6.5 percentages overall which translate inte 3.25 percentage errors either above or

below the target. Using this strategy helps to enguat 95% of errors of non-conservative

182 Koop (2003) indicated that usually choices of prizeans are based on economic theory, or common
sense knowledge from earlier studies that usedréifit data sets.

183 prior variance represents the degree of confidanasearcher has in the informative priors — \etige
variances reflecting uncertainty while small vadies reflect high confidence about each prior.
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monetary policy committee will be less than 6.3@scent while the former will yield 95%
errors less than 2.94 percent (i.e. 2.94 % of targkdopting the choice for non-
conservative monetary policy implies that the sampariance is? = 40.64 and the

standard deviation = 6.5 percent. This means that we set the value of ttwe precision

in equation (5.14) as = —- . This implies that sample variance equals= 2.46 X

40.46 °

1072, We set prior variance f@, the intercept equals’ss 8.45 percent and the prior
variance for inflation at? = 8.452 percent. This implies the effects of inflationd.ithe
posterior density of, and 6,;) will fall within (1.96s — 6.5; 6.5 + 1.96s) 95% intervals.
For output, we set the variancesdf= 6.252 percent while the prior variance for spread is
set at 3.705 percent which means the standardtaeve= 1.925 percent. As can be seen
above, these priors’ elicitations are rough andlifrgdased on our knowledge. Thus, we
set pre-sample = 3 when assuming informative priors ana= 0 for the non-informative
priors®* A pre-sample of = 3 implies that we attached less than 1 percent oséneple

to the prior variances above. Bolstad (2007) suggesother strategy that seems
transparent in choosing the priors toand o. First, we decide on what we think is the
mean for each parameter. Second, we decide onwahink are the points below and
above that should be lower and upper bounds odfi¢ippendent variable. Finally, divide the

difference by 6; this will give you the prior stad deviation.

184 This implies that these variances are derived faofiatious sample of three observations. Thisbisua 1%
of the total sample (276 observations) used irsthdy (Koop, 2003, pp. for more details see 48-54).
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4.5 Results
4.5.1 Posterior Distributions: Results based on Informative priors

Table 4-1 presents the summary of posterior didiobs for the regression
coefficients in the Spread-adjusted Taylor Ruléhwvaitedit spread. Meanwhile, the results
from STR model with two alternative measures okagr base spread and risk premium
spreads are presented in Table 4.2 and TableTh8.results in each table are given in the
following order: the prior means (see column thr@esterior means, standard deviations,
credibility intervals with lower and upper bouftfs probability posteriors and posterior
odd ratios. The Informative priors in column (2 ahe theory-informed priors derived
from literature on Spread-adjusted Taylor rule whiésults based on empirical Bayesian

priors are given in Tables 4-4 to 4-6.

For easy interpretation, the coefficients in thetoe0y,; represent the marginal
effects on expected values for the dependent Jari@epo rate) given a small change in
the value of the independent variables (i.e. imdigt output, and spread). The standard
deviations and 95% credible interval estimates id@measures of uncertainty around the
posterior mean. Using the credibility intervalsconjunction with the posterior probability
we assessed whether the posterior means are indilidlifferent from zero. Specifically,
we are interested to know whether our belie@g9f= 0 is credible given the data. In
addition, these criteria and posterior odd ratioe ased to evaluate the following
hypothese®(6,, 6, 6,, 6, > 0|y, X) and make model comparisons about which model is
better supported by the prior beliefs and the sardpta. For the sake of space, in column
(8) we provide the posterior odd ratio for the spkethe remainder variables we already
know form part of the standard Taylor rule. Thug, enly need the posterior odd ratio for
the spread in standard Taylor rule. A posterior ocaltb greater than one suggests that
Taylor rule without spread is better supported g priors and sample data while the
posterior odd ratio less than one shows the resuéisin favour of the Spread-adjusted
Taylor rule. If the posterior odd ratio is equaldoe or close to one then there are no

significant differences between the two models.

18 Note: The (-) under non-informative prior implyzaro mean. Credibility interval (CDI) indicates the
degree of confidence that a parameter lies withéndonfidence bounds. This means that every poside
the credible intervals has higher believabilityrtteny point outside the CDI. The Bayesian credifierval
for 6 is the posterior meat the critical valuex the posterior standard deviation i(6.— 1.96 X s; 6 +
1.96 x s).
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Table 4-1 Summary of Posterior Distribution for gaefficients §o 0, 0« 0,): STR model
with Credit Spread

Part A Coeff. Informative Posterior Std. CDI- CDI- Prob. Post.
Priors mean Deviation Lower Upper Posterior ODD
Ratio
6, 6.5 7.5346 0.6503 6.2590 8.8102 1 -
0, 1.5 0.5880 0.0856 0.4200 0.7559 1 -
0, 0.5 0.6729 1.0460 -1.3791 2.7249 0.74 -
0, -0.5 -0.5502 0.1264 -0.7979 -0.3025 0.00 0.0096
Part Coeff. Priors Non- Posterior Std. CDI- CDI- Prob. Post.
B Informative  mean Deviation L ower Upper Posterior ODD
Ratio
6, - 7.5790 0.6681 6.2683 8.8896 1 na
0, - 0.5827 0.0877 0.4107 0.7546 1 na
0, - 0.6725 1.0590 -1.4051 2.7500 0.73 na
6, - -0.5549 0.1279 -0.8057 -0.3040 0.00 na

Notes: Part A contains posterior results under inforr@griors, while Part B contains results basedam n
informative priors. CDI- refers 95% credibility awals. Probpos —probability posterior. Na- postedadd
ratio is not available from models with non-infotina priors.

We start with the results in Table 4-1 Parts A &)dwith Part A showing the
results obtained under informative priors and Fartunder non-informative priors’
assumptions. In Part A, the posterior means areoappately equal to the results obtained
under non-informative priors which reflect OLS esites™® Although there are small
indications of posterior means shrunk towards therg these results suggest that the
posterior means are largely influenced by the sardpta information rather than the prior
information used in the model. In addition, thetpasr means obtained under informative
prior falls between the priors and the posterioanseunder non-informative priors which

indicate more weight attached to the sample daia piiors.

We interpret these posterior values as follows. @ynohformative priors, the
intercept is estimated with the posterior mean etqu@.5346 percent. This posterior mean
represents the average expected mean for the tsefjdly monetary policy committee
conditional on the sample data and that no chahgee occurred in other economic
factors that enters the STR model. On average fsdabserving data, it is certain that the
expected mean of the target is positive and itdgkebability values within the (6.2590;
8.8102) 95% credibility interval. In the case diation, the posterior mean is estimated at
0.5880 percent (58 basis points). This postericamepresents the marginal effects for a

one percent increase in inflation above the irdlatiarget. Other things being equal,

186 Koop (2003) shows that the Bayesian estimatorsafdinear regression model under non-informative
priors are similar to OLS estimators. This is bessaBayesian estimators under non-informative primes
closely equal to OLS estimators.
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monetary policy committee in SA will raise the pglitarget by more than 0.5880 percent
to counter the increase in inflation by one per@dtve the target. The posterior mean for
inflation is somewhat smaller compared to the pnwan theoretically suggested by the
Taylor rule principle. According to Walsh (2010het Taylor rule principle implies a
coefficient between 1 and 1.5 percent as a weitghtlzed on inflation. Our posterior mean
for inflation is much lower than 1.5 percent in thaylor rule principle. The posterior
mean for output gap is estimated at 0.67 percdns Value represents the marginal effects
in response to one percent increase in output. ddsserior mean shows that ‘other things
being equal’ the South Africa Reserve Bank willseaithe repo rate target by 0.6729
percent in response to one percent increase allwvedtential output. However, the
picture is not clear-cut about the significancetloé posterior mean for output under
informative and non-informative results. Evaluatiigs posterior mean using credibility
intervals shows that, could be zero; however, the probability postesioows that there is

a 74% chance thd is positive hence the Null Hypothesigf, > 0|y) is not rejected.
Credibility intervals under informative priors shotat the 95% symmetric Bayesian
intervals for0y is (-1.3791, 2.7249), while under non-informatiweor the interval is (-
1.4051, 2.7500). These credibility intervals indugero which suggests that we cannot
rule out the possibility that this variable has azeénfluence in the determination of
monetary policy target using the STR model. Ushng dredibility interval at 95% we find
that there is evidence to suggest that the postem@ansd, 6, >0ly, and thed, <Oly.
However, the posterior mean for output gap is pobb&qual to zero whether we use
informative or non-informative priors. This unaerty arounddy is clear from the fact
that its associated credibility intervals are natirely negative or entirely positive.

Therefore, we cannot exclude the possibility thatposterior mean @ is equal to zero

Our main goal is to examine whether there is emgligevidence to suggest that the
Central Bank systematically reacts negatively t@ag@ in the Spread-adjusted Taylor rule.
Empirically from this Bayesian estimation this medrased on the credibility interval and
posterior probability criteria, we would like tojeet the following null hypothesig(6,, >
0]y, X). The results for posterior parameter value onlitspreadshow that whether we
use theory-based informative prior or non-informatprior we find that the posterior mean
0, = - 0.5502 percent. The posterior mean for theagin the STR model given the data
is less than zero and these results are consistdnthe 95% credible interval with the (-
0.7979; -0.3025) lower and upper bounds. Thus, gushre probability posterior in
conjunction with the 95% credible interval we rejgee null hypothesis that, >0ly. In all,
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we find that on average a higher credit spreadss@ated with probability that the policy
target will be adjusted downward by 55 basis poimtseesponse to a marginal increase of
one percent in credit spread. The posterior meakely to vary between -79 and -30 basis
points with 95 % credible intervals. In additione ind that an increased inflation rate
above the target by one percent is associatedpxathability that the repo rate target will
be raised by an amount within the range of 42 -&8ispoints, while little can be said

about central banks’ reaction to a marginal incGzeautput .

Table 4-2 Summary of Posterior Distribution for gaefficients §o 0, 0« 0,): STR model
with Base Spread

Part Coeff. Informative Posterior Std. CDI- CDI- Prob. Post.
A Priors mean Deviation  Lower Upper Posterior  ODD
Ratio

0, 6.5 12.1433 1.7800 8.6514 15.6351 1 -

6, 1.5 0.7603 0.0791 0.6052 0.9155 1 -

0, 0.5 -0.1354 1.0413 -2.1781 1.9073 0.44 -

0, -0.5 -1.8600 0.5132 -2.8667 -0.8533 0.00 0.0381
Part Coeff. PriorsNon- Posterior Std. CDI- CDI- Prob. Post.ODD
B Informative mean Deviation Lower  Upper Posterior Ratio

6o - 145896 2.1251 10.4208 18.7584 1 na

0, - 0.7373 0.0797 0.5811 0.8936 1 na

0, - -0.2141 1.0451 -2.2643 1.8360 0.41 na

0, - -2.5302 0.6037 -4.0912 -1.3460 0.00 na

Notes: Part A contains posterior results underrmédive priors, while Part B contains results basedon-
informative priors. CDI- refers 95% credibility arvals. Probpos —probability posterior.

We repeated the same exercise however, with differeeasures of spread and the
results are presented in Table 4-2 and Table 48.uBe of alternative measures of spread
is motivated by the fact that there is no agreemsrtb which spread should be used in the
estimation of Spread-adjusted Taylor rule. Apaoinfrthe spread, other variables in the
model remain the same and so their priors do tabler4-2 parts A and B summarises the
posterior distributions of STR with the base spre&@hse spread represents the margins
over the repo rate (i.e. policy rate) set by finahmstitutions after borrowing from the
Central Bank. Empirical results of STR with thedapread show some minor differences
such as large posterior mean for the intercept iafldtion much higher than earlier
observed while output and spread have much lowstepor means than results in Table
4-1. Credibility interval and probability postersorassociated with the intercept and
inflation confirms that these parameters are sicgniftly positive. Similarly, we cannot
make a clear conclusion about the posterior deffigitputput. The probability posterior
shows that the null hypothesis is not rejected aviiile associated credibility interval
contains zero. The posterior mean for base spreategative and it falls within the
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negative credible interval. However, the magnitatithe posterior mean seems overstated
as one percent increase in the spread suggestsmitiaetary policy committee will
aggressively lower the policy target by more tha86 percent. Although such aggressive
reactions are a possibility, we argue that suchktranonetary policy actions are limited to

crisis periods.

Table 4-3 Summary of Posterior Distribution for twefficients §o 0, 6« 6,): STR model
with Risk premium

Part Coeff. Informative Posterior Std. CDI- CDI- Prob. Post.ODD
A Priors mean Deviation Lower Upper Posterior Ratio
6, 6.5 5.0744 0.3806 4.3278 5.8209 1 -
6, 15 0.4442 0.0562 0.3339 0.5545 1 -
0, 0.5 -0.2474 0.7070 -1.6343 1.1396 0.36 -
6, -0.5 3.5675 0.2037 3.1679 3.9670 1 2.85%10
Part B Coeff. PriorsNon- Posterior Std. CDI- CDI- Prob. Post
Informative mean Deviation Lower Upper Posterior ODD
Ratio
6, = 5.0307 0.3883 42690 5.7924 1 na
0, - 0.4492 0.0570 0.3373 0.5611 1 na
0, - -0.2436  0.7150 -1.6463 1.1590 0.36 na
6, - 3.5732 0.2048 3.1715 3.9750 1 na

Notes: Part A contains posterior results underrmédive priors, while Part B contains results basedon-
informative priors. CDI- refers 95% credibility awals. Probpos —probability posterior. Na- postedadd
ratio is not available from models with non-infottina priors.

In Table 4.3 we present the results from STR madgmented with risk premium.
Risk premium is the difference between the primmalileg rates and short term risk-free
rates. This premium represents the private sectmsessment of the risks of investing in
short term bonds. We observed that the posteriannier 0,, is significantly different
from earlier results for spread. When we use rislkmpum as measure of spread the
magnitude of6, is over-stated and it is positive. This is contrao the theoretical
proposition that central banks react negativelydieead with a magnitude between 0 and 1
percent in absolute terms. Lastly, Table 4-1 togh8w the posterior odd ratios of 0.009,
0.038, an@.85 x 10~12 which are close to zero. These posterior odd sai@ in favour
of the Spread-adjusted Taylor rule than the stahd@aylor rule without spread. Next, we

discuss the posterior results obtained under prestgadata priors.

We find that credit spread produces consistentltsesiosely to what is predicted
by Akinci (2013) and Taylor (2008). STR model wittedit spread shows that whether we
use theory motivated priors, or non-informativeogsj the posterior means obtained are

negative and have magnitudes between 0 and 1 oluadderm. In addition, the estimated
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posterior means for the intercept, inflation, apdead fall within credible intervals. This
Bayesian estimation could not find conclusive emie about the marginal effects of
output in the STR model. Credibility intervals amabbability posterior criteria both give
conflicting results. The results for the posteraatd ratio show that the STR is better

supported by the prior beliefs and the sample data.

4.4.2 Posterior Distributions: Results based on empirical Bayesian priors
Table 4-4 Summary of Posterior Distribution for taefficients ¢y 0, 6« 6,): STR model
with Credit Spread

Coeff.  Emp. Posterior  Std. CDI- CDI- Prob. Post. ODD
Bayesian mean Deviation  Lower Upper Posterior  Ratio
Priors
6, 7.39 7.4539 0.3905 6.6877 8.8200 1 -
6, 0.63 0.5977 0.0587 0.4825 0.7128 1 -
0, 0.54 0.6725 1.0349 -1.3576 2.7027 0.73 -
0, -0.51 -0.5410 0.1125 -0.7618 -0.3203  0.00 1.156x10

Notes: Posterior results under empirical Bayesigrg CDI- refers 95% credibility intervals, andoBpos —
probability posterior.

Tables 4-4 to Table 4-6 present the results baseshpirical Bayesian priors. We did not
present non-informative results here because theyha same as those given in part B in
Tables 4-1 to 4-3. Empirical Bayesian priors inucoh (2) are obtained from OLS

regression results based on the pre-sample Jai9&y to December 1994. The prior
vector off is given as follows:f, 6, 6x, 6,) = (7.39, 0.63, 0.53, -0.51firstly, based on

these empirical Bayesian priors, the average eggdepbsterior mean is estimated at
7.4539 percent. This parameter value is close %34k percent and 7.5790 percent
obtained under theory-based informed priors andinfammative priors’ assumptions in

Table 4-1. These results show that the posterioansmen @ are pulled toward non-

informative results. Although, our prior means @&d 7.39 percent average target fall
within the credibility intervals it seem we havedenestimated the intercept of the repo
rate when compared with the posterior mean of B4&3cent above. The posterior mean
for inflation is estimated at 0.5977 percent whig®7 basis points higher than the result
obtained under theory of informed priors. Resulitamed show that regardless of whether
we use theory informed priors, empirical Bayesiaiorp or non-informative priors, the

probability posterior thafd, >0|y is certain andthis result is consistent irrespective of the
measures of spread included in the STRerefore, the probability weights 1.0 — 1.5
percents implied that the standard Taylor rule seenmoverstate the reaction of monetary

policy committee to inflation above the inflaticarget in SA. Our results again show that



Page | 228

the marginal effects of output in the STR remaicoirclusive under empirical Bayesian

priors. The posterior parameter on the credit spie@stimated at -0.5410 percent.

Table 4-5 Summary of Posterior Distribution for twefficients §, 0, 64 0,,): STR model with Base Spread

Coeff.  Emp. Posterior  Std. CDI- CDI- Prob. Post.
Bayesian mean Deviation L ower Upper Posterior ODD
Priors Ratio
6, 10.48 10.7981 0.4684 9.8793 11.7170 1 -
6, 0.65 0.7101 0.0509 0.6103 0.8100 1
0, -2.07 0.1505 0.8966 -1.6083 1.9094 0.56 -
6 -1.07 -1.3878 0.1715 -1.7241 -1.0514  0.00 6.15x10

€

11

Notes: Posterior results under empirical Bayesi@rg CDI- refers 95% credibility intervals, andoBpos —
probability posterior.

Table 4-6 Summary of Posterior Distribution for taefficients §o 0, 6« 6,): STR model
with Risk premium

Coeff.  Emp. Posterior Std. CDI- CDI- Prob. Post. Odd
Bayesian mean Deviation L ower Upper Posterior Ratio
Priors
0, 4.89 4.8840 0.2483 4.3969 5.3711 1 -
0, 0.53 0.4765 0.0425 0.3931 0.5599 1
0, -0.17 -0.2136 0.6752 -1.5382 1.1110 0.37 -
0, 2.99 3.5128 0.1906 3.1388 3.8868 1 3.36%10

Notes: Posterior results under empirical Bayesigrg CDI- refers 95% credibility intervals, andoBpos —
probability posterior.

In Table 4-5, the posterior mean for base spreatl. 878 percent this is higher than the -
1.8600 percent obtained under theory informed prioiTable 4-2. Similarly, the results in
Table 5-6 show that risk premium is estimated vpitisitive marginal effects in the STR
model. Using these results, we can infer that therevidence to suggest that SARB
systematically reacts negatively to credit spread laased spread in the Spread-adjusted
Taylor rule. Our empirical results are theoretigalbnsistent when we used credit spread
as a measure of spread in the STR model. The apgemess of credit spread in STR is
probably explained by the fact that credit spremd ileading indicator which increases
when financial instability deteriorates and decesashen the financial stability conditions
prevail. Furthermore, 95% symmetric credibility entals and probability posterior
obtained clearly indicate that the monetary potioypnmittee reduces the target when credit

spread increases by one percent.

4.4.3 Sensitivity Analysis and Robustness check
We examined how sensitive our results are to tla@gés in our informative priors. Firstly,

for the priors in Table 4.1 we changed the pridrelbéor inflation from 1.5 to 0.5 percent.
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This change is motivated by the fact that somerakbianks attached equal probability
weights on inflation and output in the standard Idayule. It means that the monetary
policy committee expresses equal preference toligenaflation and output fluctuations
to achieve price stability. After re-estimationgtbosteriors’ means from this sensitive
analysis exercise afp=7.5346,0,=0.5880,0,=0.6729, &6,=-0.5502 Since the posterior
means are the same we conclude that our resultsoargensitive to changes in inflation
prior. Secondly, we changed the prior mean foritigatead from -0.5 tel percent. This
change implies that when credit spread increasesor®y percent, monetary policy
committee reduces the interest rate target by Tepérto induce financial stability.
Similarly, our results from this robust analysig ammilar to the results presented in Table
4-1; hence, we conclude that these results areseagitive to changes in informative

priors.

Finally, we used quarterly data with quarterly r&aDP replacing industrial
production index (PPI) in the STR model. Theseltesre presented in Table A.4.1 in the
appendix. It is certain that the expected averagget and marginal effects of inflation are
positives while marginal effects from spread givie& data remain negative. The posterior
mean for output is estimated at -0.1560 percents $hows that the marginal effects’
output on the target is negative while the credipbihterval includes both positive and
negative values, and the probability posterior gigenflicting conclusions. We find that
both PPI and quarterly real GDP produced inconetugiesults in our estimations.
However, the marginal effects of credit spread raggative and this is supported by the
credibility intervals in conjunction with the prdiéty posterior.

4.4.1 Summary
In all, we obtained important results about empiri8pread-adjusted Taylor rule

through the Bayesian method. Spread-adjusted Tayla is a monetary policy rule
augmented with spread to address simultaneouslgribe stability and financial stability
goals. There is now widespread understanding thie pstability does not always
guarantee financial stability. Thus, the new cosasmonetary policy framework should
be amended to explicitly and systematically readtrtancial conditions to achieve these
goals. McCulley and Toloui (2008)aylor (2008) and Woodford and Curdia (2009)
proposed the inclusion of the spread as one ofykEematic components to which central
banks should react in order to adjust the policgdadownwards when spread rises. This
strategy will dampen the effects of higher spreaats thus, counter the effects of financial
instability in the economy.
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Using the monthly data from SA, our results shout tihne average expected repo
rate-target (i.e. the intercept), inflation ratel apread form part of the systematic factors
that enter the simple Spread-adjusted Taylor Rike find that under the theory, informed
priors, empirical Bayesian priors and non-informatipriors, the mass of posterior
densities for these factors are concentrated etthéhe negative or positive values of the
distribution. These results show that there isreteé evidence that shows that the mean
target, marginal effects of rate of inflation armutesad are significant factors that explain
monetary policy target in SA. However, this estiilmatcould not find conclusive evidence
about the marginal effects of output in the STR elo@redibility intervals and probability
posterior criteria both give conflicting resultshél probability posterior suggests that there
Is a 73 percent chance that a marginal effect gfudus positive, but at the same time the
95% credible interval includes zero. Finally, thERSmodel with credit spread shows that
whether we use theory-motivated priors, empiricaly@&ian priors, or non-informative
priors, the posterior means of credit spread obthiare negative and have magnitudes
between O and 1 in absolute terms. Finally, we f#wadlence showing that the Spread-
adjusted Taylor rule is preferred to the standaagldr rule without spread. The results for
the posterior odd ratios are all in favour of theead-adjusted Taylor rule.
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Appendix D
Appendix 4-1 Robustness analysis results

Table D.4-1. Summary of Posterior Distribution the coefficients fp 0, 6« 0,): STR
model 1993:01-20011:04

Part  Coeff. Prior Posterior Std. CDI- CDI- Prob. Post
A Infor mative mean Deviation L ower Upper Posterior ODD
Ratio
6, 5.5 8.3383 1.2315 5.9191 10.7575 1
6, 15 0.5612 0.1105 0.3441 0.7782 1
0, 0.5 -0.1560 0.1665 -0.4831 0.1710 0.1729
0, -0.5 -0.4243 0.1875 -0.7926  -0.0560 0.0122
Part Coeff. Prior Non- Posterior  Std. CDI- CDI- Prob. Post
B Informative  mean Deviation  Lower Upper Posterior ODD
Ratio
6, - 8.3802 1.2656 5.8938 8.8896 1
6, - 0.5577 0.1132 0.3353 0.7546 1
0, - -0.1604 0.1700 -0.4945 0.1737 0.17
6, - -0.4258 0.1933 -0.8055 -0.0460 0.01

Notes: Part A contains posterior results underrmédive priors, while Part B contains results basedon-
informative priors. CDI- refers 95% credibility arvals. Probpos —probability posterior.
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Conclusion, Contributions and Policy Recommendations

Summary of Empirical Findings
This thesis has empirically investigated threernetated concepts: the monetary

policy transmission mechanism, interest rate sgraaen as a conduit of monetary policy
effects and the Spread-adjusted Taylor Rule. Thsishstarted with reviews of monetary
theory in chapter one, followed by three empiricdiapters that examined: the
effectiveness of monetary policy in Namibia; umbr process with structural breaks and
determinants of spreads; and finally, we estimlageSpread-adjusted Taylor Rule (STR),

which is a monetary policy augmented with interagt spread.

Chapter one details the background of the studyexgmining the monetary
theories in the mainstream and post-Keynesian pmared This chapter summarises the
nature and roles of money and monetary policyhdhtpoints out how the mainstream and
post-Keynesian paradigms influence the new consemmnetary policy framework, and
how monetary policy effects are assessed in cordeamptimes. In this chapter we learnt
that: there is now a prevailing consensus that jmaendogenous, and it plays a role only
as an information variable in the new macroeconoooicsensusWalsh (2010, p. 330)
clearly spells out this consensus by saying thatstntentral banks today use short-term
nominal interest rate as their monetary policy rinsient for implementing monetary
policy. The nominal quantity of money is endogempuaietermined to achieve the desired
nominal interest rate.” This idea is supported bdyadha and Holly (2012, p. 22) who
pointed out that ‘money itself does not enter thgctive function of central banks and sits
somewhere as part of the information set on whidlerest rate paths are predicted.’
Nowadays, central banks set or ‘peg’ the nomintdrast rates and use it as a lever for
stabilisation of output and inflation in the lorg#n. It is also undoubted that the changes
in the level of policy instrument start the mongtaolicy transmission mechanism. First,
these monetary changes are identified through tsmaic shocks with a systematic
component accounting for endogeneity of monetaticypanstrument in the SVAR. The
impacts of such interest rate changes are meathwmaagh the structural impulse response

functions of GDP, inflation, credit and other vétzs of economic interest.

Although we find consensus among economists tmainey is endogenous’ and
the assertion that ‘interest rate is the policyrumaent’, we also find that the reasons for
the later as advanced by mainstream and post-Keynegpproaches are remarkably
different Mainstream uses interest rate as the policy ingninbecause the money

demand is unstable and the link between moneytiofias broken down; furthermore,
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there is disagreement on the appropriate mone@gyegate definition to be used as the
target and the fact that monetary aggregate definsitare also periodically redefined. It
argued that the nominal interest rate providestglaf monetary policy stance and good
controllability, which lacks the money-growth tatigg approach. Meanwhile the post-
Keynesian approach recommends interest rate andnetary policy instrument because
central banks cannot control money as a resuhefrievitable fact that it is endogenously
determined by aggregate demand. In addition, samseKeynesian economists argue that
enforcing strict control on money supply to achiawenetary targets is difficult to

reconcile with the mandates of central banks asetider of the last resort.

Across the schools of thought, we find that theseacknowledgement that
monetary policy in relation to weight inflation aldtput fluctuation does not guarantee
financial stability. Therefore, economists withindaoutside the mainstream suggest that
monetary policy should explicitly and systematigakact to financial conditions in order
to realise the goal of financial stability. This shicome in some form of asset prices,
exchange rate augmented monetary policy rule, iddal credit policy over and above

policy rate or an adjustment like the Spread-adpli3taylor rule.

In chapter two, after using data from Namibia atehtifying the repo rate as the
monetary policy instrument that generates the tnéggson mechanism, we showed that
monetary policy through the repo rate is effectivestabilizing inflation and output in
Namibia. The results form SVAR substantiated timé¢rest rate shocks in the domestic
repo rate significantly reduce quarterly real GDation and private credit in Namibia.
In addition, we find that private credit shock ieases the quarterly real GDP and inflation
at impact. Furthermore, results from the varianeeothposition analysis show that credit
channel is relatively stronger than the interes¢ ihannel and that domestic monetary
policy shock seems relatively stronger and pensistempared to monetary policy effects
from the SA’s repo rate. This evidence argues ajaire idea that BoN does not need to
change the level interest rate independently frofn &cause such changes are not
necessary and they do not significantly differ frdre changes in the foreign interest rate

in the anchor country.

In the third chapter, we investigated the concdpinterest rate spreads’ (IRS),
which is seen as the transmitting belts of monetaoiicy effects to the rest of the
economy. Literature on the topic shows that interase spreads are very important
because they determine the actual cost of borrawviing argued in the literature that good

macroeconomics fundamentally improves the risk gq@ions which, as a result, minimise
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the size of spread in the economy. However, we thiadl there is lack agreement on how to
empirically model interest rate spreads. This ie @gartly to the fact that there are many
definitions of interest rate spreads, and spreatisbié unit root process with structural
breaks. Thus, chapter three first examined theronitand structural breaks in spreads and
other fundamentals in Namibia. Next we investigatgdether there are significant
relationships between ex-ante spreadsbase spreadiretail spread and the changes in
macroeconomics fundamentals realized in the courmgtly, results from descriptive
tests show that the sample averages of interests@keads investigated in this study are
significantly different from zero; thus, indicatintigat, on average, the size of these spreads
were statistically significant over the sample périSecond, spreads exhibit unit root with
several endogenous structural breaks over the sapwiod from 1992:01 to 2011:12.
Lanne, Saikkonen, & Lutkepohl (2002) unit root tést processes with structural breaks
show that most significant structural breaks calacwith the 1998 East Asia financial
crisis period while the global financial crisis prdaused a significant structural break in
quarterly GDP. Third, using the OLS, TSLS and GMM found that, whether we use the
Abase spread orAretail spread definitions, these fundamentals -atioih rate,
unconditional inflation volatility, economic growtbhanges in bank rate, SA’s base spread
and risk premium — are some of the significantdescthat determine large changes in the
spreads in Namibia. In addition, both equations\bdse andAretail spread statistically
produced stable and significant stationary resgjuahich indicate that these equations
represent important stable economic linear relahgs. From these results we conclude
that there is enough empirical evidence showingrtecroeconomic fundamentals play an

important role in determining the size of spreadilamibia.

Finally, in chapter four, we estimated the simppgead-adjusted Taylor Rule (STR).
As summarised in chapter one, most researchersdaywaagree that price stability does
not always guarantee financial stability; therefdiee new consensus monetary policy
must respond systematically to financial shocksagérs three also confirm that it is all
about spreads and spreads are important. One paalldion to this problem is the so-
called Spread-adjusted Taylor Rule. We appliedBagesian method on the monthly data
from South Africa (SA) in order to estimate the fgo®r distributions of parameters in the
STR model. Empirical results from this estimatithow that the standard Taylor Rule can
be augmented with credit spread to caution agdigkt credit conditions and thereby
realise the goals of price and financial stab#gityultaneously. We find that, on average, a
higher credit spread is associated with the prdiakinat the policy target will be adjusted
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downward by 55 basis points in response to a malkrgincrease in credit spread. The
posterior mean for credit spread lies between f®-80 basis points with 95% credible
intervals. In addition, we find that an increasanfiation above the target by one percent
Is associated with the probability that interege reargets will be raised by an amount
within 41-75 basis points, while little can be saloout the marginal increase in output.
These posterior means are consistent with fixedrpater values calibrated by Curdia and
Woodford (2009) and McCulley and Tuloui (2008).

Contributions to the Literature
The thesis has gone some way towards enhancingiralerstanding of the theoretical

evolution of monetary policy and practical evidenmie monetary policy transmission
mechanism in Namibia. It extends our knowledge thanetary policy of changing the
level of interest rate is effective in the stalatien of inflation and output fluctuations.
However, we also find that that SA’s monetary pplieffects rarely dominates as
suggested by the literature on monetary policy withe fixed exchange rate economy.
We found that domestic monetary policy actions edusore significant impact on output,
inflation and credit, while SA monetary policy efte barely significant and slow as
compared to domestic monetary policy. Further, Ww@r®d that a interest rate channel is
relatively stronger than the credit channel. Iniadid, empirical findings in this thesis
provide rarely known evidence that spreads in Namndxhibit unit root with structural
breaks. Further, the most significant breaks asm@ated with1998 East Asia financial
crisis rather than global financial crisis. Thisekplained by the fact that the former crisis
was sudden and sharp, while the global financiaisciwas gradual which gave the
government enough time to prepare for the lossegémue. This thesis provides new
understanding about fundamentals that seem to iexplajor spreads in Namibia. There is
a fundamental link between the spreads and theapirey macroeconomic picture, as
presented by risk indicators such as unconditimo#dtility, inflation, economic growth,
changes in perceived risk and policy rate. At least now know that statistically the
averages of major spreads over this sample perayé gignificantly different from zero;
secondly, spreads exhibit unit root with structumaaks and the order of integration does
not depend on the presence structural breaks. Ifir@lr thesis contributes empirical
Bayesian evidence, which shows that monetary paigcybe augmented with interest rate
spread in order to address the problem of finanasiability. We showed that a one
percent marginal increase in the credit spread TR Swill make monetary policy
committee to reduce the target by 55 basis poirts.posterior odd ratio, which compares
the marginal likelihood from the standard Taylorl&Rkand the Spread-adjusted Taylor
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Rule, is significantly less close to zero. Thisigades that the results from the Bayesian
estimation are favour of the Spread-adjusted TaRlale rather than the standard Taylor
Rule without spread. These empirical findings aractically helpful in the revision of
monetary policy framework at the Bank of Namibiawr@nding about spreads will inform
the Namibia Financial Charter, which aims to imm@akie efficiency, financial depth and

inclusion of the financial sector.

Policy Recommendations and Suggestions for Future Research
We recommend that the central bank should keep ctiveent monetary policy

framework which advocates for the use of domesmrrate to stabilize inflation and
improve domestic short and long term macroeconammnditions. We also recommend re-
examination of the role SA’'s monetary policy effeat the domestic inflation. This will

help to understand whether the positive relatigndigtween domestic inflation and SA
monetary policy is an outcome of real economicdecor it was wrong result from our
structural VAR model. Next, our results thereforgggest an important question as to
whether this evidence can be replicated at thegdregate level? While our empirical
evidence fills the gaps about transmission mechanig;m Namibia, we recommend that
further research should aim to provide evidenceualibe interest rate and credit

transmissions to individual sectors such as mimmgnufacturing and tourism.

In this thesis, we recognised the important rolesasious spreads in the economy.
Hence, we recommend that central banks should athplaccount for the variation of
average spreads in the monetary policy framewogectically, we suggest that the
central bank should remain focused on the based@ed macroeconomics as well as the
financial fundamentals in order to keep the sizenadrage spread small in the long run.
We believe that minimising the lead spread (i.sebspread) will exert much influence on
other intermediation spreads, reduce uncertainty eonsequently enhance monetary
policy transmission mechanisms from markets to ébakls. Overall, we recommend that
government should take steps to improve the maormenic picture in order to reduce the
risk perceptions in the financial sector.

Finally, a number of limitations have to be consadke As it is a common case in many
studies on issues in developing countries, thisishalso encountered some limitations
because of the lack of data while some individaatiiutions were not willing to share
their data. Firstly, the most important limitatiathat we could not obtain all of the data
we wanted for the investigation of determinantspifeads in chapter three. The current
investigation was limited by a lack of data at mitgvel and the fact that the population
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size of banks is very small. Alternative sourceshsas the bank scope database were not
helpful either because it has only five years @brded observations for the five banks in
Namibia. Another limitation came from the fact thia¢ Statistic Act in Namibia does not
permit the Namibia Statistics Agency (NSA) and Benk of Namibia (BoN) to share
individual firms’ data with another third party, weh we believe could have solved the

problems related to micro level data.

Conclusion
Retuning to our main objectives now it is possibbe confidently assert that

monetary policy in terms of changing the level oferest rate (i.e. the repo rate) is
effective in relation to the stabilisation of irtitan and output fluctuations in Namibia and
that interest shocks account for more variatiorouiput compared to the credit shocks.
Spreads are significantly different from zero, ahéy have unit root with structural

breaks. There is a significant relationship betweleanges in macroeconomic realised in
the country and changes in the spreads. Finalgretis empirical evidence that supports

the appropriateness of the Spread-adjusted Tayla lRonetary policy framework.
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