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ABSTRACT

Although there exists a large volume of literature on the theory and
practice of LDC exchange rate regimes in the post-Bretton Woods era, it is mostly
of a general nature treating LDCs as a whole. There are very few studies which
examine in depth the special features of individual exchange rale regimes.
Moreover, the issue of exchange rate instability that characterized the
generalized floating of world's major currencies since the early 1970s. has so
far received only superficial treatment as far as LDCs are conEerned. The thesis

attempts to fill these gaps by examining the Indian case in detail.

An exchange rate policy in fact has two aspects. First, it involves the
establishment of an optimal exchange rate regime which lays the framework
" for the day-to-day determination of the nominal exchange rate. Second, the
exchange rate policy is concerned with the operation of the exchange rate
regime in such a way as to promote giyen policy objectives. In .the context of
generalized floating, the decision regarding exchange rate regime for an LDC
has to be made on the grounds of “"internal balance”, ie.. with a view to
protecting the domestic economy from disturbances arising from day-to-day
third currency fluctuations. This would require a multi-currency peg based on
balance of trade elasticities. Once an exchange rate regime is established. it has
to be managed on considerations of "external balance”. This in turn'wnuld

require adjustments in the value of the peg. either to compensate for the
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inflation differential between the home country and its trading partners, or in

order to bring about a balance of payments adjustment.

India adopted a basket peg since September 1975. However, India’s basket
system does not appear to be optimal, firstly because of the major role given in
it to sterling as the currency of intervention, designation and valuation, and
more importantly, because the official currency basket does not seem to be
representative encugh and also is not based on elasticity weights. Concerning
the management oﬁhe basket peg, it appears that the authorities have been
guided by a number of alternative considerations which came into conflict with
the objective of external balance. Particularly, considerations such as the
minimization of speculation and inflation, and the stabilization of the rupee-
doflar rate scemed to have considerably influenced India’s exchange rate policy.
An important result of the promotion of the above alternative objectives has

been high exchange rate volatility.

Exchange rate instability depresses trade by generating exchange risk. In
the context of LDCs with quantitative restrictions on private imports and direct
government imports, the impact of exchange risk is felt much more on exports
than imports. Previous studies on the impact of exchange rate instability on
LDC exports have suffered from specification mistakes of export functions as

well as inaccuracy of the exchange risk proxies employed.

We developed a fully specified exchange risk-augmented demand-supply



xii

model of exports for India. We used'this model to estimate the impact of changes
in exchahge rate and exchange risk on exports in the aggregate as well as for
the two disaggregated groups, namely, manufactured and non-fuel primary
products. The separate effects on the volume and price of exports were
estimated, We also demonstrated that the signs of the exchange risk elasticity
coefficients in export price equations are consistent with the invoicing pattern

of India's exports.

We simulated the results of the export model under reasonable assumptions
for the medium term, and demonstrated the possibility of much gainson current
account through a policy of reducing exchange rate instability in real terms.
They also tend to show that an equilibrium exchange rate cannot be defined
independent of the short-term fluctuations of the exchange rate. The results of
the study have profound implications also for other LDCs which are subject to

chronic balance payment deficits.
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Chapter 1

Introduction

The breakdown of the Bretton Woods par value system and the subsequent
floating of major currencies in the early 1970s, offered a spectrum of options to
world's less developed countries (LDCs) with regard to the choice of an exchange
rate regime. There have been a number of theoretical and empirical studies on
the theme of the post-Bretton Woods LDC exchange rate policy, but they were
mostly of a general nature and there exists very few in-depth studies on any
specific LDC case. The existing studies.although could bring out some common
features of LDC experiences, have generally fost sight of the more unique
features of each LDC experience the understanding of which entails a much
deeper and more concentrated study. In this thesis, we attempt to fill the gap
by concentrating on the Indian case. We critically examine the Indian
exchange rate policy with respect to the adoption of an exchange rate regime
after the demise of the Bretton Woods adjustable peg regime and its eperation

ever since.

India is not a typical less developed country (LDC) due to a number of
reasons. Firstly, the country has a balanced economy in the sense that the
primary, secondary, and services sectors contribute almost an equal one-third
to the national income. Secondly, India has a relatively closed economy with
the total of exports and imports constituting only less than 15 per cent of the
GDP. Thirdly, the country has a fairly diversified industrial base and the
manufacturing products constitute over two-thirds of her total exports. Yet

another notable feature of the Indian economy is that it is now food self-



sufficient, and the country could manage even the worst harvest failure

without any foodgrains imports.

While the above characteristics distinguish India from a typical LDC, she is
still a low-income country with over one-third of the population lying below
the officially defined poverty line. As regards the financial system, although
the country has a reasonably developed banking sector with extensive rural
network, it is mostly government-owned and the deposit and lending rates are
centrally administered. On the external sector, the country retains one of the

1 which makes the domestic

most rigid trade and exchax{ge control regimes
currency inconvertible both on the current and capital accounts. This is
particularly due to the fact that the country has bheen running balance of
payments deficits ev.er since the mid-fifties, ignoring the brief period of 1975-

79. It is this persistent balance of payments problem which makes the study of

India’'s exchange rate policy particularly interesting.

The thesis is divided into four main parts. Part |1 examines the theory and
practice of LDC exchange rate regimes. The different exchange rate practices
adopted by LDCs since the collapse of the Bretton Woods system are described in
Chapter 2. In Chapter 3, these practices are critically examined through a
synthesis of the massive literature on LDC exchange rate regimes which

emerged since the middle of 1970s.

Part 11 discusses the Indian exchange rate regime. The theory could only
partly explain the actual LDC exchange rate systems as the latter are also

influenced by institutional factors. This is particularly true of the lndian



exchange rate regime with an institutional framework produced by the long
history of the duminént—dependent relationship between Britain and India. In
Chapter 4, we examine the Indian exchange rate system in historical
perspective as it evolved from a sifver standard of the early 19th century to a
flexible multi-currency peg of the present time. The present Indian exchange
rate regime, while bearing the mark of the long historical association between
Britain and India, also exhibits many new additional interesting characteristics.
In Chapter 5, we take a close look at the mechanics and salient features of the

Indian exchange rate system, which is broadly termed as a basket peg.

A particular problem associated with the generalized floating of world's
major currencies has been the rise in short-term exchange rate instability.
Exchange rate volatility introduces yet another element of uncertainty into the
decision-making process of international trading firms. In developed countries
which generally follow a market-determined exchange rate systemz. the
exchange rate instability is largely endogenous and, to some extent, that
compensates for the instability in other parts of the economy. In LIXs which
generally follow a pegged regime, the resulting exchange rate instability is
largely exogenous and could have detrimental effects particularly on their
exports. The limited availability of forward market facilities in foreign
exchange, and the system of foreign-currency export invoicing, are other
factors aggravating the adverse impact of volatility in exchange rates on LDC
exports. While the empirical work on the impact of short-term exchange rate
instability on developed countries has been proliferating, unfortunately,
despite the greater seriousnéss of the problem in LDCs, there have been only a

few LDC studies in this regard. Moreover, the existing studies on specific LDCs



suffer from a number of difficulties relating to the specification of export
functions and the accuracy of exchange risk proxies. Part III of the thesis
addresses this problem from the angle LDCs as a whole and for India in

particular, through Chapters 6 to 9,

Chapter 6 develops the concept of exchange risk arising from short-term
exchange rate fluctuations as a cost on both the supply and demand sides of
trade, and also examines critically the commonly employed measures of
exchange risk. Chapter 7 constructs alternative exchange risk measures
relevant to India and, with the help of these measures, examines the Indian
basket peg for its contribution towards moderating exchange risk. Chapter &
surveys the major empirical studies of the impact of exchange risk on trade
flows, separately for developed and developing countries. Chapter 9 develaps
an export model for India, and empirically estimates the impact of exchange

rate and exchange rate risk on India's exports for the period 1968-86.

Chapter 9 constitutes the major empirical work of the thesis. It employs a
fully specified exchange risk-augmented demand-supply modef for India’s
exports, and uses it to estimate India's exports in the aggregate and separately
for the manufactured and non-fuel primary products. This is in contrast to the
existing studies which have assumed away either the supply side or the demand
side of the export market. Moreover, the present study distinguishes between
the price and volume effects of both exchange rate and exchange risk. It alsa
brings out the role of currency invoicing of India's exports in explaining the
signs of the price elasticities of exchange risk. Finally, this chapter also

estimates the domestic price effect of a nominal depreciation of the rupee.
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The analyses of India's exchange rate regime, ils operation sincé the
introduction of the basket peg, and the empirical study of the impact of
exchange rate and its instability on India's exports have important implications
for policy. We examine the main policy implications of our study in Part IV of

the thesis, which also makesup Chapter 10 of the thesis.

Chapter 11 sets out a summary of the major conclusions of the thesis.

Footnotes

1. Although the rigours of controls are being reduced in India with the
introduction of a number of liberalization measures since 1985, the process
is slow and the basic framework of controls remains essentially the same so
far.

2. Itmay, however, be noted that the exchange rates of developed countries
are not fully market-determined as there are different degrees of central
bank intervention in these countries. Nevertheless, those exchange rates

are much more freely determined than those of most LDCs.



Chapter 2

LDC Expericence of Exchange Rate Regimes

2.1 Introduction

The choice of exchange rate regime is an important issue for any country.
The Bretton Woods agreement at the close of World War 11 provided for a
uniform ‘adjustable peg' exchange rate regime [for all member countries. As
the Bretton Woods system broke down in the early 1970s, developed countries
generally adopted a flexible exchange rate regime.l With the advent of the
generalized floating of major currencies, LDCs were faced with a number of
choices ranging from»pegging to a single major currency to independent
floating. We examine in this chapter how LDCs have tackled the issue of the
choice of exchange rate regime after the collapse of the Bretton Woods

adjustable peg system.

2.2 Classification of Exchange Rate Regimes

We follow the IMF classification of exchange rate regimés into three broad
groups, namely, (1) pegged to a single currency; (2) pegged to currency
composite; and (3) flexible arrangements. The first category is further
subdivided by the IMF into three sub-categories, namely, (a) pegged to US.
dollar, (b) pegged to French franc, and (c) pegged to other currency.. The
second category is the basket peg which is sub-categorized into SDR peg and
self-chosen basket peg, the latter also called sometimes 'own-currency basket
peg’ or 'tailor-made basket peg’. With regard to the third category of flexible
exchange rate regimes, the IMF introduced a four-fold subcategorization since

1982. They are (a) adjusted according to a set of indicators which is vsually
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called 'the crawling peg’; (b) limited flexibility against U‘.S. dollar; (c) other
managed floating; and (d) independent floating. There is need to extend that
classification backwards in orderto geta better idea of the trends in the LDC
exchange rate regimes. We constructed a table (Table 2.1) which gives a
synoptic view of the evolution of the exchange rate regimes of LDCs from 1973

to 1988. The review in this chapter closely follows this table.

2.3 The Immediate Post-Bretton Woods Developments

The initial reaction of LDCs to the generalized floating of the world's major
currencies has been to tie their currencies to one of the major currencies.
Thus, as seen in Table 2.1, during March-July 1973 , 86 out of 97 LD(s (ie., 89
per cent) pegged their currencies to one of the major currencies. This parallels
the experience of the 1930s when the international gold standard broke down
and the world got divided into several currency blocs. In the early 1970s,
however, truly reflecting the much diminished role of the pound sterling and
the enlarged role of the US. dollar, only 11 countries of the 32 nverseas sterling
area countries linked their currencies with sterling whereas 58 countries
adopted the dollar peg. For some of the countries which instituted a sterling peg
(e.g., Barbados, the Gambia, Guyana, Malawi, Mauritius and Sierra Leone), the
UK. still was the largest trade partner, accounting for 20 to 45 per centof their
trade (Osunsade, 1976a, p. 38). For others in this group., such as lndia and
Sri Lanka, the sterling peg with the steady depreciation of sterling,

brought about depreciation against their major trading partners and



Table 2.1 Evolution of LDC Exchange Rate Regimes, 1973-33 (Humber

of Countries)

Exchange Rate Regime March-July June June June March
1973 1975 1980 1985 1988

1. Peggedtoasingle currency

(arbec) 86 n 3 1 B
a) US. dollar 58 49 40 3 39
b) French franc 16 13 14 14 14
¢) Other currency 12 9 4 4 5
Of which:
Pound Sterling | 11 8 1 1 -
2. Pegged t(o cutt;;'ency composite 3 17 32 40 32
a+
a) SIR - 7 15 27
b) Other composite 3 10 17 23 25
3. Flexible arrangements .3 10 28 38 40
(ash+ced)
a) Adjusted accordingtoa
set of indicators 6 6 3 6 5
b) Limited flexibility, vis-a-
vis US dollar - - 8 6 4
¢) Other managed {loating - - 20 18 20
d) Independent floating 2 4 5 S 1}
Total 978 9§ 118 127 130

a. Excludes Guinea which was pegged to gold.

Source: Constructed from:
(1) IMF Survey, 2February, 1976, pp. 35-39
(2) IMF Annual Report of the Executive Board, various issues
(3) IMF Annual Report on Exchange Arrangements and Exchange
Restrictions, various issues.
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competitors.z Of 16 countries which followed a fixed link with the French
franc during March-July 1973, all except Algeria, Mauritania, Madagascar,
Ma.li:" and Tunisia belonged to the historical French franc area with a
common currency called the CFA franc which the French treasury guaranlees
coﬁvertibility into French franc at a fixed rate of 50 CFA francs =1 French

franc.4

During March-July 1973, three countries (Malta, Morocco and Cyprus)
pegged their currencies to a hasket of currencies, a relatively unknown
practice at that time. Of the eight countries which followed a flexible
exchange rate regime, six (Brazil, Cambodia, Chile, Colombia, Uruguay and
Vietnam) adjusted their exchange rates (againﬁ the US. dollar) frequently and
in small steps according to certain objective criteria, ie. the ‘crawling peg’
which antedates the collapse of the Bretton Woods adjustable peg.  Oaly two
LDCs (Lebanon and Philippines) were on independent floating during March-
July 1973 but, as in the case of the crawling peg countries, their practice tho
preceded the generalized floating of major currencies and, therefore, cannot be

considered a reaction to that.

Another practice which appears to have arisen from the inadequate
knowledge of the working of the exchange markets in a generalized flnating
system is the ‘cross pegging'.5 This is not reflected in Table 2.1. We have at
feast two cases (Nepal and Guinea) where the authorities, in spite of the
breakdown of the fixed exchange rate regime among major currencies,
wanted to maintain a  fixed relationship with more than one currency (see
Osunsade, 1976h.,p. 70). Nepal though was officially pegged to the US. dollar,

maintained a fixed parity with the Indian rupee (which at that time was linked
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to sterling) because of the traditional economic and financial ties between the
two countries. Similarly, Guinea maintained a fixed link with the US. dollar
and certain European currencies based on their gold value during the period,
March 1973-May 1975. which with the collapse of the par value system implied

broken cross rates.

2.4 Subsequent Developments up to 1985

The subsequent developments in the exchange rate arrangements of LDCs up
to 1985 indicated a general move away from single currency pegs W hasket
pegs including the peg to the SDR and also to more flexible arrangements,
particularly what is termed as 'other managed floating' and. to a lesser extent,
to independent floating. Thus, the number of LDCs pegged to a single currency
decreased from 86 during March-July 1973 to 49 in June 1983, which represents
adecline by more than half in percentage terms, ie.. from 89 per ceat of all
LDCs in March-]July 1973 to 39 per cent in June 1985. In contrast. countries
pegged to cucrency baskets grew from just three during March-July 1973 to 40
in June 1985 and those practicing flexible arrangements grew from eight in
the earlier period to 38 in June 1985. Thus by June 1985, the basket pegging
together with the flexible exchange rate regimes were practiced by about 61 per

cent of LDCs.

The evolution within each major group is notewnrthy. Within the category
of single-currency pegging, we note a decline by nearly haif in the number of
nations practicing the dollar peg, ie., from 58 during March-July 1973 to 31
in June 1985 and a drastic reduction in countries belonging to the sterling peg

from eight to one over the same period and a more or less stable number of
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countries following a fixed relationship with the French franc. While
countries outside the CFA franc system (ie.. Algeria, Tunisia, Mauritania and
Madagascar) dropped the peg with the French franc, there have been
newcomers to accept the fixed relationship with the French franc, namely,

Comoros, Equitorial Guinea and Mali.6 '

Within the group of basket peggers, the number of countries adopting own-
currency baskets grew from 3 during March-July 1973 to 28 in June 1985. This
growth has been much larger than that of countries following the SDR peg
which rose from nil to 12 in the same period with a fall from 15 to 12 from June
1980 to June 1985. This relative unattractiveness of the SDR peg needs to be
explained in the light of the academic advice in favour of it. This will be taken

up later.

Another interesting development has been the increasing trend toward
managed floating and independent floating among LDCs. By June 1985. 18
countries (a fall from 20 in June 1980) were following some kind of
administratively managed floating and eight countries somewhat unrestricted
floating. Floating by LDCs is a new development which is rather surprising
in the light of the academic literature which is examined in the next chapter.
Before making further comments on this development we need ta follow the

more recenttrends in LDC exchange rate regimes which are examined below.

2.5 Post-1985 Developments
Table 2.1 also allows us to view the very recent developments in the

exchange rate regimes of LDCs. Firstly, we find a new favour for the dollar
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peg since 1985 with the number of countries with such an arrangement
increasing from 31 in June 1985 to 39 in March 1988. Note also that presently no
country maintains a sterling peg7 and the number of countries with a fixed
link with the French franc remained at 14 since 1930. 1n March 1933 LDCs with
single currency pegs constituted 43 per cent of total, a rise from 39 per cent in
June 1985. Secondly, there is a movement away from the basket peg with a
decline in LDCs following such an exchange rate regime from 40 in June 1985 to
32 in March 1988. Note here that the switch is much more evident from the SDR
peg with a large drop in the number of countries following such a system from
12to 7 in the last three years whereas the number of countries following
‘tailor-made’ hasket pegs declined only marginally, ie., from28in June 1985t
25 in March 1988. Thirdly, there has been a rise in interest for floating both
of the managed and the unrestricted type, the former rising from 18 to 20 and
the latter from 8 to 11 during June 1985-March 1988. Finally, there are
currently four countries, namely,. Bahrain, Qatar, Saudi Arabia and United Arab
Emirates, all belonging to the Middle East, which among the LDCs adopting
flexible exchange rate arrangements, permit only limited flexibility against
the US. dollar. Note that these countries are officially SDR peggers with » 7.25
margins but in practice do not follow these margins strictly in order to
maintain a stable relationship with the US. dollar. We shall make comments on

each of these developments in the paragraphs below.

25.1 Erratic Shiftsin Exchange Rate Arrangements
We may explain the recent recovery of interest in dollar pegging as the
effect of the end of the fong period appreciation of the US. dollar and its

subsequent depreciation against other currencies since March 1985. When the
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dollar had been appreciating over the previous five years, countries could
maintain the fixed dollar peg only at the cost of severe appreciation of their
effective exchange rate which could be detrimental to their external balance.
Hence a number of countries depegged from the dollar during 1980-85. We may
then ask, why several LDCs shifted out of the doffar peg during 1975-60 when
dollar showed atrend depreciation? (See Table 2.1). In fact, there had been
no significant move away from the dolfar peg during 1975-80 when we take
into account the number of countries which kept limited flexibility vis-a-vis
dollar during that period as indicated in row 3 (b) of Table 2.1.  After the initial
shift away from dollar pegs to mainly basket pegs during 1973-75, the massive
departure from the dollar peg took place only during the period of dollar
appreciation, ie., during 1980-85. After 1985, the turn-around in the value of
the dolfar along with the continued pre-eminent position of the dollar as a
vehicle currency and invoicing currency attracted a number of countries back
to dollar pegging. The additional dollar peggers since 1985 include some earlier
SDR peggers (Sierra Leone® and Vietnam), own-currency basket peggers
(Guyana and Mozambique), managed floaters (Ecuador and El Salvador) as well

as short time free floaters (Uganda and Zambia)g.

We note in the above instances how the choice of exchange rate regime is
influenced by the cyclical behaviour of the US. dolfar. Apart from these cases
which pertain to very recent experience, we could also find a number of other
cases where the authorities changed from one exchange rate regime Lo another
with shifts in the value of the dolfar. Take the example of the Middle Eastern
countries of Bahrain, Qatar, Saudi Arabia and United Arab Emirates which we
briefly mentioned earlier. These countries are mainly oil producers and their

exports are priced in US. dollars whereas their imports are diversified and
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priced mostly in non-dollar currencies. They initially shifted from the dollar
peg to the SDR peg  which was prompted by the depreciation of the dollar
which had an inflationary effect on their economies through the import
prices. However, later when the dollar appreciated, these countries in
practice kept a stable relation with the dollar and thereby became de facto

dollar peggers again.w

Malawi is yet another example where the exchange rate regime had to
undergo erratic shifts in early 1970s which was predicated by the use of
exchange rate regime for the domestic price objective. (Osunsade, op.cit. p. 70).
The country was initially on a sterling peg. The large and steady depreciation
of sterling made the authorities to switch to a basket consisting of just two
currencies, namely, sterling and the dolfar, in November 1973, For some
time this helped in the stabilization of domestic price as the exchange rates of
sterling and the dollar generally moved in opposite directions. Later, however,
both the currencies began to depreciate, thereby worsening the dumestic

inflation. This prompted the Malawian authorities to move to the SDR peg.

25.2 SDR Pegs Out of Favour?

Wé noted earlier that although basket pegs became increasingly popular up
to 1985, there has been a decling interest in such a system, particularly the
SDR peg. thereafter. Looking more closely we understand that, while there
has been a number of switches from own-currency baskets to more flexible
arrangements after 1985 (China, Madagascar, Maldives, Mauritania,
Singapore and Tunisia), the shifts from SDR pegs have heen towards nwn-

currency basket pegs (Kenya, Sao Tome & Principe and Vanuatu) and dolfar
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pegs (Sierra Leone and Vietnam). As a result, whereas the 'tailor-made’ baskets
reduced their importance only marginally with 25 countries still holding on to
such a system in March 1988, the SDR pegs dropped to just 7 by March 1938 from
15in June 1980 and 12 in June 1985.

There has been a number of studies showing that the SDR basket would
broadly stabilize the effective exchange rate of majority of LDCs and is,
therefore, superior to single currency pegs with the exception of some
Caribbean countries for which the dollar peg is superior and the Francophone
African countries for which the existing tie with the French franc is superior.
(See e.g., Crockett and Nsouli, 1977 Helleiner, 1981; Williamson, 1931a; and
Brodsky and Sampson, 1984). Further, a uniform SDR peg by several nations
has the advantage of stabilizing the cross tates between the currencies of ihese
nations which, in turn, would eﬁcourage intra-LDC trade. Lastly, since the
SDR itself is a basket of major currencies with weights roughly reflecting their
importance in world trade, they could be particularly relevant for countries
exporting homogeneous primary commodities the world prices of which are
determined by the distribution of world imports rather than the direction of

trade of the country's own exports.“ (See Williamson, 1982. pp. 55-59).

In spite of the above merits of the SDR peg. it appears that such an
exchange rate system is on the wane. Asnoted by Black (1976) and Crackett and
Nsouli (1977), the SDR peg has the drawback common to any basket peg of not
being able to use the peg-unit as the intervention medium. That is. the SDR
being not a medium of exchange but a unit of account cannot be used by

authorities for the purpose of intervention in exchange markets. Williamson
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(1982, p. 59) did point out that unless the SDR becomes attractive as an
intervention and vehicle currency, the balance of advantages of the SDR over
an own-currency basket would not look convincing for countries to make a

widespread spontaneous move toward SDR pegging.

2.5.3 Switch to More Flexible Exchange Rate Regimes

Among the different types of LDC flexible exchange rate arrangements, it is
interesting to compafe the sub-category, ‘adjusted according to a set of
indicators' with the ‘other managed floating'. Williamson (1981b) distinguishes
between two types of crawling pegs: the 'rule-based crawling peg’ and the
‘decision-variant crawling peg'. Itis the former thatis fepresented by our sub-
category "adjusted according to a set of indicators’. It is further felt appropriate
to designate the 'other managed floating' as the 'decision-variant crawling peg’

or the ‘discretionary crawling peg’. This is explained below.

A number of countries in the category of 'other managed floating’ generally
follow a basket peg which is made to crawl onvthe basis of several unannounced
considerations. For example, China followed a basket peg up to 1935 and in
Januvary 1986, shifted to a system whereby the exchange rate is adiusied
presumébly according to developments in balance Vof payments and also costs
and exchange rates of major competitors. Guinea-Bissau although nperating a
SDR basket, adjusts exchange rates based on domestic price movements. India

also has a discretionary crawiing basket peg.12

South Korea ton manages a
crawling basket peg with the basket based on a combination of trade weights
and SDR weights. Other examples of the discretionary crawling basket peg are
Mauritania which followed a publicly announced own-currency basket peg

till recently, Morocco and Tunisia.lz' The remaining countries in the ‘other
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managed floating' category do not operate any basket system but alter their
exchange rates vis-a-vis the U.S. dollar, the intervention currency, basedon a
aumber of considerations gradually and in frequent intervals. Some examples

are Argentina, CostaRica, Mexico, Sri Lanka and Yugoslavia.

Another interesting development has been the recent adoption of free
floating by a number of LDCs. The number of LDCs which allowed market-
determination of exchange rates moved up from 5 in June 1980 to 8 in June 1983
and were as high as 14 in March 1987 before declining to 11 in March 19388, The
IMF have recently conducted a study of the LDC experience of floating (see
Quirk etal., 1987).

Among the LDCs which adopted floating, most did so as the only feasible
solutinn to the severe protracted balances of payments difficulties and as a part

of the Fund-supported adjustment programrm:s.14

A major reason advanced for
the decision to float in these countries is that the other alternative of large
discrete adjustment of exchange rate was considered politically intolerable. It
was also thought in some of these countries that floating exchange rates would
bring into the fold of the official sector the large illegal or unofficial paralfel

markets in which exchange rates have heavily depreciated.

The floating exchange rate system adopted in these countries took two
“different forms. The first is similar to the type that is invariably prevalent in
developed countries with floating exchange rates, i.e. the one which operates
through the private inter-bank system. Such an arrangement was apted for in

countries such as Dominican Republic, the Gambia, Lebanon, the Philippines,
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Sierra Leone, South Africa, Uruguay and Zaire. In those countries without
sufficient financial infrastructure, the authorities chose a second form,
namely, an auction system in which the central bank itself organizes the
market and which necessarily involves the surrender of foreign exchange
receipts to the central bank. The countries that have been conducting the
auction process are Bolivia, Ghana, Guinea, Jamaica, Uganda and Zambia.
Nigeria introduced a composite of both forms, ie., an auction system for

allocation of foreign exchange receipts from oil to an interbank market.

It is too early to pronounce a judgement on the floating experience of LDCs.
However, the development is significant as it challenges the conventinnal
wisdom that floating is infeasible in most LDCs due to the absence in these
countries of mature financial markets and their lack of integration with
foreign markets and also because of the highly open nature of these

countries.lj But it is also significant that a few coun!ries;::e up the
experiment, namely, Jamaica, Uganda and Zambia, belonged to the categnry
with relatively underdeveloped financial infrastructure and which adopted an
auction system rather than the inter-bank markets for the determination of

exchange rate.

The IMF study cited earlier indicates that the floating rate system recently
adopted in LDCs did not lead to a free fall of the exchange rate theteby leading
to a spiralling of inflation iq these countries. Moreover, the exchange rate
instability during the floating period has been generally less than that in the
immediate pre-float period. Three major factors are reported in this

connection: first, there has been central bank intervention to stabilize the
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rates: second, the reduced instability of the underlying economic conditions,
particularly in primary commodity prices; and third, the possible absence of
destabilizing speculation activities normally found in an ‘adjustable peg'
system.

We need to stress that the recent adoption of floating in LDCs had been rather
controlled experiments which might not fully qualify as free floating. 1n those
countries which allowed interbank markets thereby creating an atmosphere
favourable to free floating, limits were put on the foreign exchange positions
of commercial banks and other dealers admittedly to avoid monopoly sitvations.
In countries which adopted the auction system, the authorities kept a high
controlling position through the exchange surrendering procedure and the
setting aside of a large portion of foreign exchange for extra-market allocation
on government account. The relatively stable behaviour of exchange rates
reported during the floating period must have heen aided greatly by the
‘bridging’ finance many countries obtained from official and commercial bank
sources and also dﬁe to the financial support from the Fund.  Above all, it
should be noted’lhat whereas the countries which introduced floating although
undertook liberalization on current account transactions, there still remained
current account restrictions, particularly import licensing, in most of these
countries and more importantly, most of these countries did not undertake any
liberalization at all on capital transactions. This factor might have been a major
one behind the relatively stable exchange rate behaviour during the floating

period.

2.6 Empirical Studies

A number of factors are advanced in theoretical literature as the possible
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determinants of a country’'s choice of the exchange rate regime. Studies have
been undertaken to test whether considerations noted in theoretical analysis
have actually influenced the choice of exchange rate system. ﬁickham (1985)
givesa brief survey of the results of the early empirical studies by Holden
and Holden (i976) and Heller (1978) both of which used the discriminant

17. These

a.na.lysism and also by Dreyer (1978) which used the probit analysis
are pure cross-section studies, which may be criticized for relying on data for
just one particularyear. Bosco (1987), however, avoids that problem by pooling
both cross-section and time series data and he studied the issue by using the

logit analysis approach .1 8.

Irrespective of the alternative techniques employed by the various authors,
the evidence that emerged from these studies has been broadly subportive of
the theoretical literature on the subject, ie., on the one hand, the degree of
openness, [inancial integration, and differential inflation influence the
general choice of a country between pegging and flnating, and, on the other
hand, the decision between a single currency peg and a basket peg is affected

largely by the degree of geographical concentration of trade.

While the above studies empirically tested the choice of exchange rate
regime by LDCsw on the basis of the several criteria advanced in the literatuce,
Weil (1987) concentrated on just one criterion, namely, the degree of
geographical concentration of trade. For countries with different exchange
rate regimesthe author conducted simple tests for the difference in' the mean

percentage of trade done with major currency area, and reported a number of

interesting results as noted below.
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Weil, as expected, found that basket-pegging nations have a higher degree of
geographical trade diversification than that for the single currency peggers.
However, the LDCs in general experienced an improved trade diversification
since 1976. But what really mattered in the switching away from the single
currency pegging was the initial degree of trade diversification rather than
the changes in trade pattern over the period. This indicates the possibility that
countries went through a learning process before they finally abandoned
their traditional single currency pegs. But what Weil saw as the learning
process could, in fact, conceal the deliberate decisions of authorities stemming
from reasons such as the potential depreciation of the effective exchange rate
when the peg-currency has been undergoing a depreciation. We saw such a
possibility in the initial reluctance of India and Sri Lanka to depart from the
traditional sterling peg. Another point emerging from Weil's Study isthat a
number of switches away from the dollar peg that occurred in the first half of
the 1980s have been in reaction to the ‘over-valuation' of the dollar and not in
response to increased geographical trade diversification. This conclusion is
consistent with the rise in dollar pegs observed after 1985 following the

reversal of dolfar’s appreciation.

2.7 Summary

We may now summarize the post-Bretton Wonds LDC experience of various
exchange rate regimes. Firstly, there has been a general move away from
single currency pegs to basket pegs and to more flexible exchange rate
arrangements. However, the SDR peg ison the decline. Among the remaining
single currency pegs, dollar pegs are the most common, the French franc

pegs are the most stable and there exists no sterling peg any more. By March
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1988 about 45 per cent of LDCs followed a single currency peg down from 89 per
cent during March-July 1973.

Secondly, a lack of stability is observed in exchange rate regimes of a
number of LDCs which is largely associated with the cyclical fluctuations in the
value of the US. dollar, leading to erratic switches from and toward dollar pegs.
Another reason for the sudden changes in exchange rate regimes appears to be

associated with the use of the exchange rate as an anti-inflationary weapnn.

Thirdly, among the flexible exchange rate regimes of LDCs, the most
interesting appears to be the discretionary crawling ‘peg where the authorities
act to bring about gradual adjustments in exchange rate against either a given
basket of currencies or against a single major currency without any pre-
announced rules. There has also been a number of cautious experiments in free
floating by LDCs in the 1980s, most of them with the support of the IMF
adjustment programmes. [t is too early to assess the full implications of this
development but there is evidence to state that they are not strictly pure

floating and they do not constitute a repudiation of the existing theory of LDC

exchange rate regime,

Finally, the empirical studies of the LDC exchange rate regimes have
generally supported the arguments raised in theoretical literature regarding
the various determinants of an exchange rate regime. Concentrating on the
major factor of geographical trade diversification, it has been nnted that LDCs
as a whole have undergone improvements in the pattern of trade. In that

context, switches from single currency pegs are explained more by the
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previous degree of trade diversification rather than the existing pattern.
Although this is explained by an underlying learning process in the switch
from single currency peg, one could also detect other considerations such as
the likely depreciation of effective exchange rate that the existing single
currency peg could involve. Another factor which is not related to trade
diversification behind the switches from the single currency peg is the dollar
‘over-valuation' in the first half of the 1980s and this influence is confirmed by

the rise in dollar pegs with the depreciation of the dollar aflter 1985.

Thus, we have seen in this chapter that there are a number of exchange rate
systems that are in operation in LDCs. Although we described the various LDC
exchange rate regimes, we did not examine them for their economic grounds.

In order to examine the economic rationale of alternative exchange rate

regimes we turn to the next chapter.
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Footnotes: Chapter 2

1. It may be noted that the floating exchange rate system adopted by developed
countries since the early 1970s has not been completely free floating but
rather managed floating with varying degrees of central hank intervention.

2. For India, a more detailed analysis of the introduction of the sterling peg is
given in Chapter 4.

3. Mali joined the CFA franc system in June 1984 by becoming a member of
the West African Monetary Union (WAMU).

4. See African Department Study Group (1969) for a detailed study of the (FA
franc system.

S. The 'cross-pegging’ is the practice of pegging the value of the domestic
currency simultaneously to more than one foreign currency at rates which
are inconsistent with the cross rates between the foreign currencies. The
cross pegging results in broken cross rates leaving the scope for arbitrage.

6. Camoros has an independent currency called Comorin franc but its value
is kept the same as that of CFA franc and is linked to the French franc at 50
to one. Equitorial Guinea's currency is CFA franc. Mali joined the CFA franc
system in June 1984 although she kept a fixed relationship with the CFA
franc andtherefore the French franc even earlier.

7. The only country on the sterling peg for the previous several years, viz.,
the Gambia, abolished it in January 1986 in favour of a floating exchange
rale system.,

8. Sierra Leone floated its currency during an intermediate period from June

1986 to August 1987,

9. There are, however, three countries which switched away from the dollar
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peg during 1985-88, viz., Egypt which adopted a managed floating. Ghana
which floated independently, and Libya which pegged to the SDR with large
margins of + 7.25 per cent.

10.See Gerakis (1976) for a study of the exchange rate practices of some Middle
Eastern countries during 1975,

11.Villiamson quotes the instance of Sudanese cotton whose export price,
although set in world markets in terms of the dolfar, could go up by an
appreciation of the DM against the dollar via a rise in the German dolfar
demand price for cotton. Here, the influence of Germany on the price of the
homogeneous commodity, cotton, depends not upon the share of that country
in Sudan's exports of cotton but rather on her share in world trade in cotton.

12.See chapter 4 for the detailed study on the Indian basket system.

13.1t may also be noted that Burundi and Jordan which are officially-designated
SDR peggers have recently started adjusting gradually against the SDR
basket. |

14.Exceptions are Lebanon, South Africa and Uruguay. Of the three, Lebanon
has highly developed financial markets which are integrated
internationally and the country has had extensive experience in
independent floating ever since 1952,

15.See the more detailed analysis in Chapter 3.

16.The discriminant analysis belnngs to a class of regression techniques
where the model is estimated with the dependent variable as a dummy
variable. The alternative approaches under this broad group of methods
are the logit, probit and the tobit analyses. See Maddala (1988) pp. 267-2%9
for a good exposition of these techniques. See also Bosco (1987) for a

comparison of the studies by Heller (1978) and Dreyer (1978).



17.5ee Footnote 16.
18.See Footnote 16.
19.Heller (1978) had both LDCs and developed countries in the sample whereas

other studies considered only LDCs.
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Chapter 3
The Theory of LDC Exchange Rate Regimes

3.1 Introduction

The review in the previous chapter of the post-Bretton Woods LDC exchange
rate practices has not shown an altogether satisfactory state of affairs. We
noted 2 number of cases of erratic shifts in exchange rate regimes. There
appears to be a general lack of clear understanding among LDCs of what an
exchange rate regime is expected to achieve. Can theory provide guidance for

LDCs in the choice of an appropriate exchange rate regime?

There are broadly three main strands in the literature on exchan ge rate
regimes. Of the three, the first has been initiated by Friedman (1953) as a
critique of the orthodoxy of the Bretton Woods ‘adjustable peg’ system and the
second is the theory of optimum currency areas which originated with the work
of Mundell (1961). The former proceeded as if the optimal exchange rate regime
isuniversally applicable to all countriesl. the latter mainly emphasized certain
criteria the .satisfaction of which varies from country to country (Ishiyama,
1975). A significant aspect of the contributions under the above two streams
has been that they were made largely in the context of developed countries and,
therefore, abstracted from the special problems of the large number of LDCs.
This gap, however, has been filled since the mid-1970s by the emergence of a
third strand of literature on the issue of the optimal exchange rate regime for a
typical LDC. This body of literature stresses the special characteristics of LDCs
and place the choice of exchange rate regime within the context of the

differenkating features of those countries.

There has been already two surveys of the extensive literature on the LDC
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exchange rate regime by Williamson (1982) and Wickham (1983). The purpose
of this chapter is, therefore, not exactly to undertake yet another survey. We
propose, rather, to synthesize the existing literature on the subject with a view
to briné:gforth general principles that should guide LDCs in their choice of

exchange rate regime.

32 The Backgrdund

The theory of exchange rate regimes for LDCs was developed in the context
of the generalized floating of world's major convertible currencies. The
question was asked: what isthe opfimal exchange rate arrangement for an LDC
given that the major currencies of the world are floating against one another?
Three alternatives were foreseen: (1) to join the system of developed countries
by accepting an independent floatingz; (2) to peg the home currency to the
currency of the most predominant trading partner; and (3) to peg to a currency
basket which can be either the SDR or a self-chosen basket. Professional

opinion has been generally in favour of the third option.

Two questions arise from the professional consensus on the optimal
exchange rate regime for the LDC: first. why pegging is preferable to floating
for the LDC? and second, why a multi-currency peg is considered superior to a
single currency peg? Atthe time of the generalized move towards a flnating
eichange rate system in the early 1970s. there existed a fairly consistent corpus

of literature in favour of floa.t.ing:"

. We need to examine those arguments and
ask why they are not quite relevant as far as the LDCs are concerned. In
addition, we have to examine the arguments for the basket peg and see why a

single currency peg is not ideal for the LDC.

3.3 Feasibility of Floating in LDCs

The major argument put forward in the earlier literature for a floating
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exchange rate system has been that it could resolve the policy dilemma between
the objectives of external balance and internal balance by ensuring, on the vne
hand, automatic external balance by appropriate movements in exchange rates
and, on the other hand, unconstrained (reedom to use macroeconnmic policies
particularly the monetary policy for the attainment of internal balance. ln
addition, free floating was claimed to insulate the economy {rom external shocks
not merely monetary but real as well‘. The experience of floaling in developed
countries, however, proved that the above claims of floaters had been much
exaggerated and the new asset-markel approach to exchange rate determination
provides {resh insight into why the reality turned out to be different from the
earlier thinking (see Williamson, 1985b). However, our concern for the

moment is not with regard to the applicability of the arguments of {loaters for

3

developed countries” but rather why a flexible exchange rate system is not

relevant to developing countries prima facie?

The absence in most LDCs of a financial infrastructure which is well-
developed internally and well-integrated with the interﬁalional financial
markets has been stressed by a number of authors (e.g. Black, 1976; Crockett and
Nsouli, 1977; and Branson and Katseli, 1981). In these countries, the financial
system consists of mainly the central bank and the commercial banks, the latter
under the strict surveillance and control of the former; interest rates and
exchange rates are administratively fixed and with rarely any relation between
the two; forward markets in foreigﬁ exchange are virtually non-existent; and

with an elaborate system of trade and exchange controls, private capital {lows

are strictly regulated.

Branson and Katseli note, invoking the asset-market view, that the short-

term stability of the exchange rate depends upon the overall stability of the
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financial markets, which in turn assumes a domestic financial system of certain
depth and breadth and the absence of capital controls to ensure substitulability
between domestic and foreign assels in private portfolios. The authors argue
that, in absence of such asset market conditions for equilibrium, the exchange
rate in those countries will be determined by current account flows, ie., by the
supply and demand in foreign exchange market arising mainly from exports
and imports. In that context, the short-run exchange rate stability requires the

satisfaction of the Marshall-Lerner conditions on Lrade elasticities.

Branson (1983) has made a four-[old classification of countries based on
their trade structure. First is the "small country” case with perfectly elastic
demand and supply curves for exports and imports respectively. Here,
exchange rate changes have no effect on the terms of trade and desirable
effects on the trade balance which ensures stability in foreign exchange
markets. The second is the "semismall country” c#se which is small on the
import side, ie., with perfect import supply elasticity, but large on the export
side with some market power to influence prices. Here, a devaluation, for
instance, reduces the terms of trade and, with inadequate demand elasticity of
exports and imports, can cause J-curve effects and thereby dynamic instability
in exchange markets. The third is the "rigid country” similar to Crockett and
Nsouli's (1977, p.126) case of very limited substitutability between traded and
non-traded goods resulting in inelastic export supply and import demand. Here,
devaluation does not affect the terms of trade as both the export and import
prices move up by the same proportion, but worsens an initial trade deficit. The
last is the "pure manufacturing country” case where imports are largely
intermediate inputs with relatively inelastic demand and, exports are
manufacturing output with a positive supply elasticity. With inelastic demand

for exports, devaluation in this case worsens trade balance and also feads to
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deterioration of the terms of trade.

The conclusion from the above classification of countries is that the
Marshall-Lerner (M-L) conditions for short-run exchange rate stability is
likely to be satisfied only in the case of small countries and therefore
surprisingly, such countries alone could float. However, Branson and Katseli
point out that the satisfaction of the M-L conditions is only a necessary
condition for floating and not a sufficient condition. The feasibility of floating
also depends on the degree of openness of the economy concerned as explained

below.

The openness criterion is borrowed from the literature on optimum
currency areas. McKinnon (1963) argued that in the context of a small open
economy exchange rate flexibility could lead to price instability which could
threaten the citizens' confidence in domestic currency, leading to substitution
of foreign currency for domestic currency. Besides, the more open the
economy the less effective is the exchange rate as an instrument of external
adjustment, an argument stemming from the absence of money illusion, the
existence of real wage rigidity and also inelastic domestic demand for imports
(see Ishiyama, 1975, pp.350-2). Therefore, although floating is feasible for a
small country on the grounds of Marshall-Lerner conditions, it is n«it. feasible

for such a country on the grounds of openness.

Reverting to the relationship between financial structure and feasibility of
floating, it has been argued by Lal (1980, p.33) that the ahsence in LICs of a
full-blown financial system sufficiently integrated internationally per s is
not an argument against the flexible exchange rate in these cduntries, but
rather an argument in favour of carrying out financial reforms thereby

enabling the floating rate system to operate more efficiently in these countries.



32

McKinnon (1979, pp271-2) also advocates such a deliberate reform in
develnping countries so as to encourage currency convertibility in these
countries. Crockett and Nsouli (op.cit., p.138) particularly refer (o the absence
of forward markets in LDCs and suggest that, for the fast development of such
markets government has to give up once and for all its exchange rate
stabilization function through pegging the exchange rate, and instead allow the
inevitable fluctuations for some time in order to offer sufficient incentives to
private operators to step in. Black (1976) also admits that [ree [lvating requires
official commitment of considerable resources for development of exchange
markets and related financial markets in LDCs and also the abandonment of

exchange controls.

There is a lot of merit in the above arguments, but the basic poinl is whether -
LDCs should straightaway encourage external capital mobility in the hope that it
would make the [loating exchange rate system feasible. The answer depends
upon whether private speculation is stabilizing or destablizing. Friedman
(1953) argued that private speculation is destabilizing only if the market is
consistently dominated by amateurs who buy when price is high and sell wvhen
it is fow. This is countered by saying that rational speculalors can buy when
price is high if they expect it to go further up and sell when it is low if they
expect it to go further down and thereby destablize the market (Hart and Ereps,

1986, pp. 927-52, for a mathematical proof).

Perhaps the best picture of the destabilizing effect of capital mobility is
provided by the “overshooting” of exchange rates. The overshonting
phenomenon was originally presented by Dornbusch (1975) as resulting from
the much slower adjustments to disturbances in goods and fabour markets than

those in financial markets. That is, as the prices in gonds and labour markets
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are sluggish in response to shocks, financial prices bear the brunt of
adjustment in the short run by responding much larger than needed in the
long run. The experience of the lasAt one and a half decades of flvating has
shown that overshooting of exchange rates from the levels indicated by
fundamentals is not just a short run occurrence, but could last for several years
at a stretch leading to what is termed as "misalignment®. Williamson (1955a,
pp.47-55) points out that misalignments of exchange rates have occurred not
just because of the macroeconomic stances of national authorities but also

because of the inefficiency of financial marketsb.

We may now summarize the arguments for the feasibility of floating in LDCs
developed so far: the underdeveloped nature of the financial markets and the
absence of capital mobility precfude the determination of short-run exchange
rate equilibrium through asset markets in LDCs. But the stage of development of
capital markets is a function of government policy and controls. However, even
if LDC governments decide to promote the speedy development of these markets
and allow freedom to private agents to exercise their porifolio choice including
foreign assets, that need not provide a sufficient condition for stabilization in
exchange markets as private speculation could very well be destabilizing as it
could be stabilizing. If we ignore the asset markets, the exchange rate stability
in the event of floating in these countries depends on whether the Marshall-
Lerner conditions hold or not. We saw that they hold in the case of small
countries but not in semi-small countries who possess some market power on
the export side or any other types of developing countries. In the case of small
countries although they are feasible floaters on the grounds of Marshall-
Lerner conditions they are likely to be so open as to make floating an

unworkable proposition.
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3.4 Desirability of Pegging in LDCs

While Branson and Katseli were mainly concerned with the feasibility of
floating in LDCs, other authors analysed the desirability of floating for this
group of countries. The question addressed in this connection has been, which
exchange rate regime is best suited for macroeconomic stability given the
origin and nature of shocks the economy is frequently subject to? .This is, in
fact, an extension of the debate on the insulation advantages of alternative

exchange rate regimes started by Friedman (1953).

New studies on developed countries have shown how floating exchange rates
cannot insulate the domestic economy from all types of stochastic disturbances
as claimed earlier. (See IMF., 1984b, for a brief survey). In the presence of
high international capital mobifity, it is peinted out, that floating rates cannot
protect individual countries from foreign macroeconomic policy shifts. For
example, a foreign monetary expansion could lead to appreciation of d(vmestic.
currency through the channel of capital .inﬂows prompted by a decline in
foreign interest rate. This would cause a fall in domestic output through trade
account. Similarly, a foreign fiscal policy change could affect domestic output
(See Mussa, 1979, for details). Although floating rates have potentiality for
providing insulation against world price level shocks through appropriate
changes in exchange rates, they cannot offer effective insulation against
relative price changes of different classes of traded goods (e.g., oil or food).
There has been a number of empiricil studies showing that the fleating period
has been characterized by a greater transmission of disturbances among
industrial countries (see e.g. Swoboda, 1983; De Grauwe and Fratianni, 1985; and

Obstfeld, 1985).

The analysis of short-term macroeconomic stabilization in an open economy
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has generally been conducted within the framework of the Mundell-Fleming
model which in turn is the open economy version of the Keynesian 1S-LM
model. The appropriatenessof such a framework in analysing LDC stabilization
problems is questioned. Basically, the 15-LM framework represents demand-
constrained models whereas the typical LDC is supply-constrained. The studies
on LDCs naturally abstracts from external capital mobility and also assume
exogenous supply conditions, and within this framework, examine the relative
pecformance of fixed and flexible exchange rates in the presence of various

types of exogenous disturbances.

There is, however, a major difference among the various LDC studies which
relates to the definition of internal balance employed by the different authors.
Black (1976) considers the domestic price as the strategic variable to be stablized
in a two-good model of traded and nontraded goods. Black demonstrated that
flexible exchange rate could insulate the economy from fluctuations in world
prices of tradables. For example, if there is a rise in world price relative to
domestic price, the resulting appreciation of the exchange rate would keep the
domestic price of tradables intact. If the exchange rate were pegged, that would
raise the domestic price of tradables and thereby produce a balance of payments

surplus leading to reserve growth and monetary expansion.

However, it was shown by Black that, in the presence of domestic supply
shocks for example, a crop failure, macroeconomic stability could be preserved
better under a fixed exchange rate than under a flexible exchange rate. A fixed
exchange rate,by holding down the domestic price of tradables,diverts demand
to the tradables sector (including imports) and helps to contain the rise in the
price of nontradables. 1f the exchange rate were flexible, the resulting

depreciation, - - while raising the price of tradables, would nnt help in
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containing the rise in the price of nontradables. It may, however, be noted
here that the effectiveness of the fixed exchange rate in preserving internal
balance presupposes adequate stock of external reserves or the possibility of

external borrowing.

Another type of exogenous shock which is of crucial importance to LDCs is
adverse shifts in the terms of trade arising from either a decline in export
prices or a rise in import prices. The relevant case is when import demand is
inelastic. In such a case, Black showed that a pegged exchange rate regime is
superior in the face of sudden movements in the terms of trade. vlt. minimizes
the effect on domestic prices by keeping the exchange rate stable. Under
flexible exchange rates a fall in the terms of trade, for instance, through a rise
in import prices, would be translated into a rise in domestic prices via exchange

rale depreciation.

Lipschitz (1978) treats real absorption, assumed to be a function of real
output and excess real money balances, as the crucial variable to be stabilized.
He does not, however, make a distinction between tradables and nontradables as
Black did, but considers a simple tradable good model in which output is
exngenously determined. The author examines two types of transitory shocks
facing the economy: domestic supply and domestic money demand shocks.
Lipschitz finds that in the face of output shocks, a pegged exchange rate regime
is superior in stabilizing real absorption. The argument is that in a fixed rate
regime, real absorption can be maintained through a trade deficit financed by
foreign reserves changes whereas under a [lexible rate regime, absorption will
be limited to the level of output. A shock from the demand for money side, on
the other hand, needs a flexible exchange rate to preserve domestic absorption.

For example, a rise in real demand for money brings out an appreciation of the
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exchange rate which raises the supply of real money balances through a
valuation effect on the foreign exchange component of money supply, and
thereby eliminates the initial monetary disequilibrium (see Lipschitz op. cit,,

pp. 633-6, for details).

Flanders and Helpman (1978) are concerned with the determination of the
choice between the two polar alternatives of a rigidly pegged exchange rate and
a perfectiy {lexible exchange rate for a small open country producing both
tradables and nontradables. Take the case when wages and prices of
nontradables are flexible. Then, if there are external disturbances in the form
of changes in foreign prices of traded goods; a flexible exchange rate could
maintain domestic price stability and thereby enhance the "moneyness” of the
domestic currency whereas a fixed exchange rate results in price instability. It
may be noted, however, that this conclusion runs counter to what McEinnon

and Branson & Katseli stated7. But this result is consistent with that of Black.

Now fet us consider the more interesting case where money wages and
nontraded goods prices are rigid downwards. Here as well, Flanders and
Helpman demonstrate that a flexible exchange rate ensures the preservation of
price stability in the face of changes in foreign prices, upward or downward,
and in that sense exchange rate flexibility compensates for the absence of
wage-price flexibility. 1f the exchange rate is pegged, the resulls depend upon
the direction of the foreign price change. If the loreign prices rise they are
transmitted home. If the foreign prices fall, under fixed exchange rate, the
price of traded goods falls but the price of nontraded gnods and money wages
remain constant. If monetary policy is directed toward preserving balance of
payments equilibrium, that will result in unemployment. If monetary policy is

directed toward maintaining full employment, that would adversely affect
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balance of payments. This is the familiar dilemma situation of conflict between

internal and external balance.

The above theoretical discussion indicates that the nature of transitory
shocks facing the economy is an important determinant of the optimal
exchange rate regime. Shocks are generally categorized as either real or
monetary. If real shocks (e.g., shocks originating from domestic supply or
external terms of trade) predominate, a pegged exchange rate regime is
superior; if monetary shocks (e g., shocks arising from foreign price level,
domestic demand for or supply of money) predominate, a flexible exchange rate
regime is superiors. The desirability of a pegged exchange rate regime as
opposed to a flexible regime in LDCs stems from the fact that these countries are
characterized by the predominance of real shocks, particularly arising from

domestic supply and the terms of trade.

Domestic supply st;ocks occur in LDCs mainly due to harvest failures. A
general harvest failure could affect either a nontradable or impnrtable good
(e.g., foodgrains) or an important exportable good (e g., tea, coffee and cocoa).
In the case of the former, a pegged exchange rate regime stabilizes the domestic
price & /2 Black and domestic consumption & /2 Lipschitz. In a number of LDCs
an agricultural supply failure normally triggers off inflation in the ecnnomy

quite strongly throhgh its impact on expectatinns(').

In such a context, a fixed
exchange rate regime would help to counter inflation through the cushion of
trade balance. A flexible exchange rate system, in contrast, would worsen the
domestic inflationary situation by a depreciation making the domestic price of

all imports go high.

In the face of domestic supply shocks affecting the production of an
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important exportable good, the case for a pegged exchange rate regime becomes
even stronger. Asin the case of an essential consumption good, here oo a [ixed
exchange rate helps in minimizing the instability of domestic price and
domestic consumption. A flexible exchange rate while precluding the
maintenance of internal balance does not help towards the objective of external
balance either. This is so because of the impossibility of eliciting supply
response with exchange rate changes in primary producing countries subject

to a general harvest failure.

Turning to the terms of trade shock arising from price f{luctuations in
particular importables (e g, oil or foodgrains) or exportables as distinguished
from fluctuations in the world price level, a flexible exchange rate fails to
provide insulation to the domestic economy since it cannot alter relative prices
at such a disaggregated level. Provided such a disturbance is tempomrym, a
fixed exchange rate regime with the provision for financing of deficit on
current account either through dishoarding of foreign reserves or foreign
borrowing or a combination of the two is better in .thc sense that such a policy
at least prevents further changes in domestic price and consumption. This is

particularly significant for primary product exporters subject to price shocks

influenced by periods of boom and sfump in industrial countries.

The above discussion while applicable to many LDCs, it needs to be
emphasised that, #-is not applicable with the same force to all LIXs. A
distinction has to be made as between primary producing but food importing
nations and those LDCs which are manufacturing but food self-sufficient. Let us
call the former category of LDCs the 'pure LDCs' and the latter category the

not

‘manufacturing LDCs'. The above analysis is Aquitc relevant to  the

manufacturing LDCs. India isa typical example of the manufacturing LDC. She
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is categorized by the IMF as a ‘Manufacturing Product Exporting LDC' with the
share of manufacturers much above the cut-off poinl of 50 per cenl of
aggregate exports. Besides, the country is self-sufficient in foodgrains
production and also do not require food imports in the event of even a massive

crop failure.

In the context of manufacturing LDCs, if a general crop failure occurs
affecting the production of importable foodgrains and exportable primary
commodities, the appropriateness of a fixed exchange rate is not that evident.
Firstly, the release of foodgrains from stocks within the country, {rom the
government buffer stocks, could minimize consumption decline and hold down
the price rise. Secondly, the fall in primary commodity exports could be
compensated by a rise in manufactured exports if the exchange rate depreciates.
The argument relating to the terms of trade shocks also has less force in
manufacturing LDCs as, with the low share of primary commodity exports, the
impact on the economy of a fall in export price of primary products is much less
in these countries. However, in these countries, sudden rises in import prices
which are temporary can be tackled better with a fixed exchange rate than a

flexible exchange rate.

To sum up the discussion on the desirability of a pegged exchange rate
regime for the LDC: domestic supply shocks due to harvest failures and the
terms of trade fluctuations arising from either a rise in import prices or a fall
in export prices constitute the major type of exogeqp'ous disturbances
confronting LDCs. In that context, a fixed exchange rate regime is preferred to
a flexible rate regime. A fixed exchange rate with the provision for [inancing
the temporary balance of payments gap arising from such disturbances, could

enable these countries to maintain price stability and preserve domestic
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absorption. In this connection, it is pointed out that the IMF's Compensatory
Financing Facility (CFF) for export shortfalls and for excess cereal imports and
the European Community's Stabex scheme are, in fact, meant to help nations to
tide over temporary exogenous shocks of the type mentioned above by providang
short-term balance of payments support as well as assistance to stabilize
domestic absorption (Wickham, 1985, p.268). We have, however, noted that the
strength of the above argument for the fixed exchange rate regime for LDCs is
considerably reduced when we consider the small group of L@a for whom
manufacturing product exports constitute a large portion of total exports and
who are self-sufficient in food production requiring no import of foodgraing in

the eventof a huge crop loss.

In the above discussion, we have assumed away the economic costs of
exchange rate instability resulting from a flexible exchange rate regime. The |
neglect of this cost of flexible exchange rates is quite evident in the literature
on optimal exchange rate regime. This is perhaps due to the majority academic
belicf that prevailed on the eve of generalized floating that, the flexible
exchange rate system would result in smoothly adjusting exchange rates
responding only to changes in underlying economic conditions (Johnson, 1972,
pp.208-11). Experience, on the other hand, proved that floating exchange rates
are associated with very high short-term volatility of exchange rates (see LMF,,
1984b). The econometric studies on the impact of short-term exchange rate
instability on trade flows particularly in developed countries, however, have
not produced conclusive evidence although there are some individu;xl studies
showing the evidence of depressing effects on trade“. The main explanations
offered for the lack of a firm relationship between exchange rate instability
and international trade are: (i) the recourse to substantial hedging in forward

markets; (ii) the relatively inelastic short-term supplies of exports; (iii) the
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diversification of trade into different currency blocs; and (iv) the risk
reduction through diversilication of the asset portfolins of international
trading firms (see McCulloch, 1983 and Willett, 1936). While all these factors
have been operating in most of the developed countries, the impnrtance nf these
factors except (ii) is much less evident in LDCs]z. As a result, exchange rate
volatility accompanying flexible exchange rates has been much more
problematic in LDCs than in developed countries. The high cost of exchange
rate instability on exports is demonstrated for India quite clearly in Chapter 9.
This is yet another argument for the desirability of a pegged exchange rate

system for LDCs.

The exchange rate instability argument for a fixed exchange rate regime in
LDCs is further buttressed by the lack of a mature and internatinnally
integrated financial market in these countries. In the absence of sound and
externally integrated financial markets, flexible exchange rates are likely to be

much more unstable than otherwise. This is clear from our earlier discussinn.

There is yet another aspect to the relevance of a pegged regime in LDCs. One
of the major reasons why floating became inevitahle for developed natinns was
due to the progressive lifting of controls on capital movements among them.
When there is free movement of capital across countries, there is also the
danger of destabilizing speculation in the midst of which pegged exchange rates
are virtually impossible. In the context of most of LDCs, on the other hand,
capital mobility is quite restricted with the maintenance of trade and exchange
controls. This is admittedly not an ideal situation. However, this fact bestows on
these countries the capacity to maintain a pegged exchange rate regime. Thus
we may state that, whereas in developed countries a fixed exchange rate regime

is infeasible due to capital mobility, it is feasible in most LDCs due to the
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existence of capital controls.

3.5 Optimal Peg for LDCs

After having examined the infeasibility of floating and the desirability of
pegging for LDCs, the next issue to be considered is the choice of the peg, ie.,
whether the peg should be based on a single currency or should it be based vn a
currency composite. Again, if the choice is in favour of a multi-currency peg,
the question arises as to the choice of currencies and the principle by which
weights are assigned to the chosen currencies. This is the issue of optional peg

for LDCs.

The choice of optimal peg is to be conceptually distinguished from the
choice between floaling and pegging which was discussed in the previous
sections. Williamson (1982) makes the distinction clear when he says, “There
appears to be wide agreement that independent floating is either infeasible or
undesirable for most developing countries, ... In a world where the major
currencies are floating against one another, however, the question of exchange
rate policy is not solved by resolving to peg rather than to float; it is also

necessary to decide to_ what to peg” (p.39). When we keep the choice of peg

separate from the choice of float versus peg, then it implies that the
considerations that influence the former are also different from those that

determine the latter.

The idea of a single-currency peg has been known since the 1930s when the
world was divided into various currency blocs after the breakdown of the
international gold standard. The majority of nations generally tied their home
currency to one of the major currencies such as sterling, the dollar or the

French franc depending on the political and economic relationship they had
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with the UK, the US. or France respectively. In contrast, the post-World War 11
period up tv 1971 based on Bretton Wonds par value system particulary since the
establishment of convertibility of major currencies offered a multilateral
framework. As a consequence, most LDCs diversified their external
transactions considerably. In that context, when the world's major currencies
floated in the early 1970s, the choice of an appropriate exchange rate system for
LIXs was not as simple as in 1930s when international economic relations were
much less diversified. Under conditions of trade and financial diversification
and flexible exchange rates among major currencies, pegging v a major
currency would imply floatng against all other currencies which are
themselves not pegged to that major currency. This in turn results in

]3, ie. the average

fluctuations in the home currency’s effective exchange rate
of the bilateral exchange rates, which has nothing to do with the balance of
payment positions of the home country. In short, the multi-currency peg or
the basket peg is suggested as the optimal exchange rate regime for a small

country as an instrument to avoid the unnecessary and often harmful

variations in its effective exchange rate (Diaz- Alejandro, 1975).

3.5.1 The Early Origin of Basket Peg

The origin of the idea of a basket peg can perhaps be traced back to Marshall
(1887) who recommended a symmetallic standard as a better alternative to the
pure gold, silver and bimetallic standards. Marshall suggested such a monetary
standard in the context of the rapidly falling gold value of silver. Harrod (1969,
p21) explained Marshall's scheme as consisting “not of a certain weight of gold,
not of a certain weight of silver, not of certain weight of gold or certain weight
of silver, but of a certain weight of gold plus a certain weight of silver”. The
idea behind the symmetallic standard was that in the context of the falling value

of silver against gold, linking a country’s currency with an average value of
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) thet
gold and silver would produce a more stable system thankbased on either gnld or

silver,

The world monetary system did not evolve the way Marshall would have
liked. However, in the early 1970s when world's major currencies moved to a

flexible exchange rate system, several developing countries began to accept

14 which in fact constituted a return to the

15

multi-currency pegging systems

spirit of the Marshallian symmetallism.

3.5.2 The Rationale of the Basket Peg

A basket peg involves the curreacies of the major trading partaners of the
home country of which one is chosen as the numeraire which usually is the
currency of the most important trading partner. The underlying logic of the
operation of the basket peg is as follows: if the home currency price is moved
in the same direction and extent as the movement in the average price of
foreign currencies, both the former and the latter measured in terms of the
selected numeraire which is usually the intervention currency, then the
externally imposed disturbances due to third-country currency fluctuations on
the home economy is completely eliminated. This is expressed algebraically

below:
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e= I Wi}
i=1

where e = home currency price in terms of numeraire
rj = priceof ith foreign currency in terms of numeraire
\ . ‘th " .16
w; = weightgiven to the i'X currency ( Zv;m 1)
1
n = number of currencies in the basket

. indicate percentage change.

Thus pegging to a currency basket implies keeping the domestic currency price
of the arbitrarily chosen numeraire on a path given by the weighted average of
the foreign currency prices of the numeraire. This in turn leads to the
stabilization of an appropriately defined effective exchange rate of the home

country.

What do the stabilization of effective exchange rate really mean?
Unfortunately, there is no agreement in literature on this issue. The basic
disagreement is on the precise concept of effective exchange rate that is to be
stabilized by the pegging. The lack of consensuson the underlying objective of
the optimal peg for the LDC” is brought out in Williamson's survey mentioned
earlier. We reproduce it below in Tahle 3.1 in roughly the same form given by

Villiamson with some updating.

Table 3.1, first of all, indicates that every author except Connolly has the
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stabilization of effective exchange rate (EER), either nominal or real, as the
prime objective of optimal peg. But the authors think differently about what is
supposed to be achieved by stabilizing EER. Except Black and Connolly, every
other author proposed the possibility of alternative objectives that can be
served by the basket peg. Some of the objectives suggested are the stabilization
of relative prices of traded gnods and thus resource allocation (Black and
Lipschitz), balance of trade or current account (Crockett and Nsouli, Flanders
and Helpman, Lipschitz and Sundararajan, and Branson and Eatseli), output or
real income (Crockett and Nsouli, and Flanders and Helpman), income
distribution (Lipschitz) and the terms of trade (Lipschitz and Sunderarajan, and
Branson and Katseli). The dissimilarity in objectives assumed by various
authors is also reflected in the weighting systems recommended by them for the
basket peg. This is hardly an ideal state of affairs. This makes the task of policy
makers very difficult. There isa need to examine the issue & aov¥o in order to

decide who is right. Fortunately, Williamson does precisely that.

Williamson straightaway rejects three objectives of the choice of peg
mentioned in the literature as "unambiguously erroneous”. They are the
stabilization of the level of real income and the terms of trade and the
minimization of the rate of inflation. The argument for rejecting the first two
criteria is that their acceptance would lead to unnecessarily throwing away
potential windfalls that comes in the form of rise in real income through rise in
the terms of trade. That would involve, in the words of Williamson, cutting down

the peaks without raising the floors which is not a sensible thing to do.



Table 3.1

Objectives of LDC Exchange Rate Policy and Recommended Pegs in the Literature

Author(s)

Suggested Objective

Recommended Peg

1. Black (1976)

2. Crockett and Nsouli (1977)

3.Flandersand Helpman (1979)

4. Lipschitz (1979)

5. Bacha (1979)

Minimize variance of relative prices
of traded goods by stabilizing
effective exchange rate (EER)

Stabilize balance of trade and output
by stabilizing EER

(i) Minimize variance of the balance
of trade by stabilizing the EER with
Multilateral Exchange Rate Model
(MERM)-type weights. An improve-
mentin balance of trade is also
envisaged as an additional objective.
(ii) Minimize variance of real income

Minimize variations in resource
allocation and income distribution,

by stahilizing real effective exchange
rate (REER)}

Stabilize REER in order to avoid
externally imposed instability.

Peg to a basket with weights based on
direction of total trade in goods and
services. Elasticity weightsare
suggested for country with market power

Peg to import-weighted basket. SDR peg is
suggested as a good proxy for import-
weighted basket.

Peg to an elasticity-weighted basket. An
increase in trade balance over time is
brought about by increasing the weights
of currencies expected to depreciate.

Peg to a basket with large weights for
export markets and small and even
negative weights for import sources.

Peg to a basket with weights based on
currency denomination of total trade
when export and import-competing
sectors are of similar size.

Basket peg of some sort.

1174



Author(s)

Sugyested Objective

Recommended Peg

6. Lipschitz and Sundararajan (1950a,

1980b, 1982)

7. Branson and Eatseli (1981)

8. Branson and Katseli (1982)

9. Connolly (1982, 1983)

Stabilize REFR with the aim of
stabilizing the terms of trade or
trade balance

Consider stabilizing EER with the aim
of stabilizing the terms of trade,
relative prices of traded goods or
trade balance.

Consider stabilizing REER with the aim
of stabilizin g the terms of trade,relative
price of traded goods or trade balance.

Minimize the level and variability of
inflation

Peg to elasticity-weighted basket modified
by covariance between relative prices
and exchange rates

Peg to basket with weights appropriate to
the respective objective determined as
special cases from a MERM-type model.

Peg to basket with weights depeading on
the particular objective. The basket
weights are derived as special cases 01
MERM-type model.

Peg to trade-weighted basket. However,
the retention of single US. dollar peg is
advised for Latin American countries
mainly to avoid the jolt to confidence that
could occur with the break of the histor-
ical tie with U.S. dollar and also due to the
better performance of US. with regard to
inflation.

Source: Based on Williamsoan (1982), Table 1, p. 50, as updated.

6v
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The minimization of inflation as the crucial objective of a small country
exchange rate policy. suggested by Connolly is. in fact, the application of the
classic “discipline argument” in favour of a fixed exchange rate, ie., if you
maintain parity with respect to the currency of another country, that would
necessitate the maintenance of a rate of inflation in home country neither
ahove nor below that in the other country. But ;he argument against such a
policy is that it leads to an avoidable sacrifice of domestic policy autonemy to
choase whatever level of inflation the country prefersls. A better policy
strategy would be to decide the choice of the peg based on other considerations
and accept a change in the level of the peg in order to neutralize the inflation
differential between home counti'y and its trading partners. On the other
hand, if it is felt that the resulting home inflation is larger than the desired,
then the country can subject itself to external discipline, if it so believes, by

effecting an appreciation against the chosen peg.

After rejecting some of the objectives of the optimal peg advanced fn the
literature, Williamson suggests that the precise motivation for the optimal peg is
the preservation of "internal balance”. However, the proper definition of
internal balance depends upon the true maodel of the economy. To guote
Williamson. "In a Keynesian fixprice variable output model. extended to
incorporate an expectations-augmented Phillips curve, internal balance can be
identified with the natural rate of unemployment modified by some margin
adequate to induce a desired change in the inflation rate. ... In the dependent
economy flexprice full employment model, internal balance is represented by a
constaht level of output of nontraded goods ...... In both cases it is undesirable to
depart from internal balance in response to temporary disturbances.” (p.54)

Fluctuations in third-currency exchange rates associated with the generalized
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finating of major currencies constitutera random shock disrupting the home
country's internal balance. The peg has to be so chosen as to insulate the
economy from this disturbance. This can be done either through minimizing
the instabilty of the relative prices of traded goods and therefore, the resource
allocation as envisaged by Black and Lipschitz, or through stabilizing output
and employment as envisged by Crockett and Nsouli, depending on one's view of

the economy under consideration.

The motivation of the choice of a peg described above need to be clearly
distinguished from that associated with a change in the value of the peg. A shift
in the value at which a currency is pegged is to be directed towards the
objective of “"external balance”. A change in the value of the peg could be
envisaged at two levels: the first with a view to just accommodating an inflation
differential between home and abroad and the second in order to promote
balance of payments adjustment. The former would preserve the constancy of
real effective exchange rate, and the latter would involve a change in real
effective exchange rate intended towards correcting a bhalance of payments

disequilibrium.

Even if we agree with the above prescription made by Williamson, there still
remains two more issues as regards the assignment of weights to the various
currencies in the optimal peg. Firstly, whether the weights should be trade-
based or elasticity-based? The considered opinion of Williamson is that
theoretically the currency weights should be based on bhalance of trade
elasticities computed from a multilateral exchange rate model of the IMF type.lg
However, the practical difficulties in adopting such a weighting system is so
huge due Lo data inadequacies in LDCs that trade weights are the best that are

feasible. A further point is that it is the total trade weights that are appropriate
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and there appears to be no justification for adopting either import weights

alone as suggested by Crockett and Nsouli or export weights alone.

The other major issue relating to weighting of currencies in the optimal peg
is whether it should be based on the direction of trade or currency of
denomination in trade. This issue is particularly signficant in the context of
LDC trade being invoiced largely in a few international currencies like the 115,
dollar and sterling. It might seem that the currency share is more appropriate
than the trade share since the former determines the current domestic
currency value of past trade contracts. That is, the currency denomination of
trade is what matters in measuring the immediate impact of currency
fluctuations on the domestic currency value of foreign payments and receipts.
However, the more relevant consideration for trade decisions is the prices that
can be struck for present contracts for future delivery and not the current
prices obtained from past contracts. The former depends much more on the cost
and price situation in home country in comparison with that in the competing
partaer country. The trade competitiveness relates to goods from and to the
currency country and nnt to goods of the currency denomination. Therefore,
currency weighting in a basket peg should be on the basis of the direction of

trade rather than on the currency invoicin gZ(l‘

However, it is an important question whether a single-currency peg is
preferable to a basket peg for countries whose external transactions are
dominated by a single country. In such countries, the basket peg, although
stabilizes the effective exchange rate, would imply variation in the most
important bilateral rate of the home country. Frankel (1975) suggested a
measure vhich he called the "effective variation” of exchange rates which is

the trade-weighted average variability of individual bilateral rates. Using such
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a measure, Frankel conducted simulation exercises ‘with historical data and
compared the single-currency peg with the basket peg. They indicated that in
several cases, single-currency pegs minimized effective variation rather than
the basket peg. These results may suggest that a basket peg need not be
universally applicable and, in certain LDCs, a single-currency peg could be

optimal.

The optimality of single-currency peg based on the minimization of
“effective variation” of exchange rates can be countered on the grounds of
‘trade diversion'. That is,even if the LDC's present trade is highly concentrated
with a single country, the continued peg with the currency of that country
would come in conflict with the highly desirable policy objective of

geographical diversification of that country’s trade. (See Joshi, 1979, p.247).

While it is true that the stability of bilateral rates are more important for
individual traders, the stability of the effective exchange rate is important for
the trading sector as a whole. As stressed by Black (1976, pp. 13-14), the choice
between trade and production of nontraded goods is an important one in the
iong run which is influenced by the stability of the .prices of traded goods in
general. In that context, the stability of the effective exchange rate by
protecting the profitability of traded goods sector in relation to the nontraded
goods sector from third currency {luctuations, eliminates the anti-trade bias of

currency fluctuations.

35.3 ACrawling Basket Peg for LDCs?
The earlier discussion of the optimal exchange rate regime for the LDC
yielded the conclusion that a basket peg is suited to most of these countries in

normal circumstances. However, the underlying economic circumstances
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undergn changes. For example, there could occur upward shifts in costs and
prices in the home economy relative to those in the trading partner/competitor
countries or there could be a large permanent deterioration in the terms of
trade, like the oil shocks. The hike in domestic costs and prices lowers the home
country's external competitiveness and thereby generates a trade deficit. The
adverse terms of trade directly involve a trade deficit. Both these developments
would necessitate a change in the value at which the domestic currency is
pegged in order to preserve the external bal\ance of the economy. However,
there arises the question whether the change in the value of the peg should be
brought about in a large sudden jump as in the ‘adjustable peg’ of the Bretton

Woods system or in small gradual steps in what is called the ‘crawling peg'.

A major difficulty with the adjustable peg was that, parity changes under
that system used to be unduly delayed. Therefore, the extent of adjustment
required grows so large that it would result in major economic, social and
political dislocation when the adjustment iseventually undertaken. The ‘auraof
v:atm:lysm'zl attached to a large discrete devaluation is illustrated in the study
by Cooper (1986) of 23 developing country devaluationszz. In this respect, the
crawling peg offers a more desirable alternative guaranteeing crisis-free

exchange rate adjustment,

The idea of a'érawling peg’ was first suggested by Keynes in 1922 as part of
the scheme to restore the international gold standard after World War 1. Eeynes
wanted the stabilization of every natinn's exchange rate at the prevailing level,
but advocated for those currencies which depreciated less than 20 per cent from
the pre-war levels, the possibility of a gradual appreciation to their pre-war
parities. (See JMK,, XVII, Ch. 16). The scheme for exchange rate adjustment in

small steps rather than in a sudden sizable discrete step was christened the
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‘crawling peg' by Williamson (1963) and, it received considerable academic
atiention in late 1960s and early 1970s when the reform of the internativnal
monetary system was under active consideration (see Williamson, 1981b, pp. 3 -

30).

1t is worth focussing on two versions of the crawling peg. The first is called
a 'PPP - guided c(awling peg' in which the peg is altered in order to neutralize
the inflation differential between the home country and its trading
partners/competitiors and the second, a 'real craw!l' in which the 'real peg' is
altered in order to promote balance of payments adjustment (see Williamson,
1981.c. pp xiii-xiv). Although the post-Keynesian proposal of the crawling peg
was put forward with a view to facilitating balance of payments adjustment
among developed industrial countries, such a regime has been in fact adopted at
some time mostly by semi-industrialized developing countries (e.g. Chile,
Colombia, Brazil, Korea, Uruguay Argentina, Israel, Peru and Portugal). These
countries have been prone to high inflation and crawling pegs have been used
by them principally to ward off adverse effects of high inflativn on external

balance.

1t lonks attractive and simple to recommend that an LDC generally follow a
'PPP-guided crawling peg’ and a 'real crawl’ when there is a need o promote
balance of payments adjustmenl. Such a policy is strongly advocated by
Williamson . But when should a real craw! start? Should the country wait uatil
a substantial deficit is evidenced in its current account or should it start just
when a marginal deficit occurs? Kenen (1975) conducted a simulation study to
examine the relative performance of alternative indicators of external balance
like reserve changes and deviations of reserve levels from a norm, for guiding

a crawling peg and promote balance of payments adjustment. Branson and
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Macedo (1982) generalized Kenen's study in an optimun contrel framework by
combining the above two external balance indicators and derived optimal

weight for each of them.

The above discussion ison the assumption that the crawling peg is operated
on the basis of certain objective rules, namely, inflation differential or some
external balance indicators. This is called a ‘formula-based crawling peg’ and is
distinguished from a ‘discretionary crawling peg' which is based on
administrative decision. (See Williamson, 1981b, p.4). In the latter case, the
authorities do not reveal any criteria in advance, but manage the system in an
arbitrary fashion. Isthere any justification for the provision of discretionary

power to the authorities in the managementof a crawling peg?

A rule-based crawling peg works well when monetary disturbances
dominate the domestic economy. Tﬁis is clear from our earlier discussion. For
example, a higﬁ:inﬂation in the domestic economy than abroad will not be
allowed to worsen trade balance since the crawling peg based on a PPP-rule
ensure a smooth depreciation of the domestic currency. But such an exchange
rate regime is not suited when real disturbances occur. Provided the real

23

disturbances are not permanent™™, a fixed peg is preferable. The rativnale of
this conclusion is demonstrated formally by Black (1931) and empirically by
Genberg (1981). The substantive point emerging from these studies is that, a

rule-based crawling peg is not preferable under all circumstances and there is

a strong case for operating a 'decision-variant crawling peg'.

However attractive the idea of a crawling basket peg may appear to be, its
relevance for highly open LDCs cannot be taken for granted. We saw earlier in

| Section 3.2, how a flexible exchange rate regime is not feasible for smatl npen
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LDCs. The argument could be valid in the case of a managed flexible exchange
rate regime too. For example, when the exchange rate is continuously adjusted
downwards for a country whose inflation runs ahove the world level, will it not
lead to a vicious circle of inflatinn - depreciation - inflation? Such a possibility
is strong for’ highly open LDCs with widespread indexation. In our view, the~
efficacy of a crawling basket peg depends on two factors: firstly, the feedback
effect on domestic price of a nominal depreciation, and secondly, the trade
balance effect of a real depreciation. Prior to the adoption of a crawling basket
system in a specific country, we should make sure that the above effects are

favourable in that country.

3.6 Summary and Conclusion

We may sum up the theoretical aspects of the choice asan LDC exchange rate
regime: Floating is infeasible in most LDCs, firstly because of the
underdeveloped nature of their financial markets and the lack of integratinn of
these markets with world capital markets, secondly because the trade elasticities
in svme of these countries are not sufficient to satisfy the Marshall-Lerner
conditions in the short-run leading to J-curve effects and, finally because of
the highly open nature of many of these countries. On the other hand, pegging
is desirable in these countries not only due to the predominance of transitory
real shocks but also due to the high cost of short-term exchange rate instability
in these countries. While pegging is infeasible for developed countries due to

high capital mobility, it is workable in LDCs with exchange controls.

In the context of reasonably diversified trade and financial relations, a
basket peg with weights based on ‘direction of trade' shares would protect the
internal balance of LDCs from disturbances caused by fluctuations in exchange

rates amongst the world's major currencies. For some countries with highly
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concentrated trade with a single country although a single-currency peg
minimizes the average variability of bilateral rates ("effective variation”), such
a policy clashes with the objective of geographical trade diversificatinn.
Besides, the fundamental choice between trade and production for the domestic
market is influenced by stability of the effective exchange rate and not by
stability of any single bilateral rate and hence a basket peg is preferable to a

single-currency peg.

A change in the value of the peg is needed when domestic inflatinn is faster
than the inflation in the country's trade partners/competitors lest it should
adversely affect the country's external balance. A change in the value of the
peg is also necessary, for example, when the economy is shocked by a real
disturbance which is permanent in nature. However, a change in the value at
which the currency is pegged through the orthodox 'adjustable peg' method is
considered undesirable because of its crisis-ridden nature. A 'crawling peg' is

suggested as a crisis-free alternative for effecting exchange rate adustments.

A crawling peg directed towards continuously preserving the constancy of
the real effective exchange rate and a change in the real effective exchange
rate through a 'real craw!l’ when there is a well-recognised need for promoting

‘payments adjustment are advocated as practical guides to LDC exchange rate
policy. However, the efficacy of such a policy depends upnn the domestic price
effect of a nominal depreciation on the one hand, and the trade batance effect
of a real depreciation, on the other. It isalso noted that in the face of transitory
real shocks, there is a good case for a discretionary crawling peg rather than a

rule-based crawling peg.

The synthesis of the various contributions to the theoretical literature on
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LDCexchange rate regime has been able to provide a clear guideline as to what
the LDCs should really seek from an exchange rate regime. An exchange rate
regime determines the day -to-day nominal exchange rate. The regime has to be
established once for all with a view to protecting the economy's internal
balance from the disturbance_of third currency fluctuations. 1f the exchange
rate regime is instituted on this basic consideration, that will not be subject to
sudden changes due to factors such as shifts in the value of the dollar and
inflation as we saw in Chapter 2. Given an optimal exchange rate regime which
is a basket peg for LDCs, the exchange rate policy has to be directed towards
preserving external balance. This is carried out at two levels. Firstly, when the
domestic rate of infltion differs from that abroad, the value of the peg has to be
adjusted to compensate for the inflation differential for fear that it should upset
the cAountry's external balance. Secondly, when there emerges a clearly
perceived external disequilibrium the value of the peg hasto be changed again,
this time by more than the infl:tlion differential, to help promote the balance

payments adjustment.

Our review of LDC exchange rate practices in Chapter 2 showed that despite
the general shift away from single-currency pegs to basket pegs and more
flexible arrangements, the single-currency pegs continue to be the most
important exchange rate regime of LDCs as a whole. If we count the fixed and
flexible24 single-currency pegs together, they constituted 48 per cent of all
LDCs in June 1985. The share rose to 52 per cent in March 1988. The majority of
single-currency pegs are dollar pegs which we saw to be unstable, their
number decreasing when the dollar appreciates and increasing when the dollar
depreciates in a cyclical manner. There are also a fairly constant number of
LDCs pegging to the French franc. The existence of a large number of dollar

peggers is explained by the predominant role of dollar as a vehicle and
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invoicing currency.z5 However, it is made clear in the literature that this is nn
sufficient grounds for pegging solely to the dollar. The French franc pegs were
explained in terms of the prevalence of a French franc zone in Africa with a
common currency, the CFA franc, for several countries which are convertible
into French franc at a fixed rate by the French treasury. Whatever be the other
benefits of such an arrangement for the participating countries, the peg with
the French franc is also not justified by the theory of LDC exchange rate

regimes.
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Footnotes: Chapter 3

1. Johnson (1972) is an exception. He stated that for the large number of
“small and relatively narrowly specilized" countries. a fixed exchange
regimefs preferable to flexible regime.

2. However, there is a group of nations in the Western Europe which follow
joint float under the European Monetary System which came into
operation since 1979.

3. An excellent discussion of the state of the debate on fixed versus flexible
exchange rate is given in Johnson (1972). However, it may be noted that
the major nations moved to a floating system not out of conviction for the
contemporary academic arguments but rather due to the absence of any
other viable alternative.

4. Friedman (1953) claimed that the flexible exchange rates would provide
insulation from external monetary shocks whereas later writers in the
1960s emphasized the insulation property of the flexible exchange rates
with respect to both monetary and real shocks originating abroad. See
Artus and Young (1979).

5. There is now an extensive volume of wrilingé examining the
performance of floating in comparison with the previous arguments in
favour of such a system. See for example, McCulloch (1983), Dunn Jr
(1983), LMF. (1984b), Obstfeld 0985) and Crockett and Goldstein (1987).

6. Theevidence of exchange market inefficiency is provided firstly, by the
fact that the forward exchange rate [ails to be the best predictor of the
future spot rate and secondly, by the’ identification of "bandwagon
effects” in exchange markets. This is based on the Jurgensen Report

(1983) quoted in Williamson (1985a),
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Please recall the previous discussion on the openness criterion.

It is also the conclusion of the study by Frenkel and Aizenman (19%2) who
treated real consumption as the objective function to be stabilized.

Details of this process is explained in Chapter 9 with respect to India.

If the shift in the terms of trade is permanent, then it necessitates a change
in the exchange rate for the simultaneous attainment of internal and
external balance. The two oil shocks of 1973-74 and 1979-80 are instances of
permanent real shocks.

See the survey of these studies for both developed and developing countries
in Chapter 8.

See Chapter 6 for more details.

The concept of the effective exchange rate was initially developed within
the IMF. in order to measure the impaét of sterling devaluations of 1949
and 1967 (Takagi, 1938 p.272). For later development of the concept, see
Hirsch and Higgins (1970), Rhomberg (1976) and Maciejewski (1953).

We have the earlier case of at least one currency which adopted a form of
basket peg during the inter-war floating perind namely, the Canadian
dollar, whose value was kept mid-way between the value of the 11S. dollar
and sterling (see Takagi, op.cit. p.272).

It may be noted that Marshall (1937) did envisage the possibility of
different nations giving different weightage to gold and silver in the
determination of the value of their currencies resembling the present day
own-currency basket pegs. This is clear from Marshall's statement, "1f we
wished the value of the currency to be regulated chiefly by gold we  should
have only a small bar of silver, if chiefly by silver we should have
perhaps fifty or one hundred times as heavy a bar of silver as that of gold.
But if we wished the two metals to have about equal influence, we should,

taking account of the existing stocks of two metals, probably chonse nur
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silver bar twenty times as heavy as that of gold” (p.204).
Please naote that the numeraire also has a weight hut the fluctuation of the
numeraire against itself is zero.
It may, however, be noted that a few developed countries (Austria, Finfand,
Norway and Sweden) have also adopted the basket peg.
See further debate on this point between Cennolly (1983) and Williamson
(1985¢).
This is discussed in more detail in Chapter 6, Section 6.3 4.
This point is further substantiated mathematically by Branson and Fatseli
(1982), pp. 200-2.
This phrase is borrowed from Williamson (19653, p.15)
In the context of developed countries with free capital mobility, the
adjustable peg would provoke disruptive short-term capital flows
precipitating the crisis. Williamson (1985a, p.67) asserts that the practice of
farge discrete exchange rate change "has nothing to commend it but
nostalgia. ... the use of this anticipated practice virtually guarantees
repeated exchange crises,.....".
1f the real shock to the economy is permanent in nature, a real crawl based
on external balance indicators would be preferable.
Under flexible single currency pegs we include flexible arrangements that
are ‘adjusted according tn a setot:fui:ngclriﬁ:tors‘ and ‘limited flexibility vis-a-vis
US. dollar’. The former groupkis also in a way dollar peggers with the peg

being adjusted gradually according to a set of indicators.

© 25. Connolly (1983)'s justification for the continued existence of dollar pegs in

Latin American countries as due to the potential jolt to confidence if the
historical link with the dollar is broken, is besides the point. This is so

because there had been no such problem in the large number of LDCs who

abandoned their historical sterling link.
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Chapter 4

The Indian Exchange Rate System: A Historical Perspective

4.1 Introduction

In the last chapter we reviewed the theory of alternative exchange rate
regimes. Butthe exchange rate regime in practice could differ from thenry due
to institutional factors and institutions are in turn a product of history. A
praper understanding of the Indian exchange rate regime therefore, requires
the examination of its historical roots. The evolution of India's exchange rate
regime in turn has to be viewed in the context of the dominant-dependent
relationship between Britain and India from the early 19th century to the first
half of the 20th century. What follows in this chapter is an attempt to bring out
the historical details of the Indian exchange rate system as it gradually moved
away from a pure silver standard of the 19th century to a flexible basket system

of the present time.

A chronology of major events in India's exchange rate regime is given in

AppendixTable A4.1.

4.2 Establishment of a Silver Standard

According to the New Encyclopaedia Britannica (1985, Vol. 21, p.86), the year
1818 marks a watershed in Indian history with the realization of British
supremacy over the subcontinent. That year is significant in the monetary
history of India as well because, the British began a currency reform in India
in that year by making the silver rupee coin of 180 grains of standard silver
(117121 fineness) as the unlimited legal tender for South India, (Jain, 1933
pp.2-3). Theending of bimetallism in India took place, however, in 1835 when

through the Gold and Silver Coinage Act, the silver rupee was declared the sole
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unlimited legal tender for the whole of British India. Thus India was placedon a

pure silver standard in 1835.

In order ty understand the implications of a silver standard for India we
need to take a look at the contemporary international monetary scene, Britain
cametna fuﬂ gold standard in 1821.l In that year Germany and most countries
of the Fast were on a silver standard. France, ltaly, Switzerland, Holland and
Belgium, together later known as the Latin Union, and also the US.A. were on a
bimetallic standard. In this international situation, the stability of the
exchange value of a currency depended on the stability of the ratio between the
prices of gold and silver. This ratio remained more or less the same up to 1871

and, as a result, India enjoyed a stable exchange rate system from 1535 to 1871,

The next two decades or so, i.e. from 1872 to 1894, witnessed a severe stump in
the market price of silver in relation to gdld, During this period, independenl
nations of the world one after another demonetized silver in favour of a pure
gold standard. 2 This together with the sharp rise in world silver production
and stagnant gold production accounted for the historic fall in the price of

3

silver.” This resulted in a continuous depreciation of the exchange value of the
rupee vis-a-vis sterling and other currencies of major developed countries
which by then had moved to a gold standard. Thus from an exchange rate of 2s
in 1871 the rupee dropped steadily to Is 1d in 1894 (Vakil and Muranjan, 1927,

p.38).

4.3 DrifttoaGold Exchange Standard
The sharp depreciation of the rupee which was extended over a long perind
harmed the economy in general 4 and put severe strain on public finance. the

latter arising from the need to make large payments by the Indian government
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to Britain in sterling. (JM K., l'. pp.1-2). Belatedly. in response to the Herschell
Committee (1892) recommendations, the Government of India closed the mints
for silver on private account in 1393 and fixed the value of the rupee at 1s 4d.
With sterling on gold standard, this implied a fixed gold value for the rupee.
This official gold value for the rupee being higher than the bullion value
meant that the rupee was to become a token coin thereafter with its monetary
value divorced from its intrinsic value. However it took almost another five
years for the shortage of rupees created by the stoppage of silver coinage to
raise the rupee value to the official rate. In January 1898 the exchange value of

rupee touched 1s 4d.

After the rupee hit its official rate, the Government of ladia took a number
of steps with a view to stablilizing the rupee at that level which led to the
establishment of what is called a gold exchange standard in India. The lndian
gold exchange standard differed from the pure golld standard essentially in two
regards. Firstly, unlike the latter the former did not admit convertibility of the
domestic currency into gold but instead, allowed for convertibility into sterling
which in turn was convertible into gold. > Secondly, the gold exchange

standard did not have local gold coins circulating as a means of payment.

As emphasized by Keynes (JMK., I, Ch.1) the introduction of the gold
exchange étandard in India was not the result of any deliberate design on the
part of neither the Indian nor British government, but India drifted into such a
system through a number of administrative rather than legislative ineasures
taken since 1898 whose implications irere not well perceived at that time.
Keynes was fascinated by the Indian system and praised it in his first book,
Indian Currency and Finance written in 1913. He noted that the Indian system

contained an essential ingredient of the future ideal currency. namely, “the use
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of a cheap local currency artificially maintained at par with the internatinnal
currency or standard of value” (JM.K,, op. cit. p.25). Later in giving evidence to
the Royal Commission on Indian Currency and Finance (Hilton Young
Commission, 1926) Keynes stated that the pre-war gold exchange standard
functioning in India was perhaps “"the best currency system then existing in
the world" (JMK., XIX, p521). Keynes also said that though India was not the
first country to introduce a gold exchange standard, 6 she was the first to adopt
it in its complete form and after the system was perfected in India, it was soon

widely copied in Asia and elsewhere 7 (JMK. L pp.23-5).

It would not be out of place here to mention about the stabilizing role the
Indian exchange standard pl‘e‘tyed in the pre-World War | international
monetary system centred on Britain. This is brought out clearly by De Cecco
(1984, Chs. 2 and 4). During this period India had a large trade surplus with the
rest of the world but a continuous trade deficit with Britain. Britain's trade
surplus with India enabled the former to settle her trade deficit with the rest of
the world which remained high with the loss of Britain’s competitive advantage
to others, particularly the US. and Germany. Besides, under the gold exhange
standard India kept a Jarge part of her exchange reserves in London in the
form of sterling securities and deposits which “provided a Jarge m@w de

manoeuvre " for the Bank of England. (De Cecco, op. cit. p.62).

4.4 Breakdown of the Gold Exchange Standard

The pre-war system was generally trouble free. The exact details of the
working of the system is not central to our purpose. However, one should note
that the strength of the system was derived from the willingness and ability of
the government to issue rupees in exchange for gold or sterling and sterling in
exchange for rupees at Is 4d per rupee. The rupee being a token coin, the

former condition required that the bullion value of the silver rupee should not
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be higher than its face value. The trouble started when there occurred a sudden
rise in the gold price of silver. It more than doubled f:é‘"a;bout. 27d per ounce in
1915 to 55d in 1917.8 By August 1917 the worst happened; the bullion value of
silver rupee exceeded its face value. Thereafter the government could have
issued fresh coinsonly ata loss. The silver price was still rising and, as a result,
value of the rupee had to be adjusted upwards depending on the gold price of
silver. Thus the gold exchange standard collapsed and in effect India was back

again on a silver standard.

The Babington Smith Committee (1920) set up to review the Indian currency
and exchange sitvation, wanted India to be placed once again on a gold standard
at atime when the pound itself was floating downward against gold.g The only
way to bring the rupee to a gold basis, the Committee thought, in the context of
the rising value of silver, was to raise the exchange value of the rupee to a high
2s gold 10 (which was higher than the rate prevalent at the time of the
submissinn of the report) i.e., a 50 per cent rise in the parity of the rupee from
the pre-war level of 7.5334 grainsof gold to 11.30016 grains. 1n arriving at this
rate, the Committee was greatly influenced by Eeynes who appeared before the
Committee as a witness. Keynes' argument for a higher value for the rupee was,
however, independent of the high value of silver, which is rather a technical
matter as we saw earlier. He was concerned, nn the other hand, ahout the high
and rising world inflation spreading into India which had a lower inflatinn
than the rest of the world that time. In order to insulate the Indian economy
from the high comparative inflation abread high exchange rate was advocated
by Keynes. !! (See JMX..XV.Ch.5)

The government announced its decision in February 1920 to establish the

high gold parity for the rupee as recommended by the Babington Smith
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Committee. However, it appeared sonn that, the attempt to drive the rupee to 2d
was bound to fail on account o‘f two factors: first, India's balance of trade
deteriorated considerably which reduced the demand for rupees and second, the
factor which kept the value of the rupee rising earlier, i.e.. the rising silver
prices, disappeared and there bhegan a fast decline in silver prices after
December 1919. The government spent about £55 million in supporting the
exchange value of rupee in the first nine months of 1920. DBesides, the
government sold nearly 20 million tolas of gold from February to September
1920 to the public in order to maintain the exchange rate at 2s gold against the
rupee. By the end of September 1920 the Government of India gave up its
attempts to defend the value of the rupee. The rupee dropped steadily thereafter
to Is 3d sterling in March 1921 and remained that low for some time, (See Vakil

and Muranién. op. cit. pp.123-9).

4.5 Return to Gold Standard

The value of the rupee recovered in early 1923 to 1s 4d sterling. This had
been due to an improve.ment in the trade balance during 1922-23 and alsy due to
the government policy of fiscal and monetary contraction during 1920-23.
(Vakil and Muranjan, op. ¢it. Ch.19). The policy of tight money continued in
spite of the improvement in trade balance and the exchange rate rose to 1s 6d
sterling (1s 4d gold) in October 1924. In April 1925 Britain re-established the
gold standard at pre-war parity.lz But the rupee was maintained at is 6d which
meant that the Indian currency was placed above the pre-war gold parity (Is
4d). Thus the gold parity of rupee became 847512 grains of gold against the

pre-war level 0f7.5334 grains, i.e. an apreciation of 125 per cent.

The Hilton Young Commission (1926) set up to study the latest Indian

monetary and exchange situation and make recommendations. suggested a gold



70

bullion standard for India similar to the one esablished in Britain in April 1925.
Under this system, gold was not to circulate as currency but the currency
authority would be bound to buy and sell gold without limit in quantities of not
less than 400 fine ounces at rates based on the gold parity of the rupee. The gold
parity recommended was 1s6d which was the one prevailing at that tim(:.13 The
Commission’s recommendations were enacted in March 1927 with one major
amendment, namely, instead of the unlimited purchase and sale of 'gold’ against
the rupee as proposed by the Commission, the legislation provided for ‘gold or
sterling’ at the discretion of the government. This change made the new
exchange rate system introduced in India more or less a gold exchange standard
of the early 1898-1916 period. One could, however, fihd one difference between
the two: the new one had a statutory basis whereas the old one was hased on

mere executive practice. (Jain op. cit. p.35).

4.6 Rupee and the Sterling Area

Britain abandoned the gold standard in September 1931 and sterling hegan
to depreciate heavily against the dollar. However, many of Britain's principal
commercial partners pegged their currencies with :xterling.]4 This group of
countries who maintained a fixed link between their currencies and sterling
following the suspension of the gold standard by Britain, together with Britain
came to be known asthe 'sterling bloc’. As the pound floated, the Indian rupee
was legally tied to the sterling by the government ordinance of Septemher 24,

1931 at the then prévailin g rate (1s6d).

By the beginning of the 1930s Britain’s relation with the internatioal
economy underwent a fundamental transformation (Cairncross and
Eichengreen, 1983, p.11). Following the suspension of thc gold standard the UE.
introduced trade and exchange contmls.15 However, under the ‘Imperial

Preference’ agreed atthe Oitawa Economic Conference in 1932, empire products
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were exempted from British trade restrictions. Similarly, British capital
controls were also made generally inapplicable against the Commonwealth

countries from 1933.

The year 1931 is an important landmark in the evolution of India's exchange
rate system. At the international level, that year marked the end of a
multilateral settlement system which prevailed throughout the 19th century
and the early 20th century and the emergence of regional clearing systems
based on different currency blocs. India became part of a large currency bloc
which was to shape her trade and financial relations for a number of decades to
come. The rupee became formally and firmly on a sterling peg with no link

whatsoever with any metallic commodity, either direct or indirect.

The management of the rupee at 1s 6d was, however, not easy. Ever since
the rupee touched that rate in October 1924, the government's determination to
keep that rate stable involved substantial currency contraction. The policy of
monetary contraction continued after the implementation of the Hilton Young

16 The situation became critical in the

Commission's recommendations.
beginning of the financial year 1931-32 due to the unprecedented fall in the
international prices of agricultural products and hence the collapse of 1ndian

exports as global recession deepem:d.‘7

The exchange rate dropped to the lower
gold point and the government had to unload nearly £11 million to maintain the
value of the rupee at the lower point between August and mid-September 1931,
(Jain op. cit. p40). Following the change over to the sterling standard the
prime consideration was to preserve the sterling value of the rupee. Towards
that end, exchange control was introduced in the form of refﬁsal of sale of

foreign exchange for purposes other than normal trade and other prescribed

items.13
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India ran a substantial trade deficit during the 1930s. This perind also
witnessed a massive and prolonged outflow of gold from India which became
controversial in the context of lndia's notoriously insatiable appetite for
foreign gold. 19 The huge outflow of gold might have greatly helped the
stahitization of the rupee at the official rate vis-a-vis sterling in spite of the

heavy trade deficits. (Conan, 1952, pp 89-90).

Although there was strong public v:rit.i':ism20 of the new exchange rate
arrangement, the system served India rather well during a very difficult
period. The immediate effect of the fixed sterling link was the partial insulation
from world slump in primary commodity prices stemming from the fact that the
UK. was relatively less affected than other leading countries during the great
depression (Nurkse, 1944, p.49). This was reflected in the rapid rise of the share
of UK. in Indian exports from 23 per cent in 1930-31 to 35 per cent in 1940-41
(The Cambridge Economic History of India, Vol. 2, 1983, pp.864-5). DBeing a
member of the sterling bloc India benefited from the free UE. market and

probably also from the free long-term capital flows from the UK.

World War II brought significant changes in the sterling bloc both in
membership and in nature. The European nations except Ireland and Iceland
broke away just before or immediately after the outbreak of war. The
organisation became a formal and coherent entity with the introduction of an
exchange control system not just in the UK. as before, but in the entire group,
against the rest of the world with virtually no payments restrictions among the

members of the association.

The phrase 'sterling area’ came to be used only during the war. The

principal aspect that differentiates the post-1939 sterling area from the
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previous sterling bloc is the emergence of the so called ‘dollar problem’ 2l

which compelled the UK. to institute rigid exchange controls ar(mvnd the
sterling area as a whole (Day, 1954, pp.45-47) and to set up the central dollar
pool. Under the dollar pool arrangement, the members were to curh the
potential loss of dollar reserves by imposing licensing restrictions on ‘dollar
imports’ and to surrender their additional earnings of gold and dollar to the

Bank of England.

To India. like any other sterling bloc country of the time, however, doltar
pooling during World War 11 did not represent something new. These countries
used to keep most of their reserves as sterling balances in London by
converting the earnings of all other foreign reserves. The difference,
however, had been the imposition of exchange co‘nt.ml and import restrictions
for the purpose of ensuring and enhancing the central dollar and gold reserves
of the sterling area.Z:Z Those regulations came to be operated in India under the

Defence of India Rules formulated in September 1939,

A major development during the 1930s -in India was the setting up of a
central bank under the Reserve Bank of India Act, 21935. Thereafter, the
function of maintaining’the exchange value of the rupee passed from the
government to the central bank, naniely. the Reserve Bank of India. The
Reserve Bank was obliged to buy and sell sterling for rupees on demand without
{imit at fixed rates so as to keep the rupee-sterling harity at 1s6d. The Pank also

assumed the authority for administering the exchange control since 1939,

During World War I the maintenance of the exchange value of the rupee at
Is 6d could have been easy. India acquired a substantial surplus on & current

account partly due to a favourable balance of trade and partly due to the heavy
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war expenditure by the Allies in 1ndia (Conan, op. cit. pp.31-2). India virtually
eliminated her external public debt during the war which had stond at about
£300 million at the beginning of the war. More impnrtantly, India's sterling
balances at the end of the war came to £1.3 billion which constituted 35 per cent
of the total sterling liabilities of the UK. and 52 per cent of the sterling
holdings of the overseas sterling ara. (See Bell, 1956, Table 1, p\ZZ.).

4.7 Rupee and the Post-World War 11 Bretton Woods System

The end of World War 11 did not lead to the dismantlement of the sterling
area. In India, the exchange control regulations, which became operative since
1939 based on emergency powers under the Defence of India Rules, were in fact
placed under the statute through the enactment of the Foreign Exchange
Regulation Act in March 1947. Further developments in the exchange rate
regime of India under the Bretton Woods par value system are examined under

different sub-heads below.

4.7.1 Rupee's Initial Par Value in the Bretton Woods System

The establishment of the Bretton Wonds sytem at the close of the war in 1944
in which India was a founder member, logically implied that India should break
her ties with the sterling area. This is so because, the sterling area with
exchange controls operating around it, was definitely incompatible with the
IMF objective of “the establishment of a multi-lateral system of payments in
respect of current transactions between members and ... the elimination of
foreign exchange restrictions which hamper growth of world trade” [Article 1
(iv) of the IMF]. Nevertheless, the immediate post-war period did not involve
any significant change in the working of the sterling area arrngement 23 and,
India’s continued membership in that association in turn meant no substantial

change in her exchange rate arrangement,
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Under the Articles of the Fund, the members were to intimate their
respective exchange rates in terms of either gold or the US. dollar. India
complied with that provision in December 1946 by declaring the value of the
rupee in terms of gold (ie., 4145142857 grains of fine gold) but the par value
was so fixed as not to disturb the rupee's then prevailing parity with sterling of
1s 6d (ie., £1 = Rs.13.33). Following the communication of the par value of the
rupee to the Fund, the Reserve Bank of India Act wés amended in April 1947
extending the power of the Bank to buy and sell ‘foreign exchange' instead of
just ‘pound sterling’. However, in practice the Bank dealt in only the pound
sterling (RBI, 1983, p284). In short, the immediate post-war perind saw India
adopting the Bretton Woods par value system only ok jure as her exchange rate

system remained on a de facty sterling peg.

4.7.2 Impactof Pound Devaluation, 1949

The UK. devalued sterling by 305 per cent against the US. dollar in
September 1949 (ie., from 54‘03 to $2.80). The question then arnse as t» whether
India should follow suit. Ultimately it was decided to maintain the parity with
sterling by devaluing the rupee against the dollar by an identical extent. This
decision to follow sterling was dictated by the fact that India's trade was
concentrated in sterling area countries and, therefore, was a defensive step.
The Prime Minister of India made that clear in his broadcast to the natinn after

the devaluation:

"The sterling area is important t us in our international
economic relations. A great part of our international trade is
with this area; most of our export markets are also in this
area, ... 1f we have nnt taken parallel action in revising the
dollar-rupee ratio, the prices of our gonds in our principal
export countries would have risen immediately and that would
have affected our trade interests ... The devaluation of the
pound therefore made the revision of the dollar-rupee rate

almost unavoidable in the interests of our own country” e
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4.7.3 Impact of Sterling Convertibility

It is well known that although the establishment of the IMF has been the
most significant world monetary development afier World War IJ, the IMF
suffered a temporary eclipse soon after it was set up mainly due to the after-
effects of the economic devastatien of Europe during the war. It was only in
December 1958 with the simultaneous announcement of currency convertibility
by all major West European countries that the Fund objective of a vnified multi-
lateral settlement system came to be rt:alized.Z:s With the adoption of total
current account convertibility by the major European nations including the

UK. in February 1961.26

the sterling area dollar pool arrangement ceased to
exist ie., the members the sterling area from then onwards did not need to

discriminate against goods and services from the rest of the world.

By the beginning of the 1960s, with the restoration of total convertibility of
sterling, the sterling area became an informal and voluntary association as far
as the independent countries of the area were concerned. In India that gave a
big push to the drive for diversification of transactions away from the U¥. and
the restof the sterling area, adrive which at [irst started after the 1949 sterling
devaluation (particularly with regard to India's exports). This can be seen from

Table 4.1.

Table 4.1 indicates that the share of India’s current spending (imports plus
invisible payments) in the sterling area declined substantially from nearly a
half of the total in the mid-fifties to just under a fifth by the end of the sixties.
Similarly, the share of India’s current receipts (exports plus invisible receipts)

from the region declined by more than half from. 54 per cent of the total to 26
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Table 4.1 Share of Sterling Area in India’s Current Transaclions

for Selected Years (1951-71)

Year Current Current
(April-March) Payments Receipts
1951-52 41.1 59.3
1955-56 49.4 539
1960-61 342 _ 46.4
1965-66 216 344
1970-71 18.2 262

Source: Worked out from various issues of Reserve Bank
of India Bulletin, Bombay

Pcr eenh
Jover the same 15-year period. That the share of current payments to the
sterling area shrunk faster than that of current receipts from the area reflects
the intensity of the trade and exchange controls erected aéainst the nnn-

sterling world during the earlier period up to the mid-fifties.

Although we noted a shift in India's external transactions from the mid-
fifties toward the non-sterling area countries, this was not to have any impact
on the country’'s exchange rate regime which was centred on sterling. Sterling
continued to be the intervention currency of the system, the authorities kept
parity with sterling and kept the bulk of foreign balances in sterling. This
situation would have continued but for two developments:  first, the
deterioration of India's balance of payments and second, the devaluation of the
pound. The impact of these events on India’s exchange rate system is examined

below.
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4.7.4 Rupee Devaluation in 1966
India'a balance of payments which remained in difficulty throughout the

decade after the mid-19503,27

became critical by early 1966-67. The government
had been taking a number of measures in the form of export subsidies, impnrt
restrictions and incentives for foreign remittance. They all proved inadequate
and, with the situation worsening, the government took the radical decisinn of

devaluing the rupee by 36.3 per centon June 6, 1966.

As reported in IMF History (1976, Vol. 1, p.468), the 1966 devaluation of the
rupee was a unilateral step which is unusual within a major currency area.

This was also the first significant exchange rate policy decision taken by the

28
independent government- In this context, it is interesting o note that in a
pamphlet issued to the public shortly after the devaluation, the government
quoted the pre-independent incident of fixing a high value for the rupee in

29 The rupee

1927 against the plea for a lower rate by the Indian public opinion.
devaluation of 1966 was presented by the government as an assertion of

national autonomy.

Strangely enough, the 1966 devaluation also became controversial mainly
because it was generally believed to be the result of pressures from the Aid-
India Consortium under the auspices of the World Bank.?’(' Moreaver, the
devaluation could not produce any perceptible increase in exports although
some of the major non-traditional non-agricultural exports did seem to have
responded to the devaluation (see Bhagwati and Srinivasan, 1975, Ch 9). This was
partly due to a second massive drought following the devaluation affecting the
exportable surplus , and partly also due to the loss of competitiveness suffered
on account of the domestic price rises alsa triggered off by the drought.

Anyhow, the experience was lo Jeave a lasling impression on the government
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which might have had a large influence on its decisions relating to exchange

rate policy in the subsequent period (see Joshi and Little, 1987).

475 1967 Sterling Devaluation and the End of the Sterling Area

The pound sterling was devalued from $2.80 to $2.40 (143 per cent) in
November 1967. This time, unlike in 1949, only a limited number of countries in
the sterling area kept parity with sterling intact b? devaluing with sterling.
India, like majority of sterling area countries, did not devalue with sterling.
By reducing overnight the dollar value of foreign balances of several countries,

the 1967 sterling devaluation gave a significant jolt to the sterling area.3

'y
induced the sterling area countries including India to speed up the
diversification of their foreign exchange reserves to currencies other than

sterling.

The trend became particularly marked in the second quarter of 1968 when
the officially held sterling holdings of the overseas stering area declined by
£230 million (British Parliamentary Papers. 1968, p4). Fearing that such
massive liquidation of reserves would aggravate Britain’'s balance of payments
difficulties, the British Government guaranteed to maintain the dollar value of a
large proportion of sterling balances with these‘countries in return for
keeping 2 minimum portion of their reserves in sterling. These agreements,
which revived the spirit of formality within the sterling area once again, were
initially for three or five years depending on the country, starting from

September 1968 but extended a few times up to December 1974

The step which marked the beginning of the end of the stering area was
taken by the UK. in June 1972 along with her decision to float the pouad,

namely, the extension of exchange control on long-term capital flows to most of
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the sterling area. (See Tew, 1985, pp.79-80). This prompted a large majority of
countries in the sterling area to go off the sterﬁng peg and als» to reduce
sharply the share of sterling in their total reserve holdings. This together with
Britain's joining the European Economic Community in January 1973, signalled

the death knell of the sterlidg area.

The UK. abolished all the remaining exchange controls in 1979 and with
that the sterling area officially ceased to exist. As far as India is eoncerned, the
process of diversification of international reserves accelerated particularly
from 1975 with the expiry of the exchange rate guarantee agreement in
December 1974. By the end of the 1970s and begining of the 19503 the pound
sterling constituted "only a modest portion” of India's official reserve

hohjings.?’2 (Reserve Bank of India, 1933, pp.288-9).

48 The Rupee and the Dollar

As the importance of the pound in India's external transactions has been
waning since the early 1950sthat of the dollar has been waxing. As expected,
the growing importance of the dollar in India's external transattiot:\;s Peen
reflected much more in India’s current payments rather than current receipts
as it was the former whichh ai b‘c!f):xslmined by the earlier operation of trade and
exchange controls under the sterling area arrangement. Thus the share of
India’s imports from the US.A. increased rapidly from 13 per cent in 1933-514 o
as high as 38 per cent in 1965-66, whereas thai of India's exports tn the USA.
moved up only marginally from 17 per cent to 18 per cent during the same
period.:" 3 0n the investment side, the US. share of private investment in India
grew from 8 per cent in December 1953 to 22 per cent in March 1965 whereas
the British share declined from 83 per cent to 54 per cent during the same

perimj,34 However,the importance of the dollar for 1adia is not confined to her

transactions with the US. alone. The US. dollar acquired the status of an
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international currency particularly after the removal of restrictivns on all
current account transactions by the West European Nations and Japan in the
»

early 1960s. As a result, the bulk of India's growing trade with Japan™- and

developing countries has been invoiced in the US. dolfar.

The replacement of sterling by the US. dollar in India’s external
transactions was expected to have its impact on India's exchange rate system
which was for long been based on maintaining parity with sterling. The 1966
devaluation which broke parity with sterling with a bang. however, is
explained largely by India’s balance of payments adjustment need and it was a
devaluation agianst all currencies, not just against sterling. The reluctance in
1967 to devalue with the pound is only a partial recogition to the reduced
relevance of sterling for India as it is explained more by the rupee's own earlier
devaluation. However, in 1971 after the suspension of official doltar-gold
convertibility by the US. in August and the floating of major currencies which
followed it, the Indian authorities opted for keeping parity with the dollar. In
August 22, 1971 India introduced a dollar peg for the rupee and this development
is significant. It could have been interpreted as the first official recognitina of
the reality of the predominance of the US. dolfar in India's external
transactions. But. as we shall see later, this official act turned out to be quite

.different. and did not in any way represent the beginning of a consistent policy

giving larger importance to the dollar in India's exchange rate system.

Even when India adopted a dollar peg in August 1971, sterling was retained
as the currency of intervention. This meant that while India maintained the
rupee-dollar rate at the level that existed since the 1966 devaluation, ie.. $1 =Rs
7.50, the Reserve Bank of India would announce daily the buying and selling

rate for the pound sterling based on the dollar-sterling rate prevailing in the



82

London market. Thus, the Bank would not buy and sell the dollar to stabilize the
rupee-dollar rate but would perform that ‘function indirectly through the
traditional medium of sterling. For example, if there was a depreciation of the
pound against the dollar in the international market, the Reserve Bank would
reduce the buying and selling ratesef the pound against the rupee by the exact
extent of depreciation of the pound against the dollar. This would maintain the
value of the rupee in terms of the dollar in India constant. There was no official
statement on the rationale of this indirect dollar peg. As we mentinned earlier,
the Reserve Pank of India Act as amended in April 1947 after India became a
member of the Fund, did give the Bank power to intervene through any foreign
currency not just sterling. The reason why the Bank did not intervene through
the dollar after a switch to the dollar peg co_uld be firstly, that the Bank wanted
to proceed very slowly in an uncertain international monetary sitvation and
secondly, that the Bank introduced the dollar peg only as a temporary expedient.

This is explained below.

The conjuncture about the tempnrary expediency of the dollar peg can be
understood this way. The effect of 1966 rupee devaluation was largely nullified
by high prices resulting from a second massive drought and also, to some extent,
by the pound devaluation in 1967. The Indian balance of payments continued to
deteriorate and it might have been thought by the authorities to require
another exchange rate adjustment. But the bitter political controversy that was
generated by the 1966 devaluation ruled out another open devaluating.
However, it was known that the dollar was greatly overvalued and, therefore,
would depreciate against other major currencies when those currencies wefe
floated against it. Therefore, the Indian authorities might have seen this as an
opportunity to bring about a gradual devaluation of the rupee by linking its

value with the weak dollar and this, in effect, was the result. Prior to the
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Smithsonian realignment of major currencies in December 1971, the rupee
depreciated 5.1 per cent against the pound and by similar amounts against nther
major currencies depending on the rate of depreciation of the dollar against

them.

49 Rupee Back to Sterling

The Smithsonian realignment of major currencies did not signify a return
to the Bretton Woods par value system and the official convertibility of gold into
dollar was not restored. Instead, the agreement ushered in a temporary regime
of "central rates and wider margins” (IMF History, Vol. I, 1976, pp.557-66). India
adopted a central rate for the rupee against the pound sterling based on the
rupee-sterling rate which prevailed on the eve of the realignment, j.e.. £1 =Rs
18.9677, and was to avail herself of wider margins of 2.25 per cent ahove and
below the central rate, instead of the plus and minus one per cent margins in

the Bretton Woods par value system.

The December 1971 arrangements meant a comeback to the sterling peg.
although with broader margins, after a brief spelf (August 22 to Decemher 19,
1971) of the dollar peg. This relink with sterling was confirmed later in June
1972 when the pound was floated consequent upon the worsening balance of
payments situation in the UK. The rupee followed sterling as the latter was

flnated, recalling the events of 1931.

In the absence of any official explanation for this switch in policy. some
plausible interpreations have been put forward by earlier authors. Joshi and
Little (op. cit. p.377), for example, provide a politico-economic explanation.
India was involved in a war with Pakistan over Bangladesh in late 1971 which

severely strained India’s relations with the US.A. and also led to the suspension
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of US.aid to India. The quick reversal of the dollar peg almost at the same time
could have been a fall-out from the worsening of the Indo-US. relations. The
economic interpreation is similar to the one given above by the present author
for the earlier move towards the dollar peg. That is, the Indian officials would
have cleverly anticipated the future weakness of sterling with a view to

effecting yet another backdoor devaluation on the back of sterling.s"'6

One could also add another interpretation which emphasizes the role of
inertia on the part of the Indian monetary authorities. The dollar peg of four
months might have stretched the available expertise within the Bank in dealing
with a floating pound rate for the rupee which the Bank had not experienced at
all ever since its inception in 1935. That could perhaps explain the immediate
suspension of f'orvard dealings by the Bank in pound sterling which lasted over
a week, The -reversion to the well-accustomed stering peg would mean no
change in the time-old practice of operation in foreign exchange market by the
Bank. It avoided the problem of continuous decision-making that would be
necessary if the pound-rupee rate were to undergo change every day.

\

However, the Reserve Bahk, after the swing back to the sterling peg, tried to
moderate the impact on the rupee of the heavy depreciation of the pound
immediately after it was floated on June 23, 1972 by revaluing the rupee first on
June 26, 1972 and second on July 4, 1972 both adding to 0.9 per cent. After those
adjustments, there were no further rupee-sterling rate changes for the next
three years in spite of the continuing depreciation of the pound against other
major currencies. The effective exchange rate of sterling declined by 22 per

cent during June 1972 - June 1975.37

As a result, the rupee also depreciated
heavily against other major currencies: 10 per cent against the dollar, 13 per
cent against the yen, 34 per cent against the deutsche mark and 1% per cent

against the French franc during June 1972 - June 1975 (Table 4.2).
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Table 4.2 Rupee's Exchange Rate against Selected Currencies, 1972-
75 (Rupees per Foreign Currency)?

Month Dallar Yen Deutsche French Pound
Mark Franc Sterling
June 1972 7.363 0.0242 2.322 1.469 18.967
June 1973 7.363 0.0278 2855 1732 18.967
June 1974 7.937 0.0280 3.142 1619 18969
June 1975 8.190 00279 3499 2045 18.694
July 1975 8.489 0.0287 3.442 2.009 18.547
August 1975 8.795 0.0295 3.414 2010 185%
Sept. 1975 8.865 0.0296 3.389 1.983 18.4%

a. Period averages of daily rates
Source: Rupce-dollar rates are from the IFS, IMF. Other bilateral rates are

computed from those rupee-dollar rates and the respective
dollar rates of other currencies also given in IFS.

A recognition on the part of the authorities that the rupee had gone down
far enough wasindicated by their decision on July 2, 1975 to revalue the rupee
against sterling from £1 = Rs 1880 to £1 = Rs, 18.60,i.e. by LI per cent. The
authorities did not make any further adjustment in the rupee-pound rate in the
next three months despite the accelerated depreciation of the rupee against the
dollar and the yen in that period; the rupee depreciated by anather & per cent
against the dollar and 6 per cent against the yen during July-September 1975
(see Table 42). Perhaps the authorities did not want to violate the IMF scheme
of “central rates and wider margins” in which the maximum margins from the

central rate established in December 1971 was only + 2.25 per cent.38

4.10 Effect of Sterling Peg, 1972-75

We saw above that the authorities’ policy of a sterling peg during 1972-75
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resulted in large depreciation of the rupee against major currencies nther than
sterling. Did the rupee depreciation positively help in boosting India’s expnrts

during the period?

The Indian economy was passing through a very difficult time during 1971-
72 to 1974-75. The trouble started even before the first oil shock with two
consecutive bad harvests in 1971-72 and 1972-73 which were followed by an
industrial recession in 1973-74 (See Table 4.3). This generated high inflation
in the economy. The index of wholesale prices rose by 10 per cent in 1972-73.
The next year the price index moved up by 20 per cent which was partly due to
the impact of the first oil shock. Matters turned worse in 1974-75 with another
bad crop and the index of wholeprice prices shot up by 25 per cent that year. In
the context of this highly troubled domestic situation, it may be too optimistic to
hope that exports would receive a bhig boost with a favourable exchange rate

guiceme,

Table 4.3 Selected Economic Indicators of Indian Economy during

1971-72 to 1975-76 (Annual Growth Rates)

Period Real Agricultural Industrial Wholesale
(April- GDP production production prices
March)

1971-72 16 -0.3 5.7 56
1972-73 -1.1 -8.1 ' 40 100
1973-74 47 100 0.8 202
1974-75 09 -32 32 252
1975-76 94 149 72 -1.1

Source: 1. National Accounts Statistics, CS.0, Government of India
2. Economic Survey, Government of India
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Nevertheless, the volume of India ’sexports recorded a remarkable growth;

it grew by an annual rate of 8 per cent during 1971-72 tn 1973-76 (Table 41.4).

Table 4.4 Volume, Price and Value of India’s Exports during 1971-72

to 1975-76

Period Exports

(Aprit-March) Volume? Price? Value (Rs. crores )
1971-72 107 108 1608

1972-73 120 120 1971

1973-74 125 146 2523

1974-75 133 183 3329

1975-76 | 147 197 4036

a. Base: 1968-69 =100

Source: Economic Survey, Government of India

However, the role of the exchange rate in this export performance is not clear
as a number of other favourable factors were in opera‘tion during this period,
The hike in oil prices created boom conditions in the Gulf and the share of
India ’s exports to OPEC nations rose sharply from 5 per cent in 1973-74 to 15
per cent in 1975-76. There were substantial exports to Bangladesh from India in
this period which were financed by aid from India. There was a marked rise in
sugar prices abroad which raised the quantum of India’s sugar exports nearly
five times from 1973-74 to 1975-76 mainly thz)ugh destocking. Another factor
was the strict monetary and fiscal discipline administered by the government to
tackle the inflationary situation during the period. Curbing domestic demand
pressures might have released larger surpluses for exports (Ahluwalia, 1986,

pp.941-2).

The above discussion does not, however, imply that the depreciation of the
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rupee during 1972-75 arising from the sterling peg did not serve any useful
phrpose in relation to India's exports. Table 45 gives the trends in rupee's
nominal and real effective exchange rate indices from 1971 to 1975. It shows

that the rupee's nominal effective exchange rate depreciated by about 20 per

Table 4.5 Nomidal and Real Effective Exchange Rate of the Rupee
during 1971-752

Year Nominal Effective Real Effective
Exchange Rate Exchange Rate

1971 R 100.2

1972 91.7 9%.0

1973 838 233

1974 81.9 9.1

1975 786 88.9

a. Base: 1970 = 100

Source: 1l-country export-weighted index computed by the author.
Methodology of construction of the index is explained in Chapter 7.

cent during the four-year perind, whereas the depreciation in real effective
exchange rate, ie., nominal effectve exchange rate adjusted for the relative
inflation at home and abroad, was a lower 11 per cent. Therefore, the large
nominal depreciation of the rupee during the steriing peg helped in improving
the competitive position of India's exports in spite of the relatively higher
inflation in India :than abr.oad. It appears reasonable to suggest, therefore,
that but for the large depreciation of the rupee India’s exports would not have

fared as well as it did during the perind of the sterling peg.

4.11 Shiftto a Multi-currency Peg
Although the sterling peg had been beneficial, it could at hest be a

transitional arrangement applicable during a period of considerable
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uncertainty at home and abroad. On 25 September 1975, the Indian authorities
snapped the rupee-sterling link and introduced a basket peg by which the
future value of the rupee was to be determined on the basis of the average value
of a selected number of currencies of India ’s major trading partners.‘ The
rationale behind this decision has been exchange rate stability which is clear
from the statement given in the government's Economic Survey for 1973-76

presented to Parliament in February 1976. It said:

“...in order to impart greater stability to the effective exchange rate
in a world where the major currencies are floating and in the wake
of the continuing depreciation in the exchange value of the pound
in recent months, a new arrangement was instituted wherehy the
exchange value of the rupee is changed periodically with reference to
a suitable weighted average of the exchange rate movements of the
currencies of India’'s major trading partners.” (p. 41)

It would be worthwhile to examine the conditions of the Indian economy
which made the stability of rupee's effective exchange rate very important at
the time of the introduction of the basket system. The inflationary situation in
the country had eased from the second half of 1974-75 and the index of
wholesale prices registered a decline in the second quarter of §975-76 as
compared to the previous year. The agricultural situation changed with signs of
an excepiional harvest in 1975-76. There were also indications that industrial
production was picking up fast. On the external front, however, the situation
was still worrying with import prices still continuing to rise faster than export
prices resulting in further deterioration of India’s terms of trade (See Table 4.6).
In this situation, there were fears that increasing import prices particularly of
oil, fertilizers and food (the share of these three combined in India's total
import bill rose from 25 per cent in 1972-73 to 55 per cent in 1974-75) may

rekindle inflation which hadjust been brought under control. The rupee's
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Table 4.6 Indices of Unit Value of Exports and Imports, 1971-72 to

1975-76%

Perind Exports Imports Net Terms of
(April-Magch) Trade [(2/3x100)]

1 (2) (3) (4)
1971-72 108 93 116
1972-73 120 97 124
1973-74 146 138 106
1974-75 183 239 77
1975-76 197 230 70

a. Base: 1968-69 = 100

Source: Economic Survey, Govt. of India

continuing link with the pound with no let up in the downward pressure on the
pound in foreign exchange markets, might have been considered an
aggravating factor in this regard. That the moderation of the effect of imported
inflation was a consideration.behind the adoption of the basket peg is implied in

the Annual Report of the Reserve Bank of India, 1975-76, which stated:

“The effect of this change (from the sterling peg to the basket peg)
has been to stabilize the value of the Indian rupee vis-a-vis
currencies other than sterling and to increase the purchasing
power of the rupee in terms of sterling. This has contributed to
some extent to the stabilization of prices, by preventing an
increase in the prices of imported commodities and services.” (p. 4)

There were suggestions within the country during the sterling peg that the
rupee should be floated for some time to find its own value. (See Taneja, 1976,
pp.204-5 and pp 428-9). The floating of the rupee was particularly advocated as
a possible solution to the problem of black markets in foreign exchange which

had reached high proportions since the beginning of the 1960s (Nandi, 19%5).
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For example, BR. Shenoy in October 1973 wanted a unification of the official and
black markets for foreign exchange in India through an initial floating of the
rupee. ln July 1974, 1.G. Patel recommended a controlled float of the rupee as
necessary to make the rupee respond to the needs of the economy and also to
develop expertise within the Reserve Bank and commercial banks to nperate
within a system of flexible exchange rates that had come to prevail in the

international markets.

However, these ideas were, in fact, premature for a country like lndia
without the minimum institutional back-up necessary for a reasonably
satisfactory operation of a floating exchange rate system. As made clear in last
chapter, floating presupposes the existence of a well-knit domestic financial
market which is also integrated with internatinnal financial markets with large
freedom of movement of capital flows externally. Free capital mobility in turn
implies the virtual ahsence of any trade and exchange controls. India at this
stage of her development could hardly afford the scrapping of all controls on
trade and capital flows. This was the basis on _which the government rejected

the proposal of a floating exchange rate system for India (Taneja, op. cit. p.208).

There were also a number of developments at the international level which
could have partly influenced India's decision for a switch to a basket system in
September 1975. From early 1973. developing countries were gradually shifting
from single currency pegs to multi-currency pegs. In March 1973, Malta
formally announced that the value of her currency would be determined by a
basket of currencies and thereby became the first country to adopt such a
policy (Takagi, 1988). 1n May 1973, Morocco moved out of fixed parity with the
French franc to an own-currency basket peg. Cyprus announced a basket peg

in July 1973. Malawi adopted a two-currency hasket peg in November 1973 by
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abandoning its sterling peg. Algeriashifted from a Frenc franc peg to a multi-
currency peg in January 1974. So also Mauritania in the same month. In
September 1974, Australia, a developed country, shifted out of a dollar peg to a
basket peg. Another major development was the decision taken in IMF to
introduce a basket valuation for the SDR, the internationally created reserve
asset, from July 1974. This attracted countries like Burma (January 1973), Iran
(February 1975), Jordan (February 1975), Saudi Arabia (March 1975), and (ualar
(March 1975) to switch over to an SDR peg. By the middle of 1975, there were at
least nine developing countries following an currency basket peg and another

seven on an SDR peg.3 kK

Another development which is significant in relation to the Indian decision
to shift 6ut of the sterling peg was the expiry of India's foreign exchange
guarantee agreement with Britain a mention of which was made earlier. We
saw that effective ’September 1968, in order to avert further the heavy
liquidation of sterling balances which followed the sterling devaluation in
November 1967, Britain entered into agreements with some sterling area
countries including India which provided a dollar value guarantee by the U L.
for the major portion of the sterling balances with these countries in return for
maintaining a minimum ofl these halances wi_th them. However, in Januvary
1974, on account of the instability of the dollar itself, these guarantees were
converted in terms of a basket of major currencies including the dollar. By
Decembr 1974, the agreement with India expired and, therefore, the sterling
balances were subject to fluctuations in the value of the pound which was stitl
weak in the market. This prompted India to accelerate ihe diversification of
foreign exchange reserves away from sterling from early 1975 which
culminated in the snapping of the rupee's tie with sterling on September 25,

1975.
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4.12 Move to a More Flexible System

Initialty, the Indian basket system had a hand of 4.5 per cent, i¢,225 per
cent margin above and below the value of the basket. Since January 30, 1979
the band has been widened to 10 per cent, ie,5 per cent above and below the
basket value. The earlier relatively narrower margins were a hangover from
the temporary exchange rate regime that was established by the IMF after the
Smithspnian agreement in December 1971. However, with the Second
Amendment of the Articles of the IMF which came into effect from April 1978,
the members were allowed freedom to choose any exchange rate regime of their
cheice except the one which is linked to gold. This freedom was utilized by India
in opting for a broader band for the basket system. This revision of the margin
and also the confidentiality with which it is operated might have been
instrumental in the reclassification by the IMF of the Indian exchange rate
arrangement as a managed floating system from 1979 onwards instead of a pure

basket system as it was designated until Lben.m

The broadening of the basket margins which took place in early 1979, is a
quite significant event in the evolutinn of the Indian exchange rate regime.
Through this change the authorities were enhancing their manoeverability in
order to employ the exchange rate as an instrument for achieving alternative
objectives including the balance of payments adjustment without in any way
vinlating the basic basket rule. Although this change was claimed to have been
necessitated by larger fluctuations in international currency markets, the fact
that this adversity could be converted into an advantage was not missed by the

Indian authorities. This point is substantiated by the Reserve Bank statement:

“Effective January 30, 1979, however, the exchange rate is heing
maintained with a wider band, not exceeding 5 per cent on either
side, the change being found necessary in the light of the
developments in the currency markets which had been character-
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ized by large and erratic fluctuations. The change, it was felt, would
help in the fixing of a more appropriate exchange rate for the rupee
and in imparting a measure of stability to that rate.” (RBIL, 1933, p.287)

The words “fixing a more appropriate exchange rate for the rupee” imply

objectives other than stability. This aspect will be explored further in the next

chapter.

4.13 Conclusion

We have traced the long history of India's exchange rate regime from the
early 19th century which could throw much light on the present exchange rate
regime. An important point emerging from this historical survey is that the
rupee had generally been pegged o a major currency and independent floating

had never been practiced in India. This is typical of a less developed country.

Another major point is that the present exchange rate regime bears the
imprint of the long and intimate relationship which India had with Britain
since the turn of the last century. However, there is a marked difference in the
impact of this historic relationship on India's exchange rate regime as between
the pre-1931 and post-1931 periods. Before 1931, l.h.e sterling link for the rupee
had been quite unstable mainly because of the attachment of the rupee with
silver. In contrast, from 1931 onwards the rupee-sterling link has been mnst
stable. The formation of the sterling area with the onset of World War 11
characterized by tight exchange control around the area, reinforced India's

exchange rate regime based on fixity of the rupee-sterling rate.

The firm relationship between the pound and the rupee established since
the 1930s survived during the post-war Bretton Woods par value system which
saw only two adjustments of the rupee-sterling rate: the first one in June 1966

when the rupee was devalued against all currencies and the second in
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November 1967 when the pound itself was devalued. In June 1972 we note
almost a repetition of the history of 1931; as the pound was floated the rupee
kept parity with it. This time the fixed link with sterling lasted for three years
and a quarter before finally yielding place to a basket peg in September 1975.
The India's basket system, however, did not represent a complete break with
sterling as sterling serves several functions in the new system including that of

the intervention currency. For a detailed examination of this aspect as well as

others of the Indian basket system we turn to the next chapter.
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Footnotes: Chapter 4

1. There is no agreement among economic historians about the exact date
of the adoption of a full gold standard in the UK. and according to Harrod
(1969, pp.15-7) 1821 is the most probable one. De Cecco (1987, p.540),
however, states that Britain was on a gold standard since the beginning of
the 18th century and after a suspension during the Napoleonic wars from
1797, it was resumed in 1819

2. See De Cecco (1984) pp.39-61 for an account of the spread of the gold
standard.

3. The average price of silver in London was 60 5/8d per ounce in 1872 and
in 1894 it was 28 15/16 d. (Vakil and Muranjan, 1927, p.38).

4. Keynes (JMK. L. pp.1-2) believed firstly, that the benefit of depreciation
to exporters was largely at the expense of the rest of the community and
secondly, that even the export advantage was temporary with the price rise
triggered off by depreciation.neutralizing it subsequently.

5 As noted by Harrod (1969, p.22) the meaning of gold exchange standard is
not at all clear. It appears, hoyever, that the gold exchange standard is
called so because in that system the local currency is convertible into an
international currency and the latter convertible inte gold and,
therefore, the former is indirectly convertible into gold. This. therefore,
resembles the Bretton Woods par value system in which the doflar
constituted the international currency legally convertible into gold.
This has to be distinguished from the sterling standard which emerged
in 1931 after the formation of the 'sterling bloc’. There the local
currency was convertible into sterling and sterling itself was not
convertible into gold.

6. Keynes (JMK. I, Ch.2) argued that several countries of Europe who were
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on the so called gold standard at that time kept large balances abrvad and
used gold only as a marginal medium of exchange and. therefore, the
currency system of these countries differ from the Indian system only
in degree and not in kind.

The meticulous treatment and praise the Indian gold exchange standard
received from Keynes in his Indian Currency and Finance (JME.. I) and
the close resemblance the Indian system had with the post-war
Bretton Woads system for which Keynes is a principal architect, made
Johnson (1978, p.113) to suggest that the former is the precursor of the
latter. This is. however, contested by Williamson (1983, pp.109-10) on two
grounds: first. that in the above-mentioned book Keynes was speaking of a
rational policy for a single small country within the international system
rather than laying down the framework of the international system and
second, that in 1942 Keynes denounced the gold exchange standard and
only concurred to its perpetuation grudgingly.

This was mainly due to the sharp shortfall in silver production in Mexico
arising from internal political turmoil there which was uarelated to the
World War. See Vakil and Muranjan, op. cit., pp.109-10.

Pound was off the gold standard in March [919.

2s gold is higher than 2s sterling as sterling floated downward against
gold after it went off the gold standard.

Keynes' view about the effect of exchange rate appreciation on
exporters is now familiar: it is temporary and is more than offset by the
benefits of stable prices on exporters and other sections of society.
Besides, he argued that India had a complete or high degree of monnpoly
over some of her most impnrtant exports like jute, cotton, rice and tea.
(JM.X. XV, pp275-9)

See Harrod (op. cit. pp.96-100) for a brief but lucid discussion of the
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background of this decision and its later effects on Britain.

The issue of fixing an appropriate exchange rate for the rupee generated
considerable public controversy during the time with the Indian econnmists
and business interests arguing for a lower rate of 1s 4d and the governmeni
insisting on the then existing higher rate of 1s 6d. See Tomlinson (1979) for
an evaluation of this controversy after aver 50 years. See also Drummond
(1981.Ch 2) for a detailed account of events connected with the maintenance
of the rupee-sterling rate of 1s 6d during the 1930s.

This included not . just the members of the British Commonwealth
excluding Canada, but also Scandinavian countries, Ireland, lceland,
Egypt. Portugal and Iraq.

Besides the imposition of a general import tariff, a number of protective
measures were taken by the UK. including the imposition of quotas on
foreign imports of food products. Foreign lending was prohibited and
foreign investment was also brought under official control.

Jain (op. cit,, p.38) gives the net contraction of rupee notes alone of Rs
102,50 croresduring 1926-27 to 1930-31.

At this time the pound was still on the gold standard and, therefore,
rupee's parity with sterling at 1s 6d meant parity with gold as well.
However, the Gold and Sterling Sales Regulatioﬂ Ordinance, VII, 1931
under which the exchange control came into operatibn was withdrawn
in January 31.1932. (Jain. ap. cit., p.54).See also Drummond (1981, Ch 2).
During the 10-year period ending March 1941, India exported 43 million
ounces of gold worth Rs 3750 million. (The Cambridge Economic History of
India. Vol. 2, 1983, Ch. IX. p.773). Keynes (JMK.. I) recalls “Jevon'é
description of India as the sink of the precious metals always ready to

absorb the redundant bullion of the West and save Europe from the

- more violent disturbances to her price level.” (p70). Please also see
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Conan (1952, p.76) who gives an estimate of $150 million per annum over
the years 1932-38 as the value of gold outflow from Indian hoards.

The strongest argument raised in India against the sterling standard was
the loss of autonom)} in following an exchange rate policy that is in tune
with the economic conditions in India rather than following the pound,
the movement in which is dictated by the economic conditions in Britain
alone. Jain (op. cit. pp.44-54) for the details of various criticisms against

the sterling peg.

21.The 'dollar problem' refers to the chronic shortage of gold and "hard’

22,

23

currencies particularly of the US. dollars within the sterling area. As noted
by Day (1954, p.45), although the dollar shortage may have existed in the
sterling area in the 1930s, the first conscinus awareness of it came with
World War 11 which led to the imposition of rigid exchange controls in the
sterling area as a whole. These controls served the purpnse of mobhilization
and conservation of the means of payment outside the sterling area for the
financing of the war.

The term 'dollar pool' is a misnomer as the pooling was done for not only
the dollar (the US. and Canada) but also for gold and other foreign
currencies. See Wright (1954, p.561). This source gives valuable details of
the working of the dollar pool arrangement during the period.

The IMF was concerned about the continued existence of the sterling
area as an entity. That came to the surface in 1950 after the

Commonwealth Finance Ministers agreed that each member of the area
would restrict imports from dollar area to 75 per cent of the 1948 level;
the Fund in a common méeting with the GATT and the representatives of
the sterling area ref_used to treat the 'dollar problem’ as a common
problem for the sterling area as a whole and reported the situation on a
country-by-country basis. See IMF History, 1969, Vol. 11, pp.338-41 for

details of the controversy.



24.

100

As quated in Conan, op. cit., pp.107-8.

25. Tew (1985) views the developments in the international monetary scene

26.

27.

28.
29.

during the post-World War 11 years as an evolution from a

predominantly bilateral phase during 1945-49 to a binary one during
1950-58 to a final post-1958 phase of a unified system. See Tew (op. cit.,
Chs.1,2and 3).

The currency convertibility established by major European nations in
December 1958 is also termed ‘external’, 'non-resident’ or ‘partial
convertibility whereas that established in Fébruary 1961 by these
nations is termed 'total’ convertibility, ie. both 'external and internal’
convertibility. See IMF History (1969, Vol.Il, pp.226-7). As the sterling
accounts of the sterling area countries were (reated as ‘resident’
accounts u":et'he exchange control regulation of the UL, they were
convertible only from February 1961.

This is mainly due to the huge rise in imports with the launching of
India's ambitious industrialization programme from the beginning of
the Second Five Year Plan (1956-61).

India got freedom from British rule on August 15, 1947,

The Government of India (1966) pamphlet said. "During the heyday of
the national struggle for independence in the early thirties. our
political leaders and economists rightly blamed the British for fixing a
high rate of Ish. 6d for the Indian rupee rather than the lower rate of
Ish. 4d. We rightly feared that at the higher rate our industrialisatinn
would suffer as our industries would have to face stiffer competition

from British products. This is equally true today."” (p. 8).

30. The role of external pressure for the devaluation is also clear from the

very same government pamphlet mentinned above which said. "There

was a widespread beliefl among international agencies and among
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international banking and trading community, that the par value of the
rupee before devaluation was totally uarealistic ..... It alsv made it almost
impossible for us to count on further assistance from these internatinnal
agencies.” (p. 7).
The 1967 devaluation of sterling is considered to have given shock not
only to the sterling system but also tn the entire international monetary
system by shaking the confidence in key currencies asa whole.

It may be noted that the exact composition of the foreign exchange
reserves are not disclosed by the Reserve Bank to the public.
The figures are computed on the basis of data from various issues of Reserve
Bank of India Bulletins, statistical sections. It may be noted that on the
export side the loss of sterling area share was captured mainly by the 1JSSR,
Japan and non-UK West European countrg.:s.

This is based on studies conducted bykleleserve Bank of India which
appeared in different issues of the Bank Bulletins.

The data on invoicing pattern of India's trade are available only from
1979-80 onwards. In 1979-80, 92 per cent of India's exports to Japan and
57 per cent of India's imports from Japan were invoiced in US. dollars.
(See RBI Bulletin, 1988, pp 41-2).

Baoth these interpretations were made earfier by Chawla (1983), pp.9-11.
This is based on IMF's Multilateral Exchange Rate Model (MERM) -
weighted effective exchange rate given in International Financial
Statistics (1FS).

It may be relevant to note that in November 1973, following the generalized
flnating of major currencies the IMF extended the scheme of “central rates
and wider margins®, originally established in the context of fixed exchange
rate regime, with respect to members following a fixed link with an

intervention currency even if that currency itself is floating. See IMF
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Survey (1976, March 1, p.73). ‘

39, IMF Survey (1976, February 2, p.35). Also see IMF Annual Reports on
Exchange Restrictions (1974, 1975 and 1976) for individual cases. We
discussed generally these developments in Chapter 2.

40. See IMF Annual Report (1980, pp53-6) for a brief discussion of this
definitional change adopted by the IMF. Aghevli (19%1), however,
considered the Indian exchange rate system right from September 1975
as a managed floating system. The argument is that as long as the basket
remains undisclosed, it is not clear whether a change in the value of the
home currency is due to a change in the value of the basket currencies
or due to an ad hoc adjustment in the weights of these currencies in the

basket.
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Table A4.1 Major Events in India’s Exchange Rate Regime

Year/ Events Remarks
Period
1818 Silver rupee made the unlimited With thisa currency

legal tender in South India.

1835 Silver rupee made the sole un-
limited legal tender for the whole
of British India by the Gold and
Silver Coinage Act passed in August,

1872-94 The historic slump in silver price.
In response to Herschell Committee
(1892) recommendation, mints
closed for silver on private account
and official gold ratio fixed for the

rupee at 1s4d in 1893.

1898 The rupee touches the official rate
of 1s 4d in January. Fowler Committee
recommends a gold standard with a

gold currency.

1898-  Indiadriftsinto a gold exchange
1916 standard with a stable value for the

rupee at 1s 4d.

1917 Sharp rise in silver price.

Bullion value of the rupee over-
takes its face value in August.

1919-20 Babington Smith Committee (1919)
recommends relinking the rupee

with gold at 2s per rupee,

Government fails in attempts to
maintain the high rupee value.

1924 Rupee risesto 1s6d in October.

reform began in India.

This marksthe
beginning of a silver
standard in India.

This meant that the
rupec was to become a
token coin with its
face value divorced -
from metallic value.

Gold exchange
standard breaks down
and India, in effect,
forced to return to
silver standard.

Britain left the gold
standard in March
1919,

With the pound off the yypee’s value ©
gold and below par, Is

6d meant a lower s 4d !
gold which incidentally

was the pre-war parity

for the rupee.



Year/
Period

Events

Remarks

1926-27 Hilton Young Commission (1926)

1931

1935 -

1939

1946

1947

1949

1961

recommends the gold bullion standard
and the statutory fixing of 1s6d for the
rupee. Government implements the
proposals in March 1927 with passing of
the Currency Bill but the provision of
convertibility of rupee into gold made
optional for government,

Britain departs from gold standard in
September. Rupee formally tied to
sterling at the prevailing rate of Is6d.

The Reserve Bank of India set up in April
with the Reserve Bank of India Act. The
management of the exchange value of
rupee passes on to the Bank from the
government.

Exchange control introduced in India
under the Defence of India Rules in
September asa part of the sterling area
arrangement,

India intimates a par value for the rupee
to the IMF in December but keepsthe
parity with sterling unchanged at
I1s6d,ie. £1 =Rs 13.33.

Exchange control placed on the
statute through the Foreign Exchange
Regulation Act in March. India gets
independence from the British rule on
August 15. '

Sterling devalued from $4.03 to $2.80 (30.5
per cent) in September. The rupee-
sterling rate remains intactat £1 =

Rs. 13.33.

Full current account convertibility
restored to sterling in February. The
dollar pool arrangement within the
sterling area dismantled.

The discretionary
rupee-gold
convertibility reduces
the system to a gold
exchange standard.

This inauguratesa
sterling standard for
the rupee.

Scandinavian
countries and every
sterling area
countries except
Pakistan devalued
with sterling.

Sterling area relation
becomes voluntary
and informal.
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Year/ Events Remarks

Period

1966 Rupee declined by 36.5 per centon
June 6; rupee-sterling parity changes
to£1 =Rs21.

1967 Pound devalued in November from
$2.80t0 $2.40 (14.3 per cent); rupee-
sterling parity changesto £1 =Rs, %,

1968 Britain enters into agreement with This, ta some extent,
India to restrict the drawing down of revives the formal
sterling reserves from September., nature of the sterling

areaarrangement.

1971 Rupee pegged to theUS. dolfar on August  During the short spell
22. Rupee re-pegged to sterling on of dollar peg, sterling
December 19 at the central rate of continued to be the
£1=18.9677. currency of

intervention,

1972 Pound floated on June23; India maintains This repeats the event
the parity with sterling unchanged. of 1931 when the

pound floated with the
departure from gold
standard by Britain,

1975 India adopts a basket peg on September
25 with a provision for £2.25 per cent
margins. Pound, however, continues as
the intervention currency.

1979 The margins for maintaining the basket-

determined value of rupee broadened to
45 per centon January 30.
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Chapter 5

The Indian Basket System

5.1 Introduction

The Indian basket system merits attention not merely as a model of the new
and increasingly popular exchange rate regime of developing countries but
much more due to the specific features it has,and particularly those which it
acquired during the past fourteen years of its operation. Although exchange
rate stability, defined in terms of the weighted average of the array of major
bitateral exchange rates, has been at the heart of the decision to opt for a basket
system, it appears that other objectives began to emerge subsequently that

necessitated alteration of strategies in the nperation of the system.

Before examining the details of the Indian exchange rate system it would be
useful to describe the system very briefly. The currency basket around which
the Indian exchange rate system nperates, is valued in sterling and also, any
exchange rate adjustment made 'by the authorities in response to changes in the
value of the basket is announced in terms of the rupee-sterling rate. However,
as referred to in the last chapter, the composition of the basket as well as the
details of the operation of the system are confidential. As a result. we cannot
really observe from the day-to-day changes in the rupee-sterlihg rate whether
adjustments have been carried out for the purpose of exchange rate stability or
any other alternative objective. In short, the Indian exchange rate regime is

hfghly discretionary in nature.

This chapter is divided mainly into two parts. In the first part, we attempt to

illustrate the mechanics of the Indian basket system. In the second part, we
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examine the different features of the system in more detail. Here we also make
clear why the Indian exchange rate system should more appropriately be called

a 'discretionary crawling hasket peg'.

5.2 Mechanics of Indian Basket System

The confidentiality of the Indian basket system constrains to a great extent a
proper understanding and assessment of the system. In the absence of
sufficient official information, we mainly rely on Varghese (1954a, 1956), for
illustrating the details of the Indian basket mechanism. Besides, it is known
from unpublished official sources, mainly through discussions with the
Reserve Bank of India officials, that the Indian basket system resembles the SDR
valuation, witfx the major difference that, in the Indian basket system the
pound sterling takes the role of the dollar in the SDR valuation as the unit of

account.

By definition, a currency basket consists of specified amounts of selected
currencies summed up together after being reduced into a common measure,
the numeraire. The units of each selected currency which form part in the
basket, which are also called the currency components of the basket, are
determined on the basis of the relative weight assigned to that currency in the
basket. For the purpose of illustratinn, we assume that the selected currencies
of the Indian basket peg which are also termed the basket currencies are four,
namely, the US. dollar, the Japanese yen, the pound sterling and the Deutsche
mark. Essentially, four steps are involved in the construction of the Indian
basket which are listed below:

(1)  selection of currencies for inclusion in the basket;

(2) allocation of relative weights to the chosen currencies;

(3) computation of the exchange rates of the basket currencies
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against the numeraire, the pound, on the day of the basket
link; and

(4)  working outof the currency components in the basket by
multiplying the exchange rates as obtained at (3) with

their respective weights obtained at (2).

These steps are illustrated in Table 5.1.

Table 3.1
Illustration of the Construction of the Indian Basket System on

the Date of the Basket Link, Sepltember 23, 1975%

Currency Weightb Exchange Currency
rate per £1 components
ason 25.9.75
(3x2)
1 2 3 4

US. dollar 0.50 205 1.025

Japanese yen 025 620 155

Pound sterling 0.15 100 0.150

Deutsche mark 0.10 545 0540

Total 1.00

a. All numbers in the table are fictitious used only for the purpose of
illustration

b. Weightsare also purely imaginary. Asexplained in the text, the official
information is insufficient to work out the actual weights.

It may be noted that on the first day of the basket-peg, the Reserve Bank
actually adjusted the middle ratel of the rupee against sterling arbitrarily
upwardsto £1 -Rs18.3084 from £1 - Rs 1860, ie. by 1.6 per cent. The reason
for this revaluation of the rupee might be to offset, to some extent, the sharp

depreciation of the rupee suffered against the non-sterling currencies as
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sterling had been depreciating against other major currencies after it was
floated in June 1972, and also as a signal of a reversal of trends in rupee-
sterling rate. After having fixed the value of the rupee against the pound at Rs.
18.3084 on the day of the basket link, the valuation of the rupee on any
subsequent day requires the knowledge of exchange rates of the basket
currencies against the pound on that day. (The Reserve Bank uses the London
market quotations of the previous day for the calculation of the basket value of
the rupee. This is because of the time zone difference between lndia and
London; London market is closed when Indian market just opens for business
and the former opens only in the afternoon of the Indian time). The calculation
of the new value of the basket on any day after the introduction of the basket

peg is illustrated in Table 52.

In Table 52 we assumed that the US. dollar depreciated by 5 per cent,
Japanese yen and Deutsche mark appreciated by 15 per cent and 7.5 per cent
respectively, all against the pound in comparison with the day of the rupee's
basket link. (See the original exchange rates in Table 5.1). In columa (4), the
figures against each currency are derived by dividing the original units of that
currency in the basket (column 3) by the new exchange rate of that currency
per pound (column 2). The results indicate the new percentage contribution of

each currency to the basket value asthat currency's exchange rate changed.
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Table 5.2

Illustration of Daily Basket Valuation of Rupee

Currency Exchange Currency New value
rate per £1 components of basket in
ason 25.9.752 terms of £ (3/2)
(1) (2) (3) (4)
US. dollar 2.1579 1.025 0.4750
Japanese yen 539.13 155 0.2873
Pound sterling 1.000 0.150 0.1500
Deutsche mark 5.0698 0545 0.1075

Total 1.0200
Value of basket = £1.02

d. As worked out in Table 5.1

The summation of all such contributinns by each currency yields 1.02 as against
1 on the day of the basket peg. This means that the value of the basket has
improved by 2 per cent in terms of the pound and this has come about as a result
of the changes in exchange rates of the different currencies in the basket

against the pound.

An important thing that has to be noted in the above computation of the
value of the basket is that the change in the value of the basket, ie., 2 per cent,
is the average of the changes in the exchange rates of all basket currencies
against sterling, each one weighted according to the original basket weights.

This is brought out in Table 5.3 with the help of index numbers.
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Table 5.3 Computation of the Value of Indian Basket via Index

Number Method
Currency Original New exchange Weightd  Value of
exchange rate rate basket (3x4)
i (2) 3) (4) (5)
US.dollar 100 95 050 47.50
Japanese yen 100 115 025 2875
Pound sterling 100 100 0.15 15.00
Deutsche mark 100 107.5 0.10 10.75

Total 10200

a.AsinTable 5.1

As shown in Table 5.3, we start with a base of 100 and find out the change in
the value of the basket by computing the weighted average (arithmetic) of the
indices of the various exchange rates against the pound. Repeating the earlier
example, we assume that the dollar depreciated by 5 per cent, yen and D;M.
appreciated by 15 per cent and 7.5 per cent respectively, each one against the
pound. The total in column (5) of the table gives the new basket value as 102

which is exactly equal to that obtained in Table 5.2.

Now, if the authorities go by a rigid basket peg, then the value of the rupee
would have to be adjuslgd upwards against the intervention currency, sterling,
by 2 per cent in direct response to the change in the value of the basket.
However, the Indian system is not a rigid basket peg. It is operated flexibly by
the discretionary use of the margins of 2.25 per cent on either side of the actual
value of the currency basket up to January 29, 1979, and plus and minus 5 per

cent since then. That can imply, first of all, that since the movement in the
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basket value in our example is within these margins, the authorities need not
adjust the value of the rupee at all. In not making the adjustment, the
authorities woul(! be permitting the non-sterling bilateral rates of the rupee to
change puary pa‘.ssa with the changes in exchange rates of non-sterling
currencies against sterling in foreign exchange markets through the process
of international arbitrage. Secondly, it is to be noted that if the athorities, on
the other hand, decide to adjust the rupee-sterling rate within the margins,
they still have the option in adjusting to the full extent of the change in the
observed basket value or only adjusting partially. That is, in our example,
instead of appreciating the rupee against the pound by the full 2 per cent, it can
be altered by less than 2 per cent. Thirdly, it can also be envisaged that the
authorities depreciate the rupee, in this case up to a maximum of 3 per cent,

against sterling and could still be within the lower margin of -5 per cent of the

basket parity.

Continuing with our example, let ussuppnse that the Bank adjusts the rupee
value to the full extent of the change in the value of the basket by announcing
a 2 per cent appreciation of the rupee against sterling, ie, from £1=Rs
18.3084 to £1= Rs.17.9494. It should be understood that when this change
is announced, then the rupee instantly appreciates at the same rate of 2 per
cent from the existing market rates against all currencies, not just against
sterling, through the application of cross rates between sterling and other

currencies.

At this stage, it would be worthwhile to examine the proposition that the
operation of a rigid basket peg would lead to stabilization of the effective

exchange rate. Table 5.4 allows usto view the sequence in an index form. When
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Table 54

Illustration of a Rigid Basket System

Name of Weight Base Market Rupee
rupee rate rupee rate rupee rate  indexafter
index index adjustment
(1) (2) (3) (4) (5)
Dollar/rupee S0 100.00 105.00 107.10
Yen/rupee 25 100.00 £5.00 §6.70
Sterling/rupee A5 160.00 100.00 102.00
D.M/rupee 10 100.00 92.50 94.35

Effective exchange
rate index? 100.00 98 .00 99.96

a. Defined in terms of basket currencies

the exchange rates of basket currencies change against sterling in the
international market, it is automatically reflected in rupée rates; except the
sterling-rupee rate, all other rupee rates change by the same extent by which
sterling changed against those currencies. In the present example, dollar
depreciated by 5 per cent, yen appreciated by 15 per cent and Deutsche mark
appreciated by 7.5 per cent, all against sterling. Therefore, as seen from Table
54, column (4), the rupee appreciates by 5 per cent against the dallar,
depreciates by 15 per cent against the yen and depreciates by 7.5 per cent
against the Deutsche mark. The weighted average of these rupee rates with
weights equal ta the original basket weights as in column (2) indicates a decline
of the effective exchange rate of the rupee by 2 per cent, to 98. This

correspands to the increase in the value of the currency basket which was
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computed as 2 per cent in Table 5.3. At the next stage, if the authorities follow
the rigid basket rule, the rupee will be appreciated by 2 per cent against
sterling which will be followed in the market hy the appreciation of the rupee
by the same extent against all other currencies in the basket. This is shown in
column (5) of the Table 5.4 which yield a weighted average exchahge rate of
99.96 which is almost equal to the base rate. This is how the rigid application of
the basket rule results in the stabilization of the effective exchange rate of the

domestic currency in terms of the basket currencies.

The next step in the analysis of the working of the Indian basket system is to
examine how a subsequent value of the basket is determined once an adjustment
of the rupee-sterling rate is made. This part is crucial to a proper
understanding of the system and, unfortunately, this has not been explored by
earlier writers. For illustration, let us assume that exchange rates of basket
currencies moved against the pound in a similar way as before the previous
adjustment, i.e,the dollar depreciated again against the pound by S per cent, the
yen and the D.M. appreciated by 15 per cent and 7.5 respectively. The resulting

change in the basket value is calculated as in Table 5.5.
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Table 5.5

Ilustration of a Further Change in Daily Basket Valuation of Rupee

Currency Exchange rate New currency New basket
per£] components # value in terms
of £(3/2)
(1) (2) (3) (4)

“US. dollar 22715 1.0790 0.4750
Japanese yen 468 81 13478 0.2875
Pound sterling 1.000 0.15 0.1500
Deutsche mark 4.7161 0.5070 0.1075

Total 1.0200

Value of basket = £1.02

a. The new currency components are derived by multiplying the earlier
exchange rates given in Table 5.2 by their respective weights in the
basket shown in Table 5.1.

The most important thing to note in Table 55 is that the currency
components are different from that at the start of the basket peg. As indicated
at the footnote of the table, they are obtained by multiplying those exchange
rates that prevailed at the time of the previous adjustment with the nriginal
currency weights. It is also important to see the pattern of change in the
currency components: deprecialing currency enlarged its units and
appreciating currencies contracted their units, both exactly in proportion to
the corresponding depreciation and appreciation. This process, in effect,

restores the original relative weights of each currency in the basket. To put it
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differently, in the Indian basket system, each of the currency compnnents
undergoes changes in such a way as to re-establish the original weight allotted

to the respective currency at the start of the basket peg.

The above-mentioned characteristic of the Indian basket mechanism makes
it different from the SDR basket valuation, although the former resembles the
latter in other respects. The basket-valuation of the SDR is based on what is
called the "standard basket® which is defined by fixed amounts of five major
currencies (16 currencies before January 1981) whose relative weights

2 daily as a result of changes in exchange rates. The Indian basket

change
valuation of the rupee, it appears. is based on the "adjustable basket” which is
defined in terms of certain major currencies whose amounts vary as a result of
changes in daily exchange rates but whose relative weights in determining the
changes in the value of the basket is kept intact all along. It is interesting to
note that the "adjusktable basket" method was one of the alternatives to the

*standard basket” which was considered by the IMF for valuation of the SDR

before finally choosing the latter (see Polak, 1974, pp. 12-16).

5.3 Main Featuresof Indian Basket System
Broadly we can distinguish between three main characteristics of the

Indian basket system. They are:

(i the significant role given to sterling which may be called
the sterling legacy of the system;
(ii) most of the details of the system are undisclosed to the public; and

(iii) the large flexibility of operation.
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These three features are examined below, one by one.

(i) Sterling Legacy:

The basket system which replaced the historic sterling peg still retains some
of the vestiges of the past sterling link. We have occasion to refer to the highly
diminished role of sterling in the world3, in general, and in India, in
particular, According to the official statistics on invoicing of India's total
merchandise trade, sterling constituted only about 10 per cent during 1979-%0 to
1981-82 and the share has declined since then .4 On the other hand, the share
of the doliar in the currency invoicing of India’'s total merchandise trade
during the same period was about 57 per cent and has increased since then .5 In
spite of the above realities, sterling occupies a prominent place in the new

exchange rate regime of India.

Joshi and Little (1987, p. 377) distinguish between three different functions
of a foreign currency in the exchange rate regime of a country: (1) as the
intervention currency, i.e. the currency the central bank normally buys and
sells, (2) as the designation currency, i.e. the currency in terms nf which the
value of the domestic currency is announced, and (3) as the peg currency, ie.
the currency to which the value of the domestic currency is fixed with a certain
margin. In the context of a basket peg there is no single peg currency but a
currency composite to which the domestic currency is tied. That in turn
necessitates a numeraire in terms of which the currency composite is valued.
Let us call the foreign currency which is employed as the unit of account of the
basket peg, the valuation currency. In the context of the Indian exchange rate
regime, sterling serves as the cﬁrrency of intervention, designation and also as

the currency of valuation.
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. The role of sterling as the intervention currency needs to be viewed in the
background of exchange control practiced in India. In developed countries
which generally follow a floating exchange rate system characterized by the
absence of exchange control regulations, the monetary authorities intervene in
the foreign exchange market in order to  smooth out exchange rate
fluctuatiions and sometimes to influence the trends in exchange rate. But in
India the supply and demand in the exchange market are regulated through
controls on trade and capital transactions and, the interventinn of the central
bank is directed towards meeting the already controlled net demand in the
market. Besides, it is normally expected that the banks meet their exchange
needs through the inter-bank market and also, to some extent, through
transactions with banks abhroad and approach the central bank only as the fast
resort (Rangarajan, 1985).° -~ .

The Reserve Bank of India makes spot purchases from the banks nnot only
sterling but also the US. dollar (since October 1972), the Deutsche mark (since
March 1974) and also the Japanese yen (since end-May 1974). The Bank also

"a order b meet he 1esidusl demand for foreign exchange,

buys these four currencies for forward delivery as well. However,kuntil very

recently, sterling has been the only currency which the Bank sells and that ton

only on a spot basis6.

. - Even if the Reserve Bank meets only the highly regulated residual demand
in the exchange market, that itself is too large to be satisfactorily handied by
the sale of sterling alone. Sterling's significance as an invoicing currency for
India's merchandise imports is even less than for the total trade which was
described above; it accounted for only 8.8 per cent of the import invnicing

during 1979-80 to 1981-82 as against 64 per cent by the dollar. The practice of
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selling to the banks only sterling, firstly necessitated the large holdings of
foreign exchange by the Bank in a currency not justified by the pattern of the
country's external transactions. Secondly, for the banks it involved
unnecessary additional transaction costs in first buying sterling from the Bank
and later converting them into dollars mainly in international markets for
meeting the dollar requirements. Therefore, the c'ont.inued sales of sterling
alone by the Bank was an anomaly. This was rectified, however, in February
1987 by announcing the decision to sell also the US. dollar. This is a major step
in the right direction and this reform is expected to reduce significantly the

role of sterling as an intervention currency in the years to come.

As regards the functions of designation and valuation, it may be stated that
the decision on whether to retain sterling or to make a switch to the dollar
depends mainly on two considerations: first, of the two currencies, which one is
more stable? and, second, which currency is more important for lndia's
external transactions? Asregards the first, the choice is difficult in the light of
the experience in the past as can be seen from Table 56. The stability
performance of both sterling and the doliar is almost the same during 1979-85
in relation to the SDR. With regard to the second question, there is no doubt that
the dollar is much more important than sterling for India's transactinns.
Varghese (1979) adds another consideration here which arises from the dollar's
pre-eminent international position as the vehicle currency7, namely, that the
dollar rates are the direct quotations in international markets and all other
rates including the sterling rates even in London® are derived from the dolfar
quotations and, therefore, contain distortions due to conversion costs. After
having recognized the dollar asa currency of intervention, there appears to he
no problem in recognizing it also as the currency of designation and valuation

in the Indian exchange rate regime.
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Table 5.6
Subility of Sterling and Dollar in terms of SDR (1979-85)*

Coefficient Annual Average

.of Variation Percentage Change -
- Pound sterling . - 0.10 .- =266
" US.dollar 0.13 226

a. Based on monthly average of nhservations -

Source: Extracted from LM F.(1987, p. 54)

(i) Confidentiality:

The confidentialitjr of the Indian basket ‘peg is at two‘ levels: [first, 'v')ith
regard to the composmon of the basket, and second with regard to the operntwn
of the marglns of the basket The government and the Reserve Bank have not
divulged to the public the c.urrencbles that constitute the Indian basket,
Although official pronouncement has it that the Indian basket system is based
- on a selected number of currencies of ladia's trading pactaers, it.ix::;t:r

- the number of currencies in the basket nor the cut-off point

regarding trade share to work out that number.

It is claimed officially that a disclosure of the composition of the curreney
basket would encourage speculation in foreign exchange markets (RBY. 10‘%3 p.
287). If the composition of basket is known, the market agents can predict.me
future changes in various bilateral rupee rates and make speculative pf(.fits,
This is due to the possible gap between the actual change in the value of u;g

basket and the authorities’ announcement of exchange rates in response to it
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In the meanwhile, foreign exchange dealers who are constantly in touch with
exchange rate movements abroad can earn potential profits by either short-
selling or short-buying. Even though exchange control regulations prohibit
speculation in foreign exchange markets mainly by insisting that the banks
maintain square or near square positions in each foreign currency at the end
of each day, the secrecy surrounding the basket mechanism would reduce the
incentive to violate the exchange control regulation on speculation by making
the future value of the rupee rates unpredictable.  This fear of speculation
on the part of authorities could also be one of the reasons why the Indian
government did not find favour with an SDR peg whatever be its other

merits.w_

The confidentiality attached to the margins of thelndian basket system is not
relating to the extent of the margin (that is very well known), it is regarding
the mechanics of operation of the margin, i.e., it is not generally known what
principles are followed in the operation of the margins provided in the hasket
peg. Particularly since the margins are wide, the authorities can esercise
considerable discretion in their operation. It is not disclosed how exactly the

authorities make use of their discretion in this regard.

One reason for the reluctance of the authorities to divulge the nature ol‘
management of the basket margms could be again to defeat cpeculatwn on the
future value of the rupee. We saw earlner that the very mlentmn of not
dxscloemg the composmon of the Indmn basket was to dnscourage epeculauon
Hovever it is quite posqble that the l‘orelgn exchange operatom can still
estimate the currency composmon of the basket by closely watchmg the
movements in various bilateral rates of the domestic currency for some period
of time. The operation of the margins in a highly flexible and unpredictable

fashion by the authorities can prevent this from happening by making the
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functional relationship between the domestic currency and others somewhat

imprecise (Takagi, 1988, pp. 275-6).

The confidentiality property is not unique to the Indian system. As nnted by
Takagi (op. cit., p. 276) most country-specific baskets of developing countries
are undisclosed to the public. However, the more distinguishing feature of the
Indian system stems from the large margins it provides for and als» the way
those mafgins are used ih practice by the authorities. This is discussed in moré

detail below.

(iii) Flexibility:

It was pointed out in the last chabter that the value of the rupée‘wés‘ initially
maintained within a margin of 225 per cent on either side of the basket-
determined parity and these margins were widened since end-January 1979 ty
+5 per cent. The presence of wide margins and the manner in which these
margins are operated both contribute to the [lexibility of the exchange rate

system.

. It is generally expected that the larger the margins provided in the
maintenance of the parity, the larger the exchange rate instability will be with
respect to the basket of currencies. However, one neeﬁs to take into account two
other important coasiderations before commenting on the impact of marginson
faxchange rate stability: firstly, the frequency with which the rupee-sterling
rate adjustments are made in response to changes in the value of the basket and

secondly, the extent to which the adjustment of the sterling-rupee rate isdone

with respect to a given change in the value of the basket. For example, even if

there are large margins, if the rupee-sterling rate is continuously adjusted and
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that too to the full extent of the changes in the value of the basket, that could
provide more stability than in the case with smaller margins but infrequent
rupee-sterling adjustments that are ndl rélated to the extent of actuall basket

value changes.

Table 5.7 gives the picture of the frequency and average magnitude of
rupee-sterling rate changes since the inception of the basket peg in September
1975. The table brings out a clear shift in the strategy of management of the
basket system. That is, the first two years or so of the basket peg have been
managed through fewer rupee-sterling adjustments with the average rate of
adius!méntbeing larger compared to the rest of the period from 1978, when the
management involved larger and larger number of adjustments with the

avera’lge rate of adjustment becoming quite smaller“.

It isrlof genuine interest to know what has been the intention of the
authbrities. for the abnve-mentioned shift in the strategy of exchange rate
management. Basically, a change in the value of the rupee-sterling rate can be
motivated by the authorities’ desire either (a) to stabilize the value of the rupee
against the'basket. or (b) to change the value of the peg against the hasket. A
changé in the valtue 6f the rubee against. the basket can be mnﬂe by the

authorities either to the full extent of the prescribed margins or within them.
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Table 5.7

Rupee-Sterling Rate Adjustments since September 25, 1975

Year Number of changes of ChaR el Frer eea0)
1973 1 0.99
1976 ‘~ | 8 C 307
1977 1 3.49
1978 7 | 174
1979 13 | 1.48
1980 34 062
1981 ' 71 0098
1982 94 052
1983 12 | | 0.55
1984 142 ' 052
1985 157 o 067
1986 | 157 C 049
- 1987 137 0.46

a. Regardless of sign

Source: Computed from raw data of Reserve Bank of India middle rates
(averages of buymg and selling rates) available in Reserve Bank of
India Bulletin, various issues.

. In fact, a constant rupee-sterliqg rate cnn‘nlso be.in.terpreted in a similar
manner, i.e., it may either represent (i) a no change_ in the value of the basket
and, therefore, is associated with the stabilization purpose, or (ii) a change in
the value of the rupee against the basket that occurred in the market. Tﬁe

change in the value of the rupee against the basket could be either to the full
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extent of the basket margins or only to a partial extent of the margins.

In order to assess whether the rupee-sterling adjustments by the authorities
were intended for the purpose of exchange rate stabilization or to bring about a
change in the value of the peg, howvever, requires the knowledge of what
constitutes the actual official currency basket. But, as emphasized earlier, we do
not have adequate information about the official basket. Although one can
examine the actual impact of the authorities’ actions on the basis of an
appropriately constructed basket, unfortunately one cannot draw any strong
conclusion about the actual intention of the authorities from exchange rate

movements based on such a basket unless it approximates the official basket.

Therefore, we attempted to construct a basket which we believe could
approximate the official basket. We consider four currencies, namely, the US.
dollar,. the Japancse'Yen, the f»éund sterling and the Deutsche mark, as
constituting the official basket. These currencies are chosen, firstly because
they belong to India’s most important non-Socialist trading partners jointly
accounting for nearly half of India’s trade with all countries other than those
in the Socialist bloc during the three years prior to the introduction of the
basket peg, i.e., 1972-74. Secondly, they are the only convertible currencies
which the Reserve Bank buys from the banks. Thirdly, it might be possible
that, for the sakg of con?enience in operation as well as due to the availability
of direct sterling quotations,the authorities have gone in for a narrower basket
than otherwise. These four currencies are combined to form the basket with
weights in proportion to the share of the corresponding countries in India’s
total trade during 1972-74 (i.e., US. dollar .370, Japanese yen 263, Pound sterling
230, and Deutsche mark .137).
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Table 3.8 gives rupee’s instability measured in terms of the 4-country trade-
weighted effective exchange rate index (base:1973=100) for the years 1970 to
1987. The details of the methodology of construction of alternative measures of
exchange rate instabil‘ity are explain-ed in Chaptéré 6 and 7. Fig. 3.1 gives the
graphing of the data from Table 3.3. Both Table 3.3 and Fig. 3.1 indicate that,
after a considerable ‘reduction in rupee’s instability in the first two years of the
basket peg, ie., giﬁr_ing 1975-77, rupee’s instability worsehéd substantially and
remained higher than the level of 1977 till 1983. Therefore, it seems correct to
state that, although there has been a more frequent small-step adjustments in
rupee-sterling riteé since 1978, they have not resulted in lower instability of
the rupee's effective exchange rate based on what likely to be the official basket
but rather the dpbbsite. From this one may conclude that the exchange rate
management since ‘1978 has been motivated by considerations other than

stability of the rupee against the basket.
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Table 5.8
Varistion of 4-Country Trade-wveighted Nominal Effective
Exchange Rate of Rupee (VREER4), 1970-372

Year o VNEER4
1970 - 0.2081
1971 0.3557
1972 | 10193
1973 12367
1974 . . - 1.0645
1975 . 0.8460
1976 < .‘ 08162 .
1977 0.9290
1978 16793
1979 12479
1980 1.1135
1981 1.0207
1982 1.0673
1983 0.9742
1984 . 0.8159
1985 o 06887
1986 ‘ 1.0990
1987 | 0.7915

a. Annualaveragesof monthly moving standard deviations of
effective exchange rate, computed for each month based on
observations for the previous 12 months. See Chapter 7 for
details of construction methodology.
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Some of the earlier studies {e.g., Nayak (1977), Chawla (1983), and Varghese
(1984a)] pointed out that the targeting of the rupee-dollar rate, the most
important bilateral rate for India's external transactions, could be an
objective of the management of the Indian basket system, ie. the rupee-
sterling rate adjustments could have been svo carried out as to minimize the
appreciation or depreciation of the rupee Aag'ainst‘ the US. dollar. Another
aspect of exchange rate management could be the use of the exchange rate asan
anti-inflationary weapon, ie. to raise the exchange rate with a view o
bringing the rate of inflation down. These two aspects of India’s exchange rate

management will be examined in detail in Chapter 10,

Another objective of India's exchange rate policy could have heen the
maintenance of the stability of rupee's real effective exchange rate. This
requires the depreciation or appreciation of rupee's nominal effective
exchange rate in such a way as to offset the inflation differential between lndia
and abroad. That possibility is demonstrated by Varghese (1986) who found. a
‘crawling peg' type of exchange rate management in India particularly during
1982-85, i.e., there had been a nominal depreciation of the rupee in small steps
during the period to the extent of neutralizing the larger inflation in 1ndia
than that, on the average, in 'her major trading partners. Yet another
objective towards which the basket system has been directed to, might be for
effecting a gradual real depreciation of the rupee. This is a step further
beyond the crawling-peg mechanism and invelves the gradual nominal

depreciation of the rupee at a rate faster than the relative inflation.

Fig.5.2 illustrates the above two cases with the help of trends from the
4-county trade-weighted nominal and real effective exchange rates for 1975 ty

1988. We note that the average real effective exchange rate (REFR) remained
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nearly constant during 1980 to 1985 where as the nominal effective exchange
" rate has been steadily deprecialing during the same period. Generally during
1980-85 (except in 1982), the rate of inflation in India has been higher than the
average of her major trading partners and the nominal effective exchange rate
has been depreciated gradually to offset the i:;flation differential. Particularly
since 1985 the rate of nominal depreciation has been faster than the inflation

-differential such thatthere has been a real depreciatinn of the rupee.

In short, it appears that there has been a gradual evolution within the very
same basket peg arrangement in India whereby the system has been tailored to
achieve alternative objectives in addition to the original one of exchange rate

stability

Atis, however, important to know how possibly the Indian authorities could
have achieved the above objectives without violating the basic basket rule. In
particular, how was it possible to bring about a gradual .depreciation of the
rupee within the basket system as a strict application of the basket rule should
result in stability in the ef fectiv? exchange rate? This is clear from the .enrlier
discussion of the Indian basket mechanism. Basically, the larger the margins of
the hasket peg and the higher the flexibility with which those margins are
operated, the better the possibility of effecting a gradual depreciation. We may,

however, point out three ways in which that can be done:

(i) - when there is rise in the value of the basket, if the
authorities appreciate the rupee against sterling at
~arate lower than the appreciation of the basket: -
.. (i) when there is a fall in the value of the basket, if the

authorities depreciate the rupee against sterling bya -
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rate larger Atha.n the depreciation of the basket; and
(iit) when there is a rise in the value of the basket, if the

authorities depreciate the rupee against sterling.

All ihe above typ'es of adjustment could be undertaken without vinlating the
basic basket rule which provides at present for the margins of +5 per cent. In
short, the flexibility of the basket system depends on the discretionary use of

the lairge margins.

$5.4 How to Classify the Indian Exchange Rate Regime?

There has s» far been no indication that the Indian authorities altered the
currency basket introduced in September 1975 for the valuation of the rupee,
either in the names of currencies or in the relative weighting of the
currencies. In a constant-weight basket system the rupee-sterling rate can be
exprq#sed in the following functional form: |

n .
InY =2 wjlnXj+u

i=1

where Y =rupee-sterling rate index
| X; = index of exchange rate of ith baskel currency again;st slerliné
. wj=proportional weight of the ith currencyl in the basket |
nv = number of currenciesin the béskgt

u =errorterm represe.nting the margins of the basket

This relationship straightaway follows from our earlier analysis of the
Indian basket system in its rigid form. There we showed that, had the Indian

authorities kgpt the value of the rupee in a fixed relationship with the chosen
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currency basket, it would have led to continuous rupee-sterling adjustments,
the magnitude of each would be the average of the proportionate changes in the
value of the currencies in the basket against sterling, each one weighted
according to the original basket weights. However, because of the discretionary
use of the basket margins, the above equation cannot adequately represent the
Indian system. The discretionary management of the large band around the
central rate cannot be captured by a pure white noise term. Therefore, we may
better describe the Indian basket system as determining the rupee-sterling rate

in the following way:

n
InY =2 wilnXj+Z+u

=l

where 2 stands for the sum total of objectives which determine the
discretionary operation of the‘basket margins. This 'Z' factor constitutes the

flexibility aspect of the Indian basket system.

What is the most appropriate description of the Indian exchange rate
system? Joshi (1984) called it an "adjustable NER-peg” where NER stands for the
nominal effective exchange rate. However, the way the system worked since its
introduction does not fit well with that description. There have been periods of
gradual depreciation of the nominal effective exchange rate of the rupee and
recently after 1985 a gradual depreciation of the real effective exchange rate.
Besides, the authorities did not undertake any sizeable discrete depreciation of

the rupee during the 14-year period of the new exchange rate regime.

The LMF. classified the new Indian exchange rate system as a composite

currency peg up to 1978 and as a managed floating system thereafter, the
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change in dqsignation coinciding with the upward revision of the adjustment
macgins of the system. kHowever, we noted the possibility that the discretionary
operation of the basket margins started in 1978 itself, even before the widening
of the adjustment margins, which mighi have been instrumental in infreasing
rupee's instability. (This is further taken up in Chapter 7 and also in Chapter 10)
Notaﬁly, the IMF. also recbgnizes the continued basket-based rupee ﬁluation

in its Annual Reports on Exchange Arrangements and Exchange Restrictions.

Indian exchange rate system can best be classified as a 'crhwling basket
peg’. The 'crawling’ peg' is a fixed exchange rate arrangement with the peg
itself gradually adjustable (Vines, 1987, p. 713). As noted by Williamson (1981b,
p. 4) such an exchange rate régime can have two versions: otie. a 'formula-
variant crawling peg' and two, a 'decision-variant crawling peg’. ln the case of
Iadia, the rupee is still kept in parity with a weighted basket of curreacies but
that peg is changed in small steps. However, since the Indian system has not
laid down any objective rule for the management of the crawl but provides for
administrative discretion, it appears appropriate to call the Indian exchange

rate system as a 'discretionary crawling basket peg'.
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olnotes: apte

The Reserve Bank middle rate is the average of the buying and selling rates.
In fact thisisone of the reasons why the 1 M.F. decided that there should be
a review in every five years in which currency components are reworked
asto bring back the original weights oriheweights representing original
criteria (see IMF., 1987, p. 30).

For example, the share of sterling in official holdings of foreign exchange
reserves of 76 reporting countries declined steadily from 9 per cent in 1970
to 1.5 per cent in 1977. Although this share showed some rise in the 1930s
it is still within 3 per cent. See LMF.Survey (1978, May 22, p. 154) and also
I.MF. Annual Report, 1987 Appendix Table 1.2 on p. 60. |

Computed from RBI Bulletin (19%8. pp.29 and 31).

Same as Footnote 4.

The Reserve Bank discontinued selling forward sterling after the
devaluation of the fu pee on June 6, 1966. The Bank alsy stands ready to

buy and sell currencies of neighbouring countries (except the Nepalese
rupee) as part of the Asian Clearing Union (AClJ) arrangement.

See Krugman (1984) particularly pp. 265-8 for a theoretical treatment of
the emergence of the dollar as a vehicle currency.

See also the results of the recent comprehensive survey of the foreign
exchange marketin London in Bank of England Quarcterly Bulletin (1936,
pp. 379-82).

The presence of margins is consistent with this gap.

10. While speculation is not necessary for stabilization in an administered

exchange rate system, there is possibility that speculation is destabilizing

in such a system during balance of payments crises by offering a ‘one-way
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oplion’ to speculators.
11. Itis Varghese (1984a) who noted this marked shift in the Bank's strategy

of management of the value of the rupee for the first time.
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Chapter 6

Costs nnd Measures of Exchange Rate Instability

6.1 Introduction

As opposed to the argument by the proponents of a flexible exchange rate
systeml. the generalizedl system br floating that rarne to prevail since March
1973 has been characterized by wide fluctuations in exchange rates. The
exchange rate instabilily'that acrompanied the ‘new' internali-)nal msmetary
arrangements has been conceptllally categorized into two lypee- (3) the s-hart-
term movements, i.e., variation of exchange rates over relatn ely short pen«ds
of time, daily, weekly. monthly etc., and (ii) the medlum term mlsallgnment ie.
movement of the exchange rate away from its equnl:brmm value over a
prolonged duration of time.2 Our concern here and in the subsequent chapters

3 in our study. While there has heen

is with the former and we ignore the latter
wide agreement about the continued short term volatility of exchange rates of
world's major curreacies since the flo.mng of these curlenuec in 1973, and alv,)
about the potential costs that short-term exchange rate instability imposes nn
trade and other international trans’aclions. empirical studies so far have no‘tv

produced conclusive evideace of damaglng effect of smh exchange rate

mﬁtahlhly (See IMF., 1984a; and Gotur, 1983)

There are a number of jssues connected with the analysis of the costs of
exchange' rate volatility and its measurement. We make an attempt below to

explore them in the context of a less developed country.
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6.2 Costs of Exchange Rate Instability

International trade is an ongoing process which involves several stages
such as the execution of contracts, procuring of inputs, actval production,
shipping of products and finally the settlement of payments and receipts. Just
like a firm producing for the domestic market, an international trading firm
faces uncertainties in the costs, prices and demand with regard to its productsz.4
Under the Bretton Woods par value system, the involvement of foreign
currency in international trade did not create any further complication as the
rate of conversion between national currencies remained fairly stable within
narrow margins. The situation underwent a dramatic change with the onset of

fluctuating exchange rates by the addition of ' yet another element of

uncertainty in the decision-making process of the international trading firm.

The cost of exchange rate instability arises from the fact that it generates
exchange rate uncertainty. Although exchange rate uncertainty is related to
exchange .rate ‘insiability, it is necessary to distinguish between the two in
order to understand fully the costs of exchange rate instability. Instability of
the excpaq ge rate by itself _is notvery damaging if economic agents engaged in
internali('naﬁ transactions are able fully to anticipate that instability. In fact,
it would nét be unrealistic to assume that expectations of future exchange rates
do enter into the decision-making of iniémational trading firms. Uncertainty
creeps in the process as‘lhese firms find that tvhe actual exchange rate turns out
to be different from vhal they had expected. The larger the difference between
the two, the more costly it becomes for risk-averse traders to go by their
present expectations, and that depresses the level of production and

commitments to trade.
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It is clear from the preceding discussion that an economic. agent's
perception exchange risk can be considered as an increasing function of his
exchange rate expectational errors of the past. It may be noted that this
uncertainty effect is applicable both on the supply and demand side of
international trade. The commitments to trade both by suppliers and demanders
are affected by exchange rate uncertainty. Therefore, the ultimate impact on
the quantum and price of trade of exchange rate risk depends on the relative
- elasticities of demand and supply as well as on the relative shifts in supply and
demand arising from the risk factor. Thisis illustrated below.

5

Fig. 6.1 represents the market for a typical export product.” Sy and D, show

Fig. 6.1 Export Market and Exchange Rate Uncertainty

S
S
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s
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the supply and demand respectively of exports for the product in the absence of
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exchange rate uncertainty. XQ, and XP, are the equilibrium guantity and
price in that context. Exchange rate uncertainty leads to backward shifts of
both supply and demand curves for the expoert product indicated by Sy and D)
respectively. As a result, the new equilibrium export volume declines from
XQ, 10 XQ; whereas the price increases from XPg to XPI, It is not necessary
that the price should always rise with exchange rate uncertainty; it could also
. fall. In this particular case, it can be seen from Fig. 6.1 that the price rose
because the supply curve shifted more than the demand curve, given equal
elasticities for the two curves. The price could fall in the opposite case of a
farger shift in the demand curve than the supply curve unless offset by

elasticity differences between the two curves,

By emphasizing the costs of exchange rate instability one should not Jose
sight of the theoretical possibility of a stimulating effect of exchange rate
instability on trade. Bailey, Tavlas and Ulan (1987) argue that exchange rate
variability afso offers additional opportunities for profit and the capability of
exploring these opportunities requires specialised knowledge of foreign
exchange markets, the possession of which is positively correlated with the
volume of trade transactions, and the size of this profit is alse positively
correlated with the volume of trade. In the context of developed countries the
above hypothesis could be valid whereas for LDCs such a possibility is rather
remote. This is particularly due to the exchange control regulations existing in

LDCs which prohibit speculation on foreign exchange markets by traders.

. With the continued existence of exchange rate uncertainty, methods have

been introduced to insure the traders against it. Forward market facilities have
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expanded considerat;ly in recent years in developed countrics.6 However, it
may be noted that the presence of forward markets does not alter much the
argument about the costs of exchange rate uncertainty. Firstly, the recourse to
forward cover imply transaction costs for the trader in the form of forward
margin, brokerage fees, etc., which are an increasing function of exchange
rate variation and hence reflect the impliéit cost of exchange risk in the
absence of cover (Bailey et al. 1987, pp. 227-8). Secondly, even if forward
markets exist, they remave uncertainty, of course at a cost, only for the
current sales of past production. Uncertainty still exists with regard to
production for future transactions and such long-term cover facilities may not
be available. Atthe most it can be said th‘at, the existence of forward facilities
has reduced the element of uncertainty connected with fluctuating currencies

but has not eliminated it fully.

- The point above could perhaps be elaborated with the help of the
distinction drawn in exchange risk literature between ‘transaction risk' and
‘economic risk' (see Levi, 1983, pp. 3-4).  The transaction risk refers to
uncertainty with regard to the future domestic currency realizativn of a
cuz"rent trade contract denominated in foreign currency. The econnmic risk
refers to uncertainty with regard to the future profitability resulting from
changes in domestic currency value of a firm's exports or imports. Whereas the
transaction risk of exchange rate can be insured against in the forward
markets, the economic risk which i3 much more important for the trader

cannot be protected against through forward markets.z

It has been recognized in the literature that the impact of exchange rate
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instability is more severe in the case of developing country than for developed
country traders (see Helleiner, 1981; and Crockett and Goldstein, 19%7). The
absence or the limited existence of adequate forward marketing facifities is a
factor to be reckoned with in LDCs. In addition, foreign exchange controls
prevalent in most of these countries rule out the possibility of these countries’
traders either resorting to international forward markets or taking recourse to

international borrowing as a spot cover for future trade receipts and payments,

Another important matter that needs to be stressed in connection with
exchange rate volatility and LDCs, arises from the currency invoicing pattern
of their trade which is different from that of the majority of developed
countries. Studies by Grassman (1973), Page(1977), and Magee and Rao (19%0),
among others, showed that the . developed country trade is generally
denominated in seller's currency. This reduces the currency fluctuation risk
faced by exporters in these countries. For developing countries, on the other
hand, have their products invoiced either in the developed country buyer's
currency or in a third currency which n vsually the US. dollar and very
seldom in their own currency. McKinnon (1979) explains this asymmetry in
terms of the predominance of "tradables I", ie., differentiated manufactured
products, in developed country exports for which the seller has the power to fix
the price, and of "tradables II", ie., standardized homogenous primary
commodities, in LDC exports for which the seller is largely a price taker.
Whatever the theoretical reason for the difference between the invoicing
pattern of LDC and developed country exports, the result is that there is a larger

exposure of exchange risk for the former as s explained befow.
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In the context of designation of trade contracts in the partner country’s
currency, at least the developing country's export demand escapes the
exchange risk. However, if exports are dcnom::naled in a third country
currency like the US. dollar, which is the usual case? “the LIC exporter is
subject to a double exchange risk effect: the first, due to the risk horne by the
foreign importer stemming from fluctuations in the importer’s currency vis-a-
visthe US. dollar and the second, due to fluctuations of the LDC currency vis-a-
vis the US. dollar which is borne by the exporter himself. In short, trade
transactions in common currency enhance the exchange risk effect as it results

in the imposition of risk on both supply and demand sides.

Now we shall recapitulate the basic argument linking exchange rate
instability and trade developed so far. The exchange rate uncertainty created
by exchange rate volatility imposes a cost on traders, both exporters and
importers. Those who resort to hedging do it at a cost but that frees the trader
from uncertainty of exchange rate movements with respect only to the current
transaction for which cover has been made and, therefore, he remains
unprotecied against exchange rate fluctuations which affect his future
production and trade transactions. This additional cost created by exchange rate
uncertainty makes international trade unattractive in comparison with
domestic trade. This is called the"anti-trade bias™ generated by exchange rate

volatility.

The discussion in the prece_ding paragraphs assumed that a developing
country followed a floating exchange rate system similar to a developed country

so that the former’'s currency moved against the latter's continuously, But
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that need not be the case. A farge number of LDCs have been maintaining a
fixed peg with a dominant trading partner’s currency. Such single-currency
pegs, while freeing the trade between the LDC and the peg-currency partner
from exchange risk, could inturn lead to deflection of trade avay from other
countries whose currencies are fluctuating against the peg-currency, towards
the peg-currency country. This, however, defeats the very laudable objective

of geographical trade diversification.

Although there exists the possibility of a "trade-diversion” effect of
exchange rate instability asexplained in the preceding paragraph, empirical
studies by Dychter (1979), Greene (1980),and Gupta (1980) did not indicate any
evidence in this regard. Helleiner (1981) views the lack of evidence for such an
effect of exchange rate instability in LDCs, in terms of the dominance in these
countries of other factorsover exchange rate vncertainty in the determination
of trade patlerns such as, the “long-term competitiveness as indicated by
changes in real exchange rates, market access, credit availability, multi-
national firms' activity in trade, aid flows, natienal diversification objectives,
altered purchasing or marketing practices” (p. 474). This does not, however,
mean that the cost of exchange risk has not been high in LDCs, but rather there
have been in operation several other factors in these countries which make

trade diversion towards the peg-currency country still more costly.

Williamson (1982) makes a distinction between the microeconomic and
macroeconomic effects of short-term exchange rate instability. The former is
faced by individual traders working through variation in bilateral rates, and

the latter felt by the economy as a whole. The macroeconomic impact of
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exchange rate instability operates in the following manner: exchange rate
volatility leads directly to volatility in traded goods prices which is transmitted
to the economy as a whole thereby affecting the resource allocation, output and
employment. Coes (1981, p. 119) distinguishes between the allocation and
production effects of exchange rate uncertainty; the former implies the
substitution of domestic market for foreig:; market, whereas the latter implies
an overall decline in domestic output irrespective of markets, domestic or

foreign.

We are here not touching upon the various other aspects of the cost of
exchange rate instability particularly relevant to LDCs such as the effects on
the terms of trade, the strains it imposes on the scarce managerial expertise of
LDC monetary authorities in managing the foreign exchange assets and also in
managing international debt. These issues are not pursued here, not becayse
they are not important, but because they are not directly relevant to the
detailed study undertaken in the subsequent sections of this chapter. Some of

these issues are, however, covered in earlier studies (see Helleiner, 1931).

6.3 General Issues on Measurement of Exchange Rate Instability -

An ideal measure of exchange rate instability should capture fully the
additional costs imposed by it during the period under consideration. While it is
virtually impossible to measure exactly the costs of exchange rate volatility,
what has been naturally done by researchers in the area is to use the nheerved
variability in exchange rate as the proxy for the uncertainty cost that is
incurred on account of exchange rate instability. Before introducing the

various measures that have been most commonly used, it would be helpful to
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sort out some major issues relating to the measurement of exchange rate

instabifity.

6.3.1 Nominal vs. Real Exchange Rates .

Perhaps the most lively methodological issue in exchange rate instability
studies is concerning whether one should employ volatility of nominal or real
exchange rates. Most of the early econometric studies conducted to estimate the
link between exchange rate instability and trade, have used nominal exchange
rates. The proposal of nominal exchange rate in the measurement of exchange
rate instability assumes 'money illusion’ on the part of traders. The use of
nominal exchange rates in measuring exchange risk is also justifiable if the
time gap between the contract to trade and the actual settlement of the
transactions is just a few months during which external prices and internal
costs may not change considerably and the only source of uncertainty in the
transaction is the nominal .exchange rate changes. In the case of products
which are already produced this could be a good approximation. However, in
regard to exports and imports which involve larger gestation period, trader's
genuine interest is for the real rather than the nominal exchange rate stability.
Thus, to the extent that instability in relative prices are offset by the nominal

exchange rate instability, trader's overall uncertainty is reduced.

6.3.2 Which Relative Price to Use?

If it is decided that the real exchange rale variability is the appropriate
concern of the trader, the next issue is to choose the relevant prices to convert
the nominal exchange rate into real exchange rate. Here, as in many other

instances of economic investigation, the theoretically ideal procedures may
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not be always the practically feasible ones, and so the economic investigator has
to settle for the least objectionable. The economically most meaningful
relative price for our purpose is the ratio between the prices of domestic
tradable goods and the prices of foreign competing goods. In the literature, the
real exchange rate is also defined as the ratio of prices of tradables to
nontradables. This is based on the "small country” assumption which implies
the faw of one price for tradables, This, however, is not consistent with the
existence of differentiated products in developed country exports and also of

quantitative import controls in LDCs (Joshi, 1984, pp. 40-1).

Artus (1978) argues that the relevant relative price should be the rejative
cost of production bof tradable goods rather than their prices, as international
competition tends to equalize the tradable goods' prices across countries.
Nevertheless, in the case of a developed country producing differentiated
products for international exchange, the ratio between the prices of home
tradables and foreign tradables reflects the unit cost differences between home
country and partner countfy, Thisderives from the practice of constant ‘mark-
up’ pricing in modern industry. In the context of many LDCs the point of Artus
is more relevant. A large number of these countries specialize in
internationally traded homogeneous primary commodities or fairly standardized
manufactured products. The forces of competition equalize the prices of these
commodities internationally through adjustment in profit margins. With
regard to these commodities, what one has to Jook for is the cost differences
which affect the relative profitability, Unit fabour costs may be quite relevant
for manufacturing firms which are labour-intensive (Willett, 19%6, p. S106).

Unfortunately, however, - unit Jabour costs fet alone unit total costs are not
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available in many LDC's and, if available, they are not on a frequency less than
ayear. Therefore, we have to make compromises to arrive at a less satisfactory

index for relative costs,

Issues like what constitute tradable goods also remain. Apart from the fact
that actual exports and imports compose only part of the tradable goods sector,
the unit value indices of exports and imports are not very reliable even for
developed countries (Goldstein and Khan, 1985). While GDP deflator is nne of
the possible candidates, the low frequency and delay involved in its
computation rule out its use for the purpose in most cases. Besides, the inclusion
of services in GDP makes the GDP deflator not a good representative of tradable

gonds prices or costs particularly for developing countries. -

This leaves the wholesale price index (WPI) and the consumer price index
(CP1) as the remaining candidates for the construction of refative price. The
WPI is more representative of ¢osts and prices of tradable goods than CPl and it
is a better indicator of total costs in the economy than the CP1. The CPI although
reflects the labour costs which is important for labour-intensive
manufacturing firms, it includes the prices of many nontradable services.
Kenen and Rodrik (1984), although agreeing with the superiority of the WPI
over the CPl in the calculation of real exchange rate index for the set of
developed countries which their study covered, ‘have in fact npted for the CP1 on

the grounds that it is more comparable across countries.

6.3.3 Bilateral vsEffective Exchange Rate

In the ahsence of a stable unit of account in the international monetary
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system, the variatipn in a currency's exchange rate involve movements
against several different currencies at varying rates. This necessitated the
definition of an average exchange rate variation. There are two ways in
which exchange rate variation can be computed. Either one can find
movements in each individual bilateral rate and average them based on an
appropriate weighting system, or one can, first of all, compute an effective
exchange rate index9 by averaging the individual bilateral indices on a
common base and later obtaining its variation. The former is called the
“effective variation” (EV) by Frankal (1975) and the latter is termed the

"variability of effective exchange rate” (VEER) (Lanyi and Suss, 1952).

The two types of exchange rate variation mentioned above are not the same.
The variability of effective exchange rate (VEER) will be more or less than the
effective variation (EV) depending on whether the covariance of individual
bilateral rates are positive or negative (Lanyi and Suss, 1982, p. 539). The basic
question is which of the two are more relevant for the purpose of measuring

the cost of exchange rate variation in a particular country?

The answer to the above-mentinned question dependson firstly, whether we
are interested in the economy-wide exchange rate uncertainty or the
uncertainty facing individual traders and secondly, whether individual traders
ofth? home country are sufficiently diversified across countries nr are tied to
particular countries in their trade. 1n regard to the first criterion, it can be
argued that the loss incurred by individual firms trading with high exchange
risk markets may be offset by the gain made by firms trading with low risk

markets. Regarding the second criterion, it is stated that if traders are
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reasonably diversified geographically or if there is the possibility of such
diversification in the event of high exchange rate uncertainty, then they can
switch trade away from high-fluctuation currency areas to low-fluctuation
areas. Variability of effective exchange rate takes into account the effect of
trade diversification through the variance-covariance matrix. For developed
countries where trade is undertaken by large diversified enterprises,
variability of effective exchange rate could capture the exchange rate
uncertainty (IMF,, 1984a, p.10). However, in countries where trade is in the
hands of several small and undiversified firms the possibility of the benefit of
compensation for exchange rate uncertainty as explained above may not
possibly exist, and,therefore, effective variation may be more appropriate in
their context. Although in the long run the possibility of diversification and
compensation do exist even in developing countries, in the short and medium
run the structure of trade is so rigid in these countries that effective variation

appears to be more relevant,

Willett (1936) goes a step further with regard to the appropriateness of
various measures of exchange rate uncertai;lty in the context of develnped
countries. He evokes modern finance theory and argues for an overall measure
of diversified risk, rather than just the ones mentioned above, taking into
consideration the international portfolio diversification of individual firms.
This procedure, no doubt, complicates the measurement of exchange risk.
However, as stressed by Willett, the inability of incorporating this aspect in
various exchange risk measures could be one reason why many empirical
studies on the impact of exchange risk in developed countries did not produce

robust results.



151

~ 6.3.4 Elasticity Weights, Trade Weights or Invoice Weights?

Whether we are measuring the effective variation of bilateral exchange
rates or the varijation in effective exchange rate, a proper weighting system is
necessary lo combine the bilateral rates or their individval variations. Here
again, in order to settle on the appropriate weights, one has to make a
compromise between what is theoretically ideal and what is practicaliy
available. Elasticity weighting system would involve distribution of weights
among hilateral rates in proportion to the contribution a change in each
bifateral rate makes to the overall balance of trade of the home country,
Suppose the home country devalues by a uniform extent against the
currencies of all its trading partners and its trade balance improves within,
say, two or three years, by a given amount in constant dollars. Then the
efasticity weight for each partner country isindicated by the ratio between the

home country's improvement in balance of trade against that country and that

against all trading partners (including that against the specified country).

Conceptually, elasticity weights are ideal in computation of effective
exchange rate or effective variation. However, ihe derivation of these weights
are not easy. It involves first, the estimation of the underlying own-price and
cross-price elasticities of supply and demand of all products of all countries in a
general equilibrium framework.  Then, such a multilateral model has to be
simulated for a given exchange rate change against all countries f(.ur getling
the trade balance effects against each country. Such a model has been
constructed at the IMF and is called the Multilateral Exchange Rate Made]
(MERM) and the IMF regularly calculates the effective exchange rate indices

of 18 OECD countries based on weights derived from the simulation results of that
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model.m

Although some attempts have been made to construct a MERM for LDCs by

H the reliability of such

incorporating the specific features of these countries,
a construct for these countries is questionable in view of its huge data
requirements and the accuracy of the data collected for these countries for the
purpose, Therefore, more simple alternatives have to be sought and researchers
have been employing trade weights for LDCs as a proxy for elasticity weights.
This involves giving each trading partner a weight according to its share in
total exports and/or imports. The larger the number of countries in the
weighting system, the more accurate it will be but in actval practice, a selected

number of countries are taken and their weights are normalized to sum to

unity.

- While using the trade weights instead of elasticity i'eights in the
computation of effective exchange rate or effective variation, one should be
aware of the limitations of such a procedure. Firstly, a trade-weighting system
assumes that the home country faces identical export and import (supply and
demand) elasticities with respect to all its trading partners. Secondly, it is
supposed that bilateral exchange rate changes have no implication on third
country competition. If there is trade concentration of low-efasticity primary
commodities and high-elasticity manufactured products with different trading
partners, then the first assumption is unrealistic. To the extent that home
country’s trading partner imports from or exports to third countries products
similar to those the home country exports to or imports from the trading

partner, a change in the third country's exchange rate with the trading
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partner has effect on bilateral trade between home country and the trading

pariner,

It has been argued that LDCs whose exports are denominated in vehicle
currencies like the US. dollar, invoice-weighting is more appropriate than
trade-weighting (see Lipschitz, 1979; and Helleiner, 1981). But this is aot quite
a valid argument. lnvoicing, no doubt, affects the current domestic curreacy
receipts of past contracts as exchange rate changes vis-a-vis the invoice
currency between the time of the trade contract and its actual financial
settlement. However, trade is a continbous activity and future prices of LDC
exports in vehicle currency will be quickly affected by the exchange rate
movements between that currency and the currency of the country to which
the country exports. But here one has to remember that the impact on vehicle
éurrency export prices of the trade partner's exchange rate movements vis-a-
vis the vehicle currency depends on that country’'s import share in the global
imports of the commodities which the home country exports and not just on the

import share of ¢ that country in home country exports alone. (Williamson,

1982, pp.55-7).

1n this context, petroleum trade requires a separate treatment as the above-
mentioned possibility of the continuous equalization of world prices in dollar
terms of primary commodities is not strictly applicable to that commodity. This
is so because, the price of oil is not merely designated in dollar but is also
determined in dollar through the operation of a producers cartel. In
consequence, exchange rate movements of major currencies against the 1).S.

dollar do not have perceivable impact on the dollar price of petroleum in
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international markets. Therefore, it would be more appropriate to anugment
the weight of the dollar in the calculation of the effective exchange rate or
effective variation of bilateral rates to the extent of trade in oil of the home

country as if that part of trade is conducted with the U.S.A.12

6.3.5 Time Period of Exchange Rate Variation

In fact, there is no single unit of time period which can be said to heAthe
most appropriate for computing exchange rate instability. Traders normally
have a continuous stream of payments and receipts and, therefore, are affected
by exchange rate movements continuously. While Akhtar and Hilton (19%3)
used daily exchange rates for computation of exchange rate variation, Hooper
and Eohlhagen (1978) employed weekly observations. The use of daily or
weekly exchange rates become vwnwieldly when a lohg period of  data is
considered. Besides, when real exchange rates are to be used, the absence of
price information on i daily or weekly basis compels the researcher to use
only monthly or quarterly data for computing short-term ‘exchange' rate

volatility.

6.4 Common Measures of Exchange Rate Instability

While a more detailed description of the statistical measures of exchange
rate instability has to await the next chapter where we discuss the construction
of different measures for analysing the Indian case, we make in this section a
general discussion of the "measures of exchange rate instability that is
commonly used in empirical literature on exchange rate volatility. The purpose
of this section is to bring out the comparative merits and demerits of these

different statistical measures.
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. We argued previously that the cost of exchange rate variation arises from
the fact that part of it is unexpected. Therefore, each measure of exchange rate .
instability necessarily involves an expectation formation hypothesis. There are
broadly three such measures which are popularly used, each one implying a
different exchange rate expectation. They are (i) the standard deviation/co-
efficient of variation of levels of exchange rates; (ii) the standard deviation of
percentage changes in exchange rates; and (iii) the mean of absolute
percentage changesin exchange rates. We shall examine each of these ane by

one.”

6.4.1 Standard Deviation/Coefficient of Variation of Levels

The standard deviation of levels and its normalized measure of coefficient of
variation are the earliest measures of exchange rate variation (Black, 1976, and
Cline, 1976). These measures contained the expectation hypothesis that the
expected future exchange rate during any perind is given by its actual average.
These measures have some obvious drawbacks. Firstly, the standard deviatinn
of levels isa measure of absolute variation which makes it not very reliable for
comparison purposes. The coefficient of variation, however, rectifies this
problem by expressing the standard deviation as a percentage of the meun.
Secondly, the standard deviation of levels as well as the coefficient of variatinn
could lead to incorrect results when the exchange rate series exhibit a long-
term trend, . either upward or downward.  This stems from the fact that the
basic assumption in the compulation of these measures is that the trend of the
series is given by the mean. (Brodsky, 1980, p. 364). This assumption is true
only if the series is stationary. If the series is nonstationary, the variance of

the series is infinite andthe sample variance, although can be computed from
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such a series, will not be meaningful (Glassnian, 1987). This makes the standard
deviation of exchange rate levels as well as its related measure of coefficient of

variation unreliable as an exchange rate volatility measure.

The basic limitations of the standard deviation of Ievels as noted ahave is
remedied in another refated measure called the standard error of deviations
from exponential trend, a measure usually employed in the study of export
instability (Brodsky, 1980). Here the hypothesis is that the economic agent's
expectationsabout the future exchange rates are given by its trend, and not by
its average value asin the measure of standard deviation of levels. Eenen and
Rodrik (1984) use the standard error based on a first order auto-regression
equation as an alternative measure of exchange rate instability.  Such a
measure implies that the expected value of exchange rate is given by  “the
recent history of the actual rate as portrayed by the auvtoregressive equation”

(p.10).

6.4.2 Standard Deviation of Perceﬁtage Changes

The standard deviation of percentage changes of exchange rate differs from
the standard deviation of levels of exchange rate or the standard error measures
on the underlying assumption of expectations; the latter assumes that traders
predict correctly the average level of the exchange rate in the coming perind
while the former assumes that they predict correctly the average percentage
change in future exchange rate. More importantly, the standard deviation of
percentage changes is a trend-adjusted measure as it compares actual
percentage change in each period with the average percentage change for the

period as 2 whole (Helleiner, 1981, p. 428). Fihding first differences (in
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percentages) usually eliminates the trend in a series by reducing the series to

stationarity. This is confirmed by Meese and Singleton (1952) and also Doothe

and Glassman (1987) in the case of exchange rates. Therefore, this measure
dt“Qcts O? the

is free from theAearlier measure of standard deviation of levels of exchange

rates.

However, the standard deviation of percentage changes as a measure of
exchange rate volatility is not free from difficulties. One problem with this
measure as noted by Brodsky (1980, p. 367) is that, unlike number of other
measures of economic instability, this does not satisfy the decomposition
property. That is, for example, if you use the standard deviation of percentage
changes as a measure of variation in effective exchange rate, you cannot split
up this total variation into variation in the component bilateral rates.. This

limitation is, however, not a serious problem.

The more serious drawback of the measure of standard deviation of
percentage changes as explained by a number of authors such as Farber et al.
(1977), Westerfield (1977), and Rana (1981), isthat the measure givesa reliable
picture of instability only if the underlying statistical series is distributed
normally. These authors have demonstrated that in the case of exchange rate
changes, the normality property is not satisfied in practice. The problem
usually arises when the exchange rate series covers both the adjustable peg
period and the floating rate period; in the former period, exchange rate
changes are a few but each one of large magnitude whereas in the fatter
period, they are more frequent but in small magnitude. = This dissimilarity of

14

exchahge rate movements increases the "kurtosis” of the distribution of the
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exchange rate series covering both the adjustable peg and floating rate
periods to more than threc, which is the value for the normal population.
Rana (1981) suggests two alternative measures, namely, the scale, which is 44
per cent of an interfractile range, and the Gini's mean difference (GMD) which
isthe arithmetic average of the absolute differences between all pairs of values

15 ..

in the series.

6.4.3 Mean of Absolutz; P?rcentage Changes

Initially the IMF used the standard deviation of percentage changes in its
analysis of exchange rate instability (e.g., I1MF., 1979, p. 42) but it has
subsequently switched over to a simple measure, namely, the mean of
percentage change, ignoringsign, precisely because of the difficulties with
the former measure just mentioned in the precefding paragraph (IMF,
19843,  p. 11). But does this alternative measure also - incorporate an
expectational hypothesis? .

Ve can find a naive expectation model16

in this simple measure of
exchange rate instability, ie., the economic agents believe.that the present
value will continue into the future. In other words, the best guess of future
exchange raté is given by its present value. . Gupta (1930) used a similar
measure in his study of exchange rate instability covering five LICs, and he
called the measure the ‘mean absolute error’. This measure is admissible oaly if
exchange rates could be characterized by a random walk process with zero
drift. When exchange rate follow a random walk process with no drift, the
statistical expectation of future exchange rates would be the same as the present

rate.17
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6.4.4 A Comparison of the Statistical Measures

- Away of comparison between the different measures of exchange risk is to
see the nature of risk aversion incorporated in these measures. Tobin (1958)
and Markowitz (1939) who examined the portfolio behaviour of economic agents
under conditions of uncertainty, introduced the “mean-variance approach”
which identifies risk with rise in hoth mean and variance (square of standard
deviation). This approach assumes quadratic utility functions which as shown
by Arrow (1964) and Pratt (1964) requires the condition of increasing absolute
risk aversion with wealth or income. As opposed to the mean-variance
approach, Rothschild and Stiglitz (1970, 1971) introduced the concept of “mean-
preserving spread” in whicha distribulion is made more risky by transferring
some of the observations from the centre to the tails while leaving the mean
undisturbed. This methodology can incorporate the intuitively more appealing
concept of pon-increasing absolute risk aversion. Gupta (1980) and Coes (19%1)
discarded the standard deviation for measuring exchange rate uncertainty and
applied the Rothschild-Stiglitz "mean-preserving spread” in deriving

alternative measures

In contrast, Brodsky (1984) and Kenen and Rodrik (1936) recommended the
use of standard deviation as a measure of exchange risk on the plea that it is
consistent with the hypothesis of risk-averse behaviour of economic decision
makers. "Risk aversion is usually modelled by assuming that decision makers
mazximize objective funcfions in which unexpected events show up as squared
deviations from expected values" says Kenen and Rodrik (p. 311). Standard
deviation gives higher weight to larger values and Brodsky finds that aspect

particularly attractive and he states, "..studies of portfolio choice under
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conditions of uncertainty have generally utilized quadratic cost functions

thereby effectively giving greater weight to extreme observations” (p. 299).

65 Conclusion

Thevteview abové indicate# that although there .is considerable agreéme;u
in the literature about the poséibility of high costs of exchange rate risk in LDCs
there is much less agreement on how to measure the eichange risk. There are
seve.ral methodological issues involved in the construction of appropriate
éxcﬁange risk measures and there exists no single perfect measure of exchange
risk. The only practical step then for researchers woul& be to employ more
than one measure and see whelher' they give consistent results. We adopt this
stmtégy in the n'e'xt chépleb where we eramine the Indian exchange risk

experience in detail.
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Footnotes: Chapter 6

1. See for example Friedman (1953) and Johnson (1972).
2. See Crockett and Goldstein (1987, pp. 2-3) for a clear distinction between the
. two concepts of exchange rate instability. '

3. For more details of the costs of medium-term misalignment of exchange
rates, see Williamson (1985a) pp. 38-45.

4. There isa large volume of literature on firm's decision-making under
price uncertainty. See Coes (1981) for a brief survey and its
relevance in the analysis of exchange risk effect.

5. Our reference to exports alone does not imply that imports are unaffected
by exchange risk. However, with direct government imports as well as
quantitative restrictions on private imports in most LDCs, the measurement
of the impact of exchange risk on imports in these countries is difficult.

6. See De Lattre (1985) particularly, pp. 87-89 for a description of the different
types of schemes that have emerged to insure the traders against exchange
risk uncertaiaty.

7. It may now be clear from the discussion so far that we do not make the
Knightian distinction between risk and uncertainty but use either of the
terms to mean the same thing. It may also be noted that, although exchange
risk and exchange rate instability (short-term fluctuations) are conceptu-
ally separate as made clear in the text, we use them alternatively
throughout the thesis to refer to the former.

8. See Black (1985), Table 2.1 on p. 1159.

9. Hirsch and Higgins (1970) were the first to write about the concept of an



10.

11.

12.

13.

" expectational errors do not come out explicitly in this exposition. This is

14.

15.

16.
17.
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effective exchange rate index. The various problems connected with the
construction of an appx:opriate effective exchange rate index were
subsequently discussed in Rhomberg (1976) and in Maciejewski (19%3).
Artus and McGuirk (1981). See also IMF Survey (1982), pp. 37-39, for
asimple exposition of the MERM.

Feldstein, Goldstein and Schadler (1979) for the MERM-type model of
primary praducing couatries.

Joshi applied this principle in constructing an import-weighted effective
exchange rate index for India. See pp.55-6 of Joshi (1984). |

Please note that the definition of exchange rate uncertainty as the past

so because, our attempt in this section is the statistical comparison of the -
various measures of exchange rate instability and naot to bring out

the economics of these measures. The economic rationale of the different
measures shall be discussed in Chapter 7.

Kurtosis of a series is measured as the ratio between the fourth moment
about the mean and the square of the second moment about the mean

of the distribution.

See Rana (1981, 1984) and Brodsky (1984) for details of these measures.
See also Boothe and Glassman (1987) for further research on the
statistical distribution of exchange rates. |

Maddala (1988), pp. 338-40 for more details of naive models of expectation.
See Pindyck and Rubinfeld (1981, pp. 494-6) for a simple expnsition of the

random walk process.



Clnpter 7

Exchange Ra_te lnstabilityand the Indisn Basket System

7.1 Intreduction

We saw in Chapter {that the Indian authormes adjusted themselves to the
uncertaln 1nternatlonal monetary developments of the early 19"05 by
‘l'ollowing a sterling peg 1n1t1ally. and that they made a shift to a multi-
currency peg subsequently in September 1975. The switch from a sterling
peg to a'ba_sket system has been prompted }by the. objective of reduring
exchange rate instability. In this chapter we attempt to analyse the Indian
experience of exchange ~rate instability during the last two decades, 1963 to
1987, with a view to assessing the impact of the :lndian basket system on

exchange rate instability.l

7 2 Methodologtca] Issuee

As we noted 1n Chapter 6 there are several methodolog:cal 1ssues
connected \uth the ronstructton of an approprtate measure of exchange rate
instability. _flrst_of all, one has to decide whether the exchange rate volatility
has to be measured by nominal or real 'rates.' Although there are strong
reasons fovr elmpvloying the real exchange rates rather than the nominal, we
consider both nominal and real measure‘s"of .exch‘anfge rate volatility for tlle
followxng reason. For the monetary a}uthrorities.‘ nominal exchange rate

constntute the control or mstrument varzable the mampulauon of which
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enables them to reach the targeted real exchange rate. It would, therefore, be
important to monitor nominal exchange rate variation at the first instance,
and then compare it with the real exchange rate variation. This comparison
couid throw more light on the authorities’ exchange rate management. With
regard to relative prices, i.e, the ratio of foreign prices to domestic prices,
which isused to convert the nominal exchange rate into real, we employ the
ratio of foreign and domestic wholesale prices. In the context of India,
wholesale price indices are the least objectionable of alf the available proxies
for the prices of tradable goods. Joshi (19%4) alss employed the same

procedure for constructing India’s real exchange rate.

The second issue is to determine the choice hetween the effective
variation, ie., the average variation of each individual bilateral exchange
rates, and the variation of effective exchange rate. We saw in Chapter 6 that
the choice mainly depends on the extent of actual/potential trade
diversification of individval traders of the country. In the case of Indian
exporters, it seems that the assumption of low actual/potential geographical
trade dispersion is more appropriate, whereas for Indian imports it does not
seem unrealistic to assume a high degree of actual/potential geographical
disﬁersion of trade. This asymmetry stems largely from the fact that while
Indian exports are highly decentralized and mostly done by several private
participants, a large quantity of Indian imports are arranged through large
public sector agencies. Therefore, in the case of Indian exports the switching

between markets may not be possible, while it is theoretically possible for



_Indian imports. Our concern in this chapter is with the overall exchange
“rate instability and not with exchange rate instability relevant just to the
.exportsor imports. Thisin turn necessitates the consideration by us of both

the effective variation and variation of the effective exchange rate measures.

The third methodological issue with regard to the construction of
exchange rate volatility measures is the choice of an appropriate weighting
system. Following the arguments in Chapter 6, we employ a trade-weighting
system adjusted for the role of the US. dollar in India’'s oif imports. But it can
be argued that exchange rate fluctuations in India affect exports rather than
imports as the latter is largely controlled by the government and, therefore,
export weights alone are needed. While it is agreed that the impact of
exchange rate instability on the volume of imports in India could be
negligible in the short run - this arises from the highly inelastic nature of
imports in a tightly controlled import regime - it does not mean that there
could be no additional costs to the country from the import side on account of
exchange rate volatility. Even if the additional costs imposed by exchange

.rate uncertainty is not passed on to actual consumers immediately by the
government or private importers whose profitability is affected by exchange
rate volatility, it has implications in the longer term. Therefore, it is more
appropriate to have trade weights rather than just export weights for the

computation of the costs of exchange rate uncertainty in India.

Finally, we have to decide on the appropriate periedicity for the exchange
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rate volatility measure. We consider a month as a reasonable unit of period,
and employ the period average of exchange rates for the purpose rather than
theﬁend-(.nf-the-month‘ fales. This averaging process in fact uhderesﬁmaleé
the actual volatility but we use that data in order to maintain consisten ¢y with

the price data which is available only on a monthly average basis.z

7.3 Definition of Various Measures of Exchange Risk

We argued in Chapter 6 that the best way to measure tt;e e;chahgé risk of
an economic agent is to find out his past expectational errors refating to
exchange rates. In 5rder to prdceed that way one needs to know how the
economic agent forms his exchange rate expectati‘o»ns. Modelling of the
econbmic agent's exchange rate expectations is ideal to the exercise. This in
turn requires a model of exchan ge rate determination, which the economic
agent can use to forecast the future evolution of exchange rates. Suﬁeys on
exéhange rate modelling in developed countries (e,g., Israd, 1987) indicate an
unsatisfactory state of affairs. While it has not been possible to formulate ah
appropriate exchange rate model for a deyeloped country, such an attempt is
meaningless for LDCs like India where exchange rate system is officially
managed. Therefore, we have not undertaken any exercise to generate
exchange rate expectations based on any formal exchange rate model for
India. Instead, we followed a more simple and straightforward approach
vhich is not inconsistent with previous c:ﬁpirica] st'udies‘ in the area. We
define below three basic statistical measures that are considered in the

construction of exchange risk proxies for India with a view to bring out f ully
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the economic logic of each measure.

All measures of exchange risk, as noted above, are measures of deviation of
actuals from expected exchange rates and, therefore, require considerations
relating to economic agents’ vpredicu'on of future exchange rate. The
knowledge of future, however, assumes forward-looking expectations and
hence, in a limited sense, these measures draws from issues raised by the

“rational expectations hypothesis” originally proposed by Muth (1961).

7.3.1 Moving Standard Deviation of Percentage Changes

The first basic measure of exchange rate uncertainty is derived from the
idea that the best guess of an economic decision maker's future exchange rate
is given by the trend based on its actual percentage changes. Here the
exchange risk for the economic agent in any particular month is computed as
the standard deviation of percentage changes of exchange rates for the
preceding 12-month period. The formula for this exchange rate uncertainty

. measure for the current month, t, is given as:

12 I
EUy = [l T (ejrg-¢
Il .l

where  eji = exchange rate in the current month (domestic currency units
per foreign currency)
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‘This measure assumes a period of one year for formation of exchange rate
expectations. In other words, the economic agent has a time horizon which is
farger than the immediate short period of say, a quarter, that is relevant for

just one trade transaction. One ycar is admittedly arbitrary and may well be
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shorter than that is appropriate for an international trading firm. However, .

one could argue that the high volatility of exchange rate movements has the
effect of cutting short the period for which the firm forms exchange rate

expectations.

The exchange rate uncertainty that isassumed to influence the decisinn of
a traﬂer in any particular month is derived 53 a function of the difference
between the actual and expected gxchange rate for the previous 12-month
period. This is what is implied by the standard deviation procedure: the
larger the gap between the actual and the expected during the past 12-month
period as measured by ihe standard deviation, the larger will be the perceived

exéhange risk for the trader in the current month.

7.3.2 Moving Mean of Absolute Percentage Changes

The second basic measure of exchange rate uncertainty considered is
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based on the notion that, the economic agents best guess of future exchange
rate is given by the present rate. However here ve assume that the econom:c
agent forms expectauons for a period not longer than a month ahead unlike
in the first basm measure where expectatmns were assumed to be rormed fora
full year ahead. Nevertheless, the exchange rate uncertainty pertaining to
eaeh month is computed as the arithmetic mean of absolute percenlage
changes of exchange rates for the previous 12 momhs. Thus, this measure
takes into account the average expectatiohal errors of the previous 12-month
period as influencing the trade behaviour of the economic decision maker in

the current month. The formula for this measure for the current month, ¢, is

given by:
12
By -~ 1 T fejl
12 g1 -
where . ejt - ejt-1
eit' = (—— ) 100
ejt-1
“and | | standsfordiscarding sign

As we noted in Chapter 6, this measure involves a naive mondel of
expectations. Gupta (1980) employed a similar measure in the study of

exchange rate instability in India and a few other develnping countries.

7.3.3 Moving Coefficient of Variation of Levels_

The third statistical measure of exchange rate uncertainty we consider,



relies on the hypothesis that, the best guees of an ecohomic ageat'a future
exchange rate m the coming year is g:ven by its monthly average for that
penod Therefore, the measure of exchange rate uncertainty for any munth

is computed as the standard devxatnon of exchan ge rate fevels pertaamng to Lhe

preceding 12-month penod. The formula for thns measure in any month, ¢, is

given by
EUy = 1 3 (e“t-k -'B_i)
S S|
where é]t = exchange rate in the current month (domesuc

currency units per foreign currency)

o 12
6} - l z ejt'k
12 g

As the above meaSure is not scale free and, therefore, not reliable for
compdrnson we dwlde it by the anthmeuc mean to derive the co-efficient of

variation m the followmg way:

12 n
1 = (ejr-k -¢€)
I xa
EUy = | : ] 100
| °

It appears that the third measure described above resembles closely the
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first one; whereas the first basic measure of exchange rate uncerfainty is
based on percentage changes in exchange rate, the third measure is based an
exchange rate levels. Apparently une cannot choose between the two and in
fact the third measure is intuitively more appealing than the first.
However, r;acalling the discussion in Chapter 6, we know that the first
measure is superior to the third. This is so because most of the economic series
are non-stationary whereas its first difference is stationa'ry. Nonstationary
series hasthe Statistical property that (heir variance is infinite. Although the
sample variance is finite, it could give misleading' results. Therefore, the
standard deviation of levels or its normalized measure of coefficient of
variation of levels is not a reliable measure of exchange rate instabiiily. On
the other hand. the standard deviation 6[ bercentage changes do not suffer
from this drawback and, therefore, is superior as a measure of exchange rate

instability. : ‘

7.3.4 Choice of Appropriate Exchange Risk Measures

Corresponding to each one of the basic statistical measures explained
above, one can formulate four different versions, two nominal and two real.
They are (1) nominal effective variation; (2) variation of nominal effective
exchange rate; (3) real effective variation; and (4) variation of real
effective exchange rate. However, in the light of the drawbacks of the
measure of the coefficient of variation of levels discussed above, we decide
against making use of that basic measure."’ “Therefore, we are left with
altogether eight measures divided equally between nominal and real unes. We

formally define, first of all, the nominal measures. The first two nominal
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effective variation measures for any month, t, are

n ‘ 12

NEVIy = Zwj |1 T (€g-§2
jer NMgag o
n 12

NEVZ, = Zwj (L Zlejg )

jsl 12 kel

n .

where Vj-trade-wejghtgiven tothe jth foreign currency ( v« 1 );
n= number of foveign ecuvvencies,

and all other symbolsare as explained before.

j=1

In order to derive the measures of variation of nominal effective
exchange rate, we first define the nominal effective exchange rate for any
month, t, as: o

.o -
Et= W ¢
i=1

o

where ej and wi are the same as indicated earlier.

The two measures of variation of nominal effective exchange rate are

given by: -



12
VNEERl, = |l = (E.g-EX
I -y
N 12
VNEER2, = L T 1E.gl
12 -]
. E-Ei-
where EE = (————) 100
Eq-1
_ 12
E = 1 2 Ey
12 g.

Similarly, we could define the four real exchange rate volatility measures
by using real bilateral rates (i.e, nominal bilateral rate multiplied by the ratio
of foreign to domestic wholesale prices) instead of nominal bilateral rates.
Thus we define REV1, and REV2; as the real effective variation measures

which corresponds to the nominal effective variation measures in the same
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order. Finally, we define VREERI; and VREERZ; as the two measures of

variation of real effective exchange rate which also correspond to the

respective measures of variation of nominal effective exchange rate.

It could very well be argued that yet another statistical instability measure

which does not have the drawback of the standard deviation/coefficient of



variation of levels, namely, the standard error of deviations from a trend
equation could also be considered. In fact, Brodsky (1980) has shown that such
a measure satisfies the statistical decomposition property, This measure has
also been used by some earlier writers (see Helleiner, 1981; and Brodsky and
Sarhpson, 1984). However, besides computational difficulty - it would involve
in our case the estimation of a trend equation for every month based on
previous 12 monthly observations - there is now evidence that such a method
would be improper. - Nelson and Plosser (19482) have demonstrated with the
help of the US. data that most of the economic time series are ‘difference
stationary’ rather than ‘trend-stationary’. This buttresses the case for the use
of standard deviation of percentage changes against the use of standard error

around the trend as a measure of exchange rate instability,

7.4 DataConstruction and Sources

The first major task in the construction of exchange risk me@tnrcs is to set
up a currency weighting system. In order to derive the currency weights for
India we have to, first of all, decide on the niumber of bilateral exchange rates
which are the most important for the country’s international transactiions.
We have chosen currencies of eleven major industrial countries which
together constituted on the average 52 per cent of India's total visible trade

with the convertible currency area4

during the three year period, 1979-81.
According to the RBI Bulletin (1958), about 78 per cent of India's merchandise
trade (exports plus imports) had been invoiced in these eleven currencies

during the f inancia! years 1979-80 to 1981-82.5 However, asemerged from the
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discussion in Chapter 6, the weighting of each currency in the calevnlation of
exchange rate variation is not to be on the currency-invoicing pattern but
on the ‘direction-of-trade’ basis with appropriate correction for oil trade, the
price of which is fixed in US. doliars. Therefore, we have given weights to
these currencies in proportion to thc:corrcspondi.ng countries’ shares in
India's trade during 1979-81, bu; yith augmented weighting for the US. dolfar
in proportion to India’s impor;s from five major oil producing countries
(ie..Iran, Iraq, Kuwait, Saudi Arahia and Unitgd Arab Emirates) which are
predominantly crude oil. The resulting currenctheights normalized to add
up to unity are given in Table 7.1 on the next page. For the purpose of
comparison, we have also indicated the pure trade weights and the invoice

weights in a similar fashion in the same table.

It_may be noted from Table 7.1 that, the weight of the dollar in the modified
trade-weighting procedure described above is almost the double that in the
pure trade- veightih g procedure (as adjustment is madc for the pricing of oil
in dollar) . and it nearly triples on the basis of trade invoicing.  Another
interesting aspect of India’s trade that is brought out in the table, is the
negligible role of all currencies other than the US. dollar, pound sterling

and the Deutsche mark, in the invoicing of India’s trade.

175



"Table 7.1

Alternative Weighting Systems for India’s Exchange Rate
Calculation Involving 11 Major Currencies

Currency Modified Pure trade Invoice
trade weights3 weights® weightsh

1. US.dollar 445 250 727

2. Japanese yén J2 164 024

3. Poundsterling 109 .48 130

4. Deutsche mark 099 134 052

S. Italian lire 035 08 007¢

6. Dutch guilder 034 . 046 006€

7. French franc 037 050 m?

8. Belgium franc 046 062 013

9. Australian dollar 024 032 005¢

10. Canadian dollar 031 041 - 009¢

11, Swissfranc 019 025 010
Total 1000 1000 1.000

3. Thedifference between pure trade weights and modified trade weights is
that the former is the ‘direction-of-trade’ weights for 1979-$1 and the
latter adjusts the former by amalgamating the weight of India's imports
from five major oil exporting countries with the 1J.S. dollar. See text for
explanation of this procedure. The raw data for these weights are from
IMF's Direction of Trade Statistics, Yearbook, Washington, 1956,

b. Basedon data from RBI Bulletin (1988)

c. Residual invoicing share is allocated in proportion to the share of the

respective country in India’s total trade with these 11 countries.
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The basic source of data for the canstruction of the different measures
of exchange rate uncertainty for India is the International Monetary Fund
(IMF). The particular series of data employed in this study are indicated below

with their source.

(i) Bilateral exchange rates: We collected monthly dollar rates of the
rupee and ten major currencies from the IMF's ]ntecpational Financial
Statistics (IFS), Supplement Series on Exchange Rates, 1981 and 1985 and also
from recent monthly issues of IFS. These rates are the period averages
(average of daily rates) shown as 'af” series in the IFS. The tea dollar rates are

converted into rupee rates by using cross rates as shown below.

ei
ej=
Cjus
where ej = rupee rate of ith currency (units of rupee per i‘h currency)

ej* rupée rate of U S doilar (units of rupee per US d‘ollar)

ejys® doltar rate of jth currency (units of jth currency perUS. dottar)®

(ii) Wholesalé prices: The basic dataon wholesalé prices of India and the
other eleven countries are taken from IMF's ]IS, Supplementary Series on

Price Statistics, 1981 and 1986 and also various monthly issues of IFS (line 63).
-(iii) Trade Data: ' The data on export and import shares of the eleven

countries in India’s aggregate trade required in the construction of trade

weights are compiled from IMF's Direction of Trade Statistics (DOTS), Yearbook,
1986.
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75 Previous Empirical Studies

Before going into details of the present work on the rupee’s exchange rate
instability, it would be useful to mention the important past similar studies on
India. A number of studies on developing country exchange rate experiences
included India as one among the countries covered [see Black (1976), Crockett
and Nsouli (1977), Gupta (1980), Helleiner (1981), Rana (1981), Lanyi and Suss
(1982), and Bautista (1981, 1982) J. A limitation of these common studies is that
they focus on 'pre-float post-float' comparisons and, therefore, do not take
into account the specific forms of exchange rate systems adopted by individual

countries in the floating perind like the Indian basket peg.

A study by Lipschitz (1979), however, tonk the Indian basket peg for
illustration and examined the imp;nct the basket system had on rupee's
stability. The study undertook comparison between two periods, 1973 11-1978
11, and 1975 1V-1978 11, the former a longer one which included the pre-basket
period and the initial years of the basket peg and the latter only the basket
period. Based on the measure of variance (ie., square of standard deviation),
the study demonstrated that the new exchange regime had led to a substantial
reduction in the instability of lIndia's major bilateral exchange rates
(nominal) as well as the rupee's nominal and real effective exchange rates.
The author, therefore, concluded, “"the Indian experiment with a basket peg
must be regarded as a notable success in achieving exchange rate stability" (p.

443).
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Varghese (1984a, 1984b) made a more comprehensive study of India’s
basket system. In analysing short-run exchange rate instability, the author
concentrated on a few major bilateral exchange rates (nominal). The s‘tudy
employed only one basic measure of exchange rate instability, i.e., the mean
of absolute percentage changes of observed bifateral rates, but computed four
variants of the same measure based on (i) month-end rates (if) quarter-end
rates (iii) monthly period average rates and (iv) quarterly period average
rates. A major conclusion of the study which covered 13 years from 1971
through 1983 is that the volatility of the bilateral exchange rates of the rupee

"continued to remain large after the basket fink of the rupee in 1975,as was

during the pre-basket years” (1984a, p. 1103).

We examine the stability effect of the Indian basket system in the
background of the mutuvally contradictory results of those {wo previovs
studies. Qur study coversa much longer period of 20 years starting from 196%
and extending up to 1987. Besides, it examines the exchange rate variation in
a more exhaustive way. Thus, we consider both nominal and real effective
variation which include efeven important bilateral rates of the rupee. The
analysis of the variabilility of a few bilateral rates as the previous studies did,
cannot produce conclusive results unless we combine them through an
appropriate weighting procedure and thereby obtain an average variation.
Our study precisely does that. In addition, the present work computes
variation in both nominal and real effective exchange rates of the rupee

which adjust the variation of bilateral rates for the covariation between



bilateral rates. As we have stressed earlier, the individual traders are
interested in effective variation although the variation of effective exchange

rate is the concern of the economy asa whole.

7.6 Results of Présent Study

1n the presence of eight different measures of exchange rate volatility it
becomes somewhat tedious to draw a clear conclusion from these results. So,
first of all, we attempt a general comparison of the results from the various
exchange risk measures before focussing on the results from any particular

measure or group of measures.

76.1 Results from Various Exchange Risk Measures - A General Analysis
Tai)le 72 “exhibits the correlativn between the annual averages of the
differentexchinge fisk proxies we have constructed for India for the period
1968-87. We can compare the results from these measures in three

meaningful ways: one, between the basic statistical measures, i e., standard
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~ Table 7.2: Correlation Matrix for the Various Trade-weighted
| (Modified) Exchange Risk Proxies (Sample Period: 1968-37)*

NEV1 NEV2 VNEERt VNEER2 REV1I REV2 VREle VREEtlZ

NEV
NEVZ
VNEERI
VNEER?
REVI
REV2
VREER]
VREER?

97
86

89

58
70
24
42

.75' A
91
32
68
16
.34;

82
48
58

34

46

46
62
A7
37

93

84
84

74 1
87 &6 !

a. Each exchange risk measure has been computed on a month by month
moving basis making use of ohservations in the preceding 12-month period
and averaged foreach calender year. See text under Section 7.3 for the
details of computation of each measure on a monthly basis. '

deviation of percentage changes (SD% _CH, for short) versus mean of absolute

percedtnge chahges (MEAN ABS % CH, for short); | two; effective vafialion

versus variation in effective exchange rate; and three, nominal versus real

measures. This three-way classification of the results from the varinus

exchange rate volatility measures reveals that they are highly correlated with



regard to the first two methods of comparison, whereas they are not in the
remaihi.ng method. More eiplicitly, we find that the results from S.D % CH and
MEAN ABS % CH measures m'.ove_very closely (the co;relaﬁon coefficient
ranges from 82 to .97) and so the results from the measures of effeciive
variation and variation of effective exchan ge rate (the correlation coef ficicnt
rangés from 84 to 91), bl;t the results from nominal and real measures do not
exhibit much correlation (the correlation coefficient ranges from .34 to 68).
This in turn implies that in the Indian case, the nominal exchange rate
insﬁbility of a given magnitude does nbt n.ecessarily generate a predictable

magnitude of real exchange rate instability.

Thislack of uniformity in the pattern of nominal and real exchange rate
volatility noted above in the Indian context has important implication. It is
the real exchange rate stability that is desirable. Nominal exchange rate
variation that compensates for relative price variation and thereby stabilizes
real exchange rate is quite consistent with the goal of exchange rate stability.
This point has to be borne in mind in our assessment of the impact of the

Indian basket system.

Figs.7.1tn 7.4 give the graphing of the results from the various exchange
risk measures (again on an annual monthly average basis). It may be noted
that each graph depicts just one concept of exchange risk hut measures i‘t.
through the two basic statistical formula, ie. D% CH and MEAN ABS % CH. A

glance at these graphs confirms our preliminary observations above, i e, the
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two statistical formulae give very similar results of exchange rate instability,
the effective variation and the variation of effective exchange rate of the
rupee also show similar trends, but movements in nominal and real exchange

rate instability are not very close.

Nov ve have to move on to a deeper analy51s of the Indmn experlenre in
exchange rate volatility keeping m mmd the quesuon we ralsed at the
beginning of this chapter, ie., how did the l_ndmn basket peg perfnrm vns-a;
vis its obielc.tive of exchange rate stabilization? Although our main thrust. :s
on ‘pre-basket versus post-basket’ anzilysis it woulvd be helpful to keep in mied
at least four different phases in India's exehzinge rate regimeduring the éfJ;

year period of our study.7

(i) January 1968 to June 1972: ThlS corresponds to the last phase ofthe -
Bretton Woods ad;ustable peg system

(ii) July 1972 to Septemberl975 Durmg this perind lndm follov. ed a
‘floating’ sterling peg;

(iii) October l§75 to January 1979: This can be termed the first phase of
India's basket system du_ring which the authorities restricted the
margins for the bperation of the system to » 2.25 percent; an-d

(iv) February 1979 to December 1987: During this perind the Indian
basket system became more f lexible with the w:denmg of the

adlustment margins to » 5 per cent.



As the graphs (Figs. 7.1 to 7.4) are dravn on a calendar year basis we
cannot clearly distinguish the results between the above sub-periods from
them. However, we have drawn lines in these graphs which broadly

demarcate these four phases.

762 Rupge's Effective Variation, Nominal vs. Real

Let us first concentrate on bilateral exchange rate instability, ie.,
effective variation, nominal versus real. Fig. 7.1 allows us to view rupee's
nominai effective v;triation measured by both S.D % CH and MEAN ARS % CH
measures, Asexpected, nominal effective variation had been margihal during
1968-71 which corresponds to the last phase of Bretton Woods adjustable peg
system. In the next phase, when the rupee followed a sterling peg, effective
vafiation in nominal terms rose very high. The high level of instability was
broughtvdovn considerably during 1975-1977 which reflects the impact of the
intrbduclion of the basket peg. Hovevér. h:pee's nominal effective variation
vorsened in 1978, almost a year before the widening of the margins of the
basket peg and the instability remained at a high level thereafter up ta 1987,

the last yeéir of our study.

Table 7.3 on the next page reproduces the nominal effective variation of
the rupee in numbers imdhcompares it‘wit_hv its real effec‘t'iﬁe variation. It may
be noted that Table 7.3 does not follow strictly the periodization which we laid
down earlier. The difference is that, the third period, ie,, the initial phase of

the basket peg, is cut short to October '75-December ‘77 as it is only during
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this short period after the introduction of the basket peg, that we could notice
a significant drop in effective variation. We, therefore, combined the
remaining part of the initial phase of the basket peg with the final sub-

period. This, we believe, gives a more clear picture of the sitvation.

Table 7.3 Nominal and Real Effective Variation of Rupee by
Different Sub-periods during 1963-873

Type of Instability Measure Sub-perind
‘ Jan 68 Jul72 - Oct. 75 Jan 78
to to tn tn
Jun72  Sept75 Dec.77 Dec.87

A. Nominal Effective
Variation (NEV)

1. SD. % CH 476 1816 1294 1.706
2. MEANABS % CH _.306 1421 _ 1038 1.495
B. Real Effective
Variation (REV) _; |
1.SD%CH 1721 2.468 ) 1.723 2.146
2. MEAN ABS % CH 1.290 2018 1.566 1737

a. All measures are cdmputed on a monthly moving basis, making use of the
previous 12 monthly observations, and then averaged far the various sub-
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periods. See text (Section 7.3) for the computational details of each of these

measures on a month by month basis.

The picture that emerges from Table 7.3 is that although rupee's nominal



effective variation had been brought down by slightly more than a quarter
from July '72-September ‘75 to October ‘75 - December 77, ie, from 18 to 1.3
by S.D % CH measure and 1.4 to 1.0 by MEAN ABS % CH measure, the instability
rose during the next decade and reached an average level vhich has been
only marginally lower than that during the sterling peg by $.D % CH measure,
ie. it has been 1.7 during January '78-December '87 against 1.8 during July
‘72-September '75. The nominal effective variation during the last decade has
been worse by the alternative measure, i.e. according to MEAN ABS % CH, the
variation during January '78-December ‘87 at 1.5 has been in fact a little

higher than thatduring July '72-September ‘75 at 1.4.

Turning to the measure of real effective variation, the first comment to
make is refating to its value in comparison with the nominal effective
variation. By both statistical measures, the real effective variation has been
farger than the nominal effective variation. More importantly, we notice a
sharper relative difference between nominal and real efféctivc variation
during the adjustable peg period than during the rest of the period. That is, as
can be made out from Table 7.3, while during January '68-June '72 the real
effective variation had been larger than the nominal effective variation by a
factor of about four by both statiétical measures, it has been higher by a
factor of a maximum of one and a half thereafter. Another important fact is
that we could find no significant change in this refation between nominal and
real effective variation as between the sierling peg and the baskel peg

regimes.
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The finding that the relationship between the nominal and real effective
variation in India remained more or less intact throughout the post-Bretton
Woods period is significant. During this period India faced not only the two
external oif shocks but was also subject to adverse agricultural supply shocks
almost coinciding with the external shocks.  As a result, inflation in India
reached levels much higher than those in the world economy. In spite of this
development, if the relationship between the nominal and real effective
variation of the rupee remained fairly stable, then that would imply that part
of the nominal exchange rate variation had gone towards offsetting the
relative price variation and, therefore, had been beneficial. (Recalf from
earlier analysis that rupee’s nominal effective variation remained high
during the entire post-Bretton Woods period except during Oct. ‘75-Dec. ‘77).
This advantage would not have readily been possible during the adjustable peg
period when countries kept their nominal exchange rates stable by rule. This
has been amply illustrated in the Indian case during 1968-71 when real

effective variation had been about four times the nominal effective variation.

What about the comparative performance between the baskel peg and the
sterling peg with respect to real effective variation? Table 7.3 brings cut that,
like nominal effec;ive variation, real effective variation also rose after a
temporary dip for the first two-and-a-quarter of years of the basket peg.
However, it is important to notice that the rise in real effective variation after
December 1977 has been much less marked than the rise in nominal effective

variation. Thus, the average level of real effective variation during January
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'78-December ‘87 has been about 10-15 per cent lower than its average fevel
during the sterling heg period, ie., July '72-September '75. This is in contrast
to the behaviour of nominal effective variation in the last decade, where it
remajne(i nearly equal (marginally lower by SD % CH and marginally higher

by MEAN ABS % CH) to the level during the sterling peg, as we saw earlier.

76.3 Variati-on of Effective Exchange Rate, Nominal vs. Real.

We now turn from effective variation to variation of effective exchange
rate.- Table 7.4 brings up the picture of v.ariation of rupee's effective
exchan'ge rate, nominal as well as real, in a similar fashion as we had for the

eff ectii'e variation in Table 7.3.
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~ Table 7.4 Variation of the Effective Exchange Rate of Rupee by
Different Sub-periods during 1968-873

Type of Instability Measure Sub-period

Jan68  Jul72 © Oct.75  Jan78
to to to to

Jun72 Sept75  Dec.77'  Dec.87

A. Variation of Nominal
Effective Exchange Rate

(VNEER)
1.SD%CH 4 322 1237 820 956
2. MEAN ABS % CH 225 95 665  S64

B. Variation of Real Effective
Exchange Rate(VREER)

1.ShaCH : 1572 1881 1304 1563
2. MEAN ABS % CH 1.161 1544  1.304 S 1299

a Asin Table 7.3 footnote.

A comparison of Table 7.4 with Table 7.3, first of all, indicates that the
variation of effective exchangé rate has been invariably lower than thé
effective variation. This has been so for both nominal and real cases. The

exf)lanation for the lower value of the variation of effective exchange t"ate

than the effective variation is the negative covariatinon between the different

bilateral exchange rates, i.e., the variation in rupee's hilateral ratéé has been
to some extent, mutually cancelling. With acloser lonk at Tables 7.3 and 74 we
can make out that the negative covariation has been relatively larger [or the

nominal than for the real bilateral rates. This is implied from the fact that the
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ratio of the variation in effective exchange rate to effective variation is lower
in the case of nominal variation than for the real. This is not unexpected as
there could be much more similarity of movements in inflation rates of India’s
major trading partners than that in their nominal exchange rates. In other
words, we expect inflation rates of the major industrial countries which are
India's important trading partners to converge more than their bilateral

exchange rates.

Another interesting finding relating to the covariation between bilateral
rates is that the partial offsetting of the instablity in nominal bilateral rates
has been larger during the last decade than during any time in the past. Asa
consequence, there should have been a better outcome of exchange rate
stability in the last decade as recorded by the variation of naominal effective
exchange rate than that recorded by its counterpart measure of effective

variation. This is explained below.

We noted in the earlier description of effective variation that the nominal
effective variation had been brought down significantly nnly during the first
two-and-a quarter years of the basket peg, and in the subsequent perind, the
instability aggravated and remained at a high level almost equal to that
during the sterling peg regime. The picture is somewhat different when we
follow the variation in nominal effective exchange rate. ' The nominal
effeclive exchange rate variation dropped by a quarter to one third from the

average level of the sterling peg perind in the first two-and-a-quarter years
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of the basket peg (the drop was one thirdby S.D % CH and a quarter by MEAN
ABS % CH). Theifeafter, although the’\.variation in nbminal effective exchange
rate rose, its average level during :]anuary '78-December ‘87 has been well
Selow that during the sterling peg; it hasbeen lower by a quarter by SD % CH
but lower by only 5 per cent by MEAN ABS % CH.

Now Jet us move on to the analysis of the v‘ariation of rupee’s real effective
exchange rate. First of all, we see from Té.ble 7.4 that, the variation of real
effective gx;hange rate of the rixpee had been quite substantial in
cémparison with the variation in nominal effective exchange rate in the
adju:dable peg period of January ‘68-June ‘72; it was higher by a factor of
five. However, this factor came down to within the range of one-and-a-half to
two during thg rest pf the pgriod. This is almost similar to the results of
rinpee's effective variation, where we saw that the ratio between real and
nomfnal yarialioﬁ femained much lower during the post-Bretton .Wood';« period

than that during the adjustable peg period

What ab'out the comparison between pre-basket and post-basket periods?
ft may be seen from Table 7.4 that the variation of real effective eﬁchange
rate during Januvary ‘78-December ‘87, in addition to being well below its
average level during the sterling pég period (;f July '72-September 75 (l,j-i.ﬁ
against 1.5-1.9 by the two statistical measureé). it has not been much different
from its level during the adjustable peg period of January ‘68-June ‘72 (1.3-16

against 1.2-1.6 by the two measures). Thus, in terms of variation of real
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effective exchange rate, the performaﬁce of the basket peg has been
wmewhat better than that indicated by the analysns of varmtwn of nominal

ef fective exchange rate

7.7 Summary of Findings

The analysis of India's exchange rate uncertamly experlence has been‘
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somewhat long drawn out by the sheer presentanon of several measures of |

exchange rate uncertainty. Therefore. thereisa need to bring together the
different fin;iings of that analysis. Table 7.5 provides the analysis in a

summary form.

Table 75 tells the story of India's post basket peg exchange mte

uncertamly by eight different measures m the form of percentage changes'

from its average level obtained during the st.erlmg peg, ie, June 72-
September '75. The post-ﬁasket peg perfod has be"en' divided ihto twn sub-
periods: the flrst correspondmg to a short permd of two-and-a-quarter
years, ie. October '75-December ‘77, and the se‘u)nd perxod consnstmg of the
remaining period up to December 1987. In the uutml permd. the table
clearly indicates that there had been considerable reductinn in exchange rate
instability computed by all the eight measures. The decline ranged from nne-
sixth to one third. a lower decline by the measure of MEAN ABS % CH

particularly for the real exchange rate. However, it is rather difficult to draw

a general conclusion regarding the experience in the remaining period. The



worst is indicated by nominal effecuve varnatmn by which there is only a
marginal change in the average level of exchange rate uncertainty durmg
the fast decade in comparisen with that during the sterling peg regime, with
SD% CH giving a small decline and MEAN ABS % CH giving a small rise. The
real effective variation, however, declined by 13 percent by both basic
:heasurcs. Tﬁe variation of nominal effective exchange rate, which is
nominal effective variation adjusted for ll;c covariation between bilateral
exchange rates, has been also lower during the last decade in comparison with
the sterling peg period, by almost a quarter by S.D % CH but enly marginally
fower by MEAN ABS % CH. However, the best performance of the basket peg is
indicated by the variation of rupee’s real eff ective exchange raie. It recorded
almost 'a unifbrm decrease of 16-17 percenjt by both basic measures from the
level of sterling peg period. Another aspect of the decline in variation of real
effective exchange rate durihg tﬂe last decade, which is not shown in Table
7.5 but can be seen from Table 7.4, is that it brought the rupee's variation of
real effective exchange rate just equal to' tilc average variation during the
fast phase of the adjustable peg period, ie., Jahuary, 68-June ‘72, by SD % CH

measure and only marginally above that by MEAN ABS % CH measure.

195



Table 7.5 A Summary Analysis of the Performance of the Indian
Basket Peg with respect to Exchange Rate Stability

Type of Instability Measure Percentage Change from June '72 to September ‘75
Oct.75toDec. 77 Jan.78toDec.87

Al. Nominal Effective Variation

(NEV) | A o
LSDARCH -237 -6l
2. MEAN ABS % CH | -27.0 52

Bl Real Effective Variation

" (REV) | | |
1. SD%CH 302 . 130
2. MEANABS% CH . w224 129

A2 Variation of Nominal Effective
Exchange Rate (VNEER)

1. SD%CH -33.7 -22.7
2. MEAN ABS % CH -26.5 ’ -45

- B2 Variation of Real Effective
" Exchange Rate (VREER)

1. SD%CH -30.7 -169
2. MEAN ABS % CH | 455 0 -159




7.8 Coﬁxparisdn with Past Studies

Now there remains the task of reconciling our results with the mutually
contradictory results of two previous studies which ,we described in Section
74. Our results are consistent with those of Lipschitz (1979) whose study
covered only up to the second quarter of 1978, Our more detailed study showed
a substantial lessening of exchange rate instability up to December 1977 by
using eight measures which contained both effective variation and variation
of effective exchange rate in their nominal and real forms and by applying
two mathematical formulae of exchange rate instability. Therefore, we have
generalized Lipschitz's conclusion of the success of the basket system in
achieving exchange rate stability in its initial immediate period. However,
our study does not find the impact of the basket system on exchange rate
stabilization as remarkable after the initial two-and-a-quarter years of its

working as it had been before. .

Therefore, Varghese (1984a, 1984h) is correct in her conclusion that the
volatility of major bilateral exchange rate}of the rupee continued to be as
high in the post-basket period as they were in the pre-basket period.
However, the author was not able to pinpoint the temporary reduction in the
instability of bilateral rates in the immediate post-basket period. Besides,
more importantly, our study reveals that although Varghese is correct with
regard to nominal bilateral fatec the matter is different regarding r(;al
bilateral rates. The conclusion is also qunte different when we consider

vanauon in effective exchange rates, exther nominal or real
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Footnotes; Chapter 7

1.

Although ‘exchange rate instability (volaullty) and exchange rate usk
(uncertaxnty) are concepwally separate as noted in the last chapter. they
are used alternatively throughout this chapter and the rest of this thesis
lo mean the latt.er The basic dnf ference between lhe two is that the
exchange rxsk consmutes only lhat portmn of exchange rate instability
which is unanuupated '

This is also the argument given hy Mussa (1986) in employing perind
average exchange rates rather than end-of-the period exchange rates in

his very detailed study of eichange rate volatiiity in sixteen advanced

industrial countries. How ever, the author mdu:ated that lhe use of the

quarterly period average rather than end- of the quarter data reduo.es
the variance of change in exchange rate by nearly one-third (p. 133 of
Mussa, 1986)

In fact we did construct all the four versions of this measure as well and
noted conflict in results between all of them and those under the other

two, particularly during periods when the underlying exchange rate

series exhibited marked upward trends. This, we believe, has validated nur
decision not to employ this measure further. In addition, we also tested fof
stationarity of all the major bilateral rates involved, hoth real and

nominal, by using the Augmented Dicky-Fuller (ADF) test and found that
only the first differences of these exchange rates (in percentages) are

stationary.
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About 14 percent of India's aggregate trade during 1979-81 has been with
what is called the ‘'bilateral group’ countries comprising the USSR,
Poland, East dermany, Rumania and Czechoslovakia. The trade and
financiall transactions with these countries are settled in non-convertible
Indian ruhees,

. The Reserve Bank dam do not give the break-up of all the eleven
currencies in the invoicing of India's trade. For the purpose of our
calculation, §ve have distributed the small residual group data over the left
out currenciesamong the eleven in proportion to their respective trade
~ shares.

. I.n the case of pounﬂ sterling and Australian dollar, the reciprocal, ie., the
unitsof US dollar per the respective national currency is given in IFS.
Therefore, the formula applied to these rites for deriving rupee rates is
given byej=ej. ejys.

. The more details of these phaseswere discussed in Chapter 4.
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Chapter 8

Studies on Exchange Rate Instability and Trade Flows: A Survey

8.1 Introduction

Studies on the impact of exchange risk on trade flows differ both in the
treatment of the exchange risk variable and in the inclusion of other variables
that influence trade. Some studies consider exchange risk in nominal terms
whereas others incorporate real exchange risk. There has also been a
distinction between studies which concentrate on bilateral trade flows and those
which consider aggregate trade flows of individual countries. Finally, whereas
some studies employ a full-fledged supply-demand model in the specification of
the exchange risk-augmented trade functions, others consider either a demand
or a supply function. We propose in this chapter to review some of the major
studies that estimated the influence of exchange risk on trade. Firist, we shall
deal with developed country studies and later the studies on developing
countries. In the final section we shall attempt a general evaluation of these

studies.

8.2 Developed Country Studies
8.2.1 Early Studies

Among the early studies on the impact of exchange rate variation on trade
must be mentioned the work by Clark and Haulk (1972) which, although carried
out before the start of the current system of generalised floating, is significant
as it covered the Canadian case for 1952-70 during the earlier part of which the
Canadian dollar floated. This study used the standard deviation of daily nominal
exchange ratesduring each quarter as the exchange risk variable but could not

detect any adverse effect of exchange rate instability on the Canadian trade. .
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Makin (1976) studied the early impact of floating using data from 1960 IV to
1973 1V. This study estimated individual import functions for West Germany,
Japan, the UK. and Canada and contained a 6-monthly moving standard
deviation as the exchange risk variable. Makin also did not find any significant

effect of exchange rate variability on trade volume.

8.2.2 Recent Bilateral Studies

Hooper and Kohlhagen (1978) can be considered as the first systematic study
of the impact of exchange rate uncertainty on trade flows. This study is in a
way path-breaking as it inspired several studies which followed it. First of all,
for the first time Hooper and Kohlhagen analysed bilateral trade flows in
contrast to global trade flows of individual couantries. Secondly, the study was
based on a formal supply-demand model. It derived reduced form equations by
solving the model in equilirium conditions. Asa result, it could study the effect
of exchange risk not only on trade volumes but also on trade prices. The study
examined the bilateral trade of the USA. and West Germany with other
major industrial countries during 1965-75. The authors experimented with a
number of exchange risk proxies including variances of weekly spot and
forward rates and found out that the average weekly absolute difference
between the current spot and past forward rates gave the best results. The
conclusion of their study was that exchange risk did not have any significant

effect on volume of trade but it strongly affected trade prices.

Hooper and Kohlhagen showed that the nature 6!’ the impact of exchange
rate volatility on trade prices depends on the invoici;ng pattern of trade.
Suppose the trade is denominated in exporter’s currency. Then the importer
bears the exchange risk as his payments in domestic currency is subject to

vacertainty. That would reduce demand and thereby the price. On the other
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hand, if the trade is denominated in 'importer's currency then the exporcer
bears the risk causmg a decline in supply and lhereby a rise in price. The
authors found that nine out of eleven cases of prrces of US. exports and German
exports and imports where the trade invoicing'is expecced to be in exporters'
currency. the proxy for exchange rate uncertainty had either weak negative or
significantly negative co-efficients. This indicated that exchange risk was
mostly borneiby importers which depressed iniport demend and in turn their
marlret prices. By contrast, in four out of five US. import cases, exchnnge risk
had increased prices reflecting the fect that US. imports are invoiced mostly in
dollar and hence, the exporter faced most of the risk uvhich caused the prices to

rise.

The contrast in the impact of exchange rate uncertamty between trade
prices and volume indicated in Hooper- Kohlhagen study needs explanauon It
may be noted that the authors used a very short-term trade model assuming only
one- quarter order delrvery lag. In that conlext lhey state "This apparent
dxscrepancy of a price effect in the absence of a stausucally sngnlfrcant
quantity effect could be explained by the presence of short-run price-inelastic
export supply in the case of a fall ih price and short-run inelastic import-

demand in the case of a orice increase”. (p.501)

In the Hooper-Kohlhagen model, the future exchange rate is the only source
of uncertamty and future prrces and costs are assumed to be known with
certainty. Cushman (1983) modrfred thls model to accommodate relative
forengn -domestic price uncertamty together wnth nomrnal exchange rate
uncertainty by using real exchange rate uncertaxnty. His study covered
bilateral trade flows similar to that of Hooper and Kohlhagen, butexlended them

up to 1977. The real exchange rate uncertainty was measured by the moving
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standard deviations of four- quarterly percentage changesin real exchange rate
ending in the current quarter. In contrast to Hooper-Kohlhagen results
Cushman found significant negative coefficients for exchange risk variable in
six out of fourteen bilateral trade flows, but g fewer cases of significant price

effects.

An IMF, (l984a) study extended Cushman's work for perrod up to 1982 by
usrng a simplified version of his model and estlmated equatwns for a much
larger set of bilateral flows but could not find any significant effect of
exchange rate instability on trade. This implied that Cushman's results were

not robust across countries and time periods.

B In a very recent study, Cushman (1988) repeateohis l§83 ex_ercise for the
US. bilateral trade with other six major industrial countries for 1974-1983, and
tried more proxies for real exchange risk in addition to the one in his earlier
paper. The new risk variahles make use of 12-monthly real exchange rate
changes, instead of 4 quarterly observations in the old measure,\for calculating
quarterly moving standard deviation measures. Besides, they—differ in the
assumption of inflationvand nominal exchange rate expectations.;.l Cuahman
could show that seven out of twelve US. bilateral trade flows had at least one

significantly negative sign among all the five exchange risk prones

Cushman have seeeral explanations for the dissimilarity between his recent
results and the IMF results which contradncted his earher study Fnrstly,
Cushman expenmented with several rxsk proxies. Secondly, IMF results could be
sub;ect toa spectftcauon bias due to a structural change as xt combmed both
fnxed and floatmg rate pertods Kenen and Rodrrk (1984) had earlxer pornted out
that the change i in exchange rate regime could introduce a possxble break in

structure. Thirdly, Cushman notes that the IMF study did not correct for serial
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correlation in many of the trade equations. Finally, the IMF study suffered from

omitted variable bias as it did not employ the full version of Cushman mode! but

simplified it by omitting several variables.

Thursby and Thursby (1985) in their study of the impact of exchange risk,
pooled the cross-section data of nineteen trading partners for 5 years, 1973-77.
_This study which used alternatively both real and nominal exchange rate
variability measures found that exports (in value terms) were significantly

affected in nearly half of the cases.

Much more interesting has been Thursby and Thursby's more recent study
(1987) which, within a demand-supply framework, included variables to test
three separate things: (a) the gravity model (b) the Linder hypothesis and (c)
the exchange risk effect. The gravity model relates bilateral trade positively to
incomes of the countries concerned and negatively to the distance between:
them. The Linder hypothesis, as applied to bilateral trade, implies that
manufaturing trade between two nations will be negatively related to the
difference in their per capita income. This study included seventeen countries
for the period 1974-82 and, like their earlier one, pooled annual data for the
estimation of bilateral export equations for each of these countries. The
exchange rate instability measure was calculated monthly as the variance of the ‘
previous 12-monthly exchange rates around a:quadratic trend, and then
averaged for each year. Although both nominal and real exchange rate
measures were tried alternatively in each equation, that did not make much
difference in the results. - The study yielded results to support the hypothesis
that the value of bilateral trade is affected by exchange risk; of the seventeen
export patterns, ten gave significantly negative coefficients for the exchange

risk proxy. However, asthe export data were in nominal units, the study could
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not distin guish between quantity and price effects.

82.3 Recent Multilateral Studxes

A ma;or drawback with the bilateral trade flow studies surveyed so far is that
they do not take account of exchange rate effects of third country competition.
For example; trade betweexi cot'lntry‘A and country B is influenced not only by
the excvhange raie beujveenvA and B but_also by the array of exchange rates of
these countries with th'ose- other codntries whose products compete with the
products of A and.B. Therefore, it is more appropriate to make individual
country's aggr_egate trade and effective eichan ge rate the focus of study rather

_than bilateral trade and bilateral exchange rate.

| A_k.htar and Hilton (1984) estimated price and quantity equations for
aggregafe exports and imports of two countries, the US.A. and West Germany for
1974-81. The study used quarterly data, and the excharige risk proxy employed
wasthe sfandafd deviation of daily nomihal trade-ﬁ'eighted effective exchange
rates during each quarter. Akhtar and Hilton opted for nominal exchange rate
vplatilit); measure on two arguments: one, the exchange rate changes are much
more unprédictable than relative prices and two, thére is no empirical support
for the purchasing power parity principle over the medium-term. The
regression study indicated weekly significant negative effect of exchange risk
on US. export volume, strbngly significant negative effect on .German export

and import volumes and weekly significant positive effect on US. import prices.

Gotur (1985) applied the Akhtar-Hilton methodology to three more countries
(France, Japan and the UK.) but came out with no signficant negative effect of
exchange rate 4volatility on trade volumes of these countries but significant

effects on their trade prices. Gotur also subiected the US. and the West German
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results of Akhtar and Hilton to a battery of sensitivity tests regading sampling
period, Cochran-Orcutt autogression correction procedures, polynominal lag
structure, volatility measure etc. The outcome of these tests cast serious doubts

on the validity of the Akhtar-Hilton results.

The work b.y Kenenland Rodrik (1984,1986) marlrs an advance in the area of
estimation of the ixnpact of exchange rate volatillly on trade. Akhtar and
Hilton, although using effective e'xchange. ra!.es in computing exchange risk
variable for each countrv. followed a rather ad_hoc procedure for the purpose
in the sense that the number of bilateral rates involved in the calculation of
effective exchange rate for each country varied from country to country (nine
for the U.S.A. and thirteen for West Germany). Kenen and Rodrik, on the other
hand, standardlzed the procedure by defmmg effectnve exchange rate for each
country in therr study in terms of the same number of counmes/currencnes
Their study covered eleven developed countrnes (Group of Ten countries plus
Switzerland) and, in order to calculate each countrv s effective _exchange rate,
they used bilateral rates between that country’'s currencv and those of the
remaining ten and vleighted each rate by the share of the corresponding

country in the total of that country's exports toor imports from the other ten.

Kenen and Rodrik admit that their procedure has two limitations- first, it
ignores the exchange rates and mflat:on dlfferenuals between the developed
countries under study and countrres in lhe third world and second, it
underplays the third market effects of exchange rate changes Regardrng the
latter. we have already noted that the studies on bilateral trade flows completely
1gnored this factor. But in the mululateral trade flow study by Kenen and
Rodrik, the variance ol‘ the trade wenghted effecuve exchange rate, although
incorporating the covariance between the brlateral rates within the group of

countries studied, do not give appropriate wexghung to such covanance.2 The
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only way to solve such a problem in a multilateral context is to use elasticity

weights as we explained in Chapter 6.

Kenen and Rodrik considered three basic measures of exchange risk, all of
them in real terms: (1) the standard deviation of the monthly percentage
changes in real exchange rate, (2) the standard error of real exchange rate
obtained from a log-linear trend equation, and (3) the standard error of real
exchange rate obtained from a first-order autoregression equation. Each of
these basic measures had two versions; the first covers the 24-month period
preceding the current quarter and the second covers the 12-month period
preceding the current quarter. Of these two versions, the former, ie., the one
based on the preceding 24-month period was claimed to have performed better.
The study used only the floating period (19751 - 1984 1V) which according to the
authors avoid specification biason account of the change in the exchange rate
regime. Finally, they used a trade model incorporating. in addition to the
exchange risk variable, the incom_e and price variables consistent with the
current literature on international trade. We may, however, note one possible
bias in this model, namely, the neglect of the capacity variable, a common

affliction with many of the contemporary trade madel:z,3

Kenen and Rodrik (1986) reported seven (out of eleven) negative effects of
exchange risk on imports of which only four were significant. In their 1984
study, which covered exports as well, there were many positive effects on
exports and only three negative significant effects. In short, Kenen and Rodrik
studies on exchange rate volatility and trade, although brought some
methodological improvement in the field of investigation and showed some
evidence of the depressing effect of exchange rate volatility on trade volumes,

the evidence produced by them does not appear to be overwhelming.
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It may be noted that the debate on whether exchange rate uncertainty
should be treated as a nominal variable or a real variable continues. In a recent
study undertaken by Bailey, Tavlas and Ulan (1986) for the major seven
industrial countries, the authors used a nominal exchange risk variable. This
study which used quarterly data for 1973 I through 1984 III, regressed the
aggregate export volume of each of these countries on the real GDP of 12 OECD
nations, real export earnings of oil exporters, the terms of trade and the
exchange risk. The terms of trade is defined as the ratio of the export unit value
index of each country in dollar terms to the dollar export unit value index of the
IMF's ‘industrial country’ group.‘ Since the terms of trade term has dollar unit
values on both the numerator and the denominator, it is, in fact, the real terms

of trade and the authors consider it standing for the real exchange rate in terms

of traded goods.

The particular measure of exchange rate instability employed by Bailey et
al. is very simple, namely, the absolute quarterly percentage changes in
nominal effective exchange rate. The effective exchange rate made use of by
the authors are those calculated by the Morgan Guaranty Bank. The authors
tried the volatility measure both in its current quarter form and also in an
eight-period, second degree polynomial-distributed lag form. However, the
study could not report any significant relationship between exchange rate

volatility and aggregate exports in any of the seven industrial countries.

Bailey et al. conducted a more recent study (1987) which covered the period
1975 1 - 1985 111. This work differed from the earlier one in at least three main
regards: (a) the alternative use of nominal and real exchange risk measures,
the latter adjusted for the differential movements in manufacturing wholesale

price indices between home and trading partner countries, (b) the
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considerazion of a second basic measure of‘ exchange risk ie., an eight—quarter
periodv moving standard deviation besides the earlier measure of absolute
quarterl& percentage changes, and (c) the extension of the study to four smaller
OECD countries in addition tothe big seven OECD coontries covered in the earlier
siudy. The authors foond a negative and significant impact of real exchange
risk for Italy with regard to both of the ba;ic statistical me'asures, and for
Germany based on the measure of absolute quartecly percentage changes. The
nominal exchange risk' did not yield any significant results which is consistent
with the authors' earlier study. Considering ‘only those equations which
incorporaéd only the real exchange risk nieasure, the authors got only ch.ree
instances out of seventeen where the exchange risk negatively and
significanUy affected real exports. ‘On the oLher hand. in two cases, ie., the UK.
and the US., the real exchange risk gaw}e posiu'vel)" significant results. The
authors argue that the positively significant results of exchange risk on trade
volume are consistentwith theory. We already discussed in Chao‘ter 6 about the
theoretical possnblxty ofa posmve relauonshlp between exchange risk and trade

volume and we will again have occasion to refer to it later in this chapter

8.3 Developing Country Studies ‘

In contrast to developed country studnes the studnes on the unpact of
exchange rate mslabnhty relaung to developlng countries have been few and
far between. That appears strange m the context of a more likely adverse
impact of exchange rlsk that developnng countrnes could have had, in
comparison with their developed country counterparts.5 Besides, vhile
exchange rate instability in developed cuntries could be endogenous resulting
from other developments wnthm the country,a fact \vhnch makes the esumauon
of its separate impact econometnca]ly dnmcult (see IMF l984a pp.33-34), in

LDCs exchange rate mstabnhty is largely exogenous unposed from abroad or
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resulting from the pegging beh_aviour of their governments. This fact should
make the trade effects of exchange rate volatility more easily measurable in
LDCs. One reason for this relative neglect in the study of LDC experience
relating to exchan‘ge rate instability could be that most of the developing
countries have adapted themselves to the world-wide floating of major
ctu'rencies by following one type or other of pegging systems which could
nresumably have had the effect of insulating them, on the average, from high

exchange rate instability.

Two of the early ‘econometric studiesto test the link between exchange rate
uancertainty and LDC exports could be found in Behrman (1976, pp.185-90) and
Diaz-Aleiandro (1976, pp66-71). Both of these studies cover the pre-floating
period. The first dealt with the Chilean case of real exports subdivided into
agrtculture mining and industry for 1947 -65. It showed that exchange rate
variation, measured as the standard devxatxon of real exchange rate, had highly
significant _adverse effects on mining and industrial exports and marginally
signiﬁcant adverse effects on agricultural exports. The second study pertains to
the Colombian experience during 1955-1972 for exports other than coffee and

6 and reported significant negative impact of exchange rate uncertainty,

oi il",
proxied as the standard deviation of quarterly percentage changes in real
exchange rate, on the growth of Colombian dollar value of exports of non-
traditional items, which are largely manufactured ’products However, this
study could not detect any impact of exchange rate uncertamty on a group of

prtmary commodnty exports consnstmg of bananas cotton, sugar and tobacco

(BCST).

The dnssnmxlarnty in the effect of exchange risk as between agricultural and
non- agrtcultural exports brought out in the two early LDC studies mentioned

above is sngnlﬁcant We may explain why the exports from agrxcultural sector
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are less affected by exchange risk than those from non-agriéultural sector in
terms of the lower price elasticity of supply in the former sector than the latter.
From this result it would be wrong, however, to conclude that agricultural
exports are free from all adverse effects of exchange risk. To examine the issue
further, we need to estimate the impact of exchange risk on agricultural export

prices separately. Unfortunately, there have been no LDC empirical studies so

far testing separately the impact of exchange risk on export prices.

A l_naior work which examined the relationship between exchange .rate
uncertainty and trade in a developing country context has been Coes (1981),
which deals with the Brazilian experience before and after the introduction of
the crawling peg in August 1968. Coes estimated export equations7 for 22 sectors
covering both primary and manufacturing products using annual data for
1957-73. Coes argues that for Brazil, taking the cruzeiro - US dollar rate as the
nominal exchange rate and the ratio of the US. and Brizil's wholesale price
indices as the relative price for converting the former into real exchange rate,
would not be much off the mark. Regading the relevance of real exchange rate
uncertainty rather than its nominal counterpart in Brazil, Coes. states,
"Although money illusion may linger on elsewhere, it is reasonable to assume it
long dead in Brazil ..." (p.114). The author is referring to the effect of long
period of high inflation which engenders a consciousness for real exchange
rate among economic agents. This has direct relevance on the choice of
exchange rate volatility measure between the real and the nominal that

remains a highly contested issue in the literature.- "

Coes constructed real exchange rate uncertainty indices for Brazil based on
Rothschild-Stiglitz (1970) ‘'mean-preserving spread’ with the additional

assumption of non-increasing absolute risk aversion. The estimation of the
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equations which included additional variables representing domestic demand
(capacity utilization) in the economy and relative prices of export products
yielded highly significant negative effects of exchange rate uncertainty on

exports in majority of cases.

Although the study on Brazrl 1nd1cated adverse effect ol exchange rate
1nstab1hty during the pre-crawling peg perrod Coes himself is cautious m
drawing a strong conclusion from these econometric results. It is possible that
the uncertainty proxy could be capturing the effects nmch more of a change in
the economic environment of Brazil since the late 1960s when government
pollcy there began clearly to become more export—onented The case of Brazil is
atypical in two other ways first, it was not a case of 1ncreased exchange rate
instability al”ter the breakdown of the Bretton Woods adjustable peg system but
ather of decreasxng real exchange rate uncertannty afler 1968 wrth the
1ntroduct10n ofa cra\vllng peg.and second the quantum of change in exchange
rate 1nstab1hty was much larger in Brale than in the case of many developed as

well as developxng countries.

Gupta (l980) consndered the 1mpact of exchange rate uncertarnty on the
exports of fwe developlng countries (Indra Israel, South Korea, Mexrco and
Taiwan) during 1960 1 - 1978 IV. The author addressed himself to two basnc
questions: one, whether exchange rate uncertamty has depressed aggregate
exports of these LDCs and two, whether in the case of countrres whnch adopted a
slngle currency peg, there has been a shlft in therr exports toward the peg-

currency COUﬂlI‘Y

Gupta used export supply functlons on the assumpuon that these countrnes

face a perfectly elastic demand curve for lherr products The supply varrables
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included in the export function are export price, domestic price and a capacity
variable represented by the logarithmic trend in industrial production. Two
alternative measures of exchange risk were computed by the author from the
price of domestic currency in terms of the SDR: (1) the mean absolute error.
ie., the meanv of ,the past 12-month absolute first differences (not in
percentages) of exchange rates and (2) the root mean square error, ie., the
square root of the mean of the squares of past 12-month first differences of
exchange rates. The first measure, as claimed by the author. is sensitiye to the
frequency of changes in exchange rates and the lalter sensitive to the

maganitude of changes.

The study by‘G_upta on aggregate exports indicated significant negative
effects of exchange risk for India and lsrael and not for any of the other
countries. Regarding bilateral exports, the aothor could not find any evidence
for the ‘trade concentration." hypothesis in countries which matntained a fixed
relation with the US. dollar during the period onder study (ie., Mexico. Taiwan

and South Korea).

Gupta's study. however, suffers froma nomber of difficulties. Pirst of all, it
elxes on the static expectation hypothesis regardrng exchange rate rrsk and
does not consrder alternative measures like the standard devratwn of percentage
changes. Secondly. Guptas measure of exchange rate 1nstab1hty 1s not l’ree
from unit of measurement and, therefore, is subject to bias even for mtra-
country comparison. Thirdly, the sxmplmcatxon of exchange rate as the SDR
value of domestic currency may not be quite appropriate for the set of countries
covered in the study. Fourthly, thh regard to India, the study estlmated a hngh
productive capacity elastncrty in export functlon (08 - 09) along wrth a very
fow export price elasticity (0 03) implying a heavy self—drnven pressure for

exports in that country irrespective of the price sltuatmn. Thrs cannot be true
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for a strongly inward-oriented economy like India.

While in the literature the controversy regarding whether nominal
exchange risk or its real counterpart iv‘s the appropriate variable to include in
trade equations continued, Bautista (1981) defined the concepts of nominal and
real exchange rate in an altogether different fashion such that both the real
and the nominal risk variables could simultaneously be used in the same
equation. He computed nominal exchange rate as a net (export minus imports)
trade-weighted effective exchange rate so that it measures the anti-export bias
in favour of import-substituting industries. On the other hand, the real
exchange rate is computed as an export-weighted real effective exchange rate
so that it measures the anti-export bias in favour of production for the domestic
market..9 The two measures of exchange rate instability are computed for each
month as the standard deviation of the previous 12-month nominal/real
exchange rates and averaged for each quarter. Bautista's study covered samples
of 22 LDCs for the period, 1974-79, and used quarterly data on export earnings in
US. dollars. It gave negatively significant effects for only two cases (Argentina
and Portugal) of nominal exchange rate uncertainty, and four cases (Argentina,
Colombia, Greece and South Korea) of negatively siignificant effects of real
exchange rate uncertainty. The author also reported two additional cases of
marginally significant negative effects with regard to nominal exchange risk

(Morocco and Philippines), and five additional cases of marginally significant

effect of real exchange risk (Costa Rica, India, Mexico, Spain and Taiwan). -

Bautista's exchange risk results are vitiated by the fact that he employed the
standard deviation of nominal/real effective exchange rather than the standard
deviation of percentage changes in nominal/real effective exchange rate. We

have discussed at length in Chapter 6, the drawback of the former measure
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when exchange rate series exhibit a clear trend. In simple terms, Bautista's
measure cannot be taken as a measure for short-term exchange rate in§tability

as it would have captured a part of the long-term trend of the series as well.

Rana (1982) examined the effect of exchange rate uncertainty on import
volumes in four ASEAN countries (South Korea, Taiwan, Thailand and
Philippines) by speciifying an import demand function which, other than the
exchange risk variable, contained relative price, real income, real export
earnings and the nominal import-weighted effective exchange rate. The author
employed various alternative exchange risk prozies based on standard deviation
and Gini mean difference of quarterly proportionate changes in both nominal
and real import-weighted exchange rate. The study which covered different
periods for different countries from 1960 I to 1977 11 showed that import orders
were significantly affected by real exchange rate instability in three countries
(South Korea, Philippines and Thailand) and by nominal exchange rate

instability in one country (Taiwan).

All the developing country studies so far, considered aggregate trade (except
that a part of Gupta's study was on bilateral exports). Chan and Wong (1985), in
contrast, estimated bilateral export functions for Hong Kong with regad to her
major markets, the US., the UK. and West Germany for 1977 ] - 1984 III. Besides
real income of the importing country, real exchange rate and time trend
variables, Hong Kong's export function included the exchange risk proxy
computed, following Cushman (1983), as the standard deviation of quarterly
percentage changes of real bilateral exchange rate for the recent four quarters
ending with the current period. However, the authors found no empirical
evidence of any significant negative effect of exchange rate variability,

current or lagged, on the volume of Hong Kong's bilateral exports in spite of
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experimenting with alternative estimation methods. However, the estimates of
Chan and Wong could be challenged as they are subject to simultaneity bias

stething from the neglect of supply i_nfluences.

84 AGeneral Evaluation

The survey of the major studies on the impact of exchange rate instability
indicates rather mixgd results. Theie éould be several possible reasons why
studies .have not produced conclusive evidence of an adverse impact of short-

term exchange rate volatility on trade flows.

First, the previous studies pefhaps.havé not béen able to cohstruct proxies of
exchange risk which could reasonably capture the cost of exchange risk. In
more recent years there have been amﬁipts to employ a series of risk proxies
based on different expectations assumptioqs in an attempt to get significant
results by at least one of them. Thisisa quéstionable approach as the a.uthors'
haye not been able to give any convinciné réason for choosiﬁg one vproxy over
the‘ others but rather' have gone bj thé performance of each proxy in
producing “good results”. Here we notice a highly‘ obiectiohabie tendency to
forego the need vto pursue good theory in.sele.cting an appropriate exchange

risk measure in favour of an attempt to report significant statistical results.

Willett (1986) suggests the need for analysing the impact of exchange risk
on trade flows by examining the contribution the exchange risk makes to firm's
overall portfolio risk. He particularly points to the empirical studies which
indicate a reduction in overall risk through iaclusion of several risky
international assets. Theoretically. ihis arises from diversification of the ri#k,
ie. through the negative covariance bétweéh 5, firm's different asﬁets,. ihe

returns from each although exhibit high variance. (See also Farrell et. al,,
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1983). If thisistrue then it can explain, to a certain extent, the insignificaat or
even positive exch#nge r:isk effects detected by some pre_vious studies on
developed country trade volumes. This is also consistent with the theoretical
possibility}of é stimulating effect of exchange risk on trade put forward by

Bailey et al. (1987).1°

Second is the argument by the defenders of the present floating system that
exchange rate instability is more a refleciion of the underlying ihstability of
the domestic economies than an independént cause of instability by itself.
(Willett, 1986, p.S102). Thus exchange rate instability is not exogenous but
rather endogenous, and hence capturing its separate effect, if any, is
statistically difficult. This idea is very well echoed in the review of exchange

rate volatility studies by the L M.F.(1984a).

- Pursuing the above-mentioned idea further, it can be envisaged that
attempts to keep exchange rates stable administratively in the presence of
underlying instability of the system could jeopardise trade more than when
exchange rates are allowed to be unstable to absorb the disturbance elsewhere
in the system. For example, in the event of a fall in demand for a country's
exports, exports and domestic output could be stabilized 1f the exchange rate is
free to depreciate. On the other hand, if the exchange rate were kept rigidly
fixed that would be destabili;ing to the dqmestic economy. Therefore, exchange
rate instability need not be costly @n a relative sense (see Crockéu and Goldstein,

1987,p.3).

In an absolute sense, it is pointed out that the exposure to risk arising fro:ﬁ .
~ exchange rate instability has been reduced by the development of effective
hedging techniques and future markets at a relatively low cost (see Group of

Ten Report, 1985, paragraph 16). This could be a third reason for not finding
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adequate evidence of an adverse effect of currency risk on trade volumes.

Fourth, the previous studies could be at fault in employing imprecise trade
functions. Therearea aumber of influences on trade behaviour and it has not
been easy to select the most crucial variables. Particularly, most trade models
are not fully specified supply-demand models, but either simple demand models
which ignore the supply variables or supply models which ignore the demand
varibles. The specification of a satisfactory dynamics for the equation is yet
another difficult issue. It is possible that the impact of exchange risk on trade
flov§ could take a much longer period than what has been allowed for by thé
prévious investiggtors using moélly quarterly data. In short, the | previous
exchange risk ;tudies may have been subject to shecification mistakes relatiné

to trade equalions.

Each of the reasons detailed above that are likely to be behind the failure to
establish empirically a definite link between exchange risk and trade flows,
need to bg fooked at from the point qf viev of developed and developing
countries separateiy. Regarding the inéccuracy of the exchange risk proxies
used, we agree that there is need lo view exchange risk in an altoge‘her
different perspéctive. In the context of developed countries, there appears to be
a large involvement in trade of blig' ;nulti-prodﬁf:t multinational firms. These
firms possess firstly, a great degree of geogréphical dispersion in their trade
and secondly, asset portfolios which are highly diversified. The [irst aspect
makes the 'variation of effective exchange rate’ t;:?:;esonable proxy of exchange "'
risk than the 'effectivg variation’, while the second aspéct entails the

consideration of covariance relationships among the entire asset portfolios of

the trader in order to determine the exchange risk effect.
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In LDCs, ind.ividual trading firms aré neither much diversified
ge_ographically nor do they possésé. diversified international asset portfolios.
Thereforé. an 'effective variaﬁon‘ measure like ‘the one initially suggested by
Frankél (1975) vouid be a mofe appropriate préxy for exchange risk (see also
Lanyi and Suss, 1982; and IMF., 1984a). However, it may be noted that, we have
not come across any single empirical trade study on developing countries

makin g use of effective variation measures.

Endogeneity of exchange rate instability is also true mostly with respect
only to developed countries. In the case of most developing countries, exchange
rate instability is largely imposed from abroad due to the instability of major
currencies in the international market and partly also due to the pegging
practices of developing country authorities. Therefore, we expect the
tractability of the impact of exchange rate instabi_lity easier in these countries

than in developed countries.

The availability of low-cost insurance facilities for the market operators is
found mainly in developed industrial countries. The maiofity of developing
countries still lack well developed financial markets with arrangements for
forward cover and, therefore, market participants in these countries are
exposed to high exchange risk (see Group of Twenty-Four Report, 1985,

paragraph 63).

The fourth and final explanation for the lack of robust exchange risk results
is the familiar mis-specification problem. It appears that this difficulty is more
evident in developing countries than for developed country studies. The
formulation of an export function is beset with greater trouble in the context of

the former than the latter. This is particularly so due to the significance of
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supply factors in the former. More of this will be discussed in Chapter 9.
However, it needs saying here that, in order to improve upon the estimates of
the trade effects of exchange risk in developing countries, more attention have
io be paid on fifst, the correct speciﬁcation of trade equatioﬁs anci seéond, the
conétrucztion of accdrété statistic#l proxies of exéﬁange risk relevant to thése

countries.
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Footnotes: Chapler8

1. Regarding nominal exchange rate expectations, one measure uses
forward exchange rate without risk premium and two other measures
make use of time-varying risk premium. See Cushman (1988) pp.320-1
for more details.

2. See Cushman (1986) for an attempt to incorporate third country
exchange risk effects for US. exports within a bilateral framework by
the use of covariance term.

3. See the trade literature survey for Goldstein and Khan (1985). By
ignoring the supply side of trade, these studies assume infinite elasticity
of export supply with respéct to price and other variables.

4. For Canada, the terms of trade term uses the export unit values of Canada
andthe US. asthe bulk of the former's exports is to the fatter.

5. Please see the earlier discussion in Chapter 6.

6. These exporis are termed ‘minor exports’ in Colombia,

7. The ratio of the volume of actual exporis to total exportable production
which Coes called ‘export coefficient’ was the dependent variable. When
both exports and production of exportables are increasing fast as was the
case in Brazil during 1968-73, the ratio of the two would be a more
appropriate variable for a stringent test of the effect of exchange rate

uncertainty on exports (Coes, 1981, p.120).

8. Gupta also estimated the export supply function in a simultaneous
equation model applying Two-SLS method and found no appreciable
change in the results and, therefore, concluded that for these countries
the small country assumption is validated. However, it may be noted that

in the demand equation employed by Gupta, there was no exchange rate
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volatility variable which is questionable.

9. While the nominal effective exchange rate is influenced solely by the
movements of foreign currencies, the real effective exchange
rate could be influenced by the independent pegging behaviour of the
LDC. See also Lipschitz (1979) and Bautista (1982) for the mathematical

proof.

10. See a discussion of this point also in Chapter 6.
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Chnpter 9
Dnd Exchlnge Rate Instability M’fect India's Exports7

An Econonetrnc Study

9.1 Introductxon

Ve saw in Chapter 7 that although the lndlan S basket system had been able
to reduce exchange rate instability partlcularly in real terms in compartsnn
with the previous sterling-peg period, the record had not been uniform
throughout. In the basket period, there had been years of falling exchange
rcskl followed by years of rrsmg exchange risk. The question then arises how

damaging had been exchange rate volaullty to the Indian economy?

The topic of the impact of exchange rate instability or uncertainty is quite
broad and our focus in the construction of the 1nstab1[1ty measures has been nn
the merchandxse trade and thereby we had completely abstracted from the
invisibles and capital account of external transactions. A justification for such
a narrovw focus is that trade in mvrslbles and capital flows are much less
sensitive to exchange rate rrsk than trade m merchandxse in a de\eloprng
country Cannot the same argument be apphedfo the case of unports as well in
the context of a highly controlled 1mport regrme that operates in India? In
Chapter 7 we considered the imports in the comtructlon of various exchange
rlek measures for Indxa smce we beheved that there is an impact of exchange
rrsk on the economy operating through the channel of imports. Most of India's
imports consist of vital imports to the industrial and agricultural sectors of the
economy and a part of it also goeq tmvarde meetmg the eqcentjal conmmpuon
requirements of the people Therefore exchange rate volatrhty is bound to

have eff ects on the economy asa vhole via 1mports
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It is one thing to know ahout the existence of an impact of exchange risk
through imports, but it is quite a different thing to estimate that impact. 1t is
really difficult to estimate the impact of exchange risk on imports. The impact
of exchange risk on imports is not expected to be felt in the short run in the
Indian context in the form of quantity and price effects as it is normally
absorbed in the government budget and in the profitability of private
importers. This is so because quite a substantial portion of India's imports are
canalized through governmental agencies and the bulk of the balance of
imports made by the private sector is subject to quantitative restrictinns. The
impact of exchange risk on India's exports, on the other hand, is easier to
estimate as that is expected to be exhibited fairly quickly in terms of price and
quantity. This is basically on account of the fact that in India there is a larger
role for market forces in the export sector than in tﬁe import sector. In this
chapter, therefore, we confine ourselves to India's export sector and estimate

the impact of exchange risk on that sector alone,

While the main focﬁs of attention is towards the impact of exchange risk on
India’s exports, we are also greatly interested in the impact of the exchange rate
on exports. In the context of a general study of India’s exchange rate regime,
how exports respond to exchange rate changes is of crucial importance.
Particularly with the above-mentinned government control on imports, the
efficacy of the exchange rate policy in India hinges very much upon the

exchange rate elasticity of exports.

9.2 Methodology
We develop a general model for India’s exports. This model will be first of all
employed in estimating aggregate exports. We will subsequently adapt this

model in estimating separately the two major component groups: (i)
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manufacturing product exports and (ii) non-fuel primary product exports. The
need for disaggregate estimation of trade behaviour has received considerable
altention ever since Orcutt (1950) wrote his famous article on trade estimation

problems. We explain below the rationale of this approach in our particular

context.

It is now well known that export elasticity (demand and supply) with respect
to price is quite different as between manufactured and primary products.
Therefore, when the share of these two compnnents in aggregate exports are
varying over time, the elasticity estimate from an aggregate equatinn is likely
to be unstable. For India, the share of manufactured products in aggregate
exports rose steadily from 51 per centin 1968 to as high as 72 per cent in 1956.2
Secondly, when export prices of higher elasticity export products exhibit lower
variation compared to those of lower elasticity proeducts, then the “historical”
price elasticity cstimatéd from an aggregate equation would be inappropriate
for policy purposes. This was illustrated by Orcutt (1950) and Barker (1970) in
the case of price elasticity of import demand; they found that primary

commodities had higher price variations compared to manufacturing products.

(See also Magee, 1975, pp.206-7).

Another major issue in the estimation of an export functivn is the
simultaneous equation problem, ie., the price and quantity of exports are
determined simultaneously through the operation of both demand and supply
factors and in practice it is not possible to identify demand and supp‘ly factors
separately through single equation methods. However, the demand equatinn
can be estimated without bias if the supply function is infinitely price elastic,
or if the demand function is stable whereas the supply function is unstable.

Similarly, the supply function can be estimated without bias if the demand
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function is perfectly elastic, or if supply equation is stable while the demand

equation is not (see, for example, Maddala, 1977).

A large volume of empirical trade studies has relied on one or the other of
the above simplifying assumptions. Thus, 2 number of export studies have
estimated export demand functions through the ordinary least squares method.3
This procedure is less justifiable for developing countries than for developed
countries as the assumption of supply constraints is more valid in the former
case than in the latter. In spite of the importance of supply factors in LDCs,
researchers have been estimating single equation export demand functions for
these countries ignoring completely the significance of supply in exports le.g.
Houthakkar and Magee (1969), Dornbusch (1985), Rittenberg (19%6), and
Bahmani-Oskooee (1986)]. We have also sume early studies concentrating on
India which have estimated demand functions for India's exports without
making any allowance for supply factors | e.g. Dutta (1965), Da Costa (1965), and
Agarwala (1970) ], although as noted by Peera (1979), Indian exports had been

subject to severe supply constraints during the period covered in these studies,

In contrast, there have been a number of other studies which link LDC
exports to supply factors alone including trade policy, a survey of which can be
found in Bond (1985). One can very well justify the estimation of a single export
supply equation for LDCs. The argument is that a typical developing country is
small such that it has no influence on world price of its exports and, therefore,
it isfacing an infinitely elastic demand curve for its export products. Ali (1984)
estimated a single equation aggregate exp,ort supply function for India and, he
justified the approach by stating that India has a very small and declining

share in world exports.
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However small may be the share of India in world exports, the country could
stilf be important in specialized items. 1n particular, there have been a number
of items in India's export basket whose share in world exports has been rising
(e.g., leather products, gems and jewellery, articles of apparel and clothing
materials). The predominance of manufacturing products in India's exports
could also imply a possible downward sloping demand curve for her exports.
Even in certain primary commodities, India has a large share in world expnris
(e.g., tea, raw leather, cashew kernels, pepper and shrimp) and one cannot rule

out the possibility of India influencing world price in these items.

The point that is raised isthat, single equation estimation of either a demand
function or a supply function is likely to give biased and inconsistent estimates
foﬂndin‘s exports. One solution to this problem is to use simultaneous equatinn
methods as was done by K‘han (1974) for a number of developing countries
including India, Sundararajan (1936) and Lucas (1988) for India, and Riedel
(1988) for Hong Kong. The most popular simultaneous equation methnd is the
two-stage least squares. All simultaneous equation methods give consistent
estimates, but in the context of a small sample, the bias in the estimates can be
quite large. Therefore, following Bond (1935) we have chosen the alternative of
solving the demand and supply model for equilibrium conditions to obtain the
reduced form equations and estimate those equations by ordinary least squares.
The estimated coefficients from such a procedure will be unbiased but they witl
be a mixture of both demand and supply parameters and, therefore, individual
parameters from the structural demand and supply functions cannnt be
recovered as the system is bound to be over-identified in most cases (see

Maddala, 1977).
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9.3 An Export Model for India

As indicated above, we do not make any ?x!reme assumption about the nature
of export demand and supply and attempt to specify a general demand and
supply model for India's exports with the objective of solving it under
equilibrium conditions. We try to incorporate as many explanatory variables as
theoretically relevant in a general case, and leave for estimation the burden of
deciding the significance of those variables in the determination of aggregate
exports as well as of the two component groups, namely, manufacturing and

non-fuel primary product exports.

Export Demand:

Modelling export demand is fairly simple. One approach is to follow the
conventional demand theory in which the consumer is assumed to maximize
utility subject to a budget constraint (see Kohli, 1950 and Goldstein and Ehan,
1985). Applying the utility-maximization approach, we can derive the demand
for export quantity as a function of foreign currency price of expnrts, prices of
foreign competing products, foreign money income and nominal exchange
risk. On the assumption of absence of money illusion for the foreign consumer,
the export demand becomes a function of the ratio between foreign curren;:y
export price and the price of forgign competing goods, foreign real income and

real exchange risk.

The above mentioned approach is valid for India's manufactured products
which can reasonably be assumed to be directed towards final consumption
ai)road. However, for lndia's primary commodity exports it would be more
appropriate to evoke the production theory and assume a cost-minimizating
approach. (See Burgess, 1974; and Eohli, 1982). Thus, with the additinal

assumption of absence of money illusion on the part of foreign producers who
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demand India's primary products, the quantity of export demand is a fuaction
of the ratio between foreign currency price of exports and the price of foreign

competing composite input, foreign real gross output and real exchange risk.

However, if we assume that the foreign price would represent the price of
final goods competing with India’s manufactured product exports and alsv the
price of composite input competing with India’s primary product exports‘. both
approaches yield to a single common equation. We additionally assume a
multiplicative form of equation for all explanatory variables including the

p)

exchange risk variable’. Thus the export demand equation, ignoring the error

term, becomes:
(1) XQq=®g+ Bd(XP»E-PP’)o Ya VY -+ Sd R

where the term for each variable represents its Iogarithms and the subscript d
stands for demand; XQ4 = quanity of export demand; XP = domestic currency
price of exports; E = nominal. effective exchange rate (units of foreign
currency per domestic currency); FP* = foreign price (in foreign currency);
WY = world real income; R = real exchange risk; &g . constant; Bg4and ¥4

are demand elasticities with respect to relative price and world income

respectively; and 84 is demand ejasiicity with respect to exchange risk. The

signs of the parameters are expected to be:
Bd<0;7d>0:6d<0

We further assume that export demand adjusts instantaneously within a year to

changes in all explanatory variables.

In fact, an export demand function should take into account the impact of
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tariff and non-tariff barriers to trade. We have not incorporated them here as
their quantification is very difficult. In particular, the international quota
system prevailing in textile trade, ie., the Multifibre Agreement (MFA), tariff
and non-tariff barriers on India's exports to the EEC, non-tariff barriers against
India's marine products to the US. and meat to the Middle East are worth
mentioning (see Wolf, 1982; Nayyar, 1‘587; and Sapir and Stevens, 1987).
However, it is expected that leaving out the influence of these trade restrictions

on India’s exports does not severely affect the results of our study.6

Export Supply:

Modelling export supply is more complicated and is very inﬁch a
controversial part of empirical work on trade (Goldstein and Khan, 1985, p.
1047) and that could be a reason why the supply side is assumed away in most
empirical studies. In the context of developing countries the task is made more
difficult due to two reasons: firstly, there existsa very complex system of export
incentives in these countries and, secondly, the capacity to export in these
countries is partly affected by rising domestic demand for exportables (Riedel,
1988, p.138). In the context of India, these factors are particularly relevant as

explained below.

In fact, the Indian export supply situation is complicated due to the
presence of a highly protected domestic industry,  on the one hand; and a
complex system of export subsidies, on the other. The licensing-cum-tariff
system of import control provides a high incentive for import-substituting
industries thereby rendering export production relatively unattractive. As if to
offset this imbalance, the export sector has been provided with a variety of
subsidies. The Indian export incentive system consists of (a) a duty drawback

system (b) cash compensatory support, (¢) concessional export credit (d) tax
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rebates on export income and (e) import replenishment licenses. We are not
going into details of each of these schemes except to say that previous studies7
have pointed out the highly unsatisfactory nature of the Indian export
incentive system. Apart from the long delay in the disbursement of the claims
under these items, it has been noted that they do not amount to much in the
form of additional incentive for exports as the bulk of it just compensates for -
the disadvantages in export production in comparison with production for
domestic sales. Secondly, a quantitative assessment of the total subsiciies under
all these schemes is exceedingly difficult particularly because of the provision
for the transferability of the import replenishment licenses for exporters.
There is no accurate picture of the premium these licenses carry in the market,
the knowledge of which is necessary to determine the quantum of incentive

under thisscheme,

The export subsidy system which had been in operation in India since the
early 1960s was dismantled in June 1966 following the rupee devaluation only to
be reintroduced more or less in the same form just after two months. The
system underwent several modifications since then. Nevertheless, a recent
study by Nayyar (1987) shows that the tinkering of the export subsidy system in
India has not led to any major "qualitative or even quantitative change” during
the seventies and early eighties (p. AN-80). Our study covers the perind 1958 to
1986. Although we do not fully subscribe to the view that leaving out the export
subsidy system from the export supply function is theoretically correct in the
Indian context, partly because of the difficulty in computing the series on ad
valorem rate of net export subsidy and partly also because of Nayyar's assertinn
of its unchanged qualitative and quantitative significance during the perind
under study, we do not consider export subsidies in the Indian export supply

equation. However, we state that to the extent that export subsidies have
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affected the growth of India's exports, our estimates will be bhiased.

Next, we have to consider the importance of demand pressure as a factor
influencing export supply in India. It could be argued that the effect of demand
pressure on exports is picked up by domestic price; the higher the demand
pressure the larger will be the domestic price, and farger the domestic price the
fess will be exported as domestic market becomes more attractive for the
exporter. We argue that domestic price only partially captures the impact of
domestic demand pull on India’s exports. The reason is that at the margin, firms
have a natural preference for domestic market to foreign market due to the fact
that domestic market is more secure and less competitive than the foreign

market.

There could be at least two ways in which domestic demand pressure cuts
into exports. Firstly, the process of domestic industrialization is bound to
generate a general awareness of the potential extra profits that can be had by
converting the hitherto eprrted primary commodities into more value added
items either for the domestic market or for exports. Animal skin and raw
leather, raw cotton, tobacco and iron ore are examples. Secondly, with an
overall rise in domestic demand one can expect a rise in consumptinn of
exportables too. Tea is a typical case in point. . The share of India in world
market of tea has been declining steadily which is attributed to the rising
domestic absorption (see Baladi and Biswas, 1937). Coffee, sugar and spices are

other examples.

How do we incorporate the impact of demand pressure in an export supply
function? We employ domestic real absorption, ie., real consumption plus real

investment (including government expenditure), as a proxy: for domestic
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demand pressure that curtails exports. Real national income is sometimes used
to pick up the domestic demand pressure (see Srinivasan and Bhagwati, 1975,
and Baladi and Biswas, 1987). But real national income in the context of LDCs
could represent more the productive capacity than the demand pressure as real

income in these countries is driven more by the supply side than the demand

side.

The best way to specify an export supply function for a developing enuntry
appears to be to combine the profit-maximization approach with the domestic
absorption factor. Holly and Wado (1986) give a clear exposition of how an
export supply can be formally derived from a profit function.. We have modified
that approach by incorporating the additional variables that represent
exchange risk and domestic demand pull. The resulting export supply equation

in logarithms is given as:
(@) XQ5 =% +B5 (XP-HC) f g (XP-HP) + ¥_KF + 85 HA+ &R

where XQg = quantity of export supply: XP = export price in domestic currency;
HC = domestic production cost; HP = domestic price; KF = real fixed capital stock;
HA = domestic real abserption; R =real exchange risk; ¢ = constant term; Bs,
B\S, vs and Og are export supply elasticities with respect to the respective
variables in the equation; and € is the supply elasticity with respect to
exchange risk. The signs of these parameters are given by

Bs 20; Bs>0: ¥g>0; 8¢ « 0 andég <0.

The first variable on the right-hand side of equation (2), ie. (XP - HC)
represents the absolute profitability of exports; the larger the difference

between export price and domestic cost, the higher will be the profitability of
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exports. The second variable, (XP-HP), indicates the relative profitability of
exports, i.e, the profitability of export sales in comparison with domestic sales.
Given the domestic cost conditions and domestic price of tradables, the trader
will supply more to the foreign market and less to the domestic market if export
price rises. Given the export price and cost conditions, the exporting firm will
supply less to the foreign market and more o the domestic market if the
domestic price of exportables rises. Besides, domestic resources can be
transferred from the production of tradables to non-tradables. In the case of a
rise in price of domestic non-tradables (which is also reflected in domestic
price), export price and domestic price of tradables remaining the same, the
trader can shift from the production of tradables as a whole to non-tradables

thereby reducing exports.

We did mention about the tariff-cum-licensing system which characterizes
India's import regime. Import controls adversely affect exports in two main
ways: firstly, by making exports' move . unprofitable than import substitutes
and secondly, by denying cheaper raw materials, components and machinery
either domestically or from abroad (see Clements and Sjaastad, 1934; and
Greenaway and Milner, 1987). The export supply function specified abnve is
able to capture this typical Indian phenomenon through domestic price and

domestic cost as is evident from the description in the previous paragraph.

The theoretically ideal specification of export supply function given above
has, however, to reckon with certain practical problems. First of all, there is an
time series data on domestic cost available for India. However, one can
construct a unit labour cost index for the manufacturing sector which could
fairly represent the unit total factor cost in a relatively labour-intensive

manufacturing sector of India. It is reasonable to assume that movements in



235

domestic cost are reflected in the movements in domestic price. This was tested
for the Indian case by regressing the logarithms of unit fabour cost (JLG) in

3 on the logarithms of manufacturing domestic

India's manufacturing sector
price [HPM (wholesale price index)] for 1967l to 1985 and found a close positive
relationship between the two (R2 = 96). This intimate relationship between
domestic price and cost would imply in turn a mulicollinearity problem if they
are retained simultaneously in the export supply function for estimation.
Therefore, we would better drop the cost variable altogether from the export
supply function and leave the domestic price to perform a dual function. In
other words, the gap between export price and domestic price, i.e. (XP-HP), will
capture both the absolute and relative profitability of exports. This procedure is

now fairly standard as indicated by the recent survey of trade studies by

Goldstein and Khan (1985, pp. 1047-8).

The next variable in the export supply function is EF, fixed capital stock,
which represents the productive capacity of the economy; the larger the
productive capacity of the economy the higher the capacity for export
production as well. Ali (1984) used capital-output ratio as the capacity variable
in the estimation of export supply function for India on the grounds that it
represents the capital-deepening process of industrialization which in turn
implies the possibility of producing and exporting more sophisticated goods.
Other proxies of capacity include trend in real national income (see Goldstein
and Khan, 1978; and Moran, 1989), trend in industrial production (see Gupta,
1980), deviations from trend of real domestic output (see Coes, 19%1; and Bond,
1985). The criticism against these proxies of capacity in an export supply
function which are employed in the absence of data on capital stock is that,
they do not fit well with an approach consistent with production function

which we have adopted following Holly and Wade.
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Finally, the exchange risk variable R, appears with a negative coefficient
as exchange risk constitute an additional cost to the international firm. In an
earlier chapter we did explain the exchange risk effect on export supply

diagrammatically through a backward shift of supply curve.

Following the discussion above we rewrite the general export supply

function by excluding the domestic cost variable as:
(3) XQS = ¢ s * Bs (XP'HP) * Vs ¥F » 85 HA es R

The above supply function assumes that export supply responds to changes
in all explanatory variables within a single time period which is a year in our
study. This is unrealistic. There are different ways in which disequilibrium |
behaviour can be introduced such asthrough the partial adjustment mechanism
employing the 'Koyck' transformation or by assuming a polynomial (Almon) lag
structure. In fact, the modelling of the length and pattern of lags in economic

relationships is one of the unsettled issues in econometrics.

The partial adjustment mndel although simple is criticised for its highly
restrictive nature in assuming a uniform length and pattern (geometrically
declining) of lag for all the exogenous variables in the equation. For example,
it is highly improbable that the pattern and length of lag in response of
exports to a change in relative price is the same as for a change in capacity
variable. Although polynomial lags are more [lexible than the FKoyck lags, the
resulting dynamics of the system depends on the degree of the polynomial, on
whether end-point constraints are imposed and, if so, in what way, and on the
number of lags introduced (see Goldstein and Khan, 1985, p. 1068). The

application of Almon lag structure involves considerable searching and some
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element of arbitrariness in arriving at the final dynamic specification which

becomes snmetimes very difficult to justify on theoretical grounds.

A new methoedology in econometrics is "cointegration".9 The _advantage of
thistechnique is that it provides a systematic way of estimating both the long-
run and short-run relationships among economic variables. However, we
decided against the use of the cointegration technique for two reasons. Firstly,
this approach h‘as so far been ‘employed in single equation models. Qurs is a
demand and supply model in which export volumes and prices are jointly
determined by a given set of exogénous variables subject to cross equation
restrictions of the structural equations. The precise meaning of co-integration
is not yet clear in a demand and sinpply systeni (Holly and Wade, 1954, p. 20).
Secondly, there is a limitation imposed by the availability of data. We have less
than 20 ohservations and at least five to six explanatory variables for each
equation.  The discovering of the fong-run and short-run relationships

through the application of cointegration in this context is almost meaningless.

‘In the light of limitations of the commonly emplbyed methods of
introducing dynamic adiustmét_at and also due to the ;napplicability of the co-
integration technique, we follow a simple procedure in our export supply
equation to make it more realistic. We assume that export supply adjusts to
changes in relative price and exchange risk variables with a lag of one year
whereas it adjusts to changes in capacity and domcestic demand pressure within

the same year. With these assumptions the export supply function changes ta:
(4) XQg= &g +Bg) (XP-HP) + B (XP-HP) . | +¥gKF+ § sHA+ €5  R+€ o R _ 1

where (XP-HP)_| and R.| are the lagged values of (XP-HP) and R respectively;
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Bs1 and B, are the elasticities with respect to current and previous years'
relative prices respectively; €51 and €52 are the coefficients with respect to
exchange risk in the current and previous years' respectively. The signs of the

new parameters are expected to be:
Bs1 2 0: Bs2>0: ¥g>0; 85 <0; €51 <0; and €57 <0
Now we b'ring the demand and supply equatinns iogéther. Solving the

equations (1) and (4) together for equilibrium we get twn reduced form

equations, one for export volume (XQ) and the other for export price (XP):

(5)  X0=®q+By(E+HP-FP*)+Bo WY +B3EF+ B4HA+BsR + Bg R+
87 (XP-HP) _ o

(6) XPatq+¥{ (FP*-E)e¥ WY+ Y3HP+¥4EF+ ¥sHA+ YgR »
Y7R. g +«¥g (XP-HP). ¢
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One advantage of the reduced form approach is that we are able tn get an

export quantity equationwith realeffeclive exchange rate (REER) as nne of the
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explanator.y variables (second t(;,rm in equation 3) and an export price equation
with foreign price in domestic currency (FP) as one of the explanatory
variables (second term in equation 6). The former enables us to straight away
estimate the export volume impact of an exchange rate depreciation. The latter,
together with the former, enables us to estimate the full export value effect of

an exchange rate depreciation.

The derivation of the export price equation in the above manner has
another major advantage. We note that the equation has foreign price in
domestic currency (FP) and domestic price (HP) as two exogenous variables. The
estimation of this equation for both manufacturing and primary' product
exports will enable us to comment on the comparative power of India's exporters

over the export price of these two groups of products.

Next, let us examine the coefficients of the focus variable, exchange risk, in
both volume and price equations. In the volume equation (equation 5) the sign
of exchange risk elasticity is negative in both current and previous years,
reflecting the unidirectionally negative effect of exchange risk from both
~ demand and supply sides. However, with regard to the price equation (equation
6) the sign of the risk elasticity is indeterminate for the current year and
positive for the previousyear. It can be seen that the sign of the current year
elasticity of exchange risk in the price equation depends on the comparative
importance of supply and demand influences; if the supply effect dominates the
demand effect. the sign of the risk elasticity will be positive and if the demand

effect dominates the supply effect the sign will be negative. This is explained
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further below,

Exchange rate uncertainty imposes additional cost on the supplier and
disutility on the demander leading to a decline in both supply and demand. This
in turn implies a higher supply price and lower demand price for exports in
comparison with a zero or low exchange risk situation. If the supplier hearsa
larger share of the burden of exchange risk than the demander, then the export
price will rise. If, on the other hand. demander bears a larger proportion of the
risk burden, then export price will fall. For a given level of exchange rate
instability between the currency of the demander and the supplier, the burden
of exchange risk borne by each depends nn the currency invoicing of trade. If
export; are invoiced in exporter's currency, then the exporter comple;ely
escapes the exchange risk as there is no uncertainty of export proceeds in terms
of exporter's domestic currency and, therefore, the exchange risk falls
completely on the importer. Instead, if exports are denominated in importer's
currency then the importer is completely free from exchangé risk and the risk
burden falls entirely on the exporter. In the former case, the export price is

bound to decline and in the latter export price is bound to rise.

Turning to the lag effect of exchange risk on export price, why is it
positive? We had earlier stipulated that the demand effect is felt nnly in the
current year but supply effect would linger on into the second year. If this
assumptinn is correct, then the coefficient of the lagged risk variable in the

export price equation will be positive.



242

Finally, we need to note the significance of the lagged difference between

export price and domestic price, (XP - HP)_y, in both export volume and price

equations. To the extent that we expect a positive lagged respnnse of expnrt

supply to relative price (see equation 4) the coefficient of (XP-HP)-} is expected

to have a positive sign iﬁ the volume equation (equation 5) and a negative sign
in the price equation (equation 6). The coefficient of this variable has l(g be
taken into account in order to compute the long-run effect of lreal exchangt;
rate an export volume. Similarly, the coefficients of (XP-HP)_{ has to be taken
into account in order to campute the long-run effect of domestic price on export
price. It may also be noted that the pr:ce equation could be a parual adjtmment

model with the lagged dependent variable appearing on the right hand mle

§.4 Data Construction

The World Tables 1987 of World Bank (Fourth Edition) is the basic source of
data odexport volume (_XO).expoft price (XP') and geal domestic absorption (HA).
We have [rom- the World Tahles lndia's aggregate exports, manufacturing
product exports and non-fuel primary product exports in current 1S, dollacs as
well as their corresponding export price indices. We estimated export volume
indices by deflating the dollar value exports by their respective doliar-based
export price indices. We thus arrived at export volume numbers for the
aggregate (XQT) manufacturing products (XOM) and non-fuel primary products

(XQP).

We generated domestic currency export price indices for aggregate exports

(XPT), manufacturing exports (XPM) and for non-fuel primary products (XPP)
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Sy adjusting the US. dollar-based indices by the annual exchange rate

conversion faftof also subplied in the World Tables.

A limitation of data is that,whereas trade da.ta are on calender year basis,
domestic absorption (HA) data are on fiscal year (April-March) basis. Thus we
had to treat the HA figure for 1968-69 fiscal year as pertaining to calender year

1968, and s0 on.

fixed capital stock (KF) is also conslfucted on a fiscal year basE (end of t;he
year) We have the flxed capital su)ck as on 3lst March 1971 Ty 19;0 71 rupee
prices prepared by the Central Stahstlcal Orgamsatwn f‘overnment of lndm
[Report pf the Working Group of Savings, 1982, p. 114__]. This is taken t» be for
1970 calender year and the series is constructed backward till 1968 and forward
up to 1986 by subtracting and adding respectively the net real fixed capital

formation for the corresponding years.

While construction of the total fixed capital stock series is easy. what we
really need is the capital stock series for the primary sector, manufacturing
sector, and the aggregate for these two sectors combined. Foftunately.‘
disaggregated capital stock figures are available for the bench mark period
ending 31 March 1971 from the same source quoted above. The disaggregated
depreciation rates are estimated for the beach mark year again by the Centml
Statistical Organization and given in the same document. We applied these rates
(2.37 per cent and 457 per cent of fixed capital stock for primary and

manufacturing sectors respectively) throughout the sample period on the gross



244

capital formation figures of the dlsaggregated groups available from National
AS.EQLI_QLLSMLIS.S Central Statistical Orgamzauon (‘overnment of India, and
built up the fixed capital stock series for the primary sector (KFP) and the
manufacturing sector (KFM): The capital stock for '_both' primary and
manufacturing sectors combined are computed as the weighted average of EFP
and KFM with wéights given by thé average share of px:iﬁxary products and
manufactured products in India's total exports during 1979-81. Their weights
worked out to be .359 for KFP and 641 for KFM.

The procedure for the construction of the real effective exchange rate
indices (REER)wasAlaid down in Chapter 7. However, for this study we estimated
an 11-country export-weighted real effective exchange rate series against the
11-country modified trade-weighted index in Chapter 7. These eleven countries,
which are the same used for the index in that chapter accounted for about 58
per cent of India’s exports to convertible currency area during 1979-81.10 The
export-weighting system is estimated on the basis of the share of the eleven
countries in India's aggregate exports during 1979-81 which are obtained
from IMF's - Direction of Trade Statistics, Yearbook, 1986. . The countries
included in the weighting system . along with their respective weights are

given below in Table 9.1,
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~ Table 9.1 Export Weighting in Computation of the Real Effective
Exchange Rate of Rupee

Country Export Weights

1. US. _ 245
2. Japan 4 200
3. UK. ' 145
4. Germany : - 115
5. Italy 055
6. Netherlands - | 057
7. France ~ ' 053
8. Belgivm | 046
9. Australia 032
" 10.Canada ' 020
11. Switzerland 032
Total 1.000

The computation of the REER involves computation of naominal effective

exchange rate (E), domestic price (HP) and foreign price (FP’) Ve computed E
and FP* separately as [l-country export-vexghted indices. The farmer
required eleven bilateral rates and the latter the wholesale priceindices of lhe
eleven countries. Theeleven rupee rates are generated fr(un dollar rates gnven
in IMF's m}_t_na_l&!lil_ﬂu_l_m,iuﬁ (IFS), the detaxled pracedure of
which- aexplauned in Chapter 7. HPis taken as the vholesale pnce mdaces of
India. FP* and HP are both culled oul from lMFs IFS Supplemenl on Price
Statistics, 1981 and 1986, - as vell as some past and recent mdmdual maonthly

issues of IFS.

In fact, the REER series computed in the above mentmned way ls relev.mz
only for estimating lhe aggregate export equatwn The series hds to be

different for the two dlsaggregated export functmns However as expLuned in
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Section 9.3, fore'ggn prices of competing final goods or intermediate products
could be represented by the foreign wholesale price indices irrespective of the
export group. But regarding the domestic price we used the wholesale price
indices for manufactured products group (HPM) in the construction of the real
effective exghange rate relevant for manufactured product exports (REERM)
and the wholesale price indices for primary commodity group (HPP) in the
construction of real effective exchange rate x‘élevant to primary peoduct
exports (REERP). The wholesale price indices for the disaggregated groups are
obtained from Economic Survey , Government of India, various issues. One

limitation of this data is that they are on financial year basis.

Foreign price in domestic currency (FP) involves both foreign price (FP*)
and nominal effective exchange rate (E). The separate computation of hoth

were explained earlier.

- The construction of real exchange risk proxies appropriate for India's
exports constitutes a major task. We did compute eight different measures of
exchange risk, consisting of both nominal and real measures for the analysis in
Chapter 7. For the purpbse of the study in this chapter we constructed four real
exchange risk proxies. Here we used export weighting instead of modified trade
weighting used in Chapter 7. The export weights are the same indicated in Table
9.1. The four alternative real exchange risk proxies are (1) real effective
variatibn based on standard deviation of percentage changes (REV1), (2) real
effective variation based on mean of absolute percentage changes (REV2), (3)
variation of real effective exchange rate based on standard deviativn of
percentage changes (VREERL), and (4) variation of real effective exchange
pased on mean of absolute percentage rhanges-(VREERZ). REV1 is the most

preferred exchange risk measure for India because [irstly, it is consistent with
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the geographically undiversified nature of India's individual exporters and
secondly, it is based on a more realistic expectation hypnthesis. VREERI is the
conventional measure employed in a number of previous studies nn both
developed and developing countries. We insist that while this measure could be
a reasonable proxy for exchange risk in developed countries where’ individual
traders could be well diversified, it cannot capture the exchange risk situation
in developing countries in a satisfactory way. Please recall from Chapter 7 that
the exchange risk measures are computed for each month on a moving basis
making use of observations of the past 12 months and averaged for the calender

years, 1963-87.ll

One limitation of the various exchange risk measures we constructed is that
they do not distinguish between the two disaggregated export sectors. This is
due .to the fact that we did not have a consistent monthly series on
manufacturing and primary commodity prices for the entire perind of nur
study. Therefore we had to apply the same overall real exchange risk proxies

for the estimation of export functions of the disaggregated groups as well.

World real income (WY) is estimated as an  export-weighted real
income index of three groups of countries: (1) developed market econnmies, (2)
developing market economies and (3) centrally planned economies. The
weightsare the share of the three sets of countries in India's aggregate exports
over the period 1979-81 and is hased on data from IMF's Direction of Trade
Statistics, Yearbook 1986. They are 494 for the first country group, .318 for the
second, and .188 for the last. Real income for these separate .country groups are
obtained from the UN. National Accounts Statistics, various issues. However, it
may be noted that whereas for the first two groups real GDP-numbers are used

for the third group NetvMaterial Product (NMP) alone is available.
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Ve, fn fact, wanted to extend the study backwards so as to bene[il from a
large sample, but could not undertake that mainly because of the massive
devaluation of the rupee that occurred in June 1966. Although our sample starts
in 1968, in the computation of exchange risk proxies we use the previous 12-
month observations and thereby making 1967 the start of the basic perind we
used. We are aware that th;s use of data before 1967 would create bias in the
exchange risk measures based on standard deviation due to the large discrete

exchange rate change that took place in 1966.

5.5 Analysis of Exchange Risk

Fig.9.1 mapsoutthe annual average trends in rupee's export-weighted real
effective variation during 1968-87 based on two measures, viz. the standard
deviation of percentage changes (REV1) andv the mean of absolute perceatage
changes (REV2). Fig. 9.2 gives similar trends in variation of export-weighted

real effective exchange rate of the rupee (VREER]1 and VREER2).
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Table 9.2 brings out the correlation among the four real exchange risk
values. It indicates a fairly high correlation (R = 90) between the two elfective

variation measures, REV]1 and REVZ and a slightly lower correlation (R = $1)

Table 9.2 Correlation Matrix of Export-weighted Real Exchange Risk
Mcasurcs, 1968-872

REV1 REVZ  VREER!  VREERZ

REV1 1.000

REV2 901 1.000
VREER] 813 695 1.000
VREER2 816 886 814 1.000

a. Each measure is calculated monthly on a moving basis taking into
account ebservations for the previous 12 months. The correlation matrix
is, however, based on annual averages.

between the measures of variation of effective exchange rate, VREER] and
VREERZ. The correlation between measures of effective variation and the
| corresponding measures of variation of effective exchange rate is lower for
th(;se based on standard deviation of percentage changes (ie. R = §] between
REV] and VREER]) than those based on mean of absolute percentage changes
(ie. R = .89 between REV2 and VREER2).

Table 9.3 brings out more statistical details of the four exchange risk
measures. Asexpected, rupee’s effective variation is higher than variation of

effective exchange rate indicating negative covariance between bilateral rates.
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Table 9.3 Mean, Standard Deviation and Coefficient of Variation of
Real Exchange Risk Proxies, 1963-87%

Measure of Mean Standard Coefficient of

Exchange Risk Deviation (SD) Variation (%) (CV)
1. REVI1 2.176 518 238
2. REV2 1.734 © 390 4 225
3. VREERI 1672 365 - 218
4. VREER2 - 1.376 287 ~ 209

a. Each measure is computed monthly on a moving basis taking into account
observations for the previous 12 months. The mean, SD. and CV. are,

however, for the annual averages.

However, the coefficient of variation of exchange risk exhibit only marginal
differences among the four measures with a slightly higher value for effective
variation (23-24 per cent) than for variation of effective exchange rate (2]-22

per cent).

It may be recalled that the exchange risk variable relevant for India's
exports are the effective variation measures rather than the variation of
effective exchange rate measures. The lalter assume that there is ample scope
for traders to substitute markets of low exchange risk for markets of high
exchange risk. But in actual practice traders particularly in LDCs have very
limited possibility to constantly shift between markets depending ¢n the
cpmparativg currency risk. Nevertheless, we have retained the measures of
variation of effective éxchange rate, [irst because they are the conventinnal
“measures and second to see whether they make much difference to the results

provided by the effective variation measures. .
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96. Estimation and Results

9.6.1 Estimation Procedure

Using OLS method, we estimated the quantity and price équations (Equation
S and 6) for India's exports in the aggregate and also separately for the
manufacturing and non-fuel product groups. The estimation proceeded in the
following way. Each equation was estimated with the first exchange risk
variable, REV1 and all ;)lher non-risk variables. Following the procedure of
eliminating variables with low t-ratios one after annther we arrived at the final
specification. Then each of the other three risk variables was substituted in
turn into the resulting specification for each equation. The final specification
was tested against the general specification by employing F-test for joint
restriction. The result of the final specificalion are also subject to parameter
constancy tests. They were carried out for the last seven years of the sample by
employing the Chow-test and also the forecast Chil_test. Depending upnn the
availability of degrees of freedom, additional tests for serial correlation by
employing Box-Pierce (BP) statistic and Langrange-Multiplier(LM) statistic in
their F-form were also done. We used PC-Give Dynamic Modelling Package for
estimation and diagnostic tests. The results of the various diagnostic teste are

reported along with each final specification.

96.2 Estimation Results S
and_ 9.10

Tables 9.4 to 9.7 and also Tables9.9,give the regression results involving our
preferred exchange risk variable REVL. In each table, results from the general
equation along with results from the final specification obtained by nmitting
variables with low t-ratios (generally below unity) are given. The results

obtained by substituting other risk variables are, however, reported in

Appendix Tables A9.1 to A96. We shall, first of all, examine the results of
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equativns incorporating the first risk variable. Here we shall give attention to
the coefficients of both exchange risk and non-risk variables. Later on we
shall make a comparative analysis of exchange risk effects by bringing

together results based on all risk measures.

a) Re%ﬁlis from Aggregate Expdrt Eq‘uétiohs

Tables 94 and 9. 5‘ report results from the estimation of aggregate export
equations for volume and prnce respecuvely The fmal speuﬁcatmn of the
aggregate volume equation indicates that real effective exchange rate (REER)
world income (WY), domestic absorption (HA) and real exchange risk (REV1)
significantly affect India's exports, whereas the price equation indicates that
world brice in domestic currency (FP), domestic price (HP) and fixed capital
stock (KF) and real 'exchange ri;sk (REV‘I)’ are imﬁortant bin determining
domestic currency export price. All non-risk variables have the expected signs
except for WY. WY appears with an unexpected negative sign in volume
qu:tion and that needs explanation. These final specifications fit the data well
and also pass the diagnostic tests relating to serial correlation and parameter
constancy. They also satisfy the test against the unrestricted model. The results
vmdlcate tha}t %t;h:iz;itncnty of export quantity with respect to REER is slightly
above unity. A the export price is. .. _.-positively influenced by both
foﬂr‘eign and domestic prices, the elasticity with respect to the latter is unity

while the elasticity with respect to the former is about half.
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Table 9.4 Regression Results for Volume of Aggregate Exports
' (Sample Period: 1969-36) ‘ ' '

General Equation:
XQT = 11.306 - 1.153*** REER - 1.226* WY + 1.717** KF

(364 (-4.11) (-208)  (236)
- 839 HA + O15REVI - .127* REV1 -1 + 234 (XPT-HP) .
(-125)  (.18) (-189) (57)

RZ-958 SEE- 056  RSS=0315 DW= 1668

Final Specification:
XQT = 12.059 - 1.209°** REER - 1.090° WY » 1.846*** EF
(479 (-5.03) -217)  (313)

- 987 HA - .143** REV1 .
ST (-205)  (-2.48)
R2.956 SEE=052 RSS=.0326 = DW=1622-
| Chow (75) = 63 ForecastChi¢ (7) =11.93

Test against unrestricted spéciﬁcalion: (Fp,10) = 17

ex gignificant at one per cent level
ahe " five "
’ L] ten L]

Note: Figures in parentheses are t-values. '
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Table 9.5 Regression Resul;s for Price of Aggregate Exports

General Equation (Sample Pe:iod: 1969-36):
XPT--817+ 479 FP+ S3LWY. 809%** HP+ 162 KF
C4) Q0D (08 (428) (.32)
- 559HA-197*** REV1 + 038 REVI_ |- .361 (XPT - HP).;

-136) (-382)  (69) (-147)

R2-998  SEE = 033  RSS =.0099 DW =2 644

Final Specification (Sample Period: 1968-86):
XPT = -619 « 534***FP « 1016*** HP - 492**EF - 151*** REV]
(-159) (4.04) (6000  (-237) (-351)

R2-997 SEE=.037  RSS= 0194 DW= 2220

BP(215) =350 LM(113) = 102 Chow(77) = 43 Forecast Chi2 (7)=950

Test against unrestricted specification: F(4,9) = 2.16

»»* significant at one per cent level
Lt " five "
* " ten

Nate: Figures in parentheses are t-values

Turning to the perverse sign of foreign real income elasticity of India's
export volume, one explanation stems from Johnson's (1957) analysis of trade
and economic growth. The point is that, the foreign export demand coastitutes
the balance between foreign production and foreign consumption and it js
possible that changes in former can exceed changes in latter. (See Magee, 1973,

pp. 188-190 for a malhema»tical illustration). This, however, assumes that the
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rise in world production is import-substituting. 1f the extra world production is
export-oriented, then the world income coefficent could still be positive. The
second explanation is, of course, offered by demand theory in refation to
inferior goods. In spite of these thenretical possibilities, empirical evidence of a
negative income elasticity of export demand has been scanty. One of the
reaspns for this, according to Magee (op. cit. p. 191), is the lack of candour
among researchers to report such findings. Khan's (1974) study of developing
country exports, however, did report a negative income elasticity of export
demand for Indian aggregate exports but the coefficient was statistically

insignificant.

Vhatever be the theoretical reasons, we do not believe that there is a
significant negative world income elasticity for India's exports. We suspect that
our results are affected by multit:ollinearity.lz In the present case, KF, WY and
HA are highly collinear and we believe that this is instrumental in giving the
perverse sign for the world income coefficient. By omitting KF from the export
volume equation, the coefficient for WY become positive though insignificant,
but that changes the sign and significance of HA. Omission of both EF and HA
leads to a positively significant coefficient for WY, but that. results ia
considerable decline in DW value implying the omission of refevant variables..
By omitting HA alone, the coefficient of WY  becomes negative though
insignificant. The drastic step of dropping WY from the equation did not
produce good results either, as this leads to the insignllficance 6[ HA though
with the correct negative sign and to a low DW value. The results from these

alternative specifications are reported in Appendix Table A9.7. -

In the light of the defects of alternative specifications, in spite of the

perverse sign of world income elasticity that specification has been retained.
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Besides, the results from that specificzition satisfy the criteria of goodness of fit,
absence of serial correlation, and paranieter stability tests. Finally, the interval
estimates for the income elasticity in the quantity equation at 95 per cent

confidence level suggested the probability of positive values for the coefficient.

One result which rems}ined consistent all through the estimation procedure
for the aggregate export equations has been relating to the exchange risk.
There is strong evidence of a negative impact of exchange risk on hoth the
volume and price of India’s aggregate exports, the former occurring with a
one-year lag and the latter occurring within a year. This result does not appear
to suffer from the problem of multi-collinearity as the exchange risk proxy is
least correlated with other explanatory variables in the equation. In the final
specification, exchange risk is significant at five per cent level in the quantity
equation whereas it is significant at one per cent level in the price equation.
The negative influence of exchange risk in the current year in the price
equation indicates the dominance of demand influence over supply. This is
elaborated in Section 9.3. Basically, the effect of exchange risk is to reduce
both demand and supply. If the demand effect predominates, the export price
will decline; if the supply effect predominates, export price will rise. Before
making a detailed analysis of these results, let us examine whether they are

corroborated by the resuits from the disaggregated equations.

b) Results from Manufacturing Export Equations

Table 96 gives the estimation results of manufacturing export quantity
equation and Table 9.7 gives those of the correspondiong price equation. The
final specification of the volume equation has two alternatives. The first one
reports that manufacturing product exports are determined by real effective

exchange rate(REERM), fixed capital stock (KFM) and real exchange rate
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uncertainty with a lag (REV1.1), and second one reports that the significant
variables in determining manufactured exports are REERM, WY and REV1 .
Once again we confront the multicollinearity problem; the high
intercorrelation between KFM and WY makes both appear insignificant if tried
together, with a negative coefficient for the latter, but the omission «f any one
makes the other significant with the expected sign. Whereas KFM and WY are
significant (at 10 per cent level) in separate specifications, REERM and REV1-q
are strdngly significant in all alternative specifications. The elasticity of
volume of manufactured product exports with respect to REERM is well above
unity. We have no reason in preferring one to the other of the twn alternative
specifications and, therefore, keep both. Either specifications give equally gond
results including parameter stability and the satisfaction of F-test for parameter

restriction.
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Table 9.6 Regression Results for Volume of Manu[actunng Product
Exports (Sample Ponod 1969-86)

General Equation:
XOM = 10.896 - 1.394** REERM - .181 WY . 869 EFM

(184 (-2.82) -17) . . (43)
- 289 HA + 075 REV1 - 374° REV1-1- 293 (XPM-HPM) -
7). (32 (203 (4D
R2.-862 SEE-.131 RS$=.1723  DW=2.105

Final Specification:
(1)XOM = 9.842 - 1.405*** REERM + .321* KFM - .302** REV1 . }
(3.99) (-3.61) o (190) 0 (-254)

R2- 3848 SEE = .117 RSS = 1905 DW =1923
BP(214)=75 LM (L,13) = 467 Chow (7.7) = 30 Forecast Chi2 (7) =477

Test against unrestricted specification: F (4,10) = 26

(2) QM =8.319- 1.339*** REERM » 521 * WY - 297** REV1.)
(249 (-309) (182)  (-248)
RZ= 845 SEE=.113 RSS=.1939 DW =1745
BP (2,14)+.33 LM (1.13) = 03 Chow (7.7), = 83 ForecastChi2 (7) = 3.15

~ Testagainst unrestricted specification: F (4,10) = .31

»=+=Significant at one per cent level
five y
ten

[ X "

»*

Note: Figuresin parentheses are t-values
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Table 9.7 Regression Results for Price of Manufacturing Product
‘ Exports (Sample Period: 1969-86)

General equation. .

" XPMe -495+¢ 273FP- 602 WY+ 1.015%* HPM + 1.275 KFM
I 38) 0 (51 (285) (1.05)

- 440 HA - 255* REV1 + 103 REV1.1-.384 (RPM-HPM)_ -
(-47)  (-193) . (819)  (-96)

R2994 - SEE= 073 RSS= 0474 DW = 2175

Final Specification:

XPM=-4.134+ 1214*** HPM +» 597" HA - .143* REV1
(-6.10)  (7.60) 204  (-177)

+.197%* REVI
(2.62)

RZ=992 SEE=067 RSS=0580 DW =249
BP (2.14) = 54 Chow (7.6) = 90 ForecastChi2 (7)=104 .

Test against unrestricted specification: F (4,9) = 50

=+x significant at one per cent level
e " five "
* " ten "

Note: Figuresin parentheses are t-values .
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The price equation pertaining to manufactured product exports produces
more conclusive results. Asseen from Table 97 they indicate the dominance of
domestic price (HPM) and domestic absorption (HA) and'real exchange risk of
the current year (REV1) and also previous year (REVI.1). We have not been
abte to.ﬁnd evidence of the influence of foreign prices (FP) on India's
manufacturing export price which is an extreme result which needs to be
examined more closely. Regarding the effect of exchange risk, we get a
negative coefficient for the current year and a positive one for the previnus
year. This points to the fact that demand forces prevail over supply in the first
year and a strong supply influence in the second year. These results also

require more detailed explanation.

Now let us. first of all, examine the effects of non-risk variables in the
export price equatmn FP is foreign prtce in terms of domestxc currency and
therefore. has two components (1) average fore:gn pnce in terms of forengn
currenctes and (2) nominal effective exchange rate. The non-significance of
FP in export price equation indicates tnat nominal exchange rate changes have
no effect on eprrt price (in ‘domestic currency) But we saw from the results i.r
manufacturmg export volume equauon that exchange rate changec do affect
expart quantity strongly. There appears to be a dxchotomy between expart
quantity and export price here. The questmn can be posed thxs way: mppme
there is a devaluation. Then, can 1t stunulate manufactured product exports
without raxslng the domestic curren cy prtce of exports? Thn can occur ,f th ree
condtttons are satisfied sxmultaneously (a) the forelgn currency pru.e of
exports are reduced by the same extent of devaluatmn (b) a downward slaptng
demand curve for exports and (c) constant returns to scale in export

productwn Thts is 1llustrated in Fig. 93 below
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Fig. 9.3.

Market for Manufactured Exports

D D
Domestic Currency Priceof | ‘\ _
\
Manufactured Exports - : \\
\
XPMo |2 ' s
\
\
\
\
D ‘p
I0Mo  XOMy

VYolume of Manufactured Exports

The diagram above presents the market for India's manufactured exports
under certain extreme assumptions listed in the preceding paragraph. DD is the
demand curve. It is downward sloping which means that given the exchange
rate, India can export more by lowering the export price. SS is the export
supply curve. This is a horizontal line which indicates constant returns to

scale. The initial equilibrium quantity and price of exports are given by XOM,

and XPMg respectively. A devaluation of the exchange rate is indicated by a
rightward shift of the demand curve from DD to DD, As a result, volume of

exportsincreases from XM to XM while export price remains at XPMo.-

The illustration above of the export price behaviour, as thrown up by the
regression results, depends crucially upon the assumption of infinite elasticity
of export supply in manufacturing sector which is hard to believe in the
context of India. We suspect that the regression results of the export price

equation do not indicate a significant exchange rate effect because that effect is
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captured by the manufaéturing domestic price (HPM) which is another
‘argume’nt in that écjuation. This is quite possible as there is likelf to have a

causal relatiodship between exchange rate and domestic manufacturing price.

In order to have an idea of the separate effect of exchange rate on expnrt
price of manufactured products, which is believed lo be concealed in the
domestic price of manufactured products, we thought it neceSsary to specify a
manufacturing domestic price equaﬁbn which includes. among other variables,

an exchange rate variable. We now turn to the task of specifyihg and

estimating such an equation in the section below.

" A Domestic Manufacturing Price Equation for India.

Modelling of manufacturing price behaviour in India cannot ignore the
crucial 6gricultur‘e-industry linkagé that exists in the Indian economy.
Although declining, agriculture accounts for a. conéidérablé Shire of raw
materials fof the Indian industry.ls More imporlantly.'agriculturd(pmduction

14 Because

constitutes over 60 per cent of the industrial vorkci‘s’ family budget.
of these factors, the variable cost‘in the Indian manufacturing sector is
significantly dependent on the agriéultural s‘;:bply‘situati(-n. ‘An adverse
supply shock in agriculturc, for example, triggers off inf!ationary' expectations
in the economy which encourages hoarding and thereby pushes up raw
material prices for the ago-based manufacturing sector and also wage costs in
the entire manufactut_‘ing sector., The Indian manufacturing sector also
depends heavily on imports for meeting the requirements of raw materials,
components and machinery. Therefore, manufacturing costs are also

influenced by import price. Based on these considerations we can specify the

domestic manufacturing price equation as folfows:
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In HPM=a+ by In AS « b, InAS.y scy InIPecp In [Py «dT
where HPM = manuf acturing domestic price (wholesale price index)
AS = agrncultural praduction mdex15

IP = import price index (in domesuc currency)m

T . = trend

It might seem that we have followed a pure supply-side approach to price
determination here. A aumber of empirical studies on inflation in Iadia have
not been able to dete‘ct a significant role for demand including money supply.
(e.g., Aktar, 1975; Rana and Dowling, 1983; Saini, 1982 and 1934; and Chatterji,
1985). A recent study by Madhur and Roy (1986) however demonstrated the
mfluence of demand factor (capacnty uultzatlon) in determmmg lndustrml
prices in India within the framework of a ‘'mark-up’ dmdel. In our model, the T-
variable, while statistically justified by the existence of trends for all variables
in the model (see Maddala, 1988, p. 104), will inevitably pick up the trend
component of all influenceson manufacturing price which are not included in

the equation, particularly the demand variables like the money supply.

The manufacturing price equation has been estimated for the sample period

1968-86 (annual data) and the results are given in Table 98 on the next page. -



265

Table 9.8 Regression Results of Manufacturing Price Equation

(Sample Period: 1963-36)

In HPM =6.548 - 292 In AS-.389* In AS_{ + 265*** In IP
(448) (-158) (-.204) (363)

-152**In IP_{+ 0847*°T
(-2.18) (7.54)

R2-995 SEE~.036 RSS=017 DW =1666

BP(2,15) =103 Chow(7.6)=.44 ForecastChiZ(7) ~2.18

««+ Gignificantat one per cent level of significance
®ae “ H "

five
* " ten

Note: Figuresin parentheses are t-ratios.

The results are salisfa;tory and in tune with the theory we explained
earlier. Specifically, the import price glaslicity indicates that a 10 per cent
devaluation would lead to only 1.1 per cent rise in manufacturing prices within
two years. The impact is much larger at 26 per cent in the first year but
declines in the second year, pnssibly dug to the additional import-substituting

domestic production induced by devaluation.

" The purpose of estimating the manufacturing price equatiion has been to
establish the possibilii)’ of exchange rate changes affecting the domestic
currency price of export price of India’s manufactured product exports. We
. were unable to disentangle that effect from the effect of domestic
manufacturing price because of the strong causal relationship between

exchange rate and manufacturing price in India. By substituting the results of
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HPM equation in XPM equation results in Table 9.7, we get the long-run export
price elasticity with respect to FP as .137 with a much higher. short-run
elasticity of .322. This removes the dichotomy between export price and export

quantity we noted in the regression results of manufacturing export equatinns.

Nevertheless, the results lead us to believe that Indian manufactured
product exporters have substantial power over the export price. They are
mostly price-setters rather than price-takers. There is thus evidence to state
that India's manufactured exports are differentiated products rather than
standardized products for which there exist perfect international substitutes.
Domestic cost and price and, to some extent, domestic demand pressure influence
the export price of India’s manufactured exports. The foreign price including
exchange rate do have some influence on India's export price particularly in

the short run, but that effect is marginal in the long run.

¢) Results from Non-fuel Primary Product Export Equation:

Table 9.9 reports the details of the results from primary export volume
equation. Here too, we have two alternativé final specifications: the first one
with WY, and the second with capital stock (KFP) instead of WY. The results
from the general equation indicate that, WY and KFP have exp;:cted positive
coefficients but are both insignificant whereas they are significant if tried
alone in separate equations. We again suspect multicollinearity to be
responsible for thissituation. We keep either specifications as they are equally

good in all other respects.

One striking result from the primary product export quantity equation is
that, the real effective exchange rate(REERP) while strongly significant in the

first year with the expected sign, has that effect partially nullified in the
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second year by an unexpected negative sign on the lagged value of the

difference between export price and domestic price, (XPP - llPP)-].]7

This may
be explamed asa stock holdmg effect. Although pr:mary sector, particularly
agnculturc is characterxzcd by fow pncc elastncxty of production, there can be
a large short run export response from thts sector through drawing down of
stocks. However, partncularly with the dominance of tree crops in primary
exports vhere the productxon rc%ponse takes several years, a decline in exports
can be expected in the second year as in response to an export price rise exports
rise shérply inl thé' first year by depleting inventories. Taking into account
this typical behaviou; of primary commodity exports, the long-run elasticity of
exports with respect to real ef fective‘ exchahge rate works out to be Jess than
unity. (6 and 9 by the final sj\eciﬁcation © alternatives one and two
respectively, ignorihs the sign). This compares with the larger elasticity tlf
more than unit); for ntanuf actured product exports (1.3 and 1.4 respectively for

the two alternative final specifications). . = - .

Anocther important result from the primary product export volume equation
is that it gives evidence of a strong negative domestic absorption effect on
primary product exports This is indicated by each of the two final alternative
specifications, although the value of the coefﬁcxent is strikingly different
which may be attributed to multicollinearity. We could not detect any
significant domestic absorption effect in the manufacturing export sector
through tl'xc"volume‘equation although some indirect evidence of it was noted
through tﬁe manuf\acturing’ cxport price equatttnn (see Table 9.7). As against
this, it appear! true to ﬂtatc that the Indian primary commodity exports are

con«traxned by thc fast growth in domeetxc absorption of exportables.

4
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Table 9.9 Regréssion Results for Volume of Non-fuel Pr'intty
Product Exports

General Equation (Sample Penod 1969-86):

XQP « 15.244 - 1.457*** REERP + 558 WY « 876 KEP
(406) (-3.99) m

- 1688 HA - O10REV1 + 039REVL_ | - 669* (XPP - HPP).§
-1.7D  (-.11) (47) (-2.11)

RZ - 881 SEE-073 RSS=0527 DW=2310

FmalSpeuhcatmn (Sample Period: 1968-86) ‘
(1) QP = 14.347 - 1.449"** REERP » 1.120°** WY-1. 10)"M HA

(5.12) (-489) (402 (434
- 818*** (XPP- HPP) _
(-365)

R2.-834 SEE=.064 RSS=0574 DW=-2.163 :
BP(2.15)=.49 LM(1,13) =.15 Chow (7.7)=2.09 Forecast Chjl (7)=562

Test against unrestricted specification: F (3,10) =.30

(2) XQP = 16.283 - 1.510*** REERP + 1.622*** KFP - 2079***HA

(5.49) (-471) (3.44) (-3.75)
- 563** (XPP-HPP) _j
(-2.33)

= 865 < SEE~.069 RSS=.0671 DW =1800
BP (2.15) = .39 LM (1.13) = .00 Chow (7.7) = 1.75 Forecast Chl2 (7)=1162 .

-Test against unrestricted specification: F(3,10)= 91 .

sen ngmficant at one per cent level
five "
» " ten

»w »

L]

Note: Figures in parentheses are t-values. - -
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Why is is that the domestic absorption effect is evident more in the case of
India’'s primary producl exports than for her manufactured product exports?
We feel that, for manufactured products the domestic absorption effect on
exports is picked up by the domestic price which is included in the REERM; the
higher the domestic price the higher the REERM and, therefore, lower the
manufactured product exports. In the case of primary products, the domestic
absorption effect is more direct without the intermediate channel of rising
domestic price. This is quite possible. Firstly, primary commodities are used up
internally through rise in domestic investment as firms become more aware of
the larger potential profits from domestic manufacturing than from exporting
primary raw materials (e g, animal skin and raw vleather. raw cottnn, tobacco
and iron ore). Secondly, rises in overall domestic consumption imply larger
domestic market for consumable items including expnrtahles (e g., tea, coffee,
sugar and spices). In both these cases, the firms find the domestic market more
secure and certain than the world market and hence prefer the former to the
latter even without a positive price differential. This is more so in the case of
primary commodities than for manufactured products which is consisent with
the empirical findings of high short-term fluctuations and long-term decline in

the terms of trade of primary commodities. .

Another interesting finding relating to India's primary exports is that there
is no evidence of 2 negative exchange risk effect on the volume of exports. This
is in sharp contrast to the results in the manufacturing sector where we found
evidence of a strong negative effect taking place with a lag. This, however, is
in tune with the low price-elasticity of supply we noticed in the primary sector

in comparison with the manufacturing sector.

Let us now turn to the primary commodity export price equation, the results
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of which are shown in Table 9.10. These results are coherent with the quaatity
equation results. First of all, we find a short-run foreign price effect which
becomes stronger in the long run; the elasticity coefficient rises from .59 in
the short run to 1.09in the long run. On the other hand, the elasticity of export
price with respect to domestic price of primary products is near unity in the
short run and remains almost at that evenAin the long run. Thus, we find that
primary commodity export prices are influenced by both domestic and foreign
prices hlthough in thetshorlt run the domestic priée is rimre dominant thanvthe

foreign price. Consequently, we cannot believe that even for primary

commodities, India isa price-taker.

The importance of domestic factors in determining the export price of
India's primary product exports is also demonstrated by the significant
elasticity coefficient of éapital stock in the expnrt price equation (Table 9.10). It
implies that the rise in productive capacity of the Indian primary commodity

sector has a large depressing effect on the export price that cén be realized.

The high negative export price effect of capital stock growth in the primary

commodity sector is an important result. Bhagwati (1958) and Johnson (1955)

first noted the paradox of "immiserizing growth™ in which an expansion of
domestic productive capacity leads to an external terms of trade loss which
outweigh the initial gain from increased production. Our results are pointing to

such a possibility in the context of India's primary commodity exports.
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Table 9.10  Regression Results for Price of Non-Fuel Primary

Product Exporls

General Equation (Sample Period: 1969-86):
XPP= 1080+ 687FP -328 WY ¢« 1.049** HPP- 1.127 KFP
(29)  (150) (-.30) (2.499) : (-.81)

- 029HA - .193* REVI - 070 REVL.y + 430 (XPP- HPP) |
(-03)  (-200) (- 65) (s

R2-988 SEE=.068 RSS=0418  DW=2.15

Fipal Specification (Sample Period: 1968-86):
XPP «-352 « 546* FP+ 980**> HPP- 1.022*** EFP

(-24) (1.96)  (3.13) (-3.13)
- .184** REV1 + .498** (XPP- HPP) .
(-253) - (2.37)

R2-9% SEE-.058 RSS=0440 DW = 1.969
BP(2.15)=.29 Chow (76) = 163 . ForecastChi2(7)-2.03
Test against unrestricted specification: F (3,9)=.16

. Long-run Results:

XPP ~.701 + 1.088 FP + 960 HPP - 2.036 KFP - .367 REV1

#+« significant at one per cent level
. " five "
L " ten "

Note: Figures in parentheses are t-values
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Finally, we turn to the effect of exchange rate uncertainty on primary
commodity export price. We detect a significantly negative effect which
becomes larger in the long run. As is clear from theoretical discussinn, this
indicates the powerful demand effect gaining over the weak supply effect. A
similar effect was also noticed in the aggregate export price equatinn resuits.
In the case of manul‘acturing export pricé, although we found similar negative
effect in.the short run that whs more than offset b? é positive effect (coming
from the supply side) in the long run (Table 9.7). We need to examine closely
the exchange risk effect on export ﬁrice. Before doing that, let us see whether
the exchange risk results obtained by employing a single measure of exchange
risk,i.e. REV], are robust across the other alternative measures. To this tzisk we

, turn next.

d) Exchange Risk Results - Alternative Measures Compared

Table 9.11 allows examination of the specific risk effects as revealed through
the different exchange risk measures within the. framework of separate
aggregate and disaggregated export equatinns. All four risk measures indicate
more or le_;s similar results, i.e., a depressing effect of exchange risk on export
Qolume. both for the aggregate and manufactured products which occur with a
lag; and a depressing effect on export price, both for the aggregate and primary
products, the former occurring within a year and the latter extending over
more than a year, and a long-run positive effect on exbort price of
manufactured products. In addition, all four measures indicate that primary
commodity export volume is virtually free from any exchange risk effect. It
can also be seen from Table 9.11 that whereas the risk results indicated abyve
are significant or nearly sngmflcant by the [irst three measures, lhey are not

sngnmcant through the ldst measure, namely, VREERZ
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Risk ‘
_ Export Volume Export Price
Variable
Aggre- Manu-  Primary Aggre- Manu- Primary?
gate facturing gate facturing
1. REV1
Current - - - -= 151 - 143" - 184**
(-3.51) (-1.77) (-255)
Lagged =143 - 302** - - 197+ -.183
(-2.48) (-2549) (2.62)
2. REV2 ' '
Current - - - -153** -07t -.188%¢
(-268) (-73) (2.20)
Lagged -.127 -307** - - 212** -.121
(-1.77) (-2.34) (2.30)
3.VREER!
Current - - - -106** -079- - 146*%
(-224) (-.89) (-1.98)
Lagged -141**  -315** - - 140 -.132
(-Z.Zl) (-2.42) (1.60)
4. VREIR2 , '
Current - - - -090 -024 -109
(-154) (-22) (-1.29)
Lagged 093 -23% - - 137 - 069
(-127) (-1.68) ‘ (124)

#«+ Gignificant at one per cent level .

e "

- L]

five
ten

a. The fagged effectof exchange risk on the export price in the primary sector
is computed by subtracting the short-run effect from the long-run effect.

These cases imply a partial adjustment system with the lagged dependent
variable appearing on the right hand side of the equation.



274

Considering the results only from the first three risk measures, we perceive
adifference which distinguisﬁes the first measure from tl;c‘ other twn. That is,
although all three measures indicate a negative effect on manufacturing export .
price in the current year, that effect is significant only with regard ty the ficst
measure. However, as implied from earlier discussion, all three measures agree
with regard tovlhe significant or nearly significant positive effecl which the
exchange risk has on manufacturing export price in the seconJ year, which

outweighs the negative effect in the [irst year.

In short, although REV1 and REV2 are theoretically superior to VREER] and
VREER2 as measures of exchange risk the overall conclusion of the effect of
exchaxige risk on India’s export volume and price is not much affected by the
use of any one of these measures. The results are robust across at least three of

the four measures we have constructed.

e) Exchange Risk Results - Further Analysis

From the discussion so far there has emerged a pattern in the export
quantity and price effects of exchange risk in India. Is this pattern consistent
with economic theory? We would like to highlight particularly the aéymmetry
in the effects as between manufacturing and primary sectors. The tahle below
summarizes the quantity and price responses of a change in exchange risk

separately from India's manufacturing and pfimary p'roduct'exports:
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Table 9.12 Exchange Risk Effocts on India's Exports of
Manufacturing snd Primary Products

Export Group Volume Price
Manufacturing Lagged Quick
Products - demandeffect
Lagged supply
effect
Primary . , Nil . Prolonged
Products demand effect

Table 9.12 makes qualitative statements on lhe impact 6[ exchange risk on
the volume and price of India's manufacturing and non-fuei primary p‘roduct
exports as thrown up by the econometric estimation demiled'earlier. In the
manufacturing sector, wé note a lagged negative quantity reéﬁonse to exchahge
risk, an immediate negative ~effect on price which reflects fhe dominance of
demand response, and a lagged positive price effect which is consistent with the
lagged supply response. Turning to the primary sector, we see no significant
volume response to exchange risk,and a negative‘ pfolongéd prio.;e- effect which
also arises from the pr'edom‘inance of demaﬁd éffect. We attempt to explain

these eff ects below.

In fact, the above results are similar to those found in the pwneermg work
by Hooper and Kohlhagen (1978). These authors examined the exchange risk
effectson trade between industrial countnes within a short time- framework of
two quarters and detected sxgnmcant pnce effects but no cngmhcant quanuty
effects. Irrespective of whether the market is monom»lnuc ar cumpeume they
demonstrated that the lack of quanuty effect in the precence of a cmmg pnce

effecl is due to 9hort-run pnce melasuc export cupply (see H(wper and
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‘ohlhagen, op.cit. pp. 501-2). Our short-run results in the manufacturing
sector and both short-run and long-run results in the primary commodity
sector are similar to those of Hooper and Kohlhagen. 1n the long run, hc‘)we‘ver.
the supply of manufacturing exports responds to exchange risk. This is
indicated by a fall in supply which in turn raises the export p.rice' of

manufacuring exports.

Another major question is with regard to the sign of the export price effect.
We found that it is negative for the manufacturing product exports in the short-
run and negative both in the short and long run for the primary commodity
exports. The negative price elasticity coefficient of éxchnnge risk is
corrohorated by the aggregate price equation results (see Table 9.11). The
explanation of the negative coefficient for exchinge risk in the expv)rt.price

equation constitutes an important task to which we turn below,

Here too it was Hooper and Kohthagen who for the first time systemuticall&
examined the sign of exchange risk coefficient in a trade price éqbatiun. They
showed that the effect of exchange risk on trade brice depends on the currency
denomination of trade contracts. The analysis was done by these authors in thé
context of bilatei‘al trade flows among industrial countries. They found
significantly negative exchange risk coelficients in the price equations of US.
exports and German exports and imports, and significantly positive coefficients
in US. import equations. In the former case the explanation offered was that
trade was invoiced predominantly in exporters' currency and therefore the
exchange risk was largely on the importers’ side which in turn depressed
demand and thereby the price. In the latter case of US. imports, the trade was
iﬁvoiced mostly in US. dollars implying larger risk on exporters which caused a

rise in price. This was particularly noted in the case of US. imports from Japan
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which are predominantly dollar denominated.

Our study, unlike that of Hooper and K'olxllha‘gen. is based on multilateral
trade in which case several currencies are involved. Nevertheless. an
examination of the invoicing pattern of India’s exports should throw light on
the issue. We give the average invoicing pattern of India's merchéndise

exports during 1979-80 to 1981-82 in the table on next page.

Accordiggﬂfg Table 9.13, first of all, 395 per cent 6f India’s exports are
designated in Indian rupee. For this portion of India's exports, foreign
importeré bear fuili' the exchange risk. Indian exporters are free from
exchange risk relating to this part of exports as their export receipts in
domestic currency are unaffected by currency fluctuations. Another 44 per
cent of the country’s exports are invoiced in US. dollar. A bart of this export,
however, goes to the US. for which Indian exporters face full exchange risk.
But as indicated.in Table 9.13. India's exportsto the US. denominated in dollar
cons}t.iwie only 94 pef cent of her global exports duri‘ﬁg 1979-86 tfu 19%]-82.
Therefore, for the balance, ie., 346 per cent of India's total exports that are
invoiced in dollar. exchange risk is partly borne by Indian exporters and

partly by non-US. importers of Indian exports. But who hears more risk for

this portion of India’'s exports?
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Table 9.13 Average Currency Invoicing Patlern of India's K
Merchandise Exports during 1979-80 to 1981-82

Currency Share in Total Exports (%)

Indian rupee . = 395
US.dollar . . 440
(9.01
Pound ste;lin g 122
(4.1)2
Deutsche mark 22
French franc ' | 04
Swiss franc S j ' 02
Others : o 15
Total ‘ 100.0

{. India’s dollar-denominated exports to US. as percent of India’s
global exports ‘

2. lndia’s pound-denomi:{ated exportsto UK. as per cent of India's
global exports

Source: Computed from Reserve Bank of India Bulletin, January 195$.

To determine that, one hasto compute the exchange risk involving the non-
dollar currencies vis-a-vis the dollar and the exchange risk involving the
rupee vis-a-vis the dollar. If the former is larger than the latter, then
obviously the non-US. importers of dollar-invoiced Indian exports bear
proportinnately larger exchange risk than the Indian exporters; if the former

is lower than the latter, then vice versa.

We computed, therefore, the average real effective variation of ten major

foreign currencies against the_U.S._dollar based on the measure of standard
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deviation of percentage changes The procedure is similar to the nne we
employed for the calculauon of real effectlve varmtron of the rupee. ie. REVL.
The currencies and the weighting system are similar except that the weights of
ten non-dollar major currencies are normalized to equal unity as the dollar
weight drops out. Table 9.14 compares the real effective variation of the nnn-
doltar foreign currencies against the US. dollar with real variation of the rupee

against the US. dollar for the period, 1963-86.

As can be seen from Table 9. 14 although the risk relaung to rupee vis-a-vis
the dollar had been higher th.m that involving the 10 major non-dollar
currencies vis-a-vis the dollar in the initial years up to 1972, in the subsequent
years the rupee exchange risk had been generally lower. For the perind as a
whole. the risk involving the non-dollar currencies agamst the dollar had
been :_xboul 18 per cent higher than that for the rupee. . This gives evidence
that for the bulk of India's dotlar-denominated export trarie. - foreign impnrters
bore a larger exchange risk than Indian exporters during the peried under

study.
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. 'i'tblo 9.14 Real Exchange Risk Involving Rupee and Non-
dollar Major Currencies against U.S. Dollar, 1963-836

(Average of Months)?2

Year Rupee Non-dollar
vis-a-vis o Currencies vis-a-vis

Dollar Dollarb
1968 1.754 1.326
1969 2.288 0867
1970 1292 : 0.866
1971 0.983 ‘ 0634
1972 1621 1.132
1973 2.354 2.379
1974 3.498 3762
1975 2.165 2613

1976 1.864 1766
1977 - 1.126 1.504
1978 2058 : 1790
1979 2,555 2.787
1980 2.205 o 4068
1981 1892 | 2636
1982 . 0912 | 2777
- 1983 0.977 2599
1984 ' 1.020 2,075
1985 2213 x 2561
1986 2.044 o 2.600
Average(l%8-86) 1833 | 2.161 “

a. Based on [2-month moving standard deviation of monthly percenlége
changes : o ~ ‘

b. 10-country real effective variation with weights based on the share of
India's exports to the respective countries.
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The next major invoicing currency for India’s exports is the pound sterling
constitbting on the average 12.2 per cent of total exports during 1979-50 to 1981-
82 (Table 9.13). However, one-third of this portion pertains to India's exportsto
UK. for which Indian exporters bear the full exchange risk.. The balance, ie.,
8.1 per cent, relates to India's exports to non-UK, countries for which the

exchange risk isdistributed between Indian exporters and importers.

The point that can be made from the above analysis of currency-invoicing
pattern of India's exports is that nearly two-thirdsw of thé currency risk of
India’s export trade falls on importers and the Indian exporters bear only one-
third of that risk. This quite clearly explains the negative exchange risk
coefficient in India's export price equations. That is, exchange risk on
importers of India's products depresses the demand for India’s exports thereby

forcing a cutin price. Thisisillustrated diagrammatically on next page.

Figs. 9.4 (a) and 9.4(b) demonstrate the exchange risk effect on export price
in two contrasting cases of invoicing pattern: (a) invoicing of exports mostly in
importers’ currency and (b) export-inveicing mostly in domestic currency. In
the former case, as depicted in Fig. 9.4 (a). the backward shift in supply curve
due to the rise in exchange risk is larger than the backward shift in demand
curve bhecause the rise in risk falls proportionately more on exporters than on
importers. The result isa rise in price. In the latter case, as seen in Fig. 9.4 (b),
the backward shift in demand is larger than the backward shift in supply as
exchange risk rises. This is so because importers bear a larger proportion of
the rise in exchange risk than exporters. The result is a decline in price. It is

this latter case that ilfustrates the Indian situation.
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Fig. 9.4. Exchange Risk Effect on Export Price: An lilustration

Export

Price
P |

R

Export Volume : Export Volume
(a) ' (h)
Export invoicing dominated by Export invoicing dominated by
importers’ currency ' exporters’ currency

However, one should not overemphasize the importance of currency
invoicing in determining the exchange risk effect. It appears that the pattern
of currency invoicing strongly influences the distribution of exchange risk as
between the demand and supply sides in the case of India' s non-fuel primary
product exports. But its influence on manufacturing product exports is limited
to the short run; in the long run, we have noted a positive export price effect of
exchange risk in the manufacturing export sector which implies the
outweighing of the short run negative effect arising from the currency
inv:iing paltein. This result, however, is consistent with our argument in
Chapter 6 that the cost of exchange risk could exist even in the presence of full-

m?r&et
fledged forwardAfacilities.

f) Average Exchange Risk Cost on India’'s Exports

After having examined the general nature of the effect of exchange risk on
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India's exports, volume and price, it is now time for quantifying the effect more
precisely. 1f we multiply the negative of the value of risk elasticity by 100, that
gives the percentage change in export volume/price that could have occurred
during the entire perind of study if exchange risk had dropped o zero from its
average value (see Cushﬁan, 1938). Perhaps it is unrealistic to expect a 100 per
cent decline in exchange risk. A more reasonable line of enquiry would be to
fook for the percentage change in export volume/price that would have
occurred if the average level of exchange risk had remained at the minimum

19 Let us call the former

value obtaincd during the period under review.
measure, exchange risk cost I and the latter, exchange risk cost II We
tabulate these two types of average cost of exchange risk based on  three
alternative risk measures20 in Tables 915 and 9.16 respectively for

manufactured product exports and primary product exports.

Tables 9.15 and 9.16 indicate that the average cost of exchange risk, as
worked out through the three exchange risk measures, is more or less equal
with respect to export volume but it varies somewhat with respect to export
price for the different measures. As explained earlier, we prefer the first
measure, REV1, as it is more realistic in the context of India. Therefore, we
confine our discussion based on the results from that measure only. According
to that measure, as we find from Table 9.15, the volume of India's exports nf
manufactured products would have risen by 30 per cent and their price fallen -
by 5 per cent during 1968-86 had there been no exchange risk in this perind.
Adding the volume and price effects together, we would have got an average
increase of 25 per cent in the rupee export earnings from manufactured
products in the absence of exchange risk during the period 1968-86. Taking a
more realistic assumption, the rupee value of Indian manufactured exports

would have been higher by nearly 12 per cent had the authorities kept the
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exchange risk to the minimum level obtained during 1968-86. This is not a small

cost for India’s manufactured exports.

Table 9.15

Average Exchange Risk Cost during 1963-36:

Manufacturing Product Exports (Per Cent)

Risk Volume Price Value
Variable Costl Costl] Cost I Cost 11 Cost I Cost I
REV1 30.2 148 54 -26 248 122
REV2 307 152 -14.1 -7 166 82
VREERI 315 . 125 -6.1 -24 254 101

Table 9.16 Average Exchange Risk Cos; during 1968-86: Primary

Product Exports (Per Cent)

Risk Volume Price Value
Variable Costl Costll | Cost1 Cost 11 Cost | Cost I1
REV1Y - - 36.7 179 36.7 17.9
REV2 - - 309 15.3 30.9 153
VREER] - - 278 110 278 110

As far as the primary exports are concerned, as we saw earlier, there have

been no volume effect of exchange risk. Butthere has been a large price effect.

By our preferred measure, as can be seen from Table 9.16, export price or the

value of India’s non-fuel primary products would have risen by nearly 37 per

cent during 1963-86 had there been no exchange risk. On the other hand, if the

exchange risk had been restricted to the average minimum level achieved

during the period, the rise in export export price/value would have been nearly
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18 per cent. This indeed is quite substantial.

9.6.3 Comparison With Other Studies

There are two important previous studies on the impact of exchange risk on
India’s exports both of which are based on quarterly data. Gupta’s (1940) study
covers 1960-78 but omitted 197§ II - 1973 II through the dummy variable
technique whereas Bautista's (1981) work covers a shorter period of 1974-79. A
problem with Gupta's study is that it is based on only nominal exchange risk.
This would not have been much of a problem had the study been confined to the
floating rate period alone as Bautista’'s. This is so because, during almost two-
thirds of the period of Gupta's study nominal exchange rate virtually remained
unchanged, and this would have introduced a downward bias in risk
coefficients. Secondly, Gupta used the SDR value of Indian rupee as the relevant
exchange rate and thereby measured, at the most, variation of effective
exchange rate and did not consider effective variation. Thirdly, Gupta re.lied
mainly on two statistical measures of exchange risk, one, the mean absolute
error and two, the root mean squarc crror, both\ of which are based on static
expeclntions“and ruled out the consideration of standard aevintion measures.
Fourthly, Gupta did not incorporaté any dynamics in the export function which
implied instantaneous adjustment of exports to changes in all explanatory

variables which is quite unrealistic particularly with quarterly observations.

Bautista considered both nominal and real exchange risk but his final
equation for India’s exports had variation of only real effective exchange with a
12-country export-weighting system. It is to be noted, however, thatthe author
used the standard deviation of real effective exchange rate as the exchange risk
measure, and not the standard deviation of percentage changesin real effective

exchange rate, which could have captured not only the short-term volatility
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but, unintentionally, a part of the long-term trend in exchange rate as well.
Secondly, Bautista's sltidy is based on dollar value of exports and, therefore, it
does not separate out the quantity and price effects as we did.  Besides, the
specification of an export function in value terms rather than quantity can be
questioned on the grounds that the elasticity coefficients of exports volume and

price with respect to each exogenous variable could very well be different.

The two studies mentioned abhove can also be challenged for their functinnal
forms. Gupta emplojed a supply function and hence ignored the importance of
demand factors. He alternatively estimated the supply function using
simultaneous equation method which gave very similar results. But as was
pointed out earlier, simultaneous equation methods yield consistent estimates
but they could still be biased. Bautista's basic export function ignored all non-
exchange rate variables on the assumption that the omitted variables determine
only the long-term trend of export growth and decided to represent them by a

single time trend variable.

Tahle 9.17 compares the exchange iate and e:ichaiige risk elasticities for
India's exports from our study with those implied from the two studies discussed
above. It can be seeti thai Gupta's work iriiplied a very' low kne.ga!ive risk
elasticity (-.02 to -.03) which probably could be attributed to the fact we noted
earlier, ie., during the bulk of the sample pe_riod exchange risk remained
nearly constant.” Bautista's study distinguished between aggregate and
manufactured product exports hut unfortunately the risk elasticities though
negative were only marginally significant in botix equations. ‘The value of the
risk elasticities are, however, larger than that in Gupta's study, ie., -.06’6 for
aggregate exports and slightly higher - 074 f(_vr manufactured exports.zz It is,

however, important to note that these elasticities are short-run estimates.
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Table 9.17 Exchange Rate and Exchange Risk Elasticities for India’s
Exports: Comparison with Previous Studies

Author Sample Typeof ExchangeRate: Exchange Risk Flasticity

" period ExportFlows Elasticity® Volume Price Value
Guptab 1960-78  Aggregate -027 - ‘- -.020 - -
(1980) (quarterly) -031¢ o -033
Bautista 1974-79 Aggregate -1.288 - - - 066
(1981) (quarterly) (-2.074)4 - (-.106)d

Manufact- -1.69% - - -074
ured products :
Present 1968-86 Manufact- -1.339%- -302 . 054 -248
study (annuval) wuredproducts -1.405 '
Non-fuel -631€ - - -.367 -367
Primary -947
Products

a. Exchange rate isdefined in terms of foreign currencies per unit of domestic
currency. , .

b. For this study, exchange risk is not specified in logarithms in export
equations and elasticity estimates are computed from mean value of
exchange risk. -

¢. Gupta'sexport function is specified as a supply function where export price
and domestic price enter as separate variables. These values are the
negative of export price elasticities (domestic price elasticities are
insignificant) in the two alternative equations estimated.

d. long run estimates

e. Values of two alternative speciricatidns. The risk elasticities are almost

equal in the two specifications and, therefore, only one value is given in
this case.

Bautista employed the partial adjustment model. At the estimation stzige he
‘observed high collinearity between time trend and the lagged dependent
variable and, therefore, omitted the former from the aggregate export equation

and the latter from the manufacturing export equation. The 'long run exchange
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risk elasticity worked out at -.106 for aggregate exports.

Our study dislinguish'ed between manufaéiured and hon-fuel primary
" product exports and estimated both volume and price elasticities. For
manufactured ‘exports, we found a highly significaht negative volume
elasticity of exchange risk a;xd a positive price elasticity ihich when added
tpgethcr yielded a value elasticity of -248, much higher than that estimated
before. There has been no previous estimate of risk efasticity for export pfice
for India. With regard to primary product exports of India, there has been no
previous estimate of risk elasticity, either of volume or of price. We found that
India’s volume of primary product exports are unaffected by exchange risk but

there is a very large negative risk elasticity for primary product export price

amounting to -.367.

llwould appear that our estimates of risk elasticities are too high. It would
be worth comparing our estimates with those from some important studie# in
developed countries. Cushman (1938) estimated an averagé -volu.me elasticity of
-03 for US. exports to, and - .09 for US. imports from, six industrial ¢ountries.
An earlier work by Akhtar and Hilton (1934) computed volume risk elasticity of
-.Oj for US. exports to, and -.06 for US. imports .fron'\ Germany. Fenen and
Rodrik’s (1984) study implied, surprisingly, a largé positive risk elasticity of 19
for US. exports to ten industrial countries. In sharp contrast, the import
elasticity of exchange risk for the UJS. worked out to -21 accor’ding tv a more
recent study by Kenen and Rodrik (1986). Thisis so far the largesl. negative
risk elasticity reported for developed countries. We have explained in earlier
chapters (Chapters 6 and 8) in great detail why the exchange risk effect
should be larger in developing countries than inideveloped eountriv;*s, Our

results, therefore, are realistic when compared to the Kenen-Rodrik 1956 study.
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Compared to earlier studiés 6n tﬁe imbact nf exchange risk on India's
exports, our study repregents a major advance. It uses alternative measures of
éxchange risk with emphasis on real effective variation. It takes into account
all major demand and supply variables in the export function. There is separate
estimates for price and quantity effects. Disaggregation of India's exports into
manufacturing and primary products is underiaken which gave highly
meaningful results. The role of currency invoicing is brought in to explain the
price effects of exchange risk. Finally, the cost of exchange risk on India's

exports is computed with the help of alternative elasticity measures.

9.7 Summary and Conclusion

We examined in this chapter the impact of exchange rate and exchange risk
on India's exports with the help of separate volume an.d price equations derived
from a fully specified supply-demand model. in the tradition of ilooper and
Kohlhagen but incorporating the special features of the Indian ecoaomy. One
advantage of such a formulation is that we could do away with the extreme
assumption of either an infinitely elastic demand or perfectly elastic supply
curve as is usuaily done in empirical studies.  Such an approach cm;ld enable,
apart from estimating straightaway the impact of exchange rate change nn
price and quantity ofexporis. to assess the nature of the export market, ie., to
determine the power of exporters over export priée. We used this géneral
model in estimating the volume and price for aggregate exports on the one

hand. and separately for manufactured and primary product expnrls. on the

other.

The results of the aggregate equations gave a slightly higher than uait

elasticity for export volume with respect to real effective exchange rate and
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indicated that Indian exporters have a large influence on export price although
that influence is not absolute as foreign price also, to some extent, affects export
price. Regarding the exchange risk, there is evidence that the volume of
exports is adversely affected by it but there is a time lag in the nperation of that
impact which implies a lagged supply response. In contrast, the impact of
exchange risk on export price is felt within the same year which is negative
implying a larger demand than supply effect. We explained the negative price
effect of exchange risk in terms of currency-invoicing of India's exports
which are predominantly in those currencies which expose the buyers of
India's goods to exchange risk much more than the sellers. We saw that
aggregate volume results are vitiated by multicollinearity which is suspected as
responsible for giving a negative world income elasticity for India's export
volume. However, it is believed that the exchange rate and exchange risk
elasticities are unaffected by multicollinearity as they remain more or less the

same throughout the different stages of the estimation procedure.

Manufacturing export volume equation results indicated a real exchange
rate elasticity larger than unity and also a virtually complete power in the
determination of export price by the Indian exporters. The latter we felt to be
somewhat exaggerated. With the help of a domestic manufacturing price
equation we estimated a significant role for import price in the determinatinn
of India’s domestic manufacturing price which implied a role for foreign price
in the determination of export price operating via Indian domestic price. This
dilutes somewhat India’s influence on her manufacturing export price. Still, it
is not very unrealistic to state that India's manufacturing exports are largely
differentiated products and exporters do really wield a large power over the

price.
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Like in the case of aggregate exports, manufacturing export volume results
also indicated a lagged negative response to exchange risk. However, for
manufacturing export price, although it did have a negative exch’ange risk
effect in the initial year, that was more than offset by a positive effect due to
supply response in the secnnd year. The negative first-year impact of exchange
risk on India's manufacturing export price is supported by the pattern of
denomination of India’s export contracts which are tilted against importers of
Indian goods as regards the exposure to exchange risk. The positive effect of
exchange risk on manufacturing export price in the second_ year, on the other
hand, once again indicates the ability of Indian exporters of manufactured‘

products in influencing prices.

Primary product export equations threw up more interesting results. Export
volume results indicated low responsiveness of the primary product sector with
a real exchange rate elasticity of less than unity. But, more importantly, a
‘stock-holding’ effect was detected in this sector. That is, we noted a slightly
larger quantity response from primary exports in the first year than from
manufactured exports which was, however, offsetto a certain extent in the next
year by a negative response implying the exhaustion of inventories and the
slow production response. Consistent with this type of behaviour in quantity,
we uncovered a slow but large long-run price effect with resped to an
exchange rate change. Nevertheless, we noted a significant effect of domestic
price on export price of primary products which implies that India is not a
price-taker even for her primary productexports. This is also confirmed by a
very strong negative elasticity coefficient of capital stock in the primary
product export price equation. This latter result has far-reaching implications
for the continued specialization by lndia in 8 number of primary commndity

products.
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We did not find any significant exchange risk effect on the volume of
primary product exports but found a strong negati\;e risk effect on their price.
This is plausible in the context of price-ineldstic supply in this sectlor as’
demonstrated by Hooper and Kohlhagan (1978). The negativ§ exchange risk
effect on export price of India’'s primary commodity exports, like that for the
manufacturing product exports, is substantiated by lhe invoicing pattern of
India's exports which are weighted against importers of India's products.
However, in the case of manufactured products, the negative effect on export
price was a short-run impact and in the long run India's exporters could raise
prices to compensate for the exchange risk. There is no evidence of that sort of
effect for the primary pi‘oducts and, in contrast, they have a short run negative
price effect of exchange risk which becomeseven larger in the long run. This
is consistent with the absence of any volume effect of exchange risk in this

sector, coupled with the large demand effect of exchange risk.

It is for the [irst time that the estimation of the impact of exchange risk on
India’s exports is conducted in a systematic fashion. The existing studies on
India can be criticized on va;rious grounds. We surveyed the important studies
in the area which revealed an entirely unsatisfactory situation. They suffer
from a number of problems connected with the proper specification of the
export function and the exchange risk proxy and also the selection of the period
of study. We believe that we have remedied to a great extent those defects and

produced results which are on firmer foundations.

Last, the contrast in exchange risk effect as between manufactured and
primary product exports noted in the Indian case has profound implications

for other LDCs which specialize in primary product exports. In many cases the
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exporting countries do notenjoy any monopoly power in the determination
of export price and trade contracts are invoiced generally in the US. dollar. A
large number of these countries  follow a fixed peg with the dollar which
implies large instability of their domestic currencies vis-a-vis non-dollar
currencies. Hence there is likely to be a strong significant negative effect of
exchange risk on their export prices if exports are predominantly directed
towards countries other than the US. This is an area where future work would

be rewarding.
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Footnotes: Chapter 9

1. Although exchange rate instability (volatility) and exchange rate risk
(uncertainty) are conceptually different as explained in Chapter 6, they
are used alternatively in this chapter to denote the latter. The basic
difference between the two is that the exchapge risk constitutes only that
portion of exchange rate instability which is unanticipated.

2. Thisis basedon World Bank data which the author has used for this study.

3. See the latest survey on trade studies by Goldstein and Khan (1983)

4. Here we rule out third-country competition and assume that India's exports
compete with the final goods or inputs of the foreign country to which
India exports. Thisassumption is also_impligd'in Khan (1974)

3. A number of econometric studies on exchange risk have specified the
exchange risk in trade equatinn in original form whereas the non-risk
variables have been specified in logarithms. Apart from the fact that such a
procedure would involve additional work in indirectly deriving the risk
elasticities, there appears to be no theoretical justification for this
asymmetric treatment of the risk variable in a trade equation. As farasour
final results are concerned, we find that whereas it does not make much
difference to the coefficients of non-risk variables whether the risk
variable is included in original or log form, the risk elasticity estimates
indirectly derived from the former procedure are invariably larger than
those obtained from the latter procedure.

6. There has been a suggestion in the literature that world trade, instead of
world income, would capture the impact of trade restrictions (Polak, 1933,
p-47-31). We have not opted for this alternative on account of two reasons:
(1) data is not available for the full sample perind by the relevant country

groupings for world trade as in world income, (2) it is also not possible to
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get disaggregated world trade into manufacturing and non-fuel primary
products for each country groupings we are interested in. (See under
Section 9.4 for details of computing world income).

There has been a number of studies, governmental and non-governmental,
which have examined the Indian export incentive systein in detail. These
include Bhagwati and Srinivasan ( 1975)._ Nayyar (1976), Joshi (1973),
Alexander Committee (1978), Dagli Committee (1979), Bagchi (1981), Sen
(1982), Wolf (1982), and Abid Hussain Committee (1934). -

The manufacturing unit lahour cost for India (ULC) is constructed from
World Bank data (World Tables, 1987) which gives separately indices of
manufacturing real wage per employee (W) and manufacturing real nut-
put per employee (0) and also data from IMF Yearbook of International
Financial Statistics (1987) which gives consumer price index (CP1). The

formula applied is - WpxCPl
"ULC=

There isa growing literature on the new econometric methodolngy. See
the articles which appeared in Oxford Bullelip of Economics and Statistics
Vol. 48, No. 3, 1986, particularly Hendry (1986). Also see Engle and Granger
(1987). |

About 19 per centof India’s global exports during 1979-81 was with the
‘bilateral group’ countries. See Chapter 7, Footnote 4, for the details of the
bilateral group countries.

For more details of the construction of real exchange risk proxies refor

to Section 7.3 in Chapter 7.

There has been quite a few writings linking multicollinearity with
unexpected signs of explanatory variables, e.g., Leamer (1975), Visco (1978,

1988), and Oksanen (1987)
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16.

17.

18.

2%

The share of agriculture in the supply of raw materials to lndian industey
wasas high as 63 per cent in 1951 which declined to 38 per cent in 1970, See
Chatterji (1983), p. 38. '
Family Income and Expendiwre Sun’rey. Indian Labour Statistics, 1977,
The agricultural production index is on base triennium ending 1959-70
obtained from Economic Survey , Government of India. |
The import price index is on a calender year basis computed from World
Bank World Tables 1987. The dollar based index has been converted into
rupee basis by bsing the exchange rate conversion factor also given in
World Bank data.
See the discussion of the structure of the model in Section 9.3 for an
elaboration of this point. |
This is an approximate calculatinn based on the [nllowing additinnal
assumptions:
(1) For that portion of 1ndia’s sterling-dennminated expnrts to non-

UK. countries, the risk is distributed equally between exporters

and importers; and

~ (2) For all exports designated in currencies nther t'han the rupee,

19.

20.

21.

22.

the dollar and sterling, the entire risk is borne by ladian exporters..
By all four altecnative measures the average exchange risk was
minimum in 1971. See Figs 9.1 and 9.2
These are the risk proxies which gave significent coefficients
for export volume and price. | |
See Chapter 8 for more details of the exchange risk measures used by
Gupta. .
Note that the exchange risk measures employed by Gupta and Baustista
are quite different, and hence the risk elasticities from these studies are

not strictly comparable.
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Table A9.1 Results from Alternative Risk Measures - Volume of

Aggregate Exports

(Sample Period: 1969-86)

1 2 3 4

Constant 12.059 12513 11.364 11.201

(4.79) (4.44) (439) (3.58)
REER -1209%**  -1284%** -1.113%"* -1.183% >

(-5.03) (-4.83) (-4.39) (-424)
VY -1.090* -1.076* -1.072+ - 851

(-2.17) (-1.95) (-2.06) (-1.47)
KF 1.346%* 1363 1717 1.496%>

(3.13) (2.76) (2.88) (2.30)
HA -987* -1.051* - 835 -765

(-2.05) (-184) (-1.73) (-1.49)
REV1-} -143%*

' (-2.43)
REV2. -127
(-1.77)
VREER! 4 - 1415 %
(-2.21)
VREERZ-l <093
‘ (-127)

R2 956 948 953 942
DW 1622 1580 1657 1642

+++% Significant at one per cent level

“ s

<«

five

ten

Note: Figures in parentheses are t-values.
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Table A9.2 Results from Alternative Risk Mecasures - Price of
© _ Aggregsate Exports

(Sample Period: 1963-89)

1 2 3 1
Constant -619 - 490 -1.034 C - 871
(-159) (-103) (-2.45) (-1.76)
FP 534%** FITALE 448°* 545%*
(4.04) (388) (2.95) (3.06)
HP 1016%**  97g%es 937+ 4780
(6.00) (5.21) (4.77) (4.15)
KF - 492** -572** -242 - 322
(-2.37) (-2.23) (-1.09) (-1.26)
REVI -151%e
(-351)
REV2 -.153°*
(-2.68)
VREER! -106%+
(-224)
VREERZ - 090
(-154)
R2 097 097 9% 9%
DW 2220 2259 1.958 1550

«#+ ignificant at one per cent level

" Note: Figures in parentheses are t-values

five
ten
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Table A9.3 Results from Alternative Risk Measuros - Volume of

Msnufacturing Product Exports (1)

(Sample Period: 1969-56)

1 2 3 P
Constant 9842 10485 8.366 9475
(3.99) (4.18) (3.30) (362)
REERM (1405%**  -1501%** - [30vee -1.305% %>
(-361) (-383) (-284) (-324)
KFM 321% 266 357 268
(1.90) (155) 25) (1.45)
REVI. 302
250
REV2.| -.307%*
(-2.34)
VREER. | -315%
(-2.42)
VREER?Z. - 236
(-163)
R2 848 340 43 515
DV 1.923 2.122 1754 2042

=« Gignificant at one per cent level

L 4 "

five
ten -

Note: Figures in parentheses are t-values



APPENDIX

300

Table 9A.4 Results from Alternstive Risk Measures - Volume of

Manufacturing Product Exports (2)

(Sample Period: 1969-86)

1 2 3 1
Constant 8.319 9.3% 6.921 8.057
2.49) 2.74) @on - 220
REERM 1339940 -1S10%%¢  -1096** -1279%+
(-309) (-3.35) (-2.46) (-275)
WY sa1e 456 559° 458
(182) (158) (1.89) (158)
REVI.; 297+
(-248) ‘
REV2., -310¢
(-2.38)
VREERI . -299**
(-228)
VREER2 . | - 252+
(-182)
R2 845 841 837 £19
W Y 1.991 1572 1934

==+ Signilficant atone per cent level;
LA * five "
. - ten

Note: Figures in parentheses are t-values
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Table A9.5 Results from Alternsative Risk Measures - Price of

Manufacturing Product Exports

(Sample Period: 1969-86)

1 2 3 4
Constant -4.134 -4.558 -4238 -4546
(-6.10) (-5.90) (-5.78) (-4.59)
HPM 1.214%** 1089+ 12002 1.123%*>
(7.60) (552) (7.85) (531
HA 597* 813+ 637* 784*
(2049 (2.32) (2.12) (1.94)
REVI -.143*
: (-1.77)
REVI-) 197%+
(2.62)
REV; -071
(-73)
REVZ.1 2124+
. (2.30)
VREERI -079
(-89)
VREER] . ¢ 140
(1.60)
VREER2 ' - 024
(-.22)
VREER2 _; 137
‘ (1.24)
R2 992 990 989 938
DW 249 2.330 2.266 2.203

»»» Significant at one per cent level

*» "

» »

five
ten

Note: Figures in parentheses are t-values
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Table A9.6 Results from Alternative Risk Measures - Price of
Primary Product Exports

(Sample Period: 1958-36)

1 2 3 4
Constant -.352 516 - 635 106
(-.24) (33) (-.42) (.06)
FP 546* 749%* 479 £95*
(1.96) (254) - (157) - (2.15)
HPP 980%** 838%* 895 707+
(3.13) (2.70) 71 (2.13)
KFP -1.022%%*  -1.I75*** - 788%* =001 **
(-3.13) (-305) (-2.44) (-2.34)
REV1 -.184*
(-2.55)
REV2 ' -.188%+
(-220)
VREER -.146*
(-1.98)
VREER2 -.109
(-1.29)
(XPP-HPP). | 498 392* 475% 387
(2.37) (182) 2.1 (1.62)
R2 990 989 988 986
DW 1.969 1686 1813 1577

»#»# Gignificant at one per cent level

»% "

five
ten

Note: Figures in parentheses are t-values
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Table A9.7 Resulls from Alternative Specilications of Aggregate

Export Volume Equation

303

'(Sample Period: 1969-86)

1 2 3 4 5
Constant 12059 6.124 4856 9.174 7.173
- (4.79) (2.85) 24 (394 (560
REER -1209%**  -018%%% 785 -L102%%% - §74%ee
(-5.03) (-3.19) (-280)  (-421) (-4.1%)
VY ' -1.000* 209 - 677***  -550 .
(-2.17) (57) (425)  (-1.15)
KF 1846%** - - 58 799%
(313 (2.68) (2.10)
HA -.987* 378 - - - 437
» O (-205) (1.405) (-.94)
REV1_| -.143%" - 082 -.101 - 097 -.128*
’ (-2.48) (-1.16) (-1.42)  (-164) (-1.97)
R2 _ - 9% 921 909 941 93
SEE 052 068 070 058 059
RSS 0326 0593 0683 0440 045
1031 1540 - 1.160

bW 1622 - 1446

=«+ Significant at one per cent level
oot five

* N © ten -

Note: Figuresin parentheses are t-values.
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Chapter 10

Policy Implications

10.1 Introduction

We examined in previous chapters the evolution of the Indian exchange
rate system and, in some detail, the mechanics and features of the present
basket system. We also studied the impact of the basket peg on exchange rate
stability. l-‘inally', we estimated the impact of the exchange rate and exchange
rate volatility on India's exports. In this chapter we attempt to examine the

policy implications of our study on the Indian exchange rate system.

10.2 Macroeconomic Policy Implications

10.2.1 Objectives under the Basket System

We saw in Chapter 5 that the Indian authorities appeared to have directed
the exchange rate policy since the basket peg towards alternative objectives
other than the one which prompted the original move from a sterling peg to a
basket peg. namely, the stability of the exchange rate. Among the different
alternative objectives that might have influenced the lndian exchange rate
management, three need close examination. They are (1) anti-speculation
objective, (2) anti-inflation objective, and (3) the objective of shadowing the

dollar. We analyse each of these below. -

(1) Anti-speculation Objective:

The role of private speculation in free foreign exchange markets is in fact
controversial; it could very well be stabilizing as it could be destabilizing,l
However, in an administered exchange rate regime, the central bank

determines the exchange rate and private speculation is unnecessary for the
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stabilization purpose. On the other hand, private speculation could be rather
destabilizing in times of balance of payments crises by offering a one-way bet
to the speculators. Moreover, in the context of an overall scarcity of foreign
exchange, the authorities are naturally concerned that every foreign exchange

transaction should correspond to a genuine commercial transaction.

In order to prevent speculation in Indian exchange market, the foreign
exchange control regulation currently prescribes that the banks should keep
square or near square positions in each foreign currency at the end of each
day. This is, in fact, a relaxation made since 1978 prior to which banks were
required to maintain square or near square positions in foreign currencies at
all times (see Rangarajan, 1985, p. 1048). Therefore, foreign exchange dealers
in India do have some limited leverage for speculative activities without
violating the exchange control regulation. In that context, if exchange rate
changes are made unpredictable by making the functional relationship
between domestic and foreign currencies somewhat imprecise, foreign

exchange dealers could further be dissuaded from indulging in speculation.

We noted in Chapter 5 that the very purpose of the confidentiality of the
official currency basket has been to discourage speculation in foreign
exchange markets and that the flexible operation of the wider margins in the

system further promotes this objective.

(2) Anti-inflation Objective:
The employment of the exchange rate for anti-inflationary purposes -
usually means an exchange rate appreciation with a view to hold down price

rise. (See Stevenson and Vines, 1989). We may, however, extend it also to a case
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where the authorities refuse to depreciate the exchange rate in the event of a
clear balance of payments need for fear that such an action should undermine

anti-inflationary considerations.

Fig. 10.1 gives the graph of the rupee's 1l-country export-weighted
nominal and real effective exchange rate for the period 1973 to 1984 and Fig.
10.2 that of India's current account balance as a per cent of GDP for the

2 As can be seen from Fig. 10.2, following the

corresponding financial years.
second oil shock in 1979-80, India's current account changed from a
comfortable surplus to a considerable deficit. However, as can be noted from
Fig. 10.1, the rupee's nominal effective exchange rate (NEER) appreciated
slightly during 1979-82. With inflation faster in India than abroad during 1980
and 1981, that led to a substantial rise in the real effective exchange rate
(REER). We feel that during a period when the REER should have been
depreciated for correcting external imbalance, authorities did not do sol lest it

should worsen the inflationary situation. Instead, they pushed thé NEER

upwards somewhat.

We had occasion in Chapter 2 of referring to the experience of a number
of LDCs erratically shifting their exchange rate regimes for ihe sake of
relieving inflatioinary pressures. In Chapter 4 we noted that the abandoning

of the sterling peg by India in favour of a basket peg in 1975 could partly be
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FIG. 10.1 EXPORT—WEIGHTED NOMINAL AND

REAL EFFECTIVE EXCHANGE RATE, 1975-84

0] NEER + REER

FIG. 10.2 CURRENT ACCOUNT BALANCE

AS PER CENT OF GDP, 197584
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triggered off by anti-inflationary considerations. India, however, did not
change the exchange rate regime afterwards although the authorities altered
the style of administering it since 1978. The entry of anti-inflation motive in
exchange rate management could explain partly the change in the modus

operaads of the exchange rate regime.

(3) Shadowingthe Dollar:

Yet another aspect of India's exchange rate managementappears to be the
shadowing of the US. dollar by the rupee. Fig. 10.3 gives separately the
instability of eleven major nominal rupee rates including the rupee-dollar rate
averaged through export weights (effective variation), as well as the instability
of the rupee-dollar rate during 1968-87. The measure of instability is the
standard deviation of percentage changes in exchange rates calculated each
month on a moving basis for the previous 12-month observations and averaged
for each year (see Chapter 7 for details of construction methodology). Fig. 10.4
shows the similar picture in real terms. The most striking point that emerges
from these graphs, particularly Fig. 10.3,is that, whereas the rupee’s variability
vis-a-vis the dollar had been larger than its averagé variability against the
eleven currencies (effective variation) during the sterling peg, 1972-75, the
position' got reversed ever since the adoption of the basket peg. More
importantly, during the famous period of "dollar overvaluation” of 1980-84, the
instability of the rupee-dollar rate declined steadily and substantially relative to
rupee's average instability vis-a-vis all the eleven currencies (including the

dollar).
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We have already notedin earlier chaptersthat the dollar accounts for
the invoicing of a substantial portion of India's merchandise (on the average,
44 per cent of India's merchandise exports and 64 per cent of merchandise
imports during 1979-80 to 1981-82) and that this invoicing share is considerably
larger than the share of the US. in India's trade (an equal 13 per cent of India's
merchandise exports and imports during 1979-80 to 1981-82). Though estimates
are not available, it is expected that the dollar occupies a key position with
regard to the denomination of India's invisibles trade including private
remittances as also with regard to her capital transactions. Hence the

authorities concern for the stability of the rupee-dollar rate.

10.2.2. Analysisof the Objectives
Two questions arise from the above discussion. First, are the above-
mentioned objectives desirable in themselves? Second, if they are desirable, is

exchange rate policy the best way to achieve them?

We saw that the elimination of private speculation is desirable in the
Indian context as it does not serve the stabilization function as in a floating
exchange rate system but instead, it could very well be destabilizing.
Nevertheless, we may state that if speculation is undesirable, the creation of
exchange risk by making exchange rates unpredictable, is still more
undesirable given the evidence of the high cost of such a policy on the
economy. Our econometric study provides evidence of a strong depressing
effect of exchange risk on India.'s exports. We may therefore suggest that a
better way to tackle speculation in Indian foreign exchange markets is through
a more strict administration of the existing exchange control regulations,

rather than through the exchange rate policy.
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As regards the anti-inflation objective, there is no doubt that every
goverament should pursue it. But the rise of the exchange rate for holding
down inflation could have sometimes disastrous consequences on the country's
balance of payments. Let us revert to the instance when the authorities
appeared to have aimed to bring down the rate of inflation through exchange
rate management. During 1979-82, the Indian authorities maintained a roughly
stable or slightly rising trend in nominal effective exchange rate. During
1979-81 the Indian inflatiion was high due partly to the oil shock of 1979 and
partly also due to a major crop failure during the financial year, 1979-80. Is it
not seasible to maintain a stable nominal exchange rate when there occurs a
domestic supply shock? As we argued in Chapter 3. provided that the country
had been planning to deflect the domestic supply shock through large food
imports, the policy of maintaining a stable nominal effective exchange rate
would have been justified. But it may be noted that India had a comfortable
buffer stock of foodgrains when the harvest failure occurred in 1979 and é,lso
that the net imports of foodgrains during all the three years 1978 to 1980 by the
country had in fact been negativel (See Government of India Economic Survey
1988-89. p. S24). Under these circumstances, keeping the t;omina] effective
exchange rate steady was not necessary. On the other hand, the permanent
terms of trade shock arising from the more than doubling of world oil prices
would have required a depreciation of the real, not just the nominal, effective
exchange rate for boosting non-agricultural exports. Moreover, in the event of
o more rapid inflation at home than abroad, a stable or nearly stable nominal

exchange rate meant an unstable real exchange rate further depressing

exports.

Now let us examine the desirability of keeping a stable rupee-dollar rate
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which appears to be yet another important consideration in India’'s exchange
rate management. The maior argument for following the dollar stems from the
predominance of that currency in the invoicing of India's foreign transactions.
Currency invoicing no doubt influences the very short-run effects of exchange
rate fluotuations on the domestic currency value of payments and receipts.
However, what is much’ more important for trade in goods and services is the
competitive po-sition of the home country vis-a-vis its trading partners. The
weight for relative competitiveness in turn is to be on the basis of the trade
share of countries and not the currency share of trade invoicing. As regards
the private remittances thch constitute a ma;or item under India's invisibles
account, they are anyway largely independent of exchange rate movements. A
farge part of Indtas capital transactions is also exogenous. The recent
importance of commerctal borrowmg whnch are perhaps mostly denominated in
dollar isalso nota sofftcient reason for keepiné the dollar-rupee rate relatively

more stable.

In the context of India's geographically diversified international
transactions, the stability of the rupee-dollar rate alone while not having any
special significance, could very well be harmful to India's exports. Exports are
determined by both demand and supply factors. With a stable dollar-rupee rate,
it is true that the Short—run currency risk 1s eliminated for India's exporters
whose contracts are invoiced in dollans. but is not eliminated for the demanders
of India's exports whoae currencies are fluctua_tin@ against the dollar. That
would depress the foreign demand for I_n‘dia's pt'oducts resulting in a cut in
price. Our empirical study in the last chapter showed that for manufactured
exports such negative prtce eff ect isevident in the short run, and is quite high

in the case of India's primary commodity exports, both in the short and lon‘g
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run.,

To sum uﬁ the discussion so far: exchange rate pﬁlicy in the past has been
directed towards alternauve ob;ecuves such as the mlnlmlzauon of speculauon
and the rate of mflauon, and the stabthzauon of the rupee -dollar rate This
came in conflict with exchange rale stability m’real terms which in turn

adversely affected India's exports.

v 1022 Iml)lications for India's Current Accoulxt '

Now let us see the implications ol‘ our analysls for the emerging curreht
account situation ip the country. In perspective, the country had been having
persistellt bala:lce of payments prqblem ever sincel the mid-fifties, except fbr a
brief period of 1975-79. The government has in'itiated’ a gradual trade
3

liberalization programme” since 1985. Trade liberalization, although likely to
improve the current account in the long run, could worsen it in the short
and the medmm term. (See Ray, 1987 and Muésa. 1987). In order to project
India's current account for the next five years, 1989-90 to 1983-84, we use the

resuits of our export equations in Chapter 9 as well as the following

assumptions:

(i) the trend in rupee’s annual real effective exchange rate would
remain at the existing level with the real exchange rate
instability also remaining at the existing average level;

(ii) world real income would grow at 3 per cent per annum;4

(iii) Irldia's GNP/GDP/domestic absorption would grow in real terms

by 6 per cent per annum;

(iv) domestic price/GDP deflator would rise by  per cent per annum

in the absence of any exchange rate adiustment;6
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(v) inflation in the economies of India's trading
partners/éompetiwrs would be at the rate of 3 per cent per
annum;7

(vi) the rupee value of India’'s imports would grow in such a way asto
raise its share in nominal GDP steadily from 8 per cent in 1989-90
to 8.4 pér cent in 1993-94; there is no impact on imports from
changesin exchange rate and exchange rate instability;

(vii) exports would get an additional boost due to liberalization to the
extent of 2 per cent in 1989-90 which will gradually rise every
year to reach 4 per cent in 1993-94; and |

(viii)  the net inflow of invisibles in rupee terms would remain at the

estimated 1988-89 level of Rs. 3600 crores8 in each of the five successive years.

The details of computation are shown in Appendix Table A10.1. The

summary of the resultsare given in Table 10.1 below.
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Table 10.1 Projection of Exports and Current Account
Balance (CAB) with Constant REER and Existing
Average Level of Real Exchange Rate Instability,
1989-94 (Per Cent of GDP) '

Year Exports CAB
1988-89 55 | - 1.95
1989-90 54 -1.73
1990-91 54 -1.90
1991-92 5.4 -2.05
1992-93 5.5 -2.16
1993-94 56 -224

Table 10.1 indicates that given the existing level of the REER and real
exchange rate instability and under other assumptio:xf2 tieted earlier, the share
of exports would remain nearly constant at 55::1‘ the GDP and the current
account deficit would further deteriorate, from nearly 2 per cent of the GDP in
1988-89 to 2.2 percentin 1993-94. Such a current account outcome may not

be sustainable for the country with an already precarious external debt

siwation.9

A further simulation with our export equation estimates shows that a
depreciation of the rupee’s REER by 8 per cent per annum could turn the huge
curfent account deficit gradually into a comfortable surplus in the terminal
year, as illustrated in Table 10.2 on next page. (See 'Appendix Table A10.1 for

details).
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Table 10.2 Projection of Exports and Current Acco‘utit
Balance (CAB) with Depreciation of REER at 8 Per Cent
por Annum and Existing Average Level of Real
Exchange Rate Instability, 1989-94 (Per Cent of GDP)

Year Exports ‘ CAB
1988-89 s -1
1989-90 . el | -0.99
1990-91 67 -0.50
1991-92 | 75 o
199293 - 84 » 001

1993-94 94 +183

Thus Table 10.2 indicates that the share of India's exports would rise
sharply from 5.5 per cent in 1988-89 to 9.4 in 1993-94 and the current account
would be converted from a deficit of 2 per cent of GDP to a reasonably high
surplus of 1.8 per cent over the same period, if the REER were to depreciate at 8
per cent per annum with no change in real exchange rate znstabnllty over the

past average level. 10

Ih the above two scenarios of india’s current account, we assuhxed the
existence of real exéhange rate ihstability at the pre#ious avehage level. Now
fet us see what would a reduction in real exchange rate xnstabnllty unp]y Recall
from Chapter 9 one of the concepts of average cost of exchange risk, namely,
the mcrease in exports that would have resulted if the exchange risk were the
minimum that was achieved during the penod of study, i.e. 1968-86. Applymg

that definition we have worked out to see what would be the implication for
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India's exports and current account balance during the next five years if

exchange rate instability in real terms were brought down to the minimum that

is feasible.}1 The results are summarized in Table 10.3 (see Appendix Al10.1 for

details).

Table 10.3 Projection of Exports and Current Account Balance (CAB)
with Constant REER and Real Exchange Rate Instability
Roduced to the Past Average Minimum, 1989-94

(Per Cent of GDP)

Year Exports CAB
1988-89 5.5 -195
1989-90 58 ' -135
1990-91 66 079
1991-92 74 -0.10
1992-93 84 | <075

1993-94 96 +178

Table 10.3 shows that by retaining the REER at the existing level but by
fowering real exchangc rate instability to thc minimum of the previous period,
ie. by abont 50 per cent of the exiéting nveragc level, India's exp’orts would
grow sharply fi'om 5.5 per cent of GDP in 1988-89 to 9.6 per cent of GDP in 1993-
94 and the current account improve from a deficit of about 2.0 per cent of GDP to
a comfortable surplus of 1.8 per cent during the same period..]2 This, by
strange coincidence. is nlmoét vihat it woulci be if the REER were brought down
by 8 per c(ent ner annumiover the period with the retention of exchange rate

instability at the past average level.
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A point of clarification needs to be made here. The system of basket peg
serves in stabilizing the effective exchange rate which ‘is consistent with
instability in all bilateral rates. In the context of India's exports, as explained in
the last chapter, the proper concept of exchange rate instability is the average
variability of bilateral rates (effective variation) rather than the variability of
effective exchange rate-. But we have also noted the close positive correlation
between the two measures in India meaning that, a reduction in variability of
the effective exchange rate would leadto a reduction in the average variability

of bilateral rates as well.

To sum up: the exercise above brings out clearly the crucial importance
that has to be attached to a policy of minimization of real exchange rate
instability in the context of India in order to improve the export performance
and the current account situation in the country. The pursuance of extraneous
goals at the expense of exchange rate stability has been highly costly for the

country's exports in particular and balance of payments in general.

10.3 Microeconomic Policy Implications

The argument for exchange rate stability as developed above is also an
argument for the desirability of a basket peg for India. The basket system is
well suited for the purpose of minimization of exchange rate instability. An
alternative to basket peg is independent floating which would imply the
opening up of the capital account of the balance of payments as we saw in
Chapter 3. But there is now; theoretical and empirical evidence to show that
liberation of the capital flows during a process of liberation of the trade flows
would be destabilizing (see e.g., McKinnon, 1982; Edwards, 1984 and 1987; and
Bruno, 1985). -
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In the coatext of India with chronic current account deficits, freeing of
capital coatrols vould encourage destabilizing capital outflovs. In order to
prevent massive outflow of capital, the domstic interest rates may have (o be
raised so high that it would induce domestic recession and ieopardize growth in
the exportable sector Issues arise here concernnng the reform of the domestic
financial markets through freeing the admlntstered mterest rates and the
lowering of levels of fiscal deficit as a prerequisite for such a reform (see
McKinnon and Mathieson, 1981; and McKinnon, 1981) A full discussion of
these issues is not pertinent here, The mann ponnt is that in the medium term
with a gradual trade liberalization process that is benng undertaken within the |
country, a multi- currency peg seems to be the optimal exchange rate regime to

serve the interest of both internal and external balance

Although a basket peg is suited to Indian conditions, our analysis does not
indicate that the present basket peg is the opumum one. Qur arguments on thns )
aspect of India’s exchange rate regime is based on (a) the role of sterlnng in the
basket system and (b) .the composition of the currency basket. These are

explained below. .‘

10 3.1 The Role of Sterhng in the Basket System

Our detaxled study of the evolutron of the Indran exchange rate system in
Chapter( reVealed that the present 1mportance of sterhng in Indtas exchange
rate system is explaineld by hxstorncal and pohtncal reasons and cannot be
explamed fully on pure economxc grounds such as the role of sberllng in lndla s
external transactions. Sterlxng is the mterventxon valuatnon and desngnatlon

currency of the Indian exchan ge rate system.
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We noteda partial dilution of the role of sterling as intervention currency
since February 1987 as the Reserve Bank started selling of the US. dollar in
addition to sterling. ThlS reform would reduce the additional transaction costs
on the part of banks in first buying the pound from the Bank and later
converting them into dollars to meet the dollar requireelents. This in turn
would result in better exchange rate quotatnons for the bulk of customer

transacuons

With regard to the role of sterling as the valuation currency, ie. the
numeraire in the basket system, the point raised by Varghese (1979) is quite
valid. That is, sterhng rates of currencxes in international markets are indirect
rates denved from dollar quotauons. and therefore, contain dtstoruons due to
conversion costs. Hence the dollar is more appropriate than sterlmg as the unit

of account for the Indnan basket system.

Once the dollar becomes the meior intervention currency and also the ;Jnit
of account in the basket system, then by logic it should also be the designation
currency, ie., the medium through which exchange rate adjustments are
announced by the Bank, The only objection one could envisage in not making
the dollar the designation currency is that, in the basket-managed system, the
domestic currency value of the designation currency undergoes frequent
changes in order to maintain stability of the domestic currency with the basket.
In other words, in such a system, targeting of the dollar-rupece rate would be
very difficult. But as we argued earlier, the policy of targeting dollar-rupee
rate at the expense of other rupee rates does not appear desirable in the context

of India's geographically well diversified external transactions.
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10.3.2 The Composition of India's Currency Basket

The confidentiality of India's official curfency basket precludes a
conclusive statement on the optimality of the present Indian basket system.-
However, it may be stated that a narrow basket with just four currencies, if that
is what the present system consists of, cannot constitute an optimum currency
basket for the country. This could be illustrated through a comparison of the
movements of different indices of rupee’s nominal and real effective exchange
rates as well as their variability based on alternative assumptions of what

constitutes an optimal basket.

We .have th.ree indices on rupee's effective exchahge rate which were
constructed and employed in previous chapters. They are, (1) 4-country trade-
weighted index with weights based on 1972-74 trade share; (2) 1l-country
modified trade-weighted index with weights based on modified trade shares
during 1979-81; and (3) 1l-country export;weighted' indéx with weights based

on export shares during 1979-81. Fig.10.5 plotsthe corresponding nominal
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FIG.10.5 ALTERNATIVE INDICES OF NOMINAL
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effective exchange rate indices: NEER (4-TW), NEER (MTW), and NEER (EW), for
the period 1974-88. Fig. 10.6 gives the graph of the respective real effeclive
exchange rate indices: REER (4-TW), REER (MTW) and REER (EW), also for 1974-
88. These graphs indicate that although the three nominal and real exchange
rate indices generally move in the same .direction, the extent of their

movements varied considerably since 1978,

Turning to alternative measures of instability of effective exchange rate
indices, 'we employ the measures based on moving standard deviation of
percentége changes of the above-mentioned effective exchange rate indices.
Fig. 10.7 gives the annual trends in variability of nominal éffective exchange
rates based on 4-country trade-weighted index, VN (4-TW); 11-country modified
trade weighted index, VN (MTW); and 1ll-country export-weighted index, VN
(EW). all for the period 1974-87. Fig. 108 plots the corresponding instability
measures in real terms, VR (4-TW); VR (MTW); and VR (EW). These graphs
indicate large divergence among alternative nominal instability measures since

1980 and among alternative real instlability measures since 1979,

Thé analysis above illustrates the importance of gelting the proper
currency basket right for India. One should ideally have in the Indian
currency basket also currencies of developing countries (e.g..} Brazil, China,
Hongkohg. Malaysia, Philippines, Singapore and Taiwdn) which are
increasingly competing with India’s manufactured products in third markets. |
But the weights of these currencies in the basket should not be based merely on

the shares of these countries in India's trade. which anyway are not much, but
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should also také into account the shares of these countries in markets to which
India exports. The basic criticism against all trade-weighted baskets is that they
ignore (a) third-country competition and (b) the differences in domestic
cduntry‘s trade elasticities as among various trading partners. In order :to
eliminate these dfawbacks, the currency basket has to be firstly, very broad and
secondly, based on elasticity weights. Therefore, it is worth consideration
whether to construct a multilateral exchange rate model for India on the lines
of the IMF model for the OECD countries and generate curreﬁcy weightsﬁ

depending on balance of trade elasticities.

10.4 Conclusion

A proper conduct of exchange rate policy requires an optimal exchange
rate regime which determines the nominal exchange rate, and adjustments in
the nominal exchange rate in order to preserve external balance. The basket
peg provides the exchange rate regime for India but the present basket system
does not appear to be optimal. One reason for the suboptimality of the Indian
basket system arises from the role assigned in it to the pound sterling which
involve costs which can be reduced by shifting that role to the dollar. More
importantly, a large currency basket which should also include some of India's
developing country competitors and which should be based on multilateral
elasticity weights is preferable to a narrow currency basket based on bilateral

trade weights.

Given the optimal exchange rate regime, it has to be operated with a view
to preserving the country's external balance. That requires consideration for
the medium-term trends in real exchange rate as well as the short-term

fluctuations in that rate. In the emerging balance of payments situation in the
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country, with the existing level of short-term exchange rate instability in real
terms, would necessitate a substantial real exchange rate depreciation to attain a
sustainable current account balance in the medium term. However, the extent
6( depreciation of the exchange rate can be reduced with large gains on the
current account by minimizing the short-run fluctuations in the real exchange
rate. The policy of lowering of instability in the real exchange rate is possible
if only extraneous considerations such as the minimization of speculation and
inflaﬁon. and the staﬁilization of the dollar-rupee rate do not enter into India's

exchange rate management in future.
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Footnotes: Chapter 10

1. Seethediscussion in Section 3.3 of Chapter 3.

2. Forthe source of data in the construction of nominal and real effective
exchange rate, see Chapter 9. The current account balance data is .from
Reserve Bank of India Bulletin. GDP data is from Government of lndia
Economic Survey.

3. The rationale of trade liberalization for India can be seen from a number
of studies on India's trade regime (see for example, Bhagwvati and Desai,
1970; Bhagwati and Srinivasan, 1975; and Wolf, 1982). The lines on which
India’s trade liberalization is taking place can be understood from the
Report of the Official Committee on Trade Policies (Abid Hussain Committee,
1984) and the government's statement on long-term fiscal policy (LTFP,
1983)

4. World real income increased at an average annual rate of 3.7 per cent
during 1984-88 (Bank for International Settlements, Annual Report 1989,
p. 10). Our assumption of 3 per cent growth in world economy for the next
five years is consistent with the IMF projection of world output growth at
3.3 per cent and 3.2 per cent respectively for 1989 and 1990 (World
Economic OQutlook, April 1989, p. 4).

5. India’s real GNP grew by an average 5.1 per cent per annum during the
financial years, 1984-5 to 1988-9 (Government of India Economic Survey,
1988-89, p. 2). We assume a step up in the average growth rate in the next
five years to 6 per cent per annum. The Approach Paper for the Sth Five
Year Plan (1990-93) also eﬁvisages an annual growth rate of 6.0 per cent.

6. The wholesale price index recorded a rise of 6.5 per cent per annum

during 1984-5 to 1988-89 (Government of India Economic Survey, 1988-89,
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p.2). We assume a lower rate of inflation at5 per ceﬂt per annum duvring
the next five years which is reasonable in the context of a larger outpu't
growth rate envisaged. | |

Indusu;ial countries experienced an average rise of 1.5 per cent in
wholesale price index during 1984-88 (International Financial Statistics,
Yearbook 1988 and OECD Economic Qutlook, April 1989). The assumption of
doubiing of this rate in the next five years at 3 per cent per annum is
consistent with the IMF projection of accelerating inflation in industrial
countries during 1989 and 1990 at 38 per cent and 3.5 per cent
respectively (World Economic Outlook 1989, p. 4).

Based on the assessment in Government of India Economic Survey 1988-89.
According to official estimates, the total debt service liabilities of India
have risen from 8.5 per cent of current earnings (merchandise exports
plus gross invisible receipts) in 1979-80 to 12.1 per cent in 1984-85 and
further to 24 per cent in 1987-88 (Government of India Economic Survey
1988-89, p. 122.)

We have not made allowance for growth in GDP through the export
multiplier. This is, however, justifiable in the context of a very low (but
nearly stable) share of exports in India's GDP at about 5 per cent in the last
ten years.

Note that the measure of exchange rate instability we employ here,
because of its inherent superiority over other measures in the context of
India, is the real effective variation based on moving standard deviation,

ie., REVI. The minimum annual value for REVI was observed in 1971 and

‘that was about 48.9 per cent below the average for the period 1968-86. 1971

vas 8 year of considerable uncertainty in the international monetary

system culminating in the collapse of the Brettan Woods bar value system
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and the initial floating of major currencies which had implications for
rupee's exchange rate stability. In spite of these developments, 1971
constituted the year of lowest real exchange rite ihstability for the

country.
Qee Footnote 40.
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APPENDIX
Table A10.1 Projection of India’s Current Account 1989-94: Three

Scenarios

1. Estimated Export Equations
A. Manuf: acturi‘ng Products
(1) XQM =8.319 - 1.339 REERM + 521 WY - 297 REV1_y
(2) XPM = -4.134+ 1.21.4 HPM + 597 HA - 143 REV1 + .197 REVlﬁ-l
(3) HPM = 6.548 - 292 AS - 389 AS.1 + 2651P- 152 IP.1 » 084T

B. Non-fuel Primary Products
(4) XOP = 14.347- 1449 REERP + 1.120 WY - 1.105HA - 818 (XPP- HPP)_;
(5) XPP =-.352 + 546 FP + 980 HPP -1.022 KEP - 184 REVI |
+ 498 (XPP- HPP);

where all terms stand for the logarithms 61‘ the variables; XQM = quantity of
manufactured exports, REERM - export-veighted real effective excbmige rate
relevant for manufactured exports, WY = world real income (export-veighled),
XPM = domestic currency export price of m;muf actured products, HPM = domestic
price of manufactures, AS = agricultural production, AS.| = AS of the previous
year, IP = domestic currency import price, IP.g = IP of prevfous year,. T « time
trend. XQP = quantity of non-fuel primary exports, REERP = export-weighted real
effective exchange rate relevant for primary exports, HA = real domestic
absbrpu'on, XPP = domestic currenéy export price of non-fuel primary
products, HPP = domestic price of primary products, (XPP-HPP).y = the gap
between XPP and HPP in the previous year, FP = export-weighted foreign price

(FP*) in domestic currency, KFP « fixed capital stock in the primary sector,
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REV1 = annual average real effective variation measured through moving
standard deviation of monthly percentage changes in exchange rates, and

REV1.; =REVI of the previous year.

2. Impact of Exchange Rate Changes on Domestic Price

Equation (3) above estimates the impact of nominal exchange rate changes
on domestic price of manufactured products through domestic. currency import
price (IP). We make a restrictive assumption ihat the impact of nominal
exchange rate changes on domestic primary product prices}are so negligible
that it can be ignored. Therefore, the impact of exchange rate changes on the
general price level (wholesale price index) is given by the former's effect on
domestic manufacturing price multiplied by its v)ﬁight in the all-commodity
wholesale price index (HP), ie., 583 (inclusi.ve of the group, 'fuel, po;ier. light
and jubricants’). We further assume that the impad of exchange rate changes
on the wholesale price index and that on the GDP deflator is the s.ame. Applyiﬁg
these assumptions on equation (3) yields the result that a one per cent
depreciation of nominal exchange rate would raise the domestic 'vholesalo price
index as well as the GDP deflator by .154 per cgnt in the firﬁt j'ear bu? reduce it

by 089 per cent in the second year, so that the long run effect is only 065 per

cent.

3. Basic Assumptions Underlying the Projections
The annual growth rates in various explanatory variables during 1989-90

to 1993-94 are assumed to be:



332

Explanatory ~ Annual Growth

WY 3

FP* | 3
real GNP/GDP/HA | 6
HPM/HPP/HP/GDP deflator S (excluding

exchange rate effect)

In addition, we assume the following relating to the Indian current

account in the next five years:

a) Asa result of import liberalization, the rupee value of imports vould|
grow in such a way as to raise its share in nominal GDP from 8 per cent in
1989-90 to 8.1 per cent in 1990-91, 8.2 per cent in 1991-92, 8.3 per cent in
1992-93, and to 8.4 per cent in 1993-94. Exchange rate and its instability
are assumed to have no impact on imports.

b) The rupee value of exports would get an additional boost due to
liberalization to the extent of 2 per cent in 1989-90, 2.5 per cent in 1990-
91, 3.0 per centin 1991-92, 3.5 per cent in 1992-93,and 4 per cent in 1993-
94.

c¢) The net inflow of invisibles in rupee terms would remain at the

estimated 1988-89 level of Rs. 3600 crores in each of the next five years.

4. Projection Results

Scenariol

Under this scenario, the NEER is depreciated just to compensate for the
differential between home and foreign inflation. The inflation differential is 2
per cent which requires slightly higher than 2 per cent annual depreciation of

-
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the NEER taking into account the domestic price effect of the NEER depreciation.

The required N}IR depreciation under Scenario 1 is given below.

Year NEER depreciation
(%)
1989-90 236
1990-91 2.12 ‘
1991-92 2.14
1992-93 214
1993-94 2.14

The volume of exports under this scenario would respond only to WY and
HA and the export price' to HPM (including the NEER effect), HA, HPP and NEER
(through FP). We do not take into account any effect on exports that would
occur through changes in fixed capital stock in this or any other alternative
scenarios. Under this scenario we also do not envisage any export growth due
to reduction of real exchange rate instability as we assume that the level of

instability remains the same,

We worked out the ann.ual growth in export value (export volume growth
plus export price growth) separately for the manufactured products and the
primary products and combine them to get the aggregate export growth using
the 1979-81 export share weights (.641 for manufactured products and .359 for
primary products). To the resulting growth rates we add the additional growth
due to liberalization and finally obtain the following domestic currency export

growth rates during the projected period.
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. Export Growth (%)
1989-90 ' 1072
1990-91 | 1130
1991-92 179
1992-93 | 12.29

1993-94 12.79

The projection of India's current account in the next five years under

Scenario 1 is given below on the next page.



AN

333

Scenario 1: Projection of Current Account, 1989-94 (Rs. Crores)

Items 1988-89%  1989-90 1990-91 1991-92 1992-93 1993-94
(Base)

Exports 20939 23184 25803 28846 32391 36534
(5.3) (5.4) (5.4) (5.3) (53) " 56)

Imports 32023 34151 38423 43230 48632 54701
Bt 60 B B2 83 (84

Trade Balance -11084 -10967 -12620 -14384 -16241 -18167
(-29)  (-26) (-2 (-27) (-28) (-28)

Invisibles (net) 3600 3600 3600 3600 3600 3600
09  (08) (03) 0.7) 05) (06)

Current Account -7484 -7367 -9020 -10784 -12641 -14567

Balance (-1.95) (-1.73)  (-190) (-203) (-2.16) (-2.2¢)

a. Estimated actuals based on provisional figures for merchandise trade and
indications for GDP and net invisibles given in Government of India
Economic Survey, 1988-89, :

b. The high import-GDP ratio in 1988-89 is due to exceptional causes such as
the unusually high international prices of metals and edible oils and the
large imports of essential commodities such as foodgrains to build up
stocks depleted by the previous year's unprecedented drought.

Note: Figuresin parentheses are percentages to GDP at current market prices.
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Scenario 2
Under Scenario 2, which assumes an annual 8 per cent REER depreciation,

the NEER depreciation required is given below:

(%)
1989-90 11.82
1990-91 1058
1991-92 10.71
1992-93 1 10.70
1993-94 10.70

The aggregate export growth under Scenario 2 has been worked out as

under:
Year LProjected Annual
LExport Growth (%)
1989-90 2555
1990-91 23.34
1991-92 2456
1992-93 25.07

1993-94 - 2557

The current account projections under Scenario 2 would be as:
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 Scenario 2: Current Account Projections, 1989-94 (Rs. crores)

Items 1988-89 1989-90 1990-91 1991-92 1992-93  1993-94
(Base) . - '
Exports 20939 26289 32425 40388 50514 63430
(5.3) 6.1) (6.7) (7.5) (8.4) (9.4)
Imports? 32023 34151 38423 43230 = 48632 54701
(8.4) (7.9) (8.0) (80) . (8.1) (8.1)
Trade Balance -11084 -7862  -5998 -2842 1882 8729
(-29) (-18) (-12) (-05) (0.3) (1.3)
Invisible (net) 3600 3600 3600 3600 3600 3600
(0.9) (08) (0.7) 0.7) (0.6) (0.5)
Current Account -7484 - -4262  -2398 +758 +5482 +12329
Balance (-1.95) (-099). (-050)  (+0.14) (+091)  (+183).

a. The import-GDP ratio is slightly different from Scenario 1 due to the price
effect of larger NEER changes on nominal GDP

Note: Figures in parentheses are percentages of GDP at current market prices.

Scenario3

Scenario 3 envisages, besides the Scenario 1 assumption of constant REER

throughout the projection period, a fowering of real exchange rate instability

by 48.9 per cent in order to attain the minimum exchange rate instability of the

past period. The reduction of real exchange rate instability alone would bring

about an additional export growth. The extra growth in exports due to lowering

of exchange rate instability to the prescribed levelis indicated below for the
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Year Additional Export Growth with Low Exchange Risk

Manut I “Pri !

Products Products Exports
1989-90 6.99 9.00 7.71
1990-91 1138 17.95 14.06
1991-92 1188 17.95 14.06
1992-93 11.88 17.95 14.06
1993-94 11.88 17.95 1406

Taking into account the above additional export growth through the

reduction in exchange risk, the current account projections for the next five

years under Scenario 3 would look like as in the table given below.
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Scenario 3: Projection of Current Account, 1989-94

Items 1988-89 1989-90 1990-91 1991-92 1992-93 1993-94
(Base)

Exports 120939 24798 31087 39123 49432 62704
55 (58 (66) (74 (84  (96)

Imports 32023 34151 38423 43230 48632 54701
(84  (80) (81  (82) (83)  (84)

Trade Balance -11084 -9333  -7336  -4107  +800 8003

(-29) (22) (-15) (-08) (+0.1) (+1.2)
Invisibles (net) 3600 3600 3600 3600 3600 3600
(0.9) (0.8) (0.8) 07)  (0s) (0.6)
Current Account  -7484  -5753  -3736  -507  +4400 - +11603
Balance (-195) (-1.35) (0790 (-0.10) (+0.75) (+1.78)

Note: Figuresin parentheses are percentages to GDP at current market prices
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Chapter 11

Conclusion

The mainstream theoretical and empirical literature on LDC exchahge rate
}egimes. although voluminous, have failed to highiight the specific features of
the new exchange rate regimes that have ehefggd since the demise of the
universal “adjustable peg” system. The thesis cbuld provide 'considerable

insight into the Indian post-Bretton Woods exchange rate regime.

A proper conduct of exchange rate policy xmportantly requires an exchange
rate regime which has to be established on "internal balance” comnderauons
i.e.. with a view to shield the domestic economy from dasturbances 1mpased by
the day-to-day third country currency fluctuations. While‘ it is‘lvrue tbat 8
basket peg is well suited to the Indian situation. our study casts doubls on the
optimality of India’s present basketsystem A broad currency basket mcludmg
also currencnes of some of India's LDC compeutors in third markets wth a
vexghhng system based on balance-of-trade elasucmes derived from an
appropriately constructed multilateral exchaqge rate model, constitﬁtes the
optimal currency basket for India. Besides, in an ‘optinial pég for the ‘coﬁntry. it
is the dollar, instead of sterling, that should be the currency of valuation.

designation and intervention.

The exchange rate regime determines the day-io-day nominal exchahge

rates. However, what is important for external balance is the medium-term
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trend as well as the short-term volatility in the geal exchahge rate. For
instance, one can achieve a targeted improvement in current account either by
a decline in the medium-term trend in the real exchange rate (real
depreciation) or by adecline in the short-run fiuctuations in thé real“exchange
rate or a combination between the two. Therefore, while adjusting the nominal
exchange rate for the external balance purpose, authorities have options with
regard to both medium-term trend and short-term fluctuations. An important
contribution of our study lies in highlighting the option involving the latter

which hasbeen largely ignored in the literature on LDC exchange rate policy.

In the context of India, the operation of exchange rate policy in the past has
led to high exchange rate instability in real terms which involved high
exchange risk for economic agents. Our study could demonstrate the high cost
of exchange risk for India in terms of lost exports, disaggregated into
manufactured and non-fuel primary products. The high exchange rate
instability associated with the Indian exchange rate management has been
shown to be a case of the authorities’ attempts to achieve far too many things
through the exchange rate policy ending up with achieving far too little. The
balance of payments situation in India remained uncomfortable throughout the

1980s and appears to worsen in the 1990s.

In every discussion of LDCs subject to chronic balance of payments deficit,
concern is mostly raised about the overvaluation of the home currency and the

pneed to depreciate the currency to an appropriate level. Very seldom the

question is asked about the short-term instability of the exchange rate and the
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large gains on curreat account that can be had by lowering the short-term
exchange rate instability. Our study on India shows clearly that the equilibrium
exchange rate cannot be divorced from the short-term stability of the exchange
rate. This, in fact, opensup an area for future research in the contest of other

LDCs subject to chronic balance of payments problems.
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