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Abstract 

Biosensors are often used to detect biochemical species either in the body or from 

collected samples with high sensitivity and specificity. Those based on piezoelectric 

sensing methods employ mechanically induced changes to generate an electrical response. 

Reliable collection and processing of these signals is an important aspect in the design of 

these systems. To generate the electrical response, specific recognition layers are arranged 

on piezoelectric substrates in such a way that they interact with target species and so 

change the properties of the device surface (e.g. the mass or mechanical strain). These 

changes generate a change in the electrical signal output allowing the device to be used as 

a biosensor. The characteristics of piezoelectric biosensors are that they are competitively 

priced, inherently rugged, very sensitive, and intrinsically reliable. In this study, a 

compound label-free biosensor was developed. This sensor consists of two elements: a 

Love wave sensor and an electrochemical impedance sensor. The novelty of this device is 

that it can work in both dry and wet measurement conditions. Whilst the Love wave sensor 

aspect of the device is sensitive to the mass of adsorbed analytes under both dry and wet 

conditions with high sensitivity, the sensitivity coefficients in these two conditions may be 

different due to the different (mechanical) strengths of interaction between the adsorbed 

analyte and the substrate. The impedance sensor element of the device however is less 

sensitive to the mechanical strength of the bond between the analyte and the sensing 

surface and so can be used for in-situ calibration of the number of molecules bound to the 

sensing surface (with either a strong or weak link): conventional Love wave sensors are not 

sensitive to material loosely bound to the surface. Thus, a combination of results from 

these two sensors can provide more information about the analyte and the accuracy of the 

Love wave sensor measurements in a liquid environment. The device functions with 

label-free molecules and so special reagents are not needed when carrying out 

measurements. In addition, the fabrication of the device is not too complicated and it is 



ii  

 

easy to miniaturise. This may make the system suitable for point-of-care diagnostics and 

bio-material detection. 

The substrate used in these sensors is 64°YïX lithium niobate (LiNbO3) which is a 

kind of piezoelectric material. On the substrate, there is a pair of interdigital transducers 

(IDTs) which are composed of 100 Ti/Au split-finger pairs with a periodicity (ɚ) of 40ɛm. 

The acoustic path length, between both IDTs, is 200ɚ and the aperture between the IDTs is 

100ɚ. On top of the substrate and IDTs, there is a PMMA guiding layer with an optimised 

thickness ranging from 1000 nm to 1300 nm. In addition, a gold layer with thickness 100 

nm is deposited on the guiding layer to act as the electrodes for the electrochemical 

impedance sensor. 

The biosensor in this study has been used to measure Protein A, IgG, and GABA 

molecules. 

Protein A is often coupled to other molecules such as a fluorescent dye, enzymes, 

biotin, and colloidal gold or radioactive iodine without affecting the antibody binding site. 

In addition, the capacity of Protein A to bind antibodies with such high affinity is the 

driving motivation for its industrial scale use in biologic pharmaceuticals. Therefore, 

measuring Protein A binding is a useful method with which to verify the function of the 

biosensor. 

IgG is the most abundant antibody isotype found in the circulation. By binding many 

kinds of pathogens including viruses, bacteria, and fungi, IgG protects the body from 

infection. Also, IgG can bind with Protein A well so the biosensor here could also measure 

IgG after a Protein A layer is immobilised on the sensing area.  

GABA is the main inhibitory neurotransmitter in the mammalian central nervous 

system. It plays an important role in regulating neuronal excitability throughout the 
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nervous system. The conventional method to measure concentrations of GABA under the 

extracellular conditions is by using liquid chromatography. However, the disadvantages of 

chromatographic methods are baseline drift and additions of solvent and internal standards. 

Therefore, it is necessary to develop a simple, rapid and reliable method for direct 

measurement of GABA, and the sensor here is an attractive choice. 

    When the Love wave sensor works in the liquid media, it can only be used to measure 

the mass of analytes but does not provide information about the conditions of molecules 

bound with the sensing surface. In contrast, electrochemical impedance sensing based on 

the diffusion of redox species to the underlying metal electrode can provide real-time 

monitoring of the surface coverage of bound macromolecular analytes regardless of the 

mechanical strength of the analyte-substrate bond: the electrochemical impedance 

measurement is sensitive to the size and extent of the diffusion pathways around the 

adsorbed macromolecules used by the redox species probe i.e. it is sensitive to the physical 

area of the surface covered by the macromolecular analyte and not to the mass of material 

that is sensed through a mechanical coupling effect (as in a Love wave device). Although 

electrochemical impedance measurements under the dry state are quite common when 

studying batteries and their redox/discharge properties, these are quite different sorts of 

systems to the device in this study. Therefore, integrating these two sensors (Love wave 

sensor and electrochemical impedance sensor) in a single device is a novel concept and 

should lead to better analytical performance than when each is used on their own. The new 

type of biosensor developed here therefore has the potential to measure analytes with 

greater accuracy, higher sensitivity and a lower limit of detection than found when using 

either a single Love wave sensor or electrochemical impedance sensor alone. 

Key words: biosensor, Love wave sensor, impedance sensor, piezoelectric sensing, 

label-free, IDTs, Protein A, IgG, Anti-GABA, GABA.  
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Chapter 1 Introduction  

1.1 The classification of biosensors 

Biosensors can be used to detect biochemical signals in the body with high sensitivity 

and specificity. In 2013, Ngoepe et al. illustrated the functions of biosensors in detail [1] 

and their report is cited in this thesis. Biosensors can provide a powerful opportunity in 

early diagnosis and treatment of illness. Early detection and diagnosis can greatly reduce 

the cost of patientôs medical care, associated with advanced stages of many diseases and 

far better can prevent a disease before it becomes a serious problem. From a diagnostics 

view point, accuracy of the diagnosis is vital in terms of the kind of therapy to be used. The 

major concern in diagnosis is patient compliance where invasive samples (blood and tissue) 

are routinely taken to analyse the severity of the disease. Prognosis only can estimate the 

probable result of a single patienceôs disease, so there are limitations in general treatments. 

Both these affect disease management since dosage and period of treatment influence the 

level of disease, patient compliance and medical costs. Therefore, for chronic disease, 

continuous medical intervention is required to allow changing of the dosage and treatment 

period. This may evidently be observed in diabetes management where treating 

hyperglycemia can lead to hypoglycemia. Imbalances of glucose and cholesterol are a 

major concern because these two elements are the major reasons of fatal diseases. Glucose 

imbalance causes diabetes, which increases the risk of heart diseases, kidney failure, and/or 

blindness [2]. Both, high and low levels of glucose can result in disability or death. From 

the diagnosis and management point of view, diabetes mellitus requires a continuous 

monitoring of blood glucose levels. In 2012 glucose biosensors accounted for 

approximately 85% of the world market for biosensors [3]. Millions of people who suffer 

from diabetics test their blood glucose levels daily, thus making glucose the most 

commonly tested analyte. In 1962, the research group of Clark and Lyons [4] invented the 

first biosensor which successfully detected the glucose levels of the blood. This journal 
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paper indicated that glucose oxidase enzyme was entrapped on an oxygen electrode over a 

semi-permeable dialysis membrane. Glucose levels were indirectly measured by 

monitoring the amount of oxygen consumed by the enzyme. In 1973, Guilbault and 

Lubrano designed an amperometric (anodic) sensor to monitor the hydrogen peroxide, a 

glucose degradation byproduct [5]. 

    Prior to any major impacts, an illness can lead to serious problems to the patient such 

as neuropathy or retinopathy in terms of diabetes because there are a number of 

physiochemical changes which occur. Diabetic retinopathy which occurs due to low sugar 

levels in the eyes can cause blindness as the new capillaries that deliver blood to the eye 

are frail [6]. For cholesterol, there are a variety of physiochemical changes that take place 

before signifying future damage. The occurrence of stroke is usually due to blood clogging 

that causes the interference of blood flow near the nervous system. Prognosis of any illness 

plays a main role in illness management. However, through the process of diagnosis, 

chronic illnesses will require continuous monitoring for efficient management. The costs 

and patients compliance are highly affected by these processes. It is observed that 

self-monitoring of sugar levels has benefited patients in terms of costs and disease 

management. Design of self-monitoring devices for glucose levels such as SensoCard Plus 

(BBI Healthcare) and AccuCheck Compact (Roche) has assisted patients to monitor their 

glucose concentrations in order to delay or even prevent the progression of microvascular 

and macrovascular complications [7]. If patients feel comfortable to monitor analyte 

concentration daily and the processes of monitor are convenient, the patientsô willingness 

to conduct self-monitoring will increase substantially. For a better illness management, 

non-invasive/continuous sampling is required for optimum medical intervention. There are 

different kinds of glucose sensors which can be divided into two groups; enzymatic 

(finger-prick glucometer and urine dipstick), and continuous (non-invasive, minimally 

invasive and invasive). For continuous invasive sensors, these can be intravenous, 
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implantable, microdialysis (glucose oxidase electrochemical sensor) and subcutaneous 

sensors (enzyme electrodes-redox reaction analysis), while for minimally invasive ones, 

micropore or microneedle (collection of interstitial fluid for enzyme based electrode sensor) 

can be used [8]. 

For cholesterol monitoring, it has been shown that accumulative treatment 

discontinuations among long-term regimens of all types of drugs is about 50% of patients 

during first year and 85% of patients in the second year of treatment [9]. Similar to 

diabetes, cholesterol is detected by means of using immobilized enzymes (CholesTrak® , 

AccuTech, LLC). The enzyme cholesterol oxidase breaks down cholesterol into hydrogen 

peroxide and cholest-4-en-3-one in the presence of oxygen [10]. The level of cholesterol is 

then measured by an amperometric sensor that can detect hydrogen peroxide through redox 

mediator [11]. The methods that utilise enzymes for detection of any analyte have 

disadvantages such as short lifetime and lower sensitivity. This can be avoided by using 

two or more enzymes. In the case of cholesterol, cholesterol oxidase and cholesterol 

esterase can be used in combination [12]. Future cholesterol monitoring devices may 

include non-invasive mode of cholesterol level detection as in quantifying the levels of 

isoprene in human breath [13].  

For non-invasive sensors the mode of detection can be either optical or via 

transdermal analysis. For transdermal analysis, impedance spectroscopy (dielectric 

properties of a tissue), skin suction blister technique (vacuum application on the skin to 

obtain fluid for analysis), reverse iontophoresis (low electric current application) and 

sonophoresis (use ultrasound on the skin) may be used [14, 15]. For optical analysis the 

following methods may be employed; kromoscopy (electromagnetic radiation), 

photoacoustic spectroscopy (increased ultrasound pulse generated during absorption of 

light when there is high glucose levels), optical coherence tomography (tomographic 

imaging), scattering (relative refractive indices of a particle), occlusion spectroscopy 
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(produce high systolic pressure to occlusion of arterial flow), polarimetry (substances 

which can rotate the plane of polarized light), thermal infrared (glucose concentration 

correlates to temperature variation and mid-infrared, MIR, light scattering on the skin), 

fluorescence (light emission from molecules in different states), MIR spectroscopy 

(wavelength variations due to stretching and bending of molecules), near-infrared (NIR) 

spectroscopy (absorption based on molecular structure) and Raman spectroscopy 

(rotational or vibrational energy states within a molecule) [16]. 

Biosensors are of interest within the field of modern analytical chemistry and 

pharmaceutics. There are many published journal papers which displayed the diversity of 

approaches and techniques applied. This is due to new demands and opportunities that are 

appearing particularly in clinical diagnostics, environmental analysis, food analysis and 

production monitoring [17-19]. A biosensor can be defined as a device which can generate 

a signal that is proportional to the concentration of a particular biomaterial or chemicals in 

the presence of a number of interfering species [20]. This is accomplished by means of 

utilising biological recognition elements such as enzymes, antibodies, receptors, tissues 

and microorganisms as sensitive materials because of their selective functionality for target 

analytes. To develop a universal biosensor is very difficult, because it is impossible to 

discover an all-inclusive parameter estimation algorithm that would provide as much as 

information about material properties in all applications. Each application requires a 

unique choice of sensor design and associated parameter estimation algorithms. As a 

sensor system develops, the requirements for each element become clearer and affect the 

requirements for each element of the trinity displayed in figure 1.1. Sensors can be divided 

into various groups based on the mode of function in terms of sensing region and 

transduction. 

There are many classifications for biosensors. In the following sections, different 

types of biosensors are described in turn, according to the type of physical transduction 
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given in table 1.1. There are six main kinds of physical transductions: optical, thermal, 

mass, surface acoustic wave, conductance, and impedance. 

Table 1.1 Groups of biosensors based on transduction signal, their mode of detection and 

applications. 

Transduction Mode of Detection Application 

Optical Surface Plasmon Resonance: 

immobilizes antibodies/ ligands/ 

receptors. The analyte concentration is 

measured upon adsorption 

Hand held refract meter (Rhino 

Series, Reichert, Inc., USA). Detect 

analytes in urine 

Image-based method:  

fluorescence is generated with chemical, 

enzymatic and cellular changes by means 

of probing 

Fluorescence Resonance Energy 

Transfer-Protein and nucleic acid 

analysis (Invitrogen, USA) 

Thermal Calorimetric: measures a change in 

temperature in the solution containing 

specific analyte and converts it into 

concentration 

Auto-iTC200 system (GE Healthcare, 

USA) and DSC used for 

characterizing molecular 

interactions/ enzyme kinetics 

Mass sensitive Quartz crystal microbalance: consists of a 

thin quartz disk with electrodes plated on 

it. Measures a mass per unit area by 

measuring the change in frequency of a 

quartz crystal resonator 

QCM200, Stanford Research 

Systems, Inc., USA; Attana Cell 

200. Measure specific analyte 

concentration 

Surface 

acoustic wave 

Surface acoustic wave: generate and 

detect acoustic waves using inter-digital 

transducers. This will detect changes on 

the surface, such as mass loading, 

viscosity and conductivity changes 

VaporLab, Microsensor Systems, 

USA. Gas analysis on film swelling 

results in electrical signal. Breath 

analysis of volatiles 

Conductance Conductive properties of medium 

between two electrodes (ionic strength 

changes) 

Enzymatic reactions yielding 

charged substances. Enzyme 

field-effect transistor (EnFET); 

Nanowires 

Impedance Measure both resistance and reactance 

(change from weak or non-charge 

substances to highly charged) 

IQ Scientific Instruments, Inc. 

Field-effect Transistor (FET). Drug 

effects on cell based ionic 

signatures. 
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Figure 1.1 Every sensing application requires an optimum combination of inherently 

dependent elements of the measurement system comprising sensor design and parameter 

estimation algorithms. 

1.1.1 Optical Biosensors 

Two major kinds of biosensors using optical transduction method to detect analytes 

are surface-plasmon resonance (SPR) technology and imaging-based methods.  

SPR is a phenomenon which uses visible or near-infrared radiation from a 

monochromatic light source via a hemispherical prism to irradiate a metallic surface to 

generate an electromagnetic (optical) evanescent wave. A detector is setup at an angle 

related to the refractive index (RI). In the evanescent wave, the oscillation of free electrons 

generates a surface plasmon which can resonate and absorb light. The specific 

wavelength/angle at which this occurs is a function of the RI in the proximity of the 

metallic surface and relates to the type and amount of material on the chip surface. A 

change in this material (e.g. the amount adsorbed, or a mass change) will lead to a 

refractive index change and a shift in the resonance to a longer wavelength (if the 

refractive index increases). Such a change in mass can result from the immobilisation of a 

ligand and, subsequently, further interactions which take place when analytes are passed 

over the modified sensor surface [21]. 

A large selection of commercially available SPR optical biosensors can be used for 

pathogen detection. Wei et al. applied the SPREETAÊ SPR system (Texas Instruments) to 

measure Campylobacter jejuni [22]. Here, biotinylated leporine polyclonal antibodies were 

immobilised directly on the sensor surface and the assay had a sensitivity of 1 × 10
3
 

Sensor design Parameter estimation 

algorithms 

Application 
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CFU/ml. Barlen et al. chose the Plasmonic SPR device (Plasmonic Biosensoren) for the 

detection of Salmonella typhimurium and S. enteritidis [23]. Salmonella typhimurium in 

milk was also successfully measured by the team of Mazumdar with the same SPR optical 

biosensor [24]. A range of other optical sensor platforms, including the ProteOn XPR36 

(Bio-Rad) and Sens²Q (Nomadics) and BiacoreÊ also have the potential to be applied for 

pathogen monitoring. Oh et al. utilised a SPR-based protein chip assay format with 

immobilised monoclonal antibodies against S. typhimurium, E. coli O157:H7, Yersinia 

enterocolitica and Legionella pneumophila. 1 × 10
5
 CFU/ml of each pathogen could be 

specifically measured with their respective antibody [25]. 

Imaged-based optical biosensors are based on image recognition and technology has 

been developed which is particularly useful for cancer diagnosis and treatment. There are 

many problems in traditional methods to diagnose or cure cancer such as surgery, 

chemotherapy and radiation therapy. There are limitations and disadvantages to these 

modes of treatments due to the difficulty of getting early diagnoses, nonspecific drug 

distribution, systemic toxicity and unpredictable pharmacodynamics and pharmacokinetics 

[47]. When performing an operation, imaging would allow tracing cancer cells that are still 

localised in the body, and this can even be useful during biopsy investigations. For 

chemotherapy, carrier functionality would be beneficial as it offers target specificity and 

controlled drug release. Before the radiation therapies, imaged-based sensor can aid to 

identify the target region. Nanoparticle imaging would prevent radiation damage from 

harming other tissues around the target area, thus providing better therapeutic targeting. 

Targeting and controlled drug release will improve disease management by interfering with 

disease progression, while the use of biosensors will affect disease diagnosis and prognosis 

[48]. A fundamental method in some imaged-based sensors is using specific fluorescence 

molecules to conjugate with target cells or proteins. Then image recognition technology 

can be used to detect the bright parts in the image. 

Aside from the use of conventional fluorescence microscopy, optical imaging based 
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on bioluminescent bio-reporters carrying the bacterial lux gene cassette has been well 

established for the sensing and monitoring of select chemical agents. Their ability to 

generate target specific visible light signals with no requirement for extraneous additions 

of substrate or other hands-on manipulations affords a real-time, repetitive assaying 

technique that is remarkable in its simplicity and accuracy. The team of Steven Ripp et al. 

exploited bioluminescent assays for detecting Escherichia coli O157:H7 [40]. Organic dye 

doped nanoparticles made of silica, poly or PLGA and doped with dyes such as IRG-023 

Cy5, fluorescein isothiocyanate (FITC) and rhodamine B isothiocyanate (RITC) can also 

be used in image-based biosensors. Quantum dots are semiconductor crystals composed of 

elements from groups II to VI, III to IV or IV to VI from the periodic table while 

up-conversion nanoparticles are synthesized from LaF3, YF3, Y2O3, LaPO4, NaYF4 

co-doped with trivalent rare earth ions such as Yb3+, Er3+ and Tm3+ [47]. Other groups of 

imaging biosensors involve multifunctional nanoparticles which can be divided into 

metallic nanoparticles such as paramagnetic nanoparticles used in cancer therapy, liposome 

and dendrimers used in cancer and HIV therapy [49]. 

1.1.2 Thermal biosensors 

The working theory of thermal biosensors is to detect the heat from biological 

reactions. These reactions (which adsorb or evolve heat) cause changes in the temperature 

within the reaction medium. In earlier studies on calorimetry the change in heat was 

directly monitored to calculate the extent of reaction or structural dynamics of 

biomolecules in the dissolved state [21]. With the development of thermometric devices, 

researchers began to use these devices in the field of biosensors. These predominantly 

measure the changes in temperature of the circulating fluid following the reaction of a 

suitable substrate with the immobilized enzyme molecules. 

Thermometry basically means measurement of temperature. The essential version of 

such a device is a thermometer, which is routinely used for measurement of body or 
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ambient temperature. Based on similar principles, in thermometric devices the heat is 

measured using sensitive thermistors. Such devices are popularly referred to as an enzyme 

thermistor. Calorimetric devices for routine use were limited by cost of operation and 

relatively long experimental procedures. However, the invention of the enzyme thermistor 

based on flow injection analysis in combination with an immobilized biocatalyst and 

heat-sensing element, circumvented several of these shortcomings [26]. 

The thermometric technique has been used to select Trigonopsis variabilis strains for 

high cephalosporin-transforming activity by the team of Gemeiner [27]. Similarly, the 

cephalosporin-transforming activity of d-amino acid oxidase isolated from yeast was also 

identified. The adaptation of the thermal biosensor to enzyme linked immunosorbent assay 

has also been reported by Birnbaum et al., for the determination of hormones, antibodies 

and other biomolecules generated during the fermentation process [28]. In addition, 

genetically engineered enzyme conjugates were used for the measurement of insulin or 

proinsulin with thermal biosensor (Mecklenburg et al., 1993) [30]. Alkaline phosphatase 

was used as the enzyme label for such studies and the team of Danielsson detected insulin 

separation with a thermal biosensor [31]. 

1.1.3 Mass sensitive biosensors 

Mass sensitive biosensors operate on the principle that a change in mass, resulting 

from the bio-molecular interaction (combination between an antibody and its relative 

antigen) can be determined [21]. A well-known example of mass sensitive biosensor is the 

micro-cantilever system. By coating a recognition receptor layer over the upper side of a 

micro-cantilever beam can form a biosensor. Due to its label free detection principle and 

small size, this type of biosensor has applicable advantages in diagnostic applications, 

disease monitoring and research in genomics and proteomics [34]. A micro-cantilever 

biosensor functions by means of transduction of the molecular interaction between analyte 

and capturing molecule, immobilized as a layer on one surface of a cantilever. 



10 

 

Biomolecular interactions taking place on a solid-state interface leads to a mass increase 

[35]. This process results in bending of the cantilever. The capturing molecules are 

immobilized onto the cantilever by means of direct absorption or by means of covalent 

attachment to the surface modified with functional groups [36]. In the static mode of 

operation, the sensor response is represented by the beam bending with respect to a 

reference micro-cantilever. Alternatively, micro-cantilever biosensors can be operated in 

the dynamic mode. In this case, the beam vibrates at its resonance frequency and a 

variation in this parameter indicates the concentration of the analyte. Another example to 

use a micro-cantilever system as biosensor is setting a mesoporous polymer on the device 

surface. When an analyte of interest enters into the polymer nanopore, analyte particles 

will block the ion current, resulting in a downward current-pulse. Through this mechanism, 

analytes detection can be achieved by monitoring the blockage of nanopores before and 

after an immunological reaction as the current-pulse frequency is proportional to the 

concentration of the analyte [38]. 

Another kind of mass sensitive biosensors is quartz crystal microbalance (QCM) 

system, which mass changes result in alterations in resonance frequency [21]. Quartz is 

one kind of piezoelectric crystal. The QCM consists of a thin piezoelectric plate with 

electrodes evaporated onto both sides. Due to the piezoelectric effect, an AC voltage across 

the electrodes induces a shear deformation and vice versa. The electromechanical coupling 

provides a simple way to detect an acoustic resonance by electrical means. The electrodes 

at the front and the back of the crystal usually are key-hole shaped; thereby making the 

resonator thicker in the centre than at the border, and the overlapping perimeters of the 

metallic electrodes confines the displacement field to the centre of the crystal by a 

mechanism called energy trapping. The quartz crystal turns into an acoustic lens and the 

wave is focused to the centre of the crystal. Altering the thickness of the crystal can change 

oscillation frequency of QCM. During normal operation, all the other influencing variables 

remain constant. When mass is deposited on the surface of the crystal, the increased 
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loading leads to the frequency of oscillation decreasing from the initial value. Therefore, 

the QCM can be used to investigate interactions between biomolecules by arranging a 

recognition receptor layer on the surface. 

1.1.4 Surface acoustic wave biosensors 

Surface acoustic wave (SAW) devices were firstly used as filters and resonators in 

electronics and communications. Because the acoustic energy of these devices is confined 

at their surface, SAW devices are sensitive to any changes occurring on the substrate 

surface, such as mass loading, conductivity, and variations of viscosity [43]. This 

characteristic has attracted researchers to investigate and develop sensing applications. In 

the 1980ôs, researchers tried to use a Rayleigh wave, which is one kind of SAW, to develop 

biosensors. They could successfully apply it to gas sensing but faced a serious problem 

when operating these devices in a liquid environment. This is because particle 

displacements in Rayleigh waves are normal to the surface of the device, which radiates 

compressional waves into the liquid and causes severe attenuation and high insertion losses. 

In order to avoid the high damping caused by the aqueous environment, the acoustic waves 

must be shear horizontally polarized in the liquid. The first successful approaches to use 

SAW devices sensing in liquid environment were Floryôs group and Moriizumiôs group, 

respectively, in 1987 [44]. Their SAW biosensors operated with shear horizontal polarized 

waves. Nowadays, SAW biosensors can be used to detect proteins, DNA, viruses, bacteria 

and cells [45]. 

There are some kinds of SAW suitable to use in biosensing applications which require 

fluid immersion. One of these types is based on leaky-SAW waves, where the wave is only 

partially confined to the surface. The leaky-SAW mode is mainly shear horizontal but not 

purely shear horizontal and consequently suffers extra attenuation under fluid immersion. 

Another type uses surface transverse waves (STW) which originate from a surface 

skimming bulk wave (SSBW) that travels very close to the surface but not exactly along it. 
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A metal strip grating located in the surface of the devices between the input and output 

IDTs produces a slowing effect on the wave propagation velocity and traps the energy of 

the wave in the surface of the device enhancing its surface mass sensitivity [44]. Love 

waves are another kind of shear-horizontal SAW that can be used for biosensing. Love 

wave devices are comprised of a substrate that primarily excites a SSBW, which is 

subsequently confined by a thin guiding layer located on the top of the substrate and IDTs. 

The condition for the existence of Love wave modes is that the shear velocity of the 

overlay material is less than that of the substrate [46]. The waveguide layer confines the 

wave energy keeping it near the surface and slowing down the wave propagation velocity. 

The sensitivity of a sensor is determined by the degree of wave confinement. If the wave is 

trapped tightly, it will be strongly perturbed by surface changes, yielding high sensitivity.  

Love wave biosensors can operate efficiently in both gas and liquid media. The parameters 

that determine the resonance frequency are the spacing of IDTs and the thickness of the 

wave guiding layer [44]. 

1.1.5 Conductance biosensors 

The concept of designing a conductance biosensor comes from monitoring electrical 

conductivity changes during biological reactions [21]. There are two major methods to 

realise conductance measurement. One method is to convert biological signals to electrical 

signals via a conductive polymer. The team of Hoa applied the method of conductance 

detection to measure E. coli and Salmonella spp [32]. A biological signal is successfully 

converted to an electrical signal via a conductive polymer. The materials of conductive 

polymer were polyacetylene, polypyrrole, and polyaniline, respectively. Muhammad-Tahir 

and Alocilja designed a conductance biosensor incorporating a polyclonal antibody-based 

sandwich assay format in which the detection antibody was labelled with polyaniline. The 

sensitivity of the sensor could reach to 79 CFU/ml and 83 CFU/ml of E. coli O157:H7 and 

Salmonella spp., respectively. 
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Another way is to use specific nanoparticles to capture analytes. These were 

subsequently bound on an electrode. Conductance measurements were facilitated through 

the application of an alternating-current voltage. Hnaiein et al. applied this method to 

design a conductance immunosensor for E. coli [37]. A biotinylated polyclonal antibody 

was captured on streptavidin-coated magnetite nanoparticles. These were subsequently 

bound on an electrode through the use of glutaraldehyde coupling. Conductance 

measurements were facilitated through the application of an alternating-current signal. The 

incorporation of nanoparticles facilitated an increase in conductivity, enabling 0.5 CFU/ml 

to be detected. 

1.1.6 Electrochemical impedance biosensors 

Electrochemical impedance biosensors can be based on the fact that the metabolic 

redox reactions of microorganisms are detectable and quantifiable when performed in the 

presence of a suitable mediator [39]. Radke et al. used a high-density microelectrode array 

to develop an impedance biosensor for measurement of E. coli O157:H7. The sensitivity of 

the sensor could reach to 10
7
 CFU/ml with coating a goat anti-IgG polyclonal antibody 

layer to capture targets [41]. An impedance sensor to measure internalin B was developed 

by the team of Tully in 2008 [42]. A biotinylated leporine polyclonal antibody and a L. 

monocytogenes cell-surface protein were applied in this platform. When captured on 

avidin-coated planar carbon electrodes modified with a conductive polymer (polyaniline), 

the limit of detection for internalin B was found to be 4.1 pg/ml 

1.2 The motivation of this research 

Piezoelectric biosensing methods are usually used on the applications of acoustic 

wave sensor and have a number of advantages. For example, compare with the optical 

biosensing methods, piezoelectric biosensing methods can be operated with simple and 

cheap electronic components. The cost per additional sample channel is low on acoustic 
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wave sensors. This allows the creation of cost-effective sensor arrays of a single device. 

Acoustic wave sensors are extremely versatile sensors that are just beginning to realize 

their commercial potential [50]. They are competitively priced, inherently rugged, very 

sensitive, intrinsically reliable, and offer the additional benefit of being passively 

wirelessly interrogated. Wireless sensors are beneficial when monitoring parameters on 

moving objects, such as tire pressure on cars or torque on shafts. Sensors that require no 

operating power are highly desirable in remote locations, making these sensors ideal for 

remote chemical vapour, moisture, and temperature sensors. As a result of their mass 

sensitivity, they can be used in numerous physical, chemical, and biological applications 

[50-52]. Other applications include measuring force and acceleration, shock, angular rate, 

viscosity, displacement, flow, and film characterization. The sensors also have an 

acoustoelectric sensitivity, allowing the detection of pH levels, ionic contaminants, and 

electric fields. SAW sensors have proven to be the most sensitive sensors in general, as a 

result of their larger energy density on the surface.  

For liquid sensing, a special class of SH-SAW sensors, called Love wave sensors, 

have been proven to be the most sensitive [50]. Furthermore, Love wave devices are 

attractive for biosensor application owing to providing a simplicity, small size, and 

real-time solution. However, there are some problems with the conventional measurement 

of Love wave biosensors. In the past, researchers usually used micro-channels or 

micro-chambers system to input and output the test specimens [58-62]. These methods 

were suitable for liquid sensing because it was easy to control the flow. But after the test 

specimens were loaded onto the platform, the residues of the test specimens can be found 

to be difficult to remove. Previous studies did not verify that the residues could be totally 

removed in the platforms with micro-channels or micro-chambers. Hence, it is doubtful 

whether the Love wave biosensors with micro-channels or micro-chambers is a suitable 

format for a reusable device. In this study, a droplet based technique was used to replace 

micro-channels or micro-chambers platform. After each measurement, the sensing area 



15 

 

could be treated with plasma to clean and remove all particles on the platform. This 

method has been verified as being useful for platforms that need to be reused several times. 

Another problem of the application of Love wave sensors is restricted to a single 

phase (gas, liquid, solid etc.). Consequently, researchers usually design the sensing film on 

the sensor to measure targets under specific conditions. If targets need to be observed and 

detected in the liquid phase as the first step, then removing the solution from the sensing 

area and measuring the immobilised particles in dry state, the traditional Love wave 

sensors do not readily satisfy this demand. In addition, the measurable parameter for a 

Love wave sensor is the mass change following target immobilisation. This leads to a 

problem, which is that the sensor can only measure the quantity of targets but cannot 

distinguish the elements of targets. In order to solve this problem, it is necessary to add 

another sensor to work with the Love wave sensor and provide an additional parameter to 

aid the identification of targets and/or calibrate the Love wave sensor response. The aim of 

this research is to develop a biosensor by employing a Love wave device and an 

electrochemical impedance sensor to solve the above problems. 

1.3 Literature review of Love wave biosensors 

The report published by Gaso et al. in 2013 was a detailed review about SAW 

biosensors [51]. According to this report, early studies in the 1980s that attempted to 

transfer the simple method of SAW gas sensing into a biosensor were not successful. This 

is because the researchers used Rayleigh Waves, which is a kind of SAW that includes both 

longitudinal and transverse motions. In these devices the signal attenuated sharply when 

immersed in liquids [45]. Early successful approaches using horizontally polarized shear 

wave (HPSW) on quartz devices in a delay line configuration could only be obtained in 

nonpolar liquid [113]. If immersed in water, such devices also suffered from higher 

attenuation. The reason to serious signal attenuation was from significant dielectric 

mismatch between the liquid and the substrate (dielectric constant of water is about 78, but 
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the dielectric constant of quartz is about 4). The team of Flory used a new acoustic wave 

type called surface transverse waves (STW) to design a biosensor [45]. This type of wave 

propagates on the surface of the device by a periodic mass grating with a periodicity of ɚ/2, 

where ɚ is the wavelength of the SAW. This way provided better energy confinement on 

the crystal surface than a pure HPSW traveling along the open surface of a crystal. 

Although this type of surface wave was more suited to applications in liquids, the substrate 

material was still quartz so the problem of dielectric mismatch still existed [45]. In order to 

operate efficiently in applications which require fluid immersion, the Shear Horizontal 

Surface Acoustic Wave (SH-SAW) sensor was developed. Researchers tried to find 

substrates that can generate SH-SAW, and they investigated the materials such as 36° YïX 

LiTaO3 and 64° YïX LiNbO3. Although the pure shear horizontal waves could not be 

generated in these substrates, another kind of SAW, leaky-SAW, was found in these 

materials. The leaky-SAW is mainly shear horizontal but not purely shear horizontal. 

Moreover, this wave extends several wavelengths into the device. But the dielectric 

constant of LiTaO3 and LiNbO3 are 47 and 85, respectively, which are closer to the 

dielectric constant of the water and lessen the effect of mismatch of dielectric constant 

[103]. The major disadvantage of leaky-SAW devices is that the IDTs are directly exposed 

to aqueous media, so the lifetimes of such devices are not long due to corrosion [103]. In 

order to prevent IDTs from corrosion in liquid, other scientists covered a thin polymer 

layer on the devices and another kind of SAW, a Love wave device, was generated when 

some particular conditions were met. The condition for the existence of Love wave modes 

is that the shear velocity of the overlay material is less than that of the substrate and the 

thickness of guiding layer is less than the wavelength of the shear wave [51]. The guiding 

layer confines the wave energy keeping it near the surface and slows down the wave 

propagation velocity. Because the Love wave is trapped tightly in the guiding layer, it is 

strongly perturbed by surface changes, yielding high sensitivity. This device operates with 

a surface wave with shear horizontal particle displacements. As a result, it can operate 
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efficiently in both gas and liquid media [103]. 

The first two research teams took advantages of Love wave devices for biochemical 

sensing were Kovacs et al. [52] and Gizeli et al. [53] in 1992. They demonstrated how to 

use such devices as mass sensing biosensors in liquids. After that, in 1997, Love wave 

devices were employed to detect real-time antigen-antibody interactions in liquid media 

[54]. In 1999, a contactless Love wave device was developed in order to protect electrodes 

from the conductive and chemically aggressive liquids used in biosensing [55]. The 

advantage of this technique is that no bonding wires are required. One year later, a dual 

channel Love wave device was used as a biosensor to simultaneously detect Legionella and 

E. coli by Howe and Harding [56]. In this approach a novel protocol for coating bacteria on 

the sensor surface prior to addition of the antibody was introduced. Quantitative results can 

reach to 106 cells/ml, which were obtained from both species within 3 hours. In 2003, a 

Love wave immunosensor was designed as a model for virus or bacteria detection in 

solution by Tamarin et al. [57]. They grafted a monoclonal antibody (AM13 MAb) against 

M13 bacteriophage on the device surface (SiO2) and detected the M13 

bacteriophage/AM13 immunoreaction. The authors suggested the potentialities of such 

acoustic biosensors for biological detection. The same year, it was shown that mass 

sensitivity of Love wave devices with ZnO layer was larger than that of sensors with SiO2 

guiding layers and the researchers monitored the adsorption of rat immunoglobulin G, 

obtaining mass sensitivities as high as 950 cm
2
/g [58]. They pointed out that such a device 

was a promising candidate for immunosensing applications. An aptamer-based Love wave 

sensor which allowed the detection of small molecules was developed by Schlensog et al. 

in 2004 [59]. This biosensor provides an advantage over immunosensors because it does 

not require the production of antibodies against toxic substances. A Love wave biosensor 

for the detection of pathogenic spores at or below inhalational infectious levels was 

reported by Branch et al. in 2004 [60]. A monoclonal antibody with a high degree of 

selectivity for anthrax spores was used to capture the non-pathogenic simulant Bacillus 
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thuringiensis B8 spores in aqueous conditions. Moreover, the Branch team stated that Love 

wave biosensors have widespread application for whole-cell pathogen detection. Moll et al. 

invented a new method with a Love wave biosensor to detect E. coli in 2007 [61]. This 

sensor consisted of grafting goat anti-mouse antibodies (GAM) onto the sensor surface and 

introducing E. coli bacteria mixed with anti-E. coli MAb in a second step. The sensor 

response time was shorter when working at 37°C, providing results in less than 1 hour with 

a detection threshold of 10
6
 bacteria/ml. More recently, the same group described a 

multipurpose Love wave immunosensor for the detection of bacteria, virus and proteins 

[62]. They successfully detected bacteriophages and proteins down to 4 ng/mm
2
 and E.coli 

bacteria up to 5.0 × 10
5
 cells in a 500 ɛL chamber, with good specificity and 

reproducibility. In addition, Moll  et al. indicated that whole bacteria can be detected in less 

than one hour [62]. Andrä et al. used a Love wave biosensor to investigate the mode of 

action and the lipid specificity of human antimicrobial peptides [63]. They analysed the 

interaction of those peptides with model membranes. These membranes mimic the 

cytoplasmic and the outer bacterial membrane when attached to the sensor surface.  In 

2008, Bisoffi et al. [64] employed a Love wave biosensor to detect Coxsackie virus B4 and 

Sin Nombre Virus (SNV), a member of the Hantavirus family. They described a biosensor 

with working frequency at 325MHz, which has the specificity provided by monoclonal and 

recombinant antibodies for the detection of viral agents. Rapid detection (within seconds) 

for increasing virus concentrations was reported. The biosensor was able to detect SNV at 

doses lower than the load of virus typically found in a human patient suffering from 

Hantavirus cardiopulmonary syndrome. In 2009, it was shown the possibility to graft 

streptavidin-gold molecules onto a Love wave sensor surface in a controlled way and was 

demonstrated the capability of the sensor to detect nano-particles in liquid by Fissi et al. 

[65]. In 2010, a complementary metal-oxide semiconductor CMOS structure combined 

with a Love wave biosensor for breast cancer biomarker detection was presented by Tigli 

et al. [66]. This biosensor was fabricated by using CMOS technology and used gold as 
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guiding layer and as interface material between the biological sensing medium and the 

transducer. Love wave devices were used as sensors for okadaic acid immono-detection 

through immobilized specific antibodies by Fournel et al. [67]. They obtained three times 

higher frequency shifts with the okadaic acid than with an irrelevant peptide control line. A 

Love wave device based bacterial biosensor for the detection of heavy metal in aqueous 

media was reported in 2011 by Gammoudi et al. [68]. Whole bacteria (E. coli) were fixed 

as bioreceptors onto the acoustic path of the sensor coated with a polyelectrolyte multilayer 

using a layer by layer electrostatic self-assembly procedure. Changes of bacteria 

viscoelastic equivalent parameters in presence of toxic heavy metals were observed. A 

Love wave-based wireless biosensor for the simultaneous detection of anti- 

Dinitrophenyl-KLH (anti-DNP) immunoglobulin G (IgG) was presented by Song et al. in 

2011 [69]. They used poly (methyl-methacrylate) (PMMA) guiding layer and two sensitive 

films (Cr/Au). A Love wave biosensor which has phase shifts as a function of the 

immobilized antibody quantity, combined with an active acoustic mixing device, was 

reported by Kardous et al. [70] in 2011. They evaluated that mixing at the droplet level 

increases antibodies transfer to a sensing area surface and raised the reaction kinetics by 

removing the dependency with the protein diffusion coefficient in a liquid, while inducing 

minimum disturbance to the sensing capability of the Love wave device. Love wave 

biosensors have been also used to investigate the properties of protein layers [71], DNA 

[72] and detect the adsorption and desorption of a lipid layer [73]. In 2013, Matatagui et al. 

used electrospinning technique to set sensitive layers on Love wave sensors to form a 

sensor array [74]. This gas sensor can detect very low concentrations of target, such as 

0.2ppm of DMMP and 1ppm of DPGME. In 2014, Mitsakakis et al. integrated Love wave 

sensors with microfluidics to implement multi-sample sensing [75]. They demonstrated the 

quantitative correlation of the acoustic signal with the molecular weight of surface bound 

proteins under several binding conditions. Four cardiac marker proteins (from 86 kDa to 

540 kDa) have been measured by their sensors successfully and their results emphasized 
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the quantitative nature of the phase of the acoustic signal in determining mass of the bound 

proteins. 

Currently, the commercial Love wave biosensor system available in the market is 

SAW instruments GmbH, which is a German company started as an R&D-project at the 

Centre for Advanced European Studies and Research in Bonn in 2000. The sensor system 

can achieve a limit of detection of 0.05 ng/cm
2
 with a sample volume of 40-80 ɛL. Another 

France company, Mougins, has a commercially available microbalance development kit 

(SAW-MDK1) which consists of a two-channel Love wave delay lines. Generally speaking, 

Love wave biosensors have not been very well recognized by both the scientific 

community and the market [76]. This might be due to the technical hindrances found for 

applying this device as biosensor, since it is sensitive to changes in the viscoelastic 

properties of the coating, which complicates the results interpretation. Reports about 

applications where mass alterations are separated from viscoelastic effects can enhance the 

acceptance of Love wave biosensors and this point of view will be applied in this study. 
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Chapter 2 Methods and Materials 

2.1 Selection of piezoelectric materials 

Piezoelectricity was discovered in 1880 by two brothers, Jacques and Pierre Curie, 

who observed some crystals such as quartz, Rochelle salt and tourmaline which generate 

spontaneous polarization when mechanical stress are applied to these materials [50] and 

vice versa. There are two types of piezoelectric effect: 1) one is direct piezoelectric effect; 

2) the other is converse piezoelectric effect. When a mechanical stress is applied to the 

piezoelectric material, an opposite polarization occurs, and can be changed by inverting the 

direction of applied stress, as shown in Figure 2.1(a). This phenomenon is called the direct 

piezoelectric effect. The converse piezoelectric effect is opposite to the direct piezoelectric 

effect. When an electric field is applied to the piezoelectric material, the stress on the 

substance would be changed as function of the strength of the electric field, as shown in 

Figure 2.1(b). The transformation of the electric energy to the mechanical stress is called 

converse piezoelectric effect [77]. 

 

Figure 2.1 P is the electrical potential. ȹP is the change of the electrical potential. (a) Direct 

piezoelectric effect. F is the stress applied on the material. (b) Converse piezoelectric effect. 

The change of the electrical potential deforms the shape of piezoelectric material. 

Many different types of acoustic waves can propagate in solid materials, and Love waves 

are particularly investigated in this study [78]. The subject of surface acoustic wave (SAW) 

(a) 

(b) 
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devices is concerned with all types of surface waves that can propagate on a half-space, 

making use of piezoelectricity [79]. It will be seen that this includes piezoelectric Rayleigh 

waves, leaky surface waves, surface transverse waves (STWs), Bleustein-Gulyaev waves 

and, in layered systems, layered Rayleigh waves and Love waves. The key point to know 

how Love waves can be excited and propagate is to find solutions from wave equations. 

Let us consider a half-space of material covered by a layer of another material, with layer 

thickness d as displayed in Figure 2.2. If the layer thickness is small than the wavelength of 

the Love wave, the solutions that will be similar to the Rayleigh wave for a half-space and 

can be described as ólayered Rayleigh wavesô. The solutions may be found by summing 

partial waves. The layer material is taken to have plane-wave velocities Vl and Vt. In 

addition to layered Rayleigh waves, the layered system can also support surface waves 

with the displacements normal to the sagittal plane (x1, x3). These are known as Love 

waves [80]. In this case the partial waves are shear waves, with wave vectors k t = (ɓ, 0, ÑT) 

in the layer and k tô = (ɓ, 0, ÑTô) in the half-space. Thus the displacements in the layer can 

be written [79]: 

 ό !πȟρȟπÅØÐὮὝὼ "πȟρȟπÅØÐὮὝὼ  (2.1) 

and the displacement in the half-space is [79]: 

 ό #πȟρȟπÅØÐὮὝὼ  (2.2) 

where A, B and C are constants. The boundary conditions are the same as for the 

Rayleigh-wave case, which there should be no forces on the free surface at x3 =0, and 

applying these gives the dispersion relation [79]: 

 ÔÁÎὝὨ Ê‘ὝȾ‘Ὕ (2.3) 

where ɛ and ɛô are respectively the rigidities of the layer material and the half-space 

material. Solving for ɓ gives in general a number of modes. Solutions are obtainable only 

for Vt <Vtô, and the solutions must have velocities less than Vtô, so that Tô is imaginary and 

the displacement decays in the half-space. At zero frequency the Love-wave solution 
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becomes identical to the SH plane-wave solution for a half-space. Thus Love waves can be 

regarded as modified forms of the SH plane wave, where the presence of a layer with low 

acoustic velocity converts the plane wave into a surface wave and causes dispersion. 

 

Figure 2.2 The structure of a half-space of material covered by a layer of another material, 

with layer thickness d. Vt and Vôt is the phase velocity for shear waves, respectively. Vl and 

Vôl is the phase velocity for longitudinal waves, respectively. 

The effects associated with crystal symmetry can be summarized as follows (the 

reference coordinates is as shown in figure 2.2) [81]: 

(a) If the sagittal plane (x1, x3) is a plane of mirror symmetry of the crystal, then the 

transverse displacement u2 is decoupled from u1, u3 and ū. In this case, there may be a 

piezoelectric Rayleigh-wave solution with u in the sagittal plane. 

(b) If the sagittal plane is normal to an even-order axis of the crystal, then the components 

u1 and u3 are decoupled from u2 and ū. In this case, there may be a non-piezoelectric 

Rayleigh wave with u confined to the sagittal plane, and possibly also a Bleusteinï

Gulyaev-wave solution. 

These solutions are called ópureô modes. They have the property that the wave 

velocity in the (x1, x2) plane is symmetric about the x1 direction, and therefore it has a 

maximum or minimum in this direction. The Rayleigh-wave and the Bleustein-Gulyaev- 

wave solutions are strongly related to the Rayleigh- and the SH-wave solutions for an 

isotropic half-space, and these are in turn related to the solutions for a layered half-space. 

These relationships are summarized in Table 2.1. 

The piezoelectricity can only be present in the anisotropic materials. Moreover, its 

properties vary with direction in relation to the internal structure [82]. The requirements for 

x3 

x1 

Vt, Vl, ɛ 

Vôt, Vôl, ɛô 

d 
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surface-wave devices have led to a very substantial search for suitable materials, a complex 

topic because for each potential material it is necessary to assess the relevant properties for 

all crystal orientations. Important properties are the wave velocity, piezoelectric coupling, 

temperature effects, diffraction, attenuation and the level of unwanted bulk-wave 

generation. It was found that on some crystals the surface-wave propagation was almost 

ideal. 

Table 2.1. Summary of wave types. 

Isotropic half-space Anisotropic half-space 

Non-layered Layered  

Rayleigh wave 
Rayleigh wave 

(dispersive) 

Rayleigh wave 

Leaky surface wave 

SH plane wave 
Love wave SH 

(dispersive) 
BleusteinïGulyaev wave 

However, even small imperfections can be relevant when exact requirements are to be 

met, and temperature effects always need to be considered. Since the material properties 

vary with direction, it is essential to quote the orientation when specifying a material. For 

example, a general case is 64°YïX lithium niobate (LiNbO3). This is a rotated Y-cut. The 

surface normal makes an angle 64° with the crystal Y-axis and the wave propagates in the 

crystal X-direction as shown in Figure 2.3. This case has strong piezoelectric coupling, but 

the temperature stability is poor. The reverse is the case for STïX quartz (SiO2). This is a 

42.7° rotated Y-cut, with wave propagation along X. It has good temperature stability, as 

quantified by the temperature coefficient of delay (TCD). TCD is the change rate of the 

velocity of acoustic waves with the variation of the temperature. The delay is maximized at 

21°C, where the TCD is zero, and for practical purposes the delay is a quadratic function of 

temperature. Many of the surface-wave properties of a material can be deduced by 

calculating the wave velocity, which is a complex calculation because it involves 

anisotropy and piezoelectricity. The wave velocities for a free surface and a metallized 
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surface are denoted by vf and vm, respectively. In the latter case, the surface has an 

idealized metal coating which shorts out the parallel component of electric field at the 

surface, but is too thin to have any mechanical effect. The fractional difference between 

these velocities, Dv/v, characterizes the piezoelectric coupling to the wave. It is also 

common to define a coupling constant K
2
 as twice this value, therefore [81] 

 Ўὺ

ὺ
ḳ
ὺ ὺ

ὺ
ḳ
ὑ

ς
 

(2.4) 

 

 

Figure 2.3 The orientation of the 64°YïX LiNbO3. Y-axis is the normal direction of the cut 

face. X-axis is the direction of SAW propagation. 

Surface-skimming bulk waves (SSBW) is a kind of leaky surface in an isotropic 

material [83]. It is a plane shear horizontal (SH) bulk wave, which can propagate parallel 

to the surface without violating the boundary conditions, so it has no associated stress on 

the surface. Related cases occur in anisotropic materials, for example in quartz [84]. In 

particular orientations, the boundary condition is almost satisfied and low-loss propagation 

between two transducers can be obtained. Such waves can have high velocities, making 

them attractive for high-frequency devices. An example is 36°YïX+90° quartz, which 
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gives a velocity of 5100 m/s and a temperature coefficient of delay (TCD) of zero. The 

delay is a quadratic function of temperature and the constant c is about 60×10
-9

 (°C)
-2

. 

Propagation is normal to the X axis. This case also gives zero piezoelectric coupling to a 

Rayleigh-type surface wave. Similar behaviour is found in 64°YïX lithium niobate 

(LiNbO3) and in 36°YïX lithium tantalate (LiTaO3). These orientations support leaky 

waves. 

If the analogy of an SH bulk wave is accepted, it might be expected that the amplitude 

of an SSBW will not be much affected by the presence of the surface. Thus, as for a 

cylindrical bulk wave in an infinite medium, an amplitude variation as x
-1/2

 is expected. 

This is indeed found experimentally when a transducer generates SSBWs in quartz [84]. In 

the above orientations of LiNbO3 and LiTaO3, amplitude variations as x
-1/2 

and exp(-Ŭx) 

have both been reported [85]. These can be interpreted as SSBWs and leaky waves, 

respectively. Hashimoto gives a theoretical interpretation by making the approximation 

that the material has 6 mm symmetry, showing that both types of x variation can occur. The 

theory shows that the SSBW amplitude falls as x
-1/2

 at small x and as x
-3/2

 at large x [86]. 

Auld also showed that, in an isotropic material, a bulk SH wave can be guided along the 

surface by an array of grooves parallel to the wave front [87]. This concept can be applied 

to the SSBW in 36°YïX+90° quartz, in which the wave can be trapped at the surface by 

the metal strips comprising reflecting gratings and single-electrode transducers. When used 

in this way, the wave is known as a surface transverse wave (STW) [88]. The SSBW 

orientations do give normal modes with low loss. Generally, the solution gives velocity 

higher than that of the slowest bulk wave, satisfying the boundary conditions but with 

some attenuation due to radiation of energy into the bulk. At particular orientations the 

attenuation may become insignificant because of decoupling between the wave and the 

lowest-velocity bulk wave, and then the wave may be suitable for practical devices. The 

term óleaky surface acoustic waveô (LSAW), or ópseudo surface waveô (PSAW), is used for 
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such cases when the attenuation is small or zero. In contrast, Rayleigh waves generally 

exist for all orientations. A wide variety of leaky-wave cases have been found, including 

the above orientations of quartz, LiNbO3 and LiTaO3 [89]. Generally, the solutions of wave 

equations of LSAW can have the following characteristics: 

(a) Low attenuation only at one specific orientation (at neighbouring orientations, the 

attenuation increases). 

(b) High velocity, higher than that of the slowest bulk wave, attractive for high frequency 

applications. 

(c) A grating is often necessary to trap the wave at the surface. 

(d) Piezoelectric coupling higher than that of surface waves, dependent on the grating 

thickness. 

(e) Temperature stability similar to that of surface waves, or better. 

Table 2.2 displays the properties of leaky waves on uniform metallized surfaces for 

several piezoelectric materials. The coupling constant of 64°Y-X LiNbO3 is the highest 

among these materials and it indicates the highest efficiency of the energy transformation 

from surface waves to electrical signals. Although the TCD of 64°Y-X LiNbO3 is a little 

high, this problem can be solved by temperature compensation through appropriate system 

design. A dual channel system is usually used to overcome the problem [51]. In this system, 

two delay lines are installed on the same substrate. The sensing area is set up on the one of 

them and the other is a reference channel. When conducting experiments, the substrate is 

arranged on a temperature-control plate to maintain the temperature constant. The 

interferences of measurement which is generated by TCD in the sensing channel can be 

neutralised by the measurement in reference channel [51]. As a result, I have chosen 

64°Y-X LiNbO3 as substrate in this study. 
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Table 2.2. Properties of leaky surface waves on uniform metallized surfaces [79]. 

An introduction of the nature of LiNbO3 is reported in the following paragraph. 

Lithium Niobate (LiNbO3, LN), is an artificial, negative, uniaxial, non-centrosymmetric, 

ferroelectric crystal. LiNbO3 is a widely used crystal in different fields of science and 

technology. As matter of fact, LiNbO3 is characterised by large pyroelectric, piezoelectric, 

nonlinear and electro-optic coefficients and it is also employed for applications in which 

acoustic and acousto-optic properties are required. The preferred method to growth this 

crystal is the Czochralski technique. Figure 2.4 shows the typical setup employed in this 

method [90] and an example of single crystal of LiNbO3 [91]. LiNbO3 is grown from pure 

powders of lithium carbonate (Li2CO3) and niobium pentoxide (Nb2O5) that are melted in a 

platinum crucible. The following chemical reaction regulates the crystal growth: 

Li 2CO3 + Nb2O5 Ą 2 LiNbO3 + CO2 

The reaction occurs in the platinum crucible that is placed inside a furnace. The reactants 

are heated to the melting point, and then they kept in the liquid phase. Then a seed attached 

to the end of a pull rod is brought close to the melt surface, and heated to a temperature 

near the melting point of LiNbO3 (1250°C ) [92]. After that, the pulling rod is lowered to 

get into contact with the melt surface, so that the reaction at the solidïliquid interface takes 

place. At the right temperature, just above the melting point of LiNbO3, atoms from the 

liquid will adhere to the seed. At higher temperatures, the seed melts while on the contrary 

at lower temperatures the melt freezes locally around the seed. During the growth of the 

crystal, the rod is kept in rotation in order to guarantee homo-geneity and to avoid thermal 

gradients in the crystal. 

Material Velocity(m/s) K
2
(%) TCD (ppm/°C) Attenuation(dB/ɚ) 

36ǯ Y-X LiTaO3  4109 5.6 32 0 

Quartz, ST-X 5078 0.03 0 0.008 

Y-Z LiNbO3 7178 3 94 1.5 

64ǯ Y-X LiNbO3 4450 10.2 81 0.004 
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Figure 2.4 (a) Setup view for the growth by using Czochralski technique [90]. (b) Single 

Crystal of LiNbO3 [91]. 

The diameter of the crystal boule is kept constant during the growth until the desired 

length is reached. The control of boule dimensions is achieved by setting the choosing the 

diameter of the crucible, the rotation and the pulling rate. The crystal is finally separated 

from the melt by increasing the temperature and raising the rod. After the separation, the 

growth chamber is cooled down to room temperature. The crystal is then cut and polished. 

LiNbO3 can be grown in a wide range of compositions. The composition exactly matching 

the chemical compound LiNbO3, having a ratio of [Li]:[Nb]:[O] of 1:1:3 is commonly 

referred as Stoichiometric Lithium Niobate (SLN). However, due to the volatility of the Li 

ions and their consequent deficiency in the crystal, the growth of the stoichiometric 

composition is quite challenging. The composition that is commonly used and is easiest to 

grow with a good uniformity is the congruent one (C-LiNbO3). Historically, LiNbO3 has 

been prepared in both stoichiometric and congruent composition. The latter is now the 

preferred one because of its highest optical quality and uniformity. Figure 2.5 shows the 

phase diagram for LiNbO3 [93]. There is a unique point called congruent point, at which 

both the solid and the liquid phase can co-exist and it corresponds to the highest point on 

the melting temperature line. 
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LiNbO3 belongs to the perovskite crystal family. The crystal structure that consists of 

planar sheets of oxygen atoms in a distorted hexagonal close-packed configuration is 

shown in Figure 2.6 [94]. The interstices of the oxygen octahedra are filled one-third by 

lithium ions, one-third by niobium and one-third is vacant. In z direction, the atoms are 

placed in the interstices in the following order: Nb, vacancy, Li [95]. 

 

Figure 2.5 Li 2O-Nb2O5 equilibrium temperature-composition phase diagram of LiNbO3 

[93]. 

 

Figure 2.6 (a) Paraelectric phase LiNbO3 (b) Ferroelectric phase LiNbO3 [94]. 

LiNbO3 is a trigonal crystal since it exhibits three-fold rotation symmetry around the 

c-axis. It exhibits mirror symmetry of three planes lying 60° apart and forming a threefold 

rotation axis, as shown in Figure 2.7. These two symmetries classify LiNbO3 as a member 
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of the 3m point group it also belongs to the R3c space group [96]. LiNbO3 is ferroelectric 

below the Curie temperature (1140°C) whereas when above (but below the melting 

temperature) the displacement of the Li and Nb ions in respect to the oxygen planes 

vanishes and therefore the spontaneous polarization vanishes too, then the paraelectric 

phase arises. 

The orientation of the c-axis is given by the position of two neighbour lithium and 

niobium atoms, as well as of the vacancies with respect to the closed-packed oxygen 

planes. The two atoms are displaced slightly away from the octahedra centre along c-axis, 

which arising a spontaneous polarization aligned along this axis. These pairs can work as 

individual axis and they can be aligned either up or down indicating the domain 

polarizations. The standard methods to determine the c-axis orientation is to compress the 

crystalline in the c-axis direction. The c
+
 face (the positive end of the ferroelectric dipole) 

will exhibit a negative charge under compression, when the niobium and the lithium ions 

move closer to their paraelectric position, thus reducing the dipole, while the c
-
 face (the 

negative end of the dipole) exhibits a positive charge under compression. 

The unit cell type of LiNbO3 in this study is showed in Figure 2.7. This is a hexagonal 

structure. In this structure, the z-axis is chosen to be parallel to the c-axis of the crystal. 

The y-axis is chosen to be parallel to one of the mirror plane, and the x-axis chosen so to 

form a right-handed system [97]. This conventional hexagonal unit cell contains six 

formula weights (147.843 amu). The three covalent bonds in the hexagonal unit cell are 

120 degree apart and lie in a plane normal to the c-axis. These axes are chosen to be 

perpendicular to the mirror planes (a1 and a2 are shown in Figure 2.7). It is conventional to 

take in this hexagonal unit cell the Nb as the origin, for the congruent compounds LiNbO3 

unit cell length a, are aH = 5.1536 Å . While in the other type rhombohedra unit cell, aR 

5.474 Å  and the angle Ŭ between these three axes are 56.180 degree [98]. 
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Figure 2.7 LiNbO3 symmetry mirror phase [97]. 

2.2 Using interdigital transducers to generate surface acoustic 

waves on piezoelectric materials 

In this section, the theory of electrical excitation by interdigital transducers and the 

effective permittivity for a piezoelectric half-space are discussed [99]. The method was 

first developed by Ingebrigtsen [100] on the situation of electrostatic case for a non- 

piezoelectric material. Afterwards, Greebe et al. [101] and Milsom et al. [102] applied it to 

analyse the electrical excitation on piezoelectric substrates. Other approaches are the 

perturbation theory [103] and normal mode theory [104]. They generated results which are 

basically the same as the method used here. Coordinate axes are defined as in Figure 2.8. 

 

Figure 2.8 General configuration of electrodes on a dielectric substrate. Fields are 

independent of x2, and the waves propagate in ±x1 directions. 

It is assumed that the variables (surface particlesô displacements) are proportional to 

exp(jɤt), with the positive frequency ɤ. Initially a harmonic solution with variables 
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proportional to exp(jɓx1), with ɓ real, and generalize later using Fourier synthesis. Let us 

consider partial waves in which the displacements uô and potential ɲô have the form [99]: 

 Ἵᴂ ◊ᴂὩὼὴὮ‎ὼ ὩὼὴὮ‫ὸ ‍ὼ  

ᶮ ᶮ ὩὼὴὮ‎ὼ ὩὼὴὮ‫ὸ ‍ὼ  

(2.5) 

Where uô0 and ɲ ô0 are constants and ɔ is the x3 component of the wave vector, which 

by definition has no x2 component. These expressions are required to satisfy the equation 

of motion in an infinite medium with the material tensors rotated into the frame of the axes 

x1, x2, x3 as follows [99], 
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(2.6) 

Substitution into equations (2.6) gives four linear homogeneous equations in the four 

variables uô0 and ɲ ô0. Because they do not correspond to excitation at the surface, four of 

the roots are not acceptable. It is necessary to choose reasonable roots carefully to have a 

surface-wave solution. If the imaginary part of ɔ is negative, complex or imaginary values 

are acceptable so that uô0 and ɲ ô0 decay away from the surface. Real values of ɔ provide 

plane waves, and these are acceptable only if they carry energy away from the surface. 

Usually this requires ɔ to have its sign opposite to ɓ. The four acceptable partial-wave 

solutions are written as [99]: 

 ◊ ◊ ὩὼὴὮ‎ὼ ὩὼὴὮ‫ὸ ‍ὼ  

ᶮ ᶮ ὩὼὴὮ‎ὼ ὩὼὴὮ‫ὸ ‍ὼ  

                        m = 1, 2, 3, 4 

(2.7) 

The total solution in the half-space has displacements ◊ and ,ɲ where the tilde 

indicates a harmonic solution with variables proportional to exp(jɓx1). The total solution is 

taken as a linear combination of the partial waves, so that [99]: 

 

◊ ὃ ◊  

ᶮ ὃ ᶮ  

 

(2.8) 
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The mechanical boundary conditions require that there are no forces on the surface, so 

that T13= T23= T33=0 at x3=0, with the strain Tij. Tij can be written as the linear relation 

[99]: 

 Ὕ ὅ Ὓ Ὡ Ὁ (2.9) 

Here, the superscript on ὅ  identifies this as the stiffness tensor for constant 

electric field; that is, this tensor relates changes of Tij to changes of Skl when E is held 

constant. Therefore there are three homogeneous equations (2.5, 2.7, 2.8) relating the four 

(m=1,2,3,4) constants Am, and the relative values of these constants can be found. The 

relative values of ◊ and  ɲ can be calculated from equation (2.8), giving a solution for 

any value of ɓ. The surface boundary conditions concern the potential and the 

displacement ╓. The latter can be calculated from ◊ and  ɲ by means of the following 

equation [99]: 

 Ὀ ‐Ὁ Ὡ Ὓ  (2.10) 

Here ‐ is the permittivity tensor for a constant strain. At the surface, the value of 

 ╓  is denoted by ╓  on the piezoelectric side, and ╓  on the vacuum side. The 

surface potential is ɲ ὼ ḳᶮὼȟπ. The ratio between ╓  and ᶮὼ  is determined 

by the above solution, and in general it is a function of ɓ.  

In the vacuum x3 > 0, the potential satisfies Laplaceôs equation ᶯᶮ π. Since ɲ  is 

proportional to exp(jɓx1) and it must vanish for ὼᴼЊ, the x3 dependence is exp(-|ɓ|x3), 

and so ɲ ὼȟὼ ḳᶮὼ ÅØÐȿ‍ȿὼ . It follows that [99]: 

 Ὀ ‐ȿ‍ȿɲ ὼ  (2.11) 

  At the surface, the discontinuity in ╓  is related to the potential by the effective 

permittivity ‐‍, defined by [99] 
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(2.12) 

  The effective permittivity thus gives the electrical behaviour of the interface between 
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the vacuum and the piezoelectric half-space. If the ╓  and ╓  differ, there must be 

free charges present at the surface, implying the presence of electrodes. The charge 

densities on the upper and lower sides are respectively ╓  and ╓ . Hence, if the total 

charge density is „ὼ , equation (2.12) becomes [99] 

 
‐‍

„ὼ

ȿ‍ȿɲ ὼ
 

(2.13) 

Where „ὼ  and ᶮὼ  are both proportional to exp[j(ɤt+ɓx1)]. This corresponds 

to the electrostatic case and the total charge density can be presented as the following 

equation [99]: 

 „ὼ „ ὼ „ ὼ ‐ ‐ ȿ‍ȿɲ ὼ  (2.14) 

In the above equations the potential ɲὼ  and charge density „ὼ  are 

proportional to exp(jɤt), and the frequency ɤ was taken to be a constant throughout. If ɤ is 

changed the value of ‐‍ changes, so ‐‍ is a function of ɤ as well as ɓ. However, 

‐‍ is essentially the ratio of ╓  to ╔, as displayed by eq. (2.12), and it can be seen 

that it remains unchanged if ɤ and ɓ are changed in proportion. Consequently, ‐‍ is a 

function of the normalized quantity ɓ/ɤ. It has dimensions the same as the reciprocal of 

velocity. This method of analysis applies for a constant frequency, and the effective 

permittivity is written as ‐‍ without showing the frequency dependence definitely. A 

more general solution in terms of charge density ʎὼ  and surface potential ᶮὼ  is 

readily obtained by Fourier synthesis. Equation (2.13) can be solved and a general solution 

is given as [99], 

 
‐‍

„‍
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(2.15) 

Where „‍ and ᶮ‍ are respectively the Fourier transforms of ʎὼ  and ᶮὼ . 

Thus, given a generic potential function ɲ ὼ , the relates charge density may be obtained 

by transforming it to ᶮ‍, and with a ‐‍ to obtain „‍, and then transforming back 

to the x1 domain. For the general solution the potential ᶮὼ  and charge density ʎὼ  
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are proportional to exp(jɤt), with the frequency ɤ regarded as a constant in the equation 

(2.15). In solving a particular problem it is usually found that the potential and charge 

density are functions of frequency, so their transforms „‍  and ᶮ‍ will also be 

functions of frequency. In the Fourier transform, the frequency ɤ is held constant during 

the integration. The relationship given by the effective permittivity, equation (2.15), applies 

for all values of ɤ. 

The above theory proves that surface acoustic wave (SAW) can be excited on the 

piezoelectric crystal or piezoelectric thin film by using the interdigital electrode pattern, or 

interdigital transducers (IDTs). This theory has been employed to design the mask of IDTs 

as show in figure 2.9. Adding electric potential between alternate connected electrodes 

causes a periodic electric field to be stimulated on the substrate. When applying the 

alternate voltage, a periodic strain filed is generated in the piezoelectric crystal so that 

produces a standing surface acoustic wave. Meanwhile, the wave front is parallel to the 

transducer fingers. The transducer operates most efficiently as the quarter SAW 

wavelength (ɚT) matches the periodic distance ñdò of electrode. This happens when the 

transducer is excited at the synchronous frequency. 

The relation of the velocity of the SAW (v0) and the excited working frequency (f0) is 

given by following equation [85]: 
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(2.16) 

 

Figure 2.9 The design of IDTs mask. L is the propagation length and d is the width of 

L 

d d 
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electrode and distance between two electrodes. 

In addition, the propagation length (L) between two centres of the IDT pairs is called 

delay line. L influences the magnitude of the transmission power. The attenuation of the 

transmission power would rise with increasing L, so that shorter delay lines would prevent 

more power loss from transmitting signal. However, noise levels are reduced by increasing 

L. ūE is the related phase shift of the electronic circuit and ɤL/v is the phase shift 

associated with the acoustic wave. Since the main source of the random noise is the small 

phase shift (ŭūE) in the electric circuit, the received signal frequency deviation can be 

expressed as [85]: 

Ὢ‏ 
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ς“ὒ
 

(2.17) 

Each transducer finger may be considered to be a discrete source for the generation of 

surface acoustic wave in a piezoelectric medium because the piezoelectric stress varies 

with the position near each transducer finger. When the wave enters the receiving 

transducer, this potential induces a current flow in each transducer electrode. The 

combined current flow is detected by the external circuit. In relation to the bandwidth of an 

IDT frequency response, this will be narrower when increasing the number of finger pairs 

N. However, there is a limitation in the maximum N recommended, due to the fact that, in 

practice, when N exceeds 100, the losses associated with mass loading and the scattering 

from the electrodes increase [105]. This neutralizes any additional advantage associated 

with the increase of the number of the finger pairs. 

2.3 Sensing theory of Love wave biosensors 

In acoustic-wave sensor applications, one typically detects the change of wave 

velocity v and/or attenuation Ŭ that is induced as the device interacts with the surroundings 

[106, 107]. Changes in wave velocity and attenuation can be basically related to changes in 

wave energy density and power dissipation, respectively. With regard to wave velocity 
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changes, the power density P (power/area) carried by a wave correlates closely with the 

wave energy density U (energy/volume) stored in a lossless medium. Considering a wave 

propagates across a unit cube, the time for the wave through the cube is Ű = 1/ v (figure 

2.10). 

 

Figure 2.10 Energy stored per unit volume is dependent upon incident power flow and 

propagation velocity. 

When the wave travels through the cube, the energy density in the cube increases by 

the incident power times the transit time: U = PŰ = P/v. Hence [107], 

 P = Uv (2.18) 

This relation can be used to explain how changes in wave energy density affect 

changes in wave velocity in a lossless medium; i.e., one in which P is constant. By 

differentiating equation (2.18) one obtains [107]: 

 Ўὺ
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(2.19) 

Where v0 and U0 indicate unperturbed propagation velocity and energy density 

respectively. Equation (2.19) represents an essential relation between wave velocity and 

energy density for a system excited at a given frequency: the fractional variation in wave 

velocity is equal to the negative of the fractional variation in wave energy density. It is 

reasonable if considering that in a system excited at a given frequency, the wave length 

alters so that the kinetic energy equals the peak potential energy of the wave. The effect is 
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that changes of the medium that influence the wave energy density will cause changes of 

the wave velocity. From equation (2.19), the fractional change is minus the fractional 

changes in mass density of the medium [107]: 

 Ўὺ
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(2.20) 

Because of a change of the wave velocity, the signal transit time through the sensing 

surface is altered and it leads to frequency or phase shift. Therefore, detecting signal 

frequency or phase shift can be used to measure the quantity of change on the sensing 

surface. 

2.4 Fabrication of Love wave biosensors 

Love wave sensors designed and realised in this work are constituted by a 

piezoelectric substrate (64°Y-X LiNbO3), interdigital transducers (IDTs, 100pairs), a 

guiding layer (PMMA, thickness is 1156nm) and a rectangular sensing region (gold, 

thickness is 20nm, length is 5mm and width is 2mm, area is 10mm
2
). The orientation angle 

of LiNbO3 is 64° and refers to the sliced angle of the original wafer after a crystal is grown. 

Because different sliced angles will give a different atomic arrangement of the substrate 

(from the viewpoint of the Cartesian coordinate system), the resulting piezoelectric effect 

will not be the same. The sign ñ64ÁY-Xò means that the acoustic wave propagates along 

the x axis and the wafer sliced angle is 64° that is rotated from the y axis. The leaky SAW 

only can be excited at specific orientation angle of the lithium niobate crystal. In addition, 

the velocities of acoustic waves are not equal when they propagate at different orientation 

angles. The type of SAW and the velocity of acoustic waves are two major parameters 

when designing a Love wave biosensor. Therefore, it is important to use the correct 

orientation angle of the lithium niobate crystal and position the IDTs exactly. IDTs were 

deposited by lift -off photolithography in order to generate pure shear horizontal acoustic 
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waves propagating perpendicular to the X crystallographic axis. IDTs were composed of 

100 Ti/Au (thickness are 10/100nm) split-finger pairs with a periodicity (ɚ) of 40ɛm. The 

acoustic path length, between both IDTs, was 200ɚ and the IDTs aperture was 100ɚ (4mm). 

The detail fabrication steps of the sensor were as following described [59]. 

(1) In order to ensure the surface of the substrate is clean and prevent small particles 

contaminate the element, substrate has to be cleaned at the first step. Typically 

contaminants are generated from these sources: dust from scribing or cleaving, 

atmospheric dust, abrasive particles, lint from wipers, photoresist residue from previous 

photolithography, bacteria or solvent residue. The standard cleaning process involves the 

following steps: i) the substrate was immersed in acetone with ultrasonic agitation for 5 

minutes. ii) Then it was soaked in methanol with ultrasonic agitation for 5 minutes. iii) to 

immerse the substrate in DI water (deionized water) with ultrasonic agitation for 5 minutes. 

iv) after that, the substrate was rinsed under free flowing DI water then used clean nitrogen 

(N2) stream to blow off dry for tools and the substrate. If the standard cleaning process 

cannot remove all contaminants on the substrate, RCA cleaning processes are considered to 

employ [108]. First step of RCA cleaning processes was to immerse the substrate in the 

special solution, which was composed of 5 parts of deionized water, 1 part of aqueous 

NH4OH (ammonium hydroxide, 29% by weight of NH3), and 1 part of aqueous H2O2 

(hydrogen peroxide, 30%), at 75°C for 10 minutes. This base-peroxide mixture removed 

organic residues and was also very effective in removing particles from the surface. 

However, this treatment resulted in the formation of a very thin oxide layer (about 10 Å) 

on the substrate surface, along with a certain degree of metallic contamination that shall be 

removed in subsequent steps. The second step was a short immersion in a 1:50 solution of 

HF + H2O at 25°C for about 15 seconds, in order to remove the thin oxide layer and some 

fraction of ionic contaminants. The third step was performed with a solution, which was 

composed of 5 parts of deionized water, 1 part of aqueous HCl (hydrochloric acid, 39% by 
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weight), and 1 part of aqueous H2O2 (hydrogen peroxide, 30%), at 75°C for 10 minutes. 

This treatment effectively removed the remaining traces of metallic (ionic) contaminants, 

some of which were introduced in the first step. The last step was to rinse the substrate 

under free flowing DI water for 5 minutes then used clean nitrogen stream to blow off dry 

for tools and the substrate [109]. 

(2) The next step was to bake the sample at 95°C for 3 minutes to remove moisture content 

on substrate surface to improve the adhesion of the photo resist. 

(3) Then the sample was held on a spinner chuck by vacuum and coated the prepared 

sample with S1818 positive photoresist layer with the spinner rotating rate of 4000 rpm for 

30 seconds. The reasons to use S1818 are: i) this kind of positive photoresist provides high 

resolution in photolithography technology and has been engineered to satisfy the 

microelectronics industryôs requirements for advance device fabrication. The adhesion and 

coating uniformity were excellent; ii) it was optimized for G-Line exposure and was 

suitable for operating by Suss MA6 contact mask aligner. The thickness of the photoresist 

could be measured by surface profilometry Dektak 6. The result was a uniform thickness 

of 1.9ɛm S1818 layer attached on the substrate. 

(4) The next process was soft bake, which was used to evaporate the coating solvent and to 

densify the resist after spin coating. The sample was baked on hot plate at 95°C for 10 

minutes. Hot plating the resist was usually faster, more controllable, and does not trap 

solvent like convection oven baking. 

(5) Before exposure process, the sample was soaked in standard developer (Microposit 

developer MicroDEV concentrate: H2O 1:1) for 60 seconds [110]. According to the 

previous investigations [111, 112], this process modified the top surface of the photoresist 

by removing short-chain molecules and forming long-chain, high molecular weight 
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molecules. It could increase hydrophobicity of the near-surface layer imparted by alkaline 

based developer incorporation. This treatment reduced development rate of the surface 

layer, whilst the resist beneath developed at the normal rate, therefore resulting in an 

undercut profile after development. This method was experimentally proven to increase the 

yield of qualified devices. Then the sample was loaded into mask aligner (MA6) which 

was mounted the photo mask (the IDTs patterns were on the chrome mask, which was Cr 

on soda lime glass) to expose the sample for 5 seconds. 

(6) After that, the sample was developed in the standard developer solution for 75 seconds. 

Subsequently, the sample was immersed under D.I. water for 60 seconds to fix the pattern. 

Then the sample was dried by clean nitrogen (N2) stream. The surface profile of the sample 

after development was observed by Dektak 6 and displayed in figure 2.11. 

(7) The next step was to evaporate metal layer on the sample. The gold (Au) was chosen 

for the main material to construct the IDTs patterns due to its high conductivity and is one 

of the least reactive chemical elements, which can prevent reaction with target specimens 

in biosensor application. Because the adhesion between gold and lithium niobate is not 

very good, thin titanium (Ti) layer should be deposited first on the substrate to increase the 

adhesion of metal IDTs on the lithium niobate substrate. The deposition thickness of Ti and 

Au were 10nm and 100nm, respectively. This process was operated by the metallization 

system (Plassys MEB 550S Electron Beam Evaporator). 

(8) Then the sample was soaked in acetone for 30 minutes to lift off the undesired metal on 

the substrate and the sample is dried by N2 stream again. The profile of the sample after 

metallization and lift off was also observed by Dektak 6 and displayed in figure 2.12. 

(9) Then a PMMA layer was coated on the substrate as a ñLove waveò guiding layer for 

the sensor. The thickness of the PMMA layer was controlled by the spin coating between 
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1ɛm and 1.5ɛm to optimize the sensitivity of the device. Another important issue was to 

open the window (remove partial PMMA) on the signal metal contact pad for signal wire 

connection. 

(10) The next step was to establish a sensing area on the devices. A gold thin film with 

thickness 20nm was deposited upon the PMMA layer between IDTs pairs and its area was 

10mm
2
 (its length is 5mm and its width is 2mm). A narrow gap with 100ɛm width on the 

gold sensing area between IDTs was also arranged to provide another function to detect the 

impedance of specimen. 

 

Figure 2.11 The surface profile of the sample after development. The interdigital patterns 

are shown as periodical gaps in the profile and their width are about 10ɛm. The thickness 

of residual photoresist is approximately 1.9ɛm. 

 

Figure 2.12 The profile of the sample after metallization and lift off. The interdigital 

patterns are shown as periodical gaps in the profile and their width are about 10ɛm. The 

thickness of the metal IDTs is approximately 104nm. 
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From the effectively performed processing, two critical points were discovered and 

are briefly summarized here. They are partially base on the pictures taken during the 

processing and reported in figure 2.13. One critical point is the cleaning of the substrate. 

Although residues from the cleaning are scarce, their influence on the production process is 

dramatic and generally results in the discard of the processed wafer. The other critical point 

is that without the treatment of soaking samples in the standard developer before exposure 

and it causes some problems at the edges of patterns when gold lift-off. The realized Love 

wave sensor is displayed in figure 2.14. The flow chart of manufacture process of the 

sensor is shown in figure 2.15. 

  

  

Figure 2.13 (Left) the resist can stick to the mask (hard-contact photolithography) and 

damage the patterns. Without treatment of pre-soaking samples in the standard developer 

causes some problems at the edges of patterns when gold lift-off. (Right) Well patterned 

structures have the same width and are equally spaced. 

120ɛm 

120ɛm 
40ɛm 

40ɛm 
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Figure 2.14 The picture of the realized Love-wave sensor in this study. 

 

Figure 2.15 The flow chart of manufacture processes of the sensor. 

2.5 Measurement Setup 

The basic configuration of a two-port Love-wave sensor is illustrated in figure 2.16 

[51]. This structure operates as an electronics delay line device. D is the distance between 

input and output IDT. L is the centre-to-centre distance between the IDTs. W is the length 

of the electrodes in the IDTs. Thus, the sensor is a transmission line which transmits a 

mechanical signal (acoustic wave) launched by the input port (input IDT) due to the 

applied radio frequency (RF) electrical signal. After a time delay the traveling mechanical 

wave is converted back to an electric signal in the output port (output IDT). In general, 
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changes in the coating layer and/or in the semi-infinite fluid medium produce variations in 

the acoustic wave properties (wave propagation velocity, amplitude or resonant frequency). 

These variations can be measured comparing the input and output electrical signal, since 

phase Vin remains unchanged, while phase Vout changes. Consequently, from an electric 

point of view, a Love-wave delay line can be defined by its transfer function H(f) = Vout/Vin, 

which represents the relationship between input and output electrical signal. H(f) is a 

complex number which can be defined as H(f)=Ae
jū, being A the amplitude (| Vout/Vin |) and 

ū the phase shift between Vin and Vout. For biosensors application, biochemical interactions 

at the sensing area will modify the thickness and properties of the coating, and therefore 

variations in the amplitude and phase of the electrical transfer function can be measured. 

These variations can be monitored in real time, which provides valuable information about 

the interaction process. 

 

Figure 2.16 The configuration of a two-port Love-wave sensor. It is a delay line structure. 

RF signal is applied to the input IDTs which launches an acoustic propagating wave and 

the output signal is recorded at the output IDTs. D is the distance between input and output 

IDT. L is the centre-to-centre distance between the IDTs. W is the length of the electrodes 

in the IDTs. 

There are two methods to measure the signal change of the Love wave delay line 

devices. One is to combine with other electronic elements to set up an active electrical 

device (close loop configuration). The other is using passive way to measure signal directly 
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by connecting with network analyser (open loop configuration). The Love wave delay line 

can be used as frequency determining element in closed loop configuration to form an 

oscillator circuit. In an oscillator circuit the Love wave device is placed as a delay line in 

the feedback loop of an RF amplifier in a closed loop configuration [113, 114]. Therefore, 

a change in the wave velocity, due to a sensing effect, produces a time delay in the signal 

through the Love wave device which appears as phase-shift that is transferred in terms of 

frequency-shift in an oscillator configuration. The advantages of the oscillator 

configuration are the low cost of their circuitry as well as the integration capability and it 

can be applied in continuous monitoring surroundings. These reasons make the oscillators 

an attractive configuration for the monitoring of the determining parameter of the resonator 

sensor, which in the case of the Love wave device is the phase-shift of the signal at 

resonance [54, 57, 58]. However, in my opinion, the oscillators are not the best option for 

acoustic wave sensor characterization due to the following disadvantages: First, they do 

not provide direct information about signal amplitude. Second, they maybe stop oscillation 

if insertion losses exceed the amplifier gain during an experiment. Third, despite of the 

apparent simple configuration, a very good design is necessary to guarantee that a Love 

wave resonator will operate at a specific frequency, and this is not a simple task. In effect, 

in the same way as in QCM oscillators it is required to assure that the sensor resonates on 

one defined resonance mode and does not ñjumpò between spurious resonances [115], in 

Love wave oscillators one must assure that the sensor will operate at one phase ramp in the 

sensor response band-pass, and does not jump from one to another which are almost of 

identical characteristics. Moreover, when the resonator dimensions get smaller and the 

frequency increases this becomes more difficult to achieve, since when increasing 

frequency there is a decrease of the resonator quality factor, a decrease in frequency 

stability [116] and in Love wave the ramps become nearer to each other. On the other hand, 

the passive way measurement works in an open loop configuration. The input transducer is 

excited at a fixed frequency while the phase shift between Vout and Vin, ū, is recorded. In 
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this configuration, in the absence of interferences, frequency variations measured 

experimentally can be related to changes in the physical properties of the layers deposited 

over the sensing area. Network analysers are the most commonly used instrumentation for 

characterizing Love-wave sensors in a passive way measurement as shown in figure 2.17. 

The result of the control experiment which there is no any test specimen on the sensing 

area is shown in figure 2.18. The frequency spectrum of interest is in the region between 

115 MHz and 118 MHz. The peak frequency of the Love-wave sensor reaches 116.466 

MHz, its insertion loss is -15.67 dB and the phase is -84.35 degree. 

 

Figure 2.17 figuration of passive way to measure characters of Love-wave sensor. The 

parameters which are recorded are frequency response to insertion loss (IL, the S22 

parameters) and phase. 

 

Figure 2.18 The result of the control experiment of the Love-wave sensor in this study. The 

frequency response of insertion loss (solid line) and phase (dotted line) were measured by 

using a network analyser. 
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In this study, frequency signals were used for sensing measurement. Although some 

previous researchers used phase signal for sensing applications [114] and the sensitivities 

of outcomes were satisfied, other researchers presented the disadvantage of the phase 

signals measurement and suggested to use frequency signals measurement [113]. The main 

disadvantage of phase signals measurement is the limit of phase system. When the signal 

waveform changes in a cyclic manner, one cycle waveform is defined as 360º. Hence, 

phase shift would be limit in the range between 0º and 360º (or from -180º to 180º), which 

would cause a problem when compared with results of measurements. For example, if two 

phase values, 43º and 56º, were observed respectively. The phase shift could not be simply 

determined as 13º from the equation ñ56º minus 43Üò because there may be more than a 

cycle between these two values. In contrast, there is no similar question in frequency signal 

measurements. 

2.5.1 S-parameter measurement with vector network analyser 

The parameters of the result that signal is recorded by network analyser is 

S-parameters [117]. The reasons why S-parameters are measured with the vector network 

analyser are as follows [118]: At high frequencies, it is very hard to measure total voltage 

and current at the device ports. One cannot simply connect a voltmeter or current probe 

and obtain accurate measurements due to the impedance of the probes themselves and the 

difficulty of placing the probes at the desired positions. S-parameters have many 

advantages over the other parameters, such as H, Y or Z-parameters. ñH-parametersò are 

also called as ñhybrid parametersò, which represent input resistance, reverse voltage gain, 

forward current gain, and output conductance in a two-port network. ñY-parametersò are 

also called as ñadmittance parametersò, which means the input/output admittance 

relationship of the devices. ñAdmittance parametersò describe the behaviour of any linear 

electrical network which can be regarded as a black box with a number of ports. A port in 

this context is a pair of electrical terminals carrying equal and opposite currents into and 
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out-of the network, and having a particular voltage between them. The ñZ-parametersò 

which are also called as impedance parameters describe the impedances of a device with 

open output ports. To measure H, Y or Z-parameters needs to know the exact current or 

voltage through the device and this is difficult to implement on high-frequency networks 

measurement. Therefore, that is why S-parameters (scattering parameters) were developed. 

S-parameters are defined in terms of voltage traveling waves, which are relatively easy to 

measure. S-parameters donôt require connection of undesirable loads to the device under 

test. The measured S-parameters of multiple devices can be cascaded to predict overall 

system performance. If desired, H, Y, or Z-parameters can be derived from S-parameters. 

And very important for RF design, S-parameters are easily imported and used for circuit 

simulations in electronic-design automation (EDA) tools. Also, S-parameters are the shared 

language between simulation and measurement [119]. An N-port device has N
2 

S-parameters. Hence, a two-port device has four S-parameters. The numbering convention 

for S-parameters is that the first number following the ñSò is the port where the signal 

comes out, and the second number is the port where the signal is applied. For example, S21 

is a measure of the signal coming out port 2 relative to the RF stimulus entering port 1. 

When the numbers are the same (e.g., S11), it indicates a reflection measurement, as the 

input and output ports are the same. The incident terms (a1, a2) and output terms (b1, b2) 

represent voltage traveling waves. The concept of S-parameters is displayed in figure 2.19. 

S11 and S21 are determined by measuring the magnitude and phase of the incident, 

reflected and transmitted voltage signals when the output is terminated in a perfect Zo (a 

load that equals the characteristic impedance of the test system). This condition guarantees 

that a2 is zero, since there is no reflection from an ideal load. S11 is equivalent to the input 

complex reflection coefficient or impedance of the device under test (DUT), which is a 

Love wave biosensor, and S21 is the forward complex transmission coefficient. Likewise, 

by placing the source at port 2 and terminating port 1 in a perfect load (making a1 zero), 
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S22 and S12 measurements can be made. S22 is equivalent to the output complex reflection 

coefficient or output impedance of the biosensor. S12 is the reverse complex transmission 

coefficient. Figure 2.20 illustrates the method how to measure S-parameters of a two port 

device. 

 

Figure 2.19 The concept of S-parameters. The signal input from port 1 is a1. The signal 

input from port 2 is a2. The signal output from port 1 is b1. The signal output from port 2 is 

b2. S11 is a measure of the signal coming out port 1 relative to the RF stimulus entering port 

1. S21 is a measure of the signal coming out port 2 relative to the RF stimulus entering port 

1. S12 is a measure of the signal coming out port 1 relative to the RF stimulus entering port 

2. S22 is a measure of the signal coming out port 2 relative to the RF stimulus entering port 

2. 

 

Figure 2.20 The method of S-parameters measurement. Applying a perfect load (a load that 

equals the characteristic impedance of the test system) on port 2 makes a2=0. Then input a 

fixed signal a1 and detect the output signal b1 and b2, which can calculate S11 and S21, 

respectively. S22 and S12 can be obtained by a similar way to connect port 1 with a perfect 

load makes a1=0, input a fixed signal a2 and detect the output signal b1 and b2. 




















































































































































































