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Abstract 
Micromanipulation platforms have gained increased attention over recent decades. They 

enable the handling of particles in minute samples within microfluidic compartments and 

demonstrate promising routes to enhance procedures in important fields such as analytical 

chemistry and medical diagnosis. Non-contact approaches based on externally applied force 

fields allow researchers to probe and alter particle states in a gentle, precise and controlled 

manner. Among them, especially forces generated by acoustic and electric fields received 

the attention of researchers developing Lab on a chip, micro total analysis and point of care 

systems. This is evident by the vast amount of literature dealing with physical phenomena 

such as dielectrophoresis and acoustophoresis applied in miniaturised systems. Each of 

these methods has its merits, ideally, a system that combines it all would be of great benefit 

for the scientific community. 

The thesis introduces a concept for a unified platform that enables the use of acoustic and 

electric fields for particle manipulations in microfluidic environments. In particular, 

optoelectronic tweezing (OET), also known as light induced dielectrophoresis is fused with 

acoustic tweezing, also known as acoustophoresis, on a versatile system. The system can 

be divided into two individual physical units. The first one represents the OET unit which 

integrates light induced electric fields into a robust microfluidic chip. The OET chip not only 

operates as a device for electric field generation but also as a transverse resonator to 

confine acoustic fields. These fields are the result of travelling surface acoustic waves 

excited by a piezoelectric transducer which defines the second unit. The developed platform 

is applied to a range of applications such as particle trapping, transporting, focussing, sorting 

as well particle alterations in form of cell lysis and microbubble insonation. 
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demonstrate dominating particle-wall interaction induced by a leakage field. (b) OET chip 
acoustically (8 MHz, 15 V) and electrically (100 KHz, 10V) actuated but this time tuned to the 
point where the PAR force overcame particle wall interactions (Scale bar: 50 µm; flow rate: 0.5 
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1.   Introduction 
	  

 

‘How many times when you are working on something frustratingly tiny like your wife's wrist 

watch, have you said to yourself, "If I could only train an ant to do this!" What I would like to 

suggest is the possibility of training an ant to train a mite to do this. What are the possibilities 

of small but movable machines? They may or may not be useful, but they surely would be 

fun to make.’1 

Richard Feynman’s amusing and inspiring speech heralds the start in the field of 

miniaturization and the establishment of news ways to fabricate tiny things. It took a couple 

of decades after his visionary speech before a new field known as microelectro-mechanical 

systems (MEMS) was established and allowed a step change in the miniaturisation of 

machines.  

However, the quote above highlights an essential problem when working at small scales. It is 

the lack of control of small objects, their motion, position and state. Today, several 

micromanipulation methods exit, each having its benefits and shortcomings. This thesis 

starts by introducing several strategies based on force fields to control particles of 

micrometer dimensions and turns the focus on acoustic and electric fields in particular 

(Chapter 1) before outlining experimentally a route to combine these into microfluidics.  

Chapter 2 presents the materials and methods used within this work. Chapter 3 describes 

the development of a fabrication protocol to integrate OET into a microfluidic chip 

(superstrate). This chip is also used as a resonator structure to enable the creation of 

standing wave patterns in the microfluidic compartments. Furthermore, the OET devices are 

characterised, potential applications are demonstrated and device properties are critically 

discussed.  

The Chapter 4 introduces a novel device concept which enables the coupling of acoustic 

energy from a surface acoustic wave (SAW) transducer into the fabricated microfluidic chip 

to create flexible standing wave pattern. The SAW transducer is characterised and the 

acoustic energy coupled into the chip is quantified. Moreover, potential applications of this 

concept for continuous particle manipulation such as sorting are outlined.  
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In Chapter 5, OET and acoustic tweezing are combined to demonstrate versatile particle 

manipulations by globally applied acoustophoretic and locally applied dielectrophoretic 

forces. The developed OET chip serves as superstrate which is acoustically actuated by the 

developed SAW transducer. It is shown that careful control of the force fields enables 

particle trapping, aggregation and fusion. The sequential use of the forces is utilized to 

concentrate particle prior to precise particle guiding into channel outlets, virtual channels or 

adjacent pressure nodes to achieve sorting and fractionation of mixtures.  

The following Chapter 6 applies both concepts to perform lysis of cells with high efficiencies 

under continuous flow and presents a unique feature of OET that allows precise single cell 

lysis.  

Chapter 7 uses the platform for selective manipulation of therapeutic microbubbles (MB). 

MB positions are controlled by OET and MBs are insonified by ultrasound excitation from the 

SAW transducer.  

Chapter 8 ends this thesis by giving a summary of the results and an outlook for further 

research. 
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1.1. Microfluidics and force fields to manipulate particles 
Microelectro-mechanical systems deliver a vast amount of new device technologies in 

numerous fields that surrounds our daily life (e.g. inkjet printers). In the 1990s the know-how 

of fabricating these microsystems started to increasingly be applied to the handling of minute 

amounts of liquid. It was the field of analytical chemistry, with particular focus on separation 

processes (e.g. chromatography), that demonstrated first the advantages of scaling down 

and injecting liquids into small channels.2 It was the birth of microfluidics and the start of a 

new research field that was energised by ideas to miniaturize laboratory functions and create 

novel tools to study fundamental physical aspects (e.g. single molecule, single cell)3, 4 and 

provide new kinds of reaction vessels (e.g. drug discovery)5 and total analysis system (e.g. 

sample to answer systems)6.  

In general, microfluidic platforms comprise small channel systems connected to liquid 

reservoirs (e.g. by tubing systems linked to syringes) mainly fabricated by photolithography 

on substrates such as glass, silicon or polymers.7 The sizes of the channels are in the range 

of hundreds to a few of micrometers enabling the handling of volumes from micro- to 

femtoliters. The downscaling benefits from a significant reduction in the sample consumption 

and reduced sampling times. The use of small volumes and the increased surface to volume 

ratio facilitate fast (e.g. short diffusion length) and controlled transport times of mass and 

heat. The fluid flow in such systems is dominated by surface forces such as viscous force 

and surface tension rather than inertial forces, gravity and buoyancy.5 The Reynolds 

number, which is defined as the ratio of inertial and viscous forces, is low (<1) promoting 

sleek and constant fluid motion known as laminar flow. The fluid velocity of a laminar flow 

varies from zero at solid boundaries to a maximum along the centre of the bulk fluid volume 

creating a parabolic profile (Poiseuille flow). 

The flow of microparticles such as beads or cells suspended in a liquid inside a 

microchannel is dominated by viscous interactions at low Reynolds numbers (< 1). A particle 

accelerates to the local fluid velocity due to the viscous drag of the fluid over the particle’s 

surface almost instantly.8 The drag force 𝐹! for a homogeneous spherical particle in a 

viscous fluid can be described by Stoke’s law: 

𝐹! = 6𝜂𝜋𝑎𝑢       (1.1) 

where 𝜂 is the viscosity of the fluid medium, 𝑎 the particle radius and 𝑢 the velocity of the 

particle. A particle subjected to viscous drag force under continuous flow remains positioned 

in a laminar streamline. However, the increase in the Reynolds number (>> 1) gives rise to 

additional hydrodynamic effects which includes inertial lift and Dean drag forces. 
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Microchannel geometries are specifically designed to control the influence of these force 

fields and induce particle motion across laminar streamlines.8 

In many microfluidic applications, the adjustment of the fluid flow field and the associated 

drag forces combined with precise laminar streamlines and certain microchannel designs 

has been applied to control particle positions within a microfluidic channel and achieve 

particle and cell separation. The common examples include particle focusing by sheath9 and 

inertial focussing flows10, particle separation using pinched flow fractionation11, 

hydrodynamic filtration12 and deterministic lateral displacements13. For instance, pinch flow 

fractionation is based on particle wall interactions14 and the spreading of laminar streamlines 

(profile) after opening of a narrow (pinching region) microchannel section into a wider one. A 

particle mixture is first hydrodynamically focused along a wall in the pinching region by a 

particle free stream. The size (radius) of the particle then determines the center distance to 

the wall and hence the location within a particular streamline. Once the particles past the 

pinching region, the spreading of the laminar streamlines leads to the particle separation. 

Such hydrodynamic methods are easy to implement, cheap and have been shown to be 

valuable tools for a range of applications, especially where fast and high throughput is 

required. However, a continuous flow is always needed to process a sample which impedes 

selective and individual particle handling in dense samples. Also, often high flow rates 

(ml/min) are the basis to make use of hydrodynamic effects (e.g. Dean drag force for 

separations15) which requires large sample sizes (several milliliters) or accepting sample 

dilution with potential sample losses. Separation of particles takes place based on size and 

shape but may not be successful when for instance dead and viable cells need to be 

discriminated since their size or shape are similar. Therefore, a greater benefit arises with 

the ability to integrate additional force fields into microfluidic systems that allow the 

manipulation and control of small objects under varying conditions (e.g. static fluid, low 

sample volume) based on different physical criteria such as the chemical, electrical, 

magnetical or mechanical properties of particles.  

Many micromanipulation concepts have been introduced to microfluidics in recent decades. 

These concepts make use of non-inertial force fields including optical gradient force16, 

magnetic force17, dielectrophoretic18 and acoustophoretic forces19. The methodology behind 

these manipulation approaches is often simply depicted as tweezers which are able to grab 

tiny objects without mechanical contact. Optical tweezer (OT, single beam) for instance uses 

highly focused laser beams to create an optical gradient force that is able to hold and move 

particles in three dimensions. The laser light is typically focused through a microscope 

objective with high numerical aperture into a microfluidic compartment. The energy and 
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momentum carried by the light beam is transferred to a particle upon refraction and reflection 

of the light on the particle’s surface. The interaction gives rise to a net force which is the sum 

of the scattering force and the gradient force. The scattering force arises from the refraction 

and reflection of the light beam. The gradient force, which is the result of the gradient of the 

light intensity profile, is directed towards the centre of the light beam. A particle subjected to 

the gradient force experiences a restoring force with a movement towards the beam center. 

The scattering force can push particles in any direction. In order to achieve a stable trap a 

single laser beam is tightly focused where the gradient force dominates over the scattering 

force so that the resulting net force acts as restoring force towards the beam center. OT is 

not restricted to a single trap but able to create multiple beams to trap more than one particle 

at the same time by using different configurations which include rapid laser beam movement 

(µs), beam splitting and computer generated holograms (interference patterns).20  A big 

advantage of OTs is the ability to tune the optical force dynamically in time and space which 

has been utilized for trapping21, moving22 and rotating23 of single particles as well as probing 

mechanical properties by deforming cells and molecules to characterize forces in biological 

matter24, 25. OTs manipulate particles from nanometer scales up to hundreds of micrometers 

using forces from femto- to nanonewtons.26  Moreover, optically induced separation under 

continuous flow in microfluidic channels has been demonstrated using a static three 

dimensional optical lattice or an array of optical traps produced by light interference 

patterns.27, 28 Separation was achieved by deflecting particles selectively along the optical 

pattern depending on their affinity to the optically generated force and the hydrodynamic 

force. This kind of optical fractionation is extremely versatile and applicable to various 

particle mixtures as wavelength, intensity and geometry of the traps can be adjusted and 

optimized to fit many conditions. Overall, since the introduction in 1986, OT has become an 

important tool for micromanipulation and for gaining fundamental insights in diverse micro- 

and nanoscale processes which cover many research fields including biology, physical 

chemistry and soft matter physics.26 

In the last 15 years magnetic fields have been increasingly applied in microfluidics to handle 

particles based on their magnetic susceptibility. Particles subjected to a non-uniform 

magnetic field experience a gradient force which depends on the volume of the particle, the 

magnetic susceptibility of the particle relative to the medium as well as the gradient and the 

strength of the magnetic field. Particles are either forced towards field maxima or minima 

based on their field permeability which is classified as diamagnetic, paramagnetic or 

ferromagnetic. For instance, most materials such as cells, polymers, water, DNA have a low 

susceptibility and are classified as weak diamagnetic or non-magnetic. An imposed external 
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magnetic field creates an opposing magnetic field inside the material which results in a very 

small magnetic force acting towards field minima. The opposite behaviour can be observed 

for paramagnetic materials such as oxygen or platinum while ferromagnetic materials have a 

strong susceptibility and experience a strong force towards field maxima within a non-

uniform field. For ferromagnetic microparticles typical forces are in the range of a few 

piconewtons to ten of piconewtons29 well defined to the high field region but decay rapidly 

with increasing distance to it. A benefit of magnetic manipulation includes that magnetic 

interactions are not influenced by surface charges, pH, medium conductivity or temperature, 

however, magnetic interactions often need to be enhanced by altering the medium 

properties30, 31 or label32, 33 objects of interest (e.g. cells, except of red blood cells due to 

paramagnetic hemoglobin34) with magnetic particles to generate appropriate forces for 

manipulation. An advanced method of labelling cells includes the use of magnetic 

nanoparticles (< 0.5 µm) modified with cell specific antibodies which can bind to the surface 

of a target cell. The labelled cells can be separated from non-labelled cells upon activation of 

a magnetic field. This process is known as magnetic-activated cell sorting (MACS).35 The 

magnetic fields can be generated by small (severall millimeters) permanent magnets36 or 

electromagnets37 placed outside the microchip or even fabricated onto the microchip 

subtrate37, 38 for a spatially more confined field or complex field pattern. Under the influence 

of magnetic fields particles can be trapped, transported and sorted within microfluidic 

compartments. For instance, a sequence of tapered electromagnets outside a capillary have 

been used to trap magnetic beads (2.8 µm) followed by the transport along the capillary 

length induced by switching the external field to an adjacent magnet.39 Through integration 

of current carrying planar electrodes, magnetic fields have been generated inside 

microfluidic compartments. A pair of ratchet electrodes have been used to transport 

magnetic beads along the electrodes when an alternating current was applied to induce 

switching of high field regions along the electrode pair.40 A dense mesh of individual 

addressable gold electrodes has been applied to produce magnetic fields locally. This has 

been used to trap magnetic particles and labelled cells as well as transporting in all 

directions by careful electrode actuation.41 Separations of magnetic, magnetically labelled 

and non-magnetic particles have been demonstrated under continuous flow with externally 

or internally produced magnetic fields deflecting particles based on size or magnetic 

susceptibility into side channels or adjacent laminar streams.42-44 Magnetic particles are 

often used for bioassays where they serve as solid supports for immobilised biomolecules 

such as DNA or proteins. In continuous flow application such functionalized particles are 

trapped prior to reactions with a sample liquid containing disease related biomarkers. The 

trapped particle agglomerate increases the surface area and decreases diffusion and 
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reaction times to speed up the analysis process. 45, 46 Overall the use of magnetic fields in 

microfluidics has shown to be a promising route to integrate various lab functions into 

miniaturized systems.  

Electric fields and acoustic fields have found extensive use in microfluidic systems. In 

particular dielectrophoretic particle manipulation in non-uniform electric fields47-49 and 

acoustophoretic manipulation within a standing wave field50-53 became very popular in the 

lab on a chip community. In the following chapters a detailed introduction to these methods 

is given with special focus on light induced electric fields and ultrasound generated standing 

pressure waves. 

 

1.2. Optoelectronic tweezing 
The principle of optoelectronic tweezing (moving particle with light patterned electric fields) 

and the forces associated with it are introduced in this chapter. An overview of potential 

applications for light induced particle manipulation is presented. In addition, simulations of an 

OET device are shown which help to understand the device characteristics. 

Optoelectronic tweezing 

Optoelectronic tweezing (OET) is a micromanipulation method where focused light is applied 

to pattern electric fields which interact with microparticles suspended in a liquid medium. In 

particular, the electro kinetic motion of polarisable particles under the influence of a non-

uniform electric field between electrodes is the principle behind OET. The essential element 

in an OET system is a photoconductive material which absorbs some frequencies of 

electromagnetic radiation and changes resistivity due to electron-hole pair generation. The 

electric field pattern is then the result of an applied AC voltage accompanied with local 

changes in the photoconductivity induced by patterned light illumination. The illuminated 

area, producing the high electric field region, is called a virtual electrode. A typical OET 

device consists of a photoconductor such as amorphous silicon (aSi) deposited on an indium 

tin oxide electrode (ITO) and a second ITO electrode separated by tens of micrometers to 

create a microfluidic manipulation volume. Figure 1-1 shows a schematic diagram of a 

typical OET device similar to those used in this work. The electric field polarises particles 

suspended in the liquid medium. The gradient in the non-uniform field produces unequal 

forces on the poles of the dipole created and this induces movements towards regions of 

high or low electric field strength depending on the electrical properties of the liquid medium 

and the particle. The electro kinetic motion produced by the electric gradient force is called 

dielectrophoresis (DEP). 
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Figure 1-1: Schematic of the structure of an optoelectronic tweezing (OET) device. A typical device 
consist of transparent top and bottom indium tin oxide (ITO) coated glass electrodes while one of the 
electrodes (bottom) is covered with a photoconductor such as amorphous silicon (aSi). A liquid 
medium is sandwiched between the electrodes and contains the particles to be manipulated. A 
voltage is applied between the ITO electrodes and a light source such as a data projector or laser 
provides selective illumination of the photoconductor. In the illuminated regions a change in the 
conductivity of the photoconductor takes place and transfers the voltage into the liquid layer. This 
creates a non-uniform electric field which interacts with the particles in the liquid in the form of positive 
or negative dielectrophoresis (DEP). 

	  

1.2.1. Principle of optoelectronic tweezing (OET) 

The use of light to create altered electric fields for particle manipulation was first introduced 

by Hayward et al., who demonstrated the patterning of charged colloids on indium tin oxide 

electrodes (ITO) illuminated by UV light.54 The current across the ITO surface has been 

altered by different light intensities causing particles to assemble in the light-patterned areas 

when a dc voltage was applied between two ITO electrodes. This phenomenon is related to 

electrostatic forces in a uniform electric field and is widely known as electrophoresis.  

 

The term OET was first introduced by Chiou et al. in 2005.55 In this work photoconductive 

aSi combined with ITO was used to massively manipulate particles simply by the projection 

of patterned light. Compared to the work by Hayward et al., an alternating voltage was 

applied between the photoconductor and the ITO plate. As long as the light was off, most of 

the voltage dropped across the aSi, ideally. But when switched on, the conductivity of the 

aSi layer increased by several orders of magnitudes and caused the voltage to switch into 

the liquid medium.56 The result was a localised electric field gradient inducing DEP as a 
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result of the interaction between the non-uniform field and the polarised particle. This 

allowed Chiou et al. to show that by changing the light pattern the pattern of forces could be 

changed, giving continuous control of the particles, a significant advantage of OET over DEP 

based on metal electrodes. 

	  
The operation of an OET device relies on the impedance of the photoconductive layer and 

the impedance of the liquid medium being chosen correctly. While the electrical properties of 

the liquid stay constant, the impedance of the photoconductor can be adjusted as a function 

of light intensity. For instance, the conductivity of amorphous silicon (used in this study) 

increases linearly with increasing light intensity (0.1 – 100 W/cm2) for a given wavelength of 

632 nm.56 An amorphous silicon layer of 1 µm thickness has a conductivity of approximately 

1 ·10-6 S/m in the dark state (no illumination). But when illuminated (light state), electron-hole 

pair carriers are generated in the photoconductor and the conductivity increases to up to 1 

·10-3 S/m depending on the light intensity (several W/cm2). The light absorption coefficient of 

amorphous silicon depends strongly on the wavelength of the illuminated light.57 In the 

visible spectrum the aSi absorption coefficient is around 10-4 /cm, resulting in a 90 % 

attenuation length within a 1 µm aSi layer.58 Furthermore, the light state as the result of 

selective illumination and the dark state in aSi are well confined. The diffusion length 

(ambipolar diffusion) of the light induced charge carriers due to an applied electric field is in 

the order of 115 nm for aSi.59 This means that patterned light which acts as a virtual 

electrode has a resolution limit mainly defined by the optical diffraction limit,60 

 

𝑑 =    !
!!.!.

   (1.2) 

  

where 𝜆 is the wavelength of the light and 𝑁.𝐴 the numerical aperture of the objective. For 

instance, in this work the wavelength was around 600 nm and the numerical aperture of an 

objective (10x) was 0.25 resulting in minimum virtual electrode size of 1.2 µm. 

 

The OET device structure in Figure 1-1 can be represented in form of an equivalent circuit 

consisting of two impedance elements (Figure 1-2). One represents the frequency 

dependent impedance of the photoconductor and one the impedance of the liquid. In the 

dark state the impedance of the photoconductor dominates and most of the voltage drops 

across it creating a weak field in the liquid medium. In the light state the impedance of the 

photoconductor is reduced resulting in an increased voltage drop across the liquid medium 

and a stronger electric field suitable to operate the OET in form of light induced 

dielectrophoresis. However, care must be taken in selecting a suitable liquid conductivity. A 
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high liquid conductivity decreases the voltage switched into the liquid.56 The majority of the 

voltage drops across the photoconductor due to the decreased impedance of the liquid. 

Conversely, if the liquid impedance is too high, the voltage will be dropped across the liquid 

in both light and dark regions producing no field gradient. The optimal liquid conductivity to 

enable light induced dielectrophoresis is typically in the range of 0.1 mS/m to 20 mS/m.61-65 It 

also should be noted that as impedance is a combination of resistance and reactance, and 

only reactance can be light patterned, care must be taken to not allow reactance to dominate 

the impedance of the photoconductor. 

	  

 
Figure 1-2: OET device operation simplified as equivalent circuit model. (a) In the dark state (no 
illumination) an applied AC voltage signal drops mainly across the photoconductors impedance Zp 
which dominates over the impedance of the liquid Zm. (b) In the light state, the Zp is decreased, Zm 
dominates and more voltage drops across the liquid layer. 

For this the frequency range for OET operation needs to be considered as well. This is 

linked to the device structure and its frequency dependent impedance elements. While the 

photoconductor impedance is dominated by the resistive term of the impedance at low 

frequencies, the capacitance term dominates at higher frequencies. This means the voltage 

drop into the liquid is not only triggered by the liquid properties and the illumination of the 

OET, but also by the frequency of the applied AC signal. For instance, at a high frequency 

the photoconductor impedance is low, even in the dark state, due to the decreased 

capacitance resulting in a voltage drop across the liquid medium which creates a uniform 

field across the device. Only at low frequencies, is the voltage drop efficiently triggered by 

the light pattern and the liquid conductivities (see above) to enable sufficient generation of 
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non-uniform electric field regions in an OET chip. Based on the literature, OET for cell and 

particle manipulation based on DEP is mainly applied in the frequency range from 10 KHz to 

300 KHz.61, 64, 66-71 

 

1.2.2. Device structures and systems for optoelectronic tweezing 

The most common device structure for OET is based on the parallel arrangement of the 

electrode substrates as shown in Figure 1-1 where the electric field is patterned upon 

illumination from a light source perpendicular to the photoconductor electrode and a second 

electrode (e.g. ITO). However, several groups have adjusted the original design to allow 

functions and obtain benefits for particle manipulation and device integration. For instance, 

Hwang et al. developed an OET device where parallel oriented substrate electrodes were 

both modified with a photoconductive layer (aSi) which they called 3D OET device.72 This 

device was developed for the need to avoid non-specific interactions (hydrophobic, 

electrostatic etc.) of particles with the surface which would otherwise limit the manipulation 

efficiency. By applying a single illumination pattern, two virtual electrodes were created on 

each photoconductive layer resulting in a strong field gradient close to the surface of the 

electrodes. This was followed by the movement of polystyrene particles towards low field 

region in the bulk of the liquid by negative DEP and produced a 3D particle focussing effect.  

 

An alternative OET device has been shown by Ohta et al. were the parallel electrode 

arrangement was replaced by a planar one on a single substrate.67, 70 The device was called 

lateral OET (LOET). The name originated from the fact the non-uniform electric field in the 

device was parallel to the substrate compared with the common design. This was achieved 

by etching aSi and the underlying ITO into a interdigitated electrode array. The advantage 

here is that the gap between the electrodes can be easily defined by standard 

photolithography which means the lateral electric field gradient can be tuned by the array 

geometry and allows, for instance, the orientation of nanowires parallel to the substrate. 17 

 

A floating electrode OET device (FOET) was developed by Park et al..73 Similiar to the LOET 

device, a single electrode substrate was used, however, instead of an ITO layer underneath 

the photoconductor, aSi was directly deposited onto a simple glass substrate. On top of the 

aSi layer a pair of aluminium electrodes separated by 5 cm were deposited. These 

electrodes were used to create a lateral electric field across the whole FOET device with 

uniform character in the centre of the device. This resulted in no net force in the presence of 

particles (in this case water/oil droplets). However, the selective illumination of the aSi 
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perturbed the uniformity and formed a dipole in the particles which were then able to be 

actuated.  

 

Another important development used a phototransistor based OET (Ph-OET)74 device to 

overcome operational limitations of OET associated with high conductivity liquid media, as 

discussed above. In this work a substrate with single-crystalline bipolar junction transistors 

was used to increase the photoconductivity to 1 ·101 S/m - 1 ·102 S/m. The transistor 

substrate was parallel to an ITO electrode and the field was created perpendicular to the 

electrode substrates. 

 

The Ph-OET device demonstrated an alternative to the common amorphous silicon 

photoconductor. However, the phototransistor device and the common aSi are expensive, 

requiring specialised equipment for fabrication. To overcome this issue, a couple of groups 

introduced cheaper polymer based photoconducting materials which can be spin coated 

onto substrates. For instance, Wang et al. used poly(3- hexylthiophene) and [6,6]-phenyl 

C61-butyric acid methyl ester coated onto ITO as photoconducotor and demonstrated light 

induced DEP on polystyrene beads.75 A study by Yang et al. applied low cost titanium oxide 

phthalocyanine (TiOPc) in a similar manner which proved to be a viable alternative to aSi by 

showing particle and cell manipulations based on DEP.76 

 

An OET device is usually placed under a microscope for monitoring the light induced particle 

actuation. The objective used for observations or an additional objective can be used to 

enable the focussing of patterned light onto the photoconductor at low optical powers (< 1 

W/cm2). As optical source for providing virtual electrode patterns, light-emitting diodes (LED) 

or halogen lamps combined with digital micromirror devices,55, 66, 67 data projectors,61, 77 liquid 

crystal displays (LCD) 78, 79 and microLEDs 80, 81 have been used. LCD and microLED based 

OET systems show the feasibility of miniaturisation of a rather complex optical setup into a 

more portable configuration which may be used in the field. With new developments in the 

area of miniaturized data projectors, system as small as a brief case can be obtained.82	  
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1.2.3. Dielectrophoresis 

Dielectrophoresis describes the interaction of a non-uniform field with the induced dipole in a 

particle. In general, an electric field induces the formation of a dipole within a material and an 

accumulation of charges at the material’s surface (polarisation). A particle subjected to a 

uniform electric field experiences a Coulomb force and the forces on the charges on either 

side of the particle are equal and in opposite directions. The result is a zero net force acting 

on the particle. But in the case of a non-uniform electric field where the magnitude varies in 

the area around the particle the Coulomb force acting on the dipole sides is unequal. The net 

force is  the electrical gradient force or dielectrophoretic force (DEP force) and the action of 

movement is called dielectrophoresis.83 The movement of a particle or cell towards regions 

of strong electric fields or repulsion from these regions depends on the polarisability of the 

particle relative to the suspending medium (Figure 1-3). Attraction or repulsion refers to 

positive and negative DEP forces and has been first investigated by Herbert A. Pohl in 1951, 

although the term DEP was introduced later.18 In general, the magnitude of the force is 

strongly related to the applied frequency, the electrical properties of the suspending medium 

and the particle as well as the particle’s size and shape.  

 
Figure 1-3: Positive and negative DEP of particles more and less polarisable than the surrounding 
medium. 

In a non-uniform electric field (𝐸), a dipole moment (𝜇) is induced in the particle. The dipole 

experiences a net force related to the gradient of the electric field which is called the electric 

gradient force or DEP force and can be approximated as:84 

𝐹 = 𝜇   ∙ ∇ 𝐸     (1.3) 

Typically, a spherical particle immersed in a dielectric liquid medium and subjected to a non-

uniform electric field is used as simplified model to describe the DEP force. In this model 

several assumptions are made which include that the particle undergoing DEP is a 

homogenous dielectric.49  The polarization induced in the particle is assumed to be a simple 
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dipole and the electric field in the infinite dielectric medium is not perturbed by the presence 

of boundaries such as other polarisable particles. Then the time-average DEP force on a 

sphere can be expressed as:49  

𝐹!"# = 2𝜋𝑎!𝜀!𝜀!𝑅𝑒 𝐾(𝜔) ∇𝐸!  (1.4) 

Here, 𝑎 is the radius of the particle. 𝜀!𝜀! is the absolute permittivity of the medium with 𝜀! 

being the relative permittivity of the material (liquid medium) and 𝜀! the permittivity of 

vacuum.  ∇𝐸! is the gradient of the electric field squared.  𝑅𝑒 𝐾(𝜔)  is the real part of the 

Clausius-Mossoti factor (CM) which is defined through frequency dependent properties of 

the materials (particle/medium). The CM factor determines whether the DEP force is directed 

towards regions of low (negative DEP) or strong (positive DEP) electric fields and is given 

by:49 

 

𝐾 𝜔 =    !!∗!!!∗

!!∗!!!!∗
    (1.5) 

 
Here, 𝜀!∗  and 𝜀!∗  are the complex permittivity of the particle and the medium which are given 

by: 

𝜀!/!∗ = 𝜀!𝜀! − 𝑗
!
!
      (1.6) 

 

Here, 𝜀! is the relative permittivity of the material (particle or liquid medium). The conductivity 

of the material is defined by 𝜎 and 𝜔 is the angular frequency. The current in a particle can 

be considered to be associated with field-induced movements of free charges and field 

induced perturbations of bound charges.49 At high frequencies the particle acts like a 

capacitor (no moving charges, displacement current) while at low frequencies a particle acts 

like an insulator or conductor as the conduction of free charges dominates. Therefore, the 

DEP force depends on the conductive properties of the particle and the surrounding medium 

at low frequencies. At high frequencies the permittivity values of the materials are important 

and at intermediate frequencies the conductive and dielectric properties of the medium and 

the particle determine the magnitude and the direction of the DEP force.49 The CM factor 

takes values between +1 and -0.5 which represents if a particle is more or less polarisable 

than the surrounding medium. A positive CM factor means that particles move to a region of 

highest electric field. Conversely, particles are repelled from these regions for a negative CM 

factor.  Figure 1-4 shows values of the CM factor as a function of frequency for a 6 µm 

polystyrene particle (𝜎 =   1 ·   10!!" mS/m, 𝜀! = 2.5) suspended in a liquid medium of 

different conductivities (0.1 mS/m, 1 ms/m, 10 mS/m, 𝜀! = 79). 
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Figure 1-4: Real part of the Clausius-Mossotti factor as a function of frequency for a 6 µm polystyrene 
particle suspended in liquid medium of varying conductivity. 

As seen in Figure 1-4, the CM factor varies as a function of frequency and media 

conductivity. A significant change in the CM factor over the frequency range can be 

observed for the lowest conductivity. At low frequencies the CM factor is positive and a 

positive DEP force is induced followed by the particle being attracted to regions of high 

electric fields. However, at higher frequencies a transition (crossover frequency) takes place 

where the particle’s CM factor becomes negative followed by repulsion from high electric 

field regions due to negative DEP. As the conductivity of the liquid medium increases 

positive DEP disappears and is completely replaced with negative DEP as the result of the 

medium being more polarisable relative to the particle. It may be worth noting that 

conductivities as low as 0.1 mS/m are hard to achieve, practically, polystyrene particles 

usually experience negative DEP except when small enough for surface conductance to 

dominate. 

  

While large polystyrene beads can be considered as homogenous throughout the volume, 

particles like biological cells are not homogenous due to components such as the cell 

membrane and the cytosol. The complex permittivity of the cell and hence the CM factor are 

therefore more difficult to estimate. However, a simple single shell model can be used to 

predict the frequency dependent dielectrophoretic response of cells. The model considers 

the complex permittivity of the cell’s membrane (thin shell) and the complex permittivity of 

the cell interior (cytosol). Although being greatly simplified, empirical studies85-87 have shown 

that a single shell model gives good agreement with the dielectric response of a cell. The 

single shell model is given by:83 
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   (1.7) 

 
Where 𝜀!"#∗  and 𝜀!"!∗  are the complex permittivities of the cytosol and membrane and d is 

the thickness of the membrane. Although the model is derived for perfect spherical single 

shelled particles, it has been shown that it can be used to approximate the CM factor for 

discoid-shaped human erythrocyte (red blood cell, RBC).49 The cytosol of RBCs has no 

compartmental structures but is composed of a homogenous haemoglobin suspension 

making it a reasonably good model system.88 The frequency dependent real part of the CM 

factor is shown in Figure 1-5. Here a membrane thickness of 7 nm was considered 

accompanied by permittivities and conductivities for membrane and cytosol of 12.5 and 1· 

10-6 mS/m as well as 60 and 0.8 mS/m, respectively (values obtained from Menachery et 

al.89). At low frequencies and a medium conductivity of 10 mS/m the CM factor is negative. 

Here, the insulating properties of the cell membrane, despite being very thin, dominate. The 

cell is less polarisable than the surrounding medium. However, a transition takes place at 

higher frequencies where the conductive properties of the cell interior start to dominate over 

the capacitive membrane leading to a positive DEP response. The dielectric response is cell 

specific due to varying intrinsic properties (e.g. cell size). This can be used to separate 

different cell types from each other for instance. 

 
Figure 1-5: Frequency dependent real part of the CM factor for a red blood cell (erythrocyte) 
suspended in 10 mS/m liquid medium. 

For small particles the surface conductance imposed by the liquid medium can influence the 

CM factor. The polarisation of a particle in an electric field induces the formation of an 

electrical double layer at the liquid/solid interface due to electrostatic interactions of charges 

on the particle’s surface and the ions in the liquid medium. These ions are mobile under the 

influence of an electric field and give rise to a surface conductance 𝐾! ( ~ 1 nS) which 
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influences the overall polarisability of a particle and can exceed its bulk conductivity 𝜎!"#$.49 

Therefore, the total conductivity of a particle should be described as the sum of bulk and 

surface conductivity, 

 

𝜎! = 𝜎!"#$ +
!!!
!

  (1.8) 

 

The surface conductance dominates significantly for nanoparticles where the width of the 

electric double layer becomes the same size or larger than the particle’s diameter. For 

instance, an insulating latex bead of 216 nm diameter suspended in a liquid medium of 10 

mS/m experiences positive DEP (up to 107 Hz).83 The double layer conductance results in 

the particle being more polarisable than the medium. 

 

In summary, from equation 1.4 one can state that the DEP force is zero for a uniform field. 

The CM factor determines the direction and partially the magnitude of the DEP force. The 

DEP force scales with the particle’s volume. Moreover, the DEP force is proportional to the 

square of the gradient of the electric field magnitude, which means the DEP force is also 

proportional to the square of the amplitude of the applied voltage. The electrode geometry 

and the gap between electrodes, which triggers the gradient of the electric field, are 

important experimental factors.  The DEP force can be considered as a small range force as 

the electric field gradient decays exponentially with the distance of the electrode and 

remains strong only close to the electrode. 

 

A common way to estimate the DEP force in microfluidic channels is by balancing it against 

the viscous drag imposed on a particle under fluid flow. This means a dielectrophoretic trap 

(positive or negative DEP) is generated at the electrode and the electric field is varied until a 

trapping of approaching particles is achieved. The measured velocity of a homogenous 

spherical particle within a laminar flow corresponds to the fluid velocity when viscous drag 

force dominate over inertial forces at low Reynolds number (<1). Then the velocity of a 

particle is proportional to the drag force 𝐹! and given by Stokes law (equation 1.1). However, 

a more accurate result can be obtained when the particle position relative to the 

microchannel wall is known. The fluid flow that surrounds the particle in the presence of a 

wall is different compared to the flow in the bulk liquid and hence Faxen’s correction 90 may 

be introduced to equation 1.1 when the particle-wall distance is determined precisely.	  
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1.2.4. Other electrokinetic effects in optoelectronic tweezing 

When using OET, care must be taken to ensure that operations are carried out in a regime 

where DEP is dominant. Valley et al. have shown that the DEP force is overcome by other 

physical effects when changes in voltage, frequency and optical power occured.56  

 

Electrolysis describes a process were oxidation and reduction reactions of solvent 

compounds take place at electrode surfaces driven by a DC current. Although OET usually 

operates with AC signals, at lower frequencies (<1 KHz) and high electrode potentials 

electrolysis of water into hydrogen and oxygen can occur. The result is the creation of gas 

bubbles in the OET device and damaging of the photoconductor. 

 

An electrode with an applied potential placed in an electrolyte induces the formation of an 

electric double layer at the electrode/electrolyte interface as the result of electrostatic 

interactions of ions in the solution and charges at the electrode surface. In the presence of a 

tangential electric field component with sufficiently low frequency, the Coulomb force pushes 

ions in the double layer and generates a fluid flow. This effect is described as electro-

osmosis. In an AC electric field, the double layer acts as a capacitor which changes polarity 

in response to the field resulting in a steady motion of the solvent-ions. However, electro-

osmosis is frequency dependent and only occurs at sufficiently low frequencies (<10 KHz) 

where the double layer is able to sustain the field induced polarisation. The induced fluid flow 

is strong enough to enable an efficient transport of particles independent of their size and 

electrical properties. 

 

Furthermore, electro-thermal effects have been observed when operating with high optical 

power (>100 W/cm2) and high electrical fields (>20 V). Phonon scattering and Joule heating 

as heat sources generate gradients in electrical permittivity and conductivity in the solution 

which then interact with the electric field producing an external fluid flow driven by a body 

force.56 

	  

1.2.5. Applications of OET 

The advantage of OET based electrokinetic manipulations compared to the conventional 

method of using fixed metal electrodes is the flexible and dynamic arrangement of virtual 

electrodes of any, 2D, geometry. Therefore, the described electrokinetic effects in an OET 

device have been used for a range of different applications in microfluidics. For instance, the 

light induced DEP force was applied to select and move individual particles such as cells, 

polystyrene beads and gas bubbles attracted to virtual electrodes (positive DEP) or trapped 
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in it (negative DEP).55, 65, 75, 80, 91, 92 Even actuation of submicrometer particles such as carbon 

nanotubes and DNA using positive DEP has been demonstrated.71, 93 For instance, Chiou et 

al. impressively showed the parallel manipulation of up to 15,000 microparticles using a LED 

as light source and a digital micromirror spatial light modulator (DMD device) to pattern 

virtual electrodes on the photoconductor.55 Single polystyrene beads of 4.5 µm were trapped 

and moved by negative DEP in individual virtual ring patterns of 4.5 µm diameter across an 

area of 1.3 mm x 1.0 mm. The achieved particle trap density was 11,500 traps per mm2. Zhu 

et al. used light induced DEP to characterise the frequency dependent behaviour of various 

microparticles.65 A conventional OET device stimulated by a DMD device was used first to 

trap particles of various sizes in optical ring patterns followed by linear motions of the pattern 

to determine the maximum particle velocity (before particles escaped from the trap) for a 

range of frequencies. The obtained velocity spectra can be used distinguish microparticles, 

for instance. Yang et al. applied OET to manipulate gas picobubbles suspended in silicon oil. 

The picobubbles were less polarisable then the suspending medium due to the insulating 

gas. This enabled the attraction to virtual electrodes by positive DEP in frequency range of 1 

Hz to 20 MHz. DEP forces of up to 160 pN could be achieved when bubbles of 300 pL 

volume were manipulated. Furthermore, this study demonstrated that individual controlled 

bubbles undergo fusion when brought in contact. The manipulation of nano-objects by OET 

has been demonstrated by Pauzauskie et al..71 Multiwalled carbon nanotubes ( ~ 80 nm 

diameter, several hundred nanometer in length) were attracted to high field regions 

generated by virtual electrodes on an aSi coated substrate. The nanotubes aligned parallel 

to the electric field lines when trapped and their positions within the OET device was 

controlled by translating the virtual electrode patterns with manipulation speeds of up to 200 

µm/s. 

  

As the DEP force scales with the volume of the particle, this has been applied to samples of 

different sized beads and droplets to achieve separations and sorting functions.64, 94-96 For 

instance, Lin et al. used focused light of different wavelengths to create moving virtual 

electrodes on a aSi layer.64 Each wavelength was associated with a particular electric field 

strength due to a difference in the generation of charge carriers in the aSi layer. The 

resulting DEP force was large enough to move large beads while small beads were left 

behind. Alternatively, sieve like light pattern structures can be generated which are able to 

trap large particles while smaller particles can pass them, as shown by Ohta et al..66   

 

The light induced DEP has also been applied to analyse and pattern biological cells. Dead 

and viable B lymphocyte cells have been discriminated by exploiting the difference in the 
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dielectrophoretic response at a particular frequency.67 While dead cells experienced 

negative DEP which pushed them from a virtual ring pattern, viable cells were stepwise 

attracted to it and concentrated. A similar dielectrophoretic behaviour has been found for 

viable and non-viable sperm cells which can help to improve fertilisation experiments.97 

Moreover, Valley et al. showed that OET is a promising tool to distinguish developmental 

stages in embryos which can be used to enhance the outcome of in vitro fertilisation where 

the most mature embryos increase the success rate of live birth.98 Valley found that the 

dielectrophoretic response changes from positive DEP in the early stages to negative DEP in 

the mature stages of the embryo. The work is a good example which shows that probing the 

dielectric properties of a cell using OET is significantly simplified by virtual electrodes 

compared to fixed metal electrodes. OET can be a useful tool to pattern cells or cell-

constructs in arbitrary ways for subsequent cell behaviour studies. For instance, Lin at al. 

showed a perfusion system for bottom-up tissue engineering where OET was applied to 

arbitrary arrange alignate microbeads with encapsulated cells.99 The beads were of 80 µm in 

diameter and loaded with cell concentrations of up 1·107 cells/ml. A positive DEP force was 

used to generate 3D sheet-like cell culture constructs. 

 

As described above, other electrokinetic effects are present in an OET device and in 

particular, light induced electro-osmosis has been used for concentrating small particles 

(0.2-3 µm)63, 69, 100 and even molecules such as dextrans101, proteins102 and DNA.103 At low 

frequencies (<10 KHz), the tangential field at the edge of a virtual electrodes induces a fluid 

flow directed towards the centre of the light pattern. The maximum flow velocity can be found 

at the electrode edge while a stagnation point is setup in the centre of the electrode.69 The 

results are vortex flows on the electrode edges which drive particles and molecules into the 

stagnation point. 

 

OET can also be used to create strong electric fields which enable the selective poration104 

and lysis105, 106 of cells which can be applied to transfer molecules into a cell, analyse cells in 

regards to particular intracellular biomarkers or enrich a particular cell type. Cell lysis using 

OET was studied within this work and a detailed introduction to this topic can be found in 

Chapter 6. 

	  

1.2.6. Model and simulations 

In order to understand the device characteristics of a micro scaled OET device a range of 

simulations were undertaken using the finite-element modelling software COMSOL 
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Mutliphysics (v3.5). A simple 2D cross-section model which depicts the liquid layer and the 

photoconductor layer in the OET device and their actual thicknesses is used to introduce 

field distributions, magnitudes and components in the microdevice before the influence of 

parameters such as the conductivity of the liquid medium and the photoconductor, vertical 

channel dimensions, electrode pattern sizes as well as potential drops across the layers are 

specifically explored in chapter 3 by experiments and simulations. In the following example 

the geometry, layer properties and parameter values resemble a typical configuration for a 

conventional OET device. 

The AC/DC module (In-plane electric currents) in COMSOL was applied and 2D cross-

section geometries of the OET chip with specific boundary conditions were implemented. 

The Figure 1-6 shows a schematic of the geometry with defined boundary conditions. To 

simplify the model the ITO layer was removed as the potential change across it is negligible.   

The sides of the cross-section were assumed to be electric insulators owing to the fact that a 

polymer (SU8) was used as microchannel wall in this work. The upper side of the geometry 

was given an electric potential (𝑉 = 𝑉!), while the lower side of the photoconductor was set 

as ground (𝑉 = 0). The enclosed sides (Interfaces to layers) were subjected to the continuity 

boundary condition. The layers of the OET device were defined as subdomains and 

specified by defining geometrical and electrical parameters. 

	  
Figure 1-6: Schematic of boundary conditions and subdomains used for simulations of electric field 
and potential distributions in the OET device. 

An overview of the parameters for the different materials is shown in table 1-1. The 

photoconductive effect was modelled as a change in the electrical conductivity of the aSi 

layer. The microscope in this work was equipped with a set of different objectives leading to 

different optical powers and hence different light intensities (see Figure 2-8 in Chapter 2). 
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The influence of light intensity on the conductivity of the aSi layer was considered by defining 

values for the dark- and light-state for each objective.  

 

Table 1-1: Parameters used for simulations. 

Thickness liquid domain 5 – 300 µm 

Thickness aSi 1 µm 

Conductivity 𝜎  liquid medium 0.005 – 0.1 S/m 

Conductivity 𝜎 aSi (light state) 4 · 10-4 S/m (10x), 8.5 · 10-4 S/m (20x), 1.4 · 10-3 S/m (40x) 

Conductivity 𝜎 aSi (dark state) 5.7 · 10-6 S/m (10x), 1.1 · 10-5 S/m (20x), 1.8 · 10-5 S/m (40x) 

Permittivity 𝜀 liquid medium 79 

Permittivity 𝜀 aSi 14 

 

The electric field distribution is computed for the applied potential 𝑉 by solving the continuity 

equation: 

∇𝐽 = !"
!"
,     (1.9) 

𝐽 = 𝐽! + 𝐽! =   𝜎𝐸 +   !"
!"

    (1.10) 

𝐸 =   −∇𝑉.     (1.11) 

J is the current density, 𝐽! is the conduction current,  𝐽! is the displacement current, 𝜌 is the 

charge density, 𝐸 is the electric field, 𝑡 is the time, 𝑉 is the electrical potential, and 𝐷 is the 

displacement field. A quasistatic regime is considered for the modelled system owing to the 

fact the electromagnetic wavelength (2250 m, 100 KHz) is much larger compared to the 

system with electromagnetic fields propagating instantaneously. In particular, an electro-

quasistatic system is considered which includes capacitive but not inductive effects. The 

magnet field induced currents in the electrodes are assumed to be negligible due to small 

absolute magnitudes of the current flow. Then the constitutive relation between the 

displacement field 𝐷 and the electric field 𝐸 is given by: 

𝐷 = 𝜀!𝜀!𝐸     (1.12) 
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In Figure 1-7 2D cross-section (31 µm x 50 µm) models of an OET device are shown which 

include a 1 µm thick aSi layer and a 30 µm thick liquid medium layer. The device response is 

modelled for an applied AC signal of 10 V at 100 KHz and aSi conductivity states (dark/light) 

corresponding to 10x objective (see table 1-1). In detail, Figure 1-7a shows the simulated 

voltage distribution in the amorphous silicon layer and the liquid medium. The illuminated 

area, virtual electrode, in the centre of the aSi layer induces a higher voltage switch into the 

liquid layer due to the increased conductivity upon illumination. Figure 1-7b shows the 

simulated voltage switch into the liquid medium along the surface of the aSi layer including 

the virtual electrode. In fact, a voltage drop of 4.5 V takes places in the light activated region 

of increased conductivity while approximately 8 V drop across the aSi layer in the dark state 

regions. The voltage switch is not only influenced by the properties of the aSi layer, the 

conductivity of liquid medium plays a significant role when operating the OET device. An 

increase in the liquid medium increases the voltage drop across the aSi layer and less is 

switched into the medium. Therefore, the medium conductivity is an important experimental 

factor which should be considered when operating OET. An example of an OET device 

response towards increasing medium conductivity is shown in Chapter 3. 

The applied voltage and the induced voltage switch upon illumination create an electric field 

𝐸  distribution in the liquid medium. In Figure 1-7c the magnitude of the resulting electric field 

as the sum of the electric field components in all directions (𝐸 = 𝐸!! + 𝐸!!) is shown. For the 

given conditions an electric field magnitude of up to 1.1 · 106 V/m is simulated. The highest 

magnitudes are confined to the surface of the aSi layer in the area of the virtual electrode 

owing to the non-uniform profile of the field with the strongest gradient close to the edge of 

the virtual electrode as shown in form of streamlines in Figure 1-7d. Component analysis of 

the electric field in x- and y-direction is shown in Figure 1-7e and 1-7f. The lateral component 

of the electric field 𝐸! has the highest magnitude of 8.9 · 105 V/m at the edges of the virtual 

electrode. This strong electrical field in a well localised area with lower field regions close by 

produces a large electrical gradient (strong lateral gradient). The vertical component 𝐸! of 

the electric field shows the highest magnitude of 8.1 · 105 V/m around the centre of the 

vertical electrode.  
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Figure 1-7: 2D cross-section model (31 µm x 50 µm ) of OET device with 1 µm thick aSi layer and 30 
µm  thick liquid medium of 5 mS/m conductivity. The photoconductor is modelled with a 5 µm virtual 
electrode and an AC signal of 10 V at 100 KHz is simulated for the OET device. (a) Simulated voltage 
distribution in the OET device. Change in the conductivity in the aSi layer by an virtual electrode 
reduces the voltage drop across the aSi layer in that region which in turn switches more voltage into 
the liquid medium. (b) Simulated switched voltage in the liquid medium along the aSi surface including 
the virtual electrode. (c) Magnitude of the electric field 𝐸 created by virtual electrode in the liquid 
medium (aSi layer suppressed). (d) Streamline representing electric field lines in the liquid medium 
and demonstrate the non-uniformity of the field with sharp gradient close to the surface and edge of 
the virtual electrode. (e) X-component 𝐸! of the electric field 𝐸. (f) Y-component 𝐸! of the electric field 
𝐸. 

The DEP force is directly proportional to the gradient of the square of the electric field ∇𝐸!. 

In Figure 1-8a a surface plot of ∇𝐸! for the above mentioned conditions is shown. As already 

implied, a strong lateral electric field gradient (𝛻𝐸!! = 1.69   · 10!"  𝑉!/𝑚!) dominates ∇𝐸! 

compared to the vertical component (𝛻𝐸!! = 7.78   · 10!"  𝑉!/𝑚!) and generates high electric 

field magnitudes at the edges of the virtual electrode close to the surface of the aSi. The 

vertical and lateral components of the field decay sharply in all directions. In an experiment 

using the OET device, this results in attraction of particles in proximity to the virtual electrode 
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caused by positive DEP towards the electrode edges or away from that under negative DEP. 

An example for the direction of the DEP force for a particle that is less polarisable than 

surrounding medium is shown in Figure 1-8b. A magnified view of the simulation showing the 

magnitude and the direction of the DEP force is shown in Figure 1-8c. 

	  
Figure 1-8: (a) Square of the gradient of the electric field 𝛻𝐸! and (b) direction of the DEP force acting 
on an insulating particle which is less polarisable than surrounding medium. (c) Magnified view virtual 
electrode and liquid interface region representing the magnitude and the direction of the DEP force. 
The size of the virtual electrode is 5 µm in the simulations. 
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Based on the simulation it can be concluded that the electric field is well defined to the 

surface of the virtual electrode and rapidly decays towards the bulk of the liquid. Hence, the 

DEP force decays accordingly (Figure 1-8c) and can be considered as small range force 

spatially defined to the virtual electrode. This is important when considering the lateral and 

vertical positions of particles relative to the electrode and the induced polarisation. For 

instance, a particle experiencing negative DEP can be levitated (due to vertical component 

of the electric field) when placed above the virtual electrode and can overcome the influence 

of the field by moving towards low field regions (Figure 1-8b). However, the same particle 

surrounded by virtual electrodes and placed in low field region can be trapped. Alternatively, 

the gap between the electrodes can be decreased to increase the magnitude of the electric 

field in the bulk liquid and hence the magnitude of the DEP force on particles (see Chapter 

3). 
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1.3. Acoustic tweezing 
The principle of acoustic tweezing is introduced in this chapter. An overview of transducer 

concepts for acoustic actuation in microfluidic environment and related applications for 

sound mediated particle manipulation are presented.  

 

1.3.1. Acoustophoretic particle manipulation a.k.a. acoustic tweezing 

Acoustophoresis, also known as acoustic tweezing, describes the manipulation of particles 

using sound waves under acoustic resonance conditions. Early investigations of this 

phenomena date back to 1874 when Kundt and Lehmann investigated the effects of 

travelling sound waves.19 To show that sound is mediated by travelling pressure variations, 

Kundt and Lehmann used an air filled tube modified with a vibrating metal rod as sound 

source and a piston on each end to change its length. The tube was filled with dust particles 

and during the experiments the position of the piston was changed until a regular particle 

accumulation pattern could be observed as the result of interfering travelling sound waves. 

At that point, the rod oscillation matched the resonance frequency of the tube or in other 

words the wavelength of the excited longitudinal sound wave fitted the length of the tube.  

A plane travelling sound wave is defined by the acoustic pressure amplitude 𝑝!", the 

frequency 𝑓 via the angular frequency 𝜔 = 2𝜋𝑓 and the wavelength 𝜆 via the wavenumber 

𝑘 = 2𝜋/𝜆. The variation of the pressure wave in time and space along the propagation 

direction can be described by a sinusoidal function: 

𝑝 𝑦, 𝑡 =   𝑝!"sin  (𝜔𝑡 − 𝑘𝑦)       (1.13) 

At resonance, in Kundt’s experiments, the incoming wave is reflected at the surface of the 

piston and travels in the opposite direction with the same frequency. The interference 

(superposition) of counter propagating waves forms a one dimensional pressure standing 

wave which can be described as: 

𝑝 =   𝑝!" sin 𝜔𝑡 − 𝑘𝑦 + 𝑝!" sin 𝜔𝑡 + 𝑘𝑦 = 2𝑝!" sin 𝜔𝑡 cos  (𝑘𝑦)  (1.14) 

The pressure amplitude of the standing wave varies along the length of the tube. In a 

Kundt’s experiment, particle accumulation takes place at characteristic points separated by 

half a wavelength. The pressure at these points is at minimum while the fluid velocity (fluid 

displacement) is at maximum. These pressure nodal planes are separated by points of 

maximum pressure and minimum fluid velocity, the pressure antinodal planes. Figure 1-9 

shows a schematic of a one-dimensional wave in a closed system like the Kundt’s tube. The 
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particle movement towards pressure nodes or antinodes is called acoustophoresis. It is the 

result of wave scattering on the particle’s surface which imposes a force in the direction of 

wave propagation. In fact, Kundt and Lehmann used the standing wave induced particle 

pattern to measure the speed of sound 𝑐 in the surrounding medium applying equation 1.15. 

𝑐 = 𝜆𝑓          (1.15) 

	  

	  
Figure 1-9: Schematic showing one dimensional pressure standing wave created by two counter 
propagating pressure waves in an enclosed system. 

	  

1.3.2. Primary acoustic radiation force 

In an acoustic standing wave field, particles suspended in a liquid medium experience a 

gradient force along or against the acoustic pressure gradient depending on their 

mechanical properties. The gradient force on the particle is called primary acoustic radiation 

(PAR) force and arises due to a mismatch in the acoustic properties between the particle 

and the surrounding liquid medium. In particular, this results in a local distortion of the 

acoustic field in form of scattering around the particle’s surface. The pressure difference on 

the surface of the particle triggers its motion. 

The (PAR) force is a function of the acoustic properties (density, compressibility) of the 

particle relative to the properties of the liquid medium as well as the generated pressure and 

velocity field in the liquid. First theoretical descriptions of the acoustic radiation pressure on 
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an incompressible sphere in a plane standing wave were derived by King in 1934.107 The 

theory was extended for compressible spheres by Yosioka and Kawasima in 1955108 before 

Gorkov, in 1962, derived the expression for the PAR force on a compressible sphere in a 

arbitrary acoustic field. The time average acoustic radiation force is a gradient of a 

potential:109 

𝐹!"# = −∇U         (1.16) 

where 𝑈 is the acoustic force potential which is given by 

𝑈 = 𝑉 !!
!!!!!!

𝑝! − !!!!!
!

𝑣 !        (1.17) 

with 𝑝 and 𝑣 being the pressure and velocity field in the particle’s surroundings; 𝑉 the 

volume of the particle and 𝜌! and 𝑐! the density and speed of sound in the (e.g. liquid) 

medium. The acoustic properties of the medium and particle join as the compressibility factor 

𝑓! and the density factor 𝑓! which are given as110 

𝑓! = 1 − !
!!!

                    𝑓! =
!!!!
!!!!

       (1.18) 

where 𝛾 and 𝛽 are the speed of sound ratio and density ratio of the particle (𝑐!, 𝜌!) and 

medium (𝑐! , 𝜌!), respectively 

𝛽 =    !!
!!"

                𝛾 = !!
!!

.        (1.19) 

In a miniaturized system for acoustophoretic particle manipulation any resonance results 

from a complex 3D resonance. However, a strong one dimensional coupling effect at single 

frequency excitation is usually observed. Then an approximation of the PAR force to a one 

dimensional plane standing wave can be made by assuming that the chosen frequency 

supports a strong resonance field in only one direction (axial) and that the wavelength is 

much longer than the particle radius. Then the axial component of the PAR force is given 

by:110 

𝐹!!"# = 4𝜋𝛷𝑘!𝑎!𝐸!"𝑠𝑖𝑛(2𝑘!𝑦)      (1.20) 

Where 𝑘! is the wave number (𝑘! = 2𝜋/𝜆); 𝑎 is the radius of the particle; 𝛷 the acoustic 

contrast which is described by:110 

𝛷 = !!!!
!!!!

− !
!!!

         (1.21) 
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and 𝐸!" is the acoustic energy density which is given as:110 

𝐸!" =
!!"!

!!!!!!
         (1.22) 

From equation 1.20, one can see that the force scales with the radius of the particle and 

frequency. The latter one is of great benefit when working with microfluidic systems, as the 

reduced length scale requires smaller wavelengths which are achieved with frequencies in 

the Megahertz range. Moreover, the direction and magnitude of the PAR force is also 

triggered by the acoustic contrast factor which depends on the particles density and 

compressibility in relation to the suspending medium. For example, a solid particle is less 

compressible and has a higher density than the surrounding aqueous media. This results in 

a positive contrast factor which forces particles to move to the pressure nodes. In contrast, a 

gas bubble can have a high density and high compressibility. Then the contrast factor 

becomes negative and the force is directed towards the antinodes. Figure 1-10 shows the 

acoustic force, pressure and velocity field at resonance (fundamental frequency) in a cavity 

(resonator) which supports half a wavelength, a common case in many microfluidic 

applications. The maximum pressure (antinode) is situated at the boundaries while the 

minimum pressure (node) is in the centre. The PAR force on a particle is zero at the 

boundary and maximal at the centre point between the pressure node and antinode. 

Depending on the acoustic contrast factor particles move either to the boundary or the 

centre. 
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Figure 1-10: Schematic showing pressure, velocity and acoustic force fields in a cavity at a resonance 
which supports half a wavelength of the acoustic pressure wave (fundamental frequency). The sign of 
the acoustic contrast factor dictates the direction of the field. A negative sign means particles move 
towards the pressure antinode and vice versa for a positive sign. 

Apart from the axial component of the PAR force which is based on both pressure and 

velocity gradients in the standing wave, it has been shown that large velocity gradients give 

rise to a significant lateral component of the PAR force.111 This effect drives particles 

together generating a two dimensional manipulation effect (pseudo one dimensional 

resonance112). The lateral force component of the PAR force is given by: 111 

𝐹!"# = 𝜋𝜌𝜔!𝑎!𝑠!𝑠!        (1.23) 

Where 𝑠! is the fluid displacement amplitude through the centre of the particle and 𝑠! the 

difference in displacement amplitude at the edge of the particle compared to the centre. The 

lateral force component is not as size dependent as the axial component in equation 8. 

Therefore, a strong lateral force requires large lateral gradients. 
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1.3.3. Secondary acoustic radiation force 

The scattered acoustic field around particles interacts with nearby particles and gives rise to 

a secondary acoustic radiation (SAR) force. When the distance between particles becomes 

smaller, e.g. after particle alignment in the pressure nodal plane, interparticle forces, also 

called Bjerknes forces, influence the particles motion. This force can be expressed as:113 

𝐹! = 4𝜋𝑎! !!!!!
! !!"#!!!!

!!!!!
𝑣! 𝑦 −   !

!!! !!!!!
!!!

𝑝!(𝑦)    (1.24) 

Where 𝑑 is the center to center distance of the particles; 𝛽! and 𝛽! are the compressibility of 

the particles and the liquid medium;  𝜔 is the angular frequency; 𝜃 is the angle between the 

particles and the propagation direction of the incident sound wave. 

The assumptions made in equation 1.24 include that there is a standing wave in y-direction 

and that the particles as well as the distance between them are much smaller than the 

acoustic wave length. The force can either be attractive (negative sign) or repulsive (positive 

sign) depending on the particles orientation with respect to the direction of wave 

propagation. If particles are aligned parallel to the wave propagation direction (𝜃 =   0°) the 

first term of equation 1.24 becomes positive, while at a perpendicular orientation (𝜃 =   90°) it 

becomes negative. At the pressure nodal plane the second term vanishes and particles are 

aligned perpendicular to the wave propagation which leads to an attractive force (Figure 1-

11). The influence of the SAR force is very weak and becomes only important at short 

distances between particles when it dominates over the PAR force (e.g. at the pressure 

nodal plane a chaining of particles can take place).  

 
Figure 1-11: Secondary acoustic radiation force (Bjerknes force) becomes dominant at close particle 
distance. At the pressure nodal plane particles line up and create chain-like structures. 
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1.3.4. Acoustic streaming 

The acoustophoretic movement of particles in microchannels is influenced by the particle 

size. Large particles (e.g. polystyrene beads) > 2 µm move towards the pressure nodal 

plane due to the PAR force. However, smaller particles of less than < 2 µm can be subjected 

to acoustically generated fluid vortex flows in the bulk of the liquid medium. These vortex 

flows are associated with acoustic streaming as a result of the absorption of acoustic energy 

in the medium. The streaming induced drag force dominates over the PAR force for small 

particles. In general three types of streaming can be distinguished:114 Inner and outer 

boundary layer streaming, Eckart streaming and cavitation micro streaming. The boundary 

layer streaming is induced by standing waves between parallel substrates (Figure 1-12). The 

inner boundary layer describes a fluid layer which is characterised by a higher viscosity 

compared to the bulk fluid because of its vicinity to a bounding surface. Acoustic energy 

dissipates into the inner boundary layer along this solid/fluid interface and generates strong 

vortices which drive subsequent bulk fluid vortices in the outer boundary layer. This type of 

streaming is the most common one seen in microfluidic resonator structures and is 

especially pronounced in shallow microchannels where the influence of the submicron thick 

inner boundary layer is stronger. A recent study by Barkholt et al. showed that outer 

boundary layer streaming can be suppressed by increasing the aspect ratio (~2) of the 

microchannel and likewise enhanced by decreasing it.115 In a laminar flow regime streaming 

can be used to mix fluids. The induced bulk fluid vortices have the maximum fluid velocity 

near the top and bottom wall of the resonator while decaying towards the centre of the 

vortex.  

 
Figure 1-12: Schematic showing inner and out streaming rolls (vortex flows) around the pressure 
node in a standing wave. 
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Eckart streaming is the result of acoustic energy absorption in the bulk of a fluid when an 

acoustic wave travels through it. This usually occurs in standing waves at high frequencies 

where the microfluidic channel dimensions are large (several millimetres) as this supports 

sufficient wave attenuation in the bulk liquid. Last but not least, the interaction of oscillating 

gas filled microbubbles with acoustic waves can lead to cavitation microstreaming. Acoustic 

energy losses in the boundary layer of the microbubble combined with the stable oscillation 

generate amplified vortex flows which are several orders of magnitude larger compared to 

those around solid particles.114  

	  

1.3.5. Acoustic tweezing in microsystems 

The transfer of the acoustic tweezing concept towards microsystems benefits from the fact 

that the PAR force is proportional to the frequency. An increased frequency increases the 

magnitude of the force to a level where efficient manipulation of particles is feasible.111 

Piezoelectric transducers are able to produce pressure waves in the ultrasonic range 

(100kHz – 100MHz) with corresponding wavelengths of millimeter to tens of micrometer and 

so are ideal for microfluidic channels. The forces are typically in the range of 10-12 N to 10-10 

N for particles sizes of 1 µm to 20 µm in diameter.116-118 

It is essential to create an acoustic resonance field and to do so, two main approaches for 

sound wave actuation have been established in the field of microfluidic acoustophoresis. 

These are based on piezoelectric materials and the inverse piezoelectric effect119 and can 

be divided into surface acoustic wave (SAW) and bulk acoustic wave (BAW) transducers. 

Here, pressure waves are produced by applying an oscillating electric field to electrodes on 

the piezoelectric substrate. This causes a mechanical deformation in the material as the 

result of the alignment of molecules with the electric field. Subsequently, a translation into a 

mechanical wave which propagates on the substrate’s surface (SAW) or through the bulk of 

the substrate (BAW) takes place. In the following section, an introduction to 

micromanipulation systems using BAW and SAW transducers is given. 

 

1.3.6. Bulk acoustic wave transducer for acoustic tweezing 

Bulk acoustic wave transducers are typically made from piezo ceramics such as lead 

zirconate titanate (PZT). The transducer’s resonance frequency is inversely proportional to 

the thickness of the piezoelectric material; and hence the device works best at one particular 

frequency. The transducer is modified with electrodes to enable the application of an electric 
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signal which is translated into a mechanical motion and induces a travelling sound wave. 

The wave propagates in form of longitudinal (Figure 1-13a) and transverse waves. BAW 

transducers are usually connected to the microfluidic chip via a coupling layer (e.g. glue, 

water) to enable the transmission of the acoustic wave. The microfluidic chip acts as 

acoustic resonator and its dimensions are chosen to match a certain resonance condition. 

This means a frequency is chosen which generates a plane standing wave across the width 

of the microfluidic channel. The most common resonator designs employ dimensions to 

support half a wavelength where a single pressure nodal plane is generated in the centre of 

the microchannel, while resonances in the vertical direction are suppressed by the 

geometrical mismatch.51, 120-126 This refers to the fundamental frequency of the resonator. 

However multiple pressure nodal planes at higher harmonic frequencies are used as well, 

depending on the application. An often used resonator design120, 127, 128, called transverse 

resonator, is shown in Figure 1-13b. The BAW transducer is attached to the resonator from 

the bottom, although the position can be arbitrarily chosen as long as the frequency matches 

the resonance condition.111 And even two opposing transducers excited at the same 

frequency may be used.129, 130 Nonetheless, in the most common designs, a longitudinal 

pressure standing wave is formed as the result of interfering counter propagating waves 

reflected at the microchannel wall. 

 

Figure 1-13: (a) Schematic (adapted from 131) of longitudinal wave travelling along the bulk of a 
material. (b) Schematic of an acoustic tweezing concept based on BAW transducer attached to a 
microfluidic chip. 
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The geometrical dimensions and the material properties are the key aspects when designing 

the transverse resonator, as they govern the fundamental acoustic forces.51 The material 

should provide the transmission of the acoustic energy into the manipulation medium at low 

loss (low damping) and exhibit good acoustic reflection properties to support a standing 

wave. The Q-factor is an indicator for the energy transmission into a resonator. It describes 

the ratio of the energy stored in the actuated resonator to the energy losses during an 

actuation cycle (damping) at certain resonance frequencies. A high Q-factor device 

resonates with larger amplitudes at the resonance frequency and produces larger acoustic 

forces for smaller power inputs compared to a low Q-factor device. However, low Q-factor 

devices can have a larger bandwidth at which they resonate compared to high Q devices. 

The Q-factor is highly material dependent and the fact that particle manipulation takes 

usually place in aqueous solutions, a sufficient difference in the acoustic impedance 

between the liquid and the resonator material is a good indicator for an appropriate material. 

The acoustic impedance 𝑍 is proportional to the speed of sound 𝑐  and density 𝜌 of the 

material (equation 1.25). 

𝑍 = 𝜌𝑐 .        (1.25) 

The characteristic acoustic impedance of adjacent materials is helpful to estimate the 

pressure reflection coefficient 𝑅! and transmission coefficient 𝑇!using equation 1.25 and 

1.26,111 

𝑅! =
!!!!!
!!!!!

        (1.26) 

𝑇! = 1 − 𝑅!        (1.27) 

where  𝑍! and 𝑍! are the acoustic impedances of the materials. For instance, steel (𝜌 = 7890 

kg/m3, 𝑐 = 5790 m/s) has an acoustic impedance of 46·106 kg/sm2 which is compared to 

water (𝜌 = 1000 kg/m3, 𝑐 = 1450 m/s) which has 1.45·106 kg/sm2, 30 times higher. This will 

result in high reflection and low transmission with a reflection coefficient of 0.93, in particular 

(maximum is 1 and means total reflection). Moreover, it is suggested that flat and parallel 

microchannel walls assist the creation of acoustic standing waves.51 Steel has ideal material 

properties but is hardly used in microfluidic applications as it is difficult to machine at these 

small length scales. Instead, silicon110, 127, 132, 133 and glass120, 134, 135 based microfluidic 

resonators fulfil the above mentioned requirements as well and are widely used. Polymer 

based devices are considered less suited due to their high acoustic losses and low reflection 

coefficients,51 however, despite this, glass-polymer136-138 or pure polymer139, 140 resonators 

have proven to be viable alternatives, which also benefit from easier fabrication (no etching 
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required, no anodic bonding), lower costs and mass production potential (e.g. moulding). 

The actual coupling of the acoustic energy from the piezoelectric transducer into the 

resonator is an additional factor that can be optimised to improve the energy transmission. 

This often involves acoustic impedance matching and the introduction of a matching or 

coupling layer between the resonator and transducer or in general between two adjacent 

layers to reduce acoustic losses due to reflections. A matching layer should have a lower 

characteristic acoustic impedance compared to the transducer but a higher acoustic 

impedance than the material that surrounds the microfluidic channel.111  

  

1.3.7. Surface acoustic wave transducer for acoustic tweezing 

Surface acoustic waves (SAWs) propagate at the surface of a solid substrate. In 

miniaturized systems, SAW devices generate periodic deformation of a piezoelectric material 

which translates into a coherent travelling SAW with nanometer amplitude.141 The SAW has 

the form of a Rayleigh wave which is characterised by a longitudinal and a transverse 

component (Figure 1-14a).53 The displacements decay exponentially with increasing 

distance from the surface into the substrate. Most of the acoustic energy (~ 95 %) is 

confined within a depth equal to one wavelength.142 A SAW transducer consist of an 

interdigitated electrode (IDT) with a certain number of electrode fingers (Figure 1-14b) 

deposited (e.g. by metal evaporation) onto a single crystal piezoelectric substrate. Common 

piezoelectric materials are lithium niobate (LiNbO3) and lithium tantalite (LiTaO3). The 

application of an alternating electric signal to the IDT produces a SAW perpendicular to the 

electrodes and along the electrode length (aperture) as shown in Figure 1-14b. The signal 

matches the operation frequency of the SAW device which is chosen to match the electrode 

pitch and the gap of the IDT. This means the resonance frequency of the SAW device and 

the resulting wavelength of the propagating Rayleigh wave is governed by the geometry of 

the IDT and the speed of sound of the SAW substrate (e.g. 3965 m/s for LiNbO3, 128° Y-cut, 

propagation in x-direction). The pitch and the gap are typically of λ/4 and by using equation 

1.15 SAW devices of particular working frequencies can be designed. 
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Figure 1-14: (a) Schematic (adapted from 131) of a Rayleigh wave travelling along a solid substrate 
with longitudinal and transverse component (adapted from Wikipedia.org). (b) SAW transducer with 
interdigitated electrodes producing a SAW along the aperture with wavelength λ defined by the pitch 
and gap of the IDT. 

A conventional SAW transducer consist of straight electrodes and works best at a particular 

frequency (Figure 1-15a), though higher harmonics can be excited, too. However, an 

advantage of a SAW transducer compared to a BAW transducer is that the bandwidth can 

be tuned by structuring of the IDT. For instance, a chirped IDT design consists of an 

electrode pitch gradient along the SAW propagation direction and allows SAW generation 

over a wide frequency range (Figure 1-15b).143 The electrode width can also be changed 

perpendicular to the wave propagation along the aperture of the transducer. This type is 

called slanted IDT and creates narrow SAW beams of varying frequency along the electrode 

length (Figure 1-15c).144 
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Figure 1-15: SAW transducer types used for microfluidic actuation. (a) Conventional SAW transducer 
for single frequency actuation defined by straight electrode fingers. Gap and pitch size of the IDT 
defines the wavelength. (b) Chirped IDT with electrode pitch and gap gradient for multiple frequency 
excitation along the IDT aperture. (c) Slanted IDT with chaning electrode pitch and gap along the 
aperture for multiple frequency excitation confined by the local electrode dimensions. 

A single transducer can be applied to actuate fluids (e.g. droplet) on top of the piezoelectric 

substrate. When a travelling SAW comes in contact with the fluid, acoustic energy diffracts 

into it due to a mismatch between the acoustic properties of the of piezoelectric substrate 

and the fluid (Figure 1-16a). Diffraction occurs at a certain angle (Rayleigh angle,𝜃! = 𝑐!/𝑐!) 

defined by the ratio of the sound velocities in the fluid and substrate and gives rise to a 

longitudinal pressure wave front that drives bulk liquid recirculation or acoustic streaming.145 

The energy transfer into the liquid and the creation of a longitudinal pressure wave is used 

for precise particle actuation on the surface of the piezoelectric substrate by means of 

standing surface acoustic waves (SSAW). This requires a pair of identical transducers to 

produce two counter propagating travelling SAWs.53 The interference results in a one-

dimensional SSAW (Figure 1-16b). Along the distance between the SAW transducer pair, 

the SSAW creates a series of nodes and antinodes on the surface. A microfluidic channel, 

usually made from PDMS, is precisely bonded with respect to the node and antinode 

position to bring a sample fluid in contact with the SSAW. It is understood that the pressure 

distribution on the substrate surface dictates the pressure distribution in the liquid. The wall 

of the PDMS channel may reduce the magnitude of the pressure but does not influence 

node or antinode position in form of reflections for instance. The pressure node and antinode 

position in the fluid corresponds to the acoustic field on the substrate.146  
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Figure 1-16: (a) SAW radiates energy into a liquid on the piezoelectric surface in the form of a 
longitudinal pressure wave.  Acoustic attenuation results in acoustic streaming which drives a bulk 
fluid flow. (b) Standing surface acoustic wave (SSAW) produced by a pair of identical SAW transducer 
excited at the same frequency. A PDMS channel precisely placed relative to the pressure nodal 
planes enables particle manipulation by the PAR force.  

SAW transducers for microfluidic applications have several advantages compared to BAW 

transducers. This include a better control of the excitation frequency in a wider range as well 

as high frequency actuation enabling a versatile and flexible approach and allows a more 

precise and controllable manipulation of fluids and suspended particles.53 Furthermore, the 

fact that the acoustic field is confined to the substrate surface makes the use of a cheap 

polymer based microchannel feasible. Last but not least, the versatile nature of SAWs has 

been demonstrated in many applications which not only involve the manipulation of fluids 

and particles using travelling and standing waves but also sensing application to detect 

biological and chemical compounds.147  

However, one can see a disadvantage in the fact that the particle manipulation using SSAW 

needs to be carried out directly on the piezoelectric substrate. This impedes the 

development of disposable units considering the price of piezoelectric materials (e.g. ~ $50 

for a single LiNbO3, y-cut 128°, 3 inch wafer of 0.5mm thickness from 

http://www.pmoptics.com/). The bonding step of the microchannel (e.g. PDMS), has to be 

very precise in respect to the position of nodes and antinodes. This can lead to fabrication 

problems when lateral channel geometries reach scales down to tens of micrometers. The 

sample throughput by means of standing wave based manipulation is low compared to BAW 

approaches. BAW actuation has been shown to process liquids with flow rate of ml/min148, 149 

while SAW based processes work with µl/min rates which is most likely associated with low 
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bonding strength of PDMS to the piezo surface (leakage problems) but also with the fact that 

the acoustic field is confined to the substrate surface making shallow microchannels (20 µm 

– 50 µm)150-153 necessary. 

 

1.3.8. Applications of acoustic forces in microsystems 

Acoustic tweezing is commonly used for focussing, patterning enrichment, sorting and 

trapping of particles. The PAR force is used to precisely define the position of particles and 

cells in a microsystem under static conditions or continuous flow. The transfers of particles 

between fluids or their retention against the fluid are promising strategies to replace common 

benchtop methods used for washing and purification. Moreover, the acoustic properties of 

individual particle types can be addressed to enable sorting and enrichment. Last but not 

least, acoustic streaming induced drag forces can also be applied to achieve sorting of 

particles and the mixing of fluids. The following section focuses on applications in enclosed 

microfluidic channels. However, it should be mentioned that SAW and BAW can be applied 

for open microfluidics where sample liquid droplets with suspended particles (e.g. blood 

samples) are processed by fluid actuation such as mixing,154 concentrating,155 merging144 or 

nebulisation156, although the volume throughput is very low and precise particle handling is 

limited due to the induced streaming effects.52 

On chip microfluidic flow cytometry requires the focusing of particles into a single file for 

precise individual detection. This can be achieved hydrodynamically by sheath flows157 but 

increases the complexity (several laminar flows) of the microsystems and can cause shear 

stress to sensitive particles such as cells. The PAR force has been applied to generate 

precise particle streams in microfluidic channels combined with optical detection using laser 

systems. Piyasena et al. used opposing bulk acoustic transducers attached to a machined 

aluminium frame sandwiched between glass slides to align cells and particles in pressure 

nodal planes.158 The work demonstrated the creation of multiple particle streams (up to 37 

pressure nodes) and their individual probing for particle counting. However, the one 

dimensional nature of the produced pressure nodes impeded the resolution of individual 

particles at higher concentrations. SSAW approaches were developed by several groups 

with a one dimensional single nodal plane151, 159 and even a three dimensional focusing 

strategy was proposed by using non-uniform acoustic fields.146 The latter one has been 

explained by the presence of a weaker but still significant lateral acoustic force which acts 

perpendicular to the axial primary acoustic radiation force. Besides microfluidic cytometer, 

the concept of acoustic focusing has found its way into a conventional benchtop cytometer. 
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The Attune® cytometer developed by AB (Applied Biosystems, Thermo Fisher Scientific, 

USA) uses BAW transducer to focus samples in a capillary into a single stream. 

Acoustic standing waves have also been used for one and two dimensional non-invasive 

patterning of particles in quiescent liquids. This can be beneficial for studying cell-cell 

interactions, the construction of microarrays or the generation of cell aggregates for tissue 

engineering. Wood et al. applied SSAW to form lines of particles in water on the surface of 

the piezo substrate sandwiched by a glass slide. This approach was extended by adding 

another pair of identical IDTs orthogonal to the first pair creating two SSAW for spot like 

patterning.160  Shi et al. applied the same concept to pattern cells in PDMS channels161 and 

introduced slanted IDTs to enable adjustments of the distance between the patterned 

particles by frequency changes.162 Bulk acoustic transducer integrated in the channel wall of 

a square163 or heptagonal164 microfluidic cavity has been shown to produce particle and cell 

patterns. So far, the most sophisticated systems for particle and cell patterning as well as 

individual particle control in a quiescent fluid were developed by British Universities 

(Glasgow, Dundee, Bristol and Southampton) as part of the collaborative Sonotweezer 

project. These systems consist of multi-element transducer arranged to heptagonal (8 

transducer)165 or circular (16 and 64 transducer)166, 167 arrays. The individual control of these 

transducers has been utilized to generate arbitrary particle and cell patterns164, 168-170 as well 

as independent manipulation of multiple particles using Bessel-function acoustic pressure 

fields.167 

The trapping of particles (retention) against a flow in microfluidic compartments is of use for 

a range of applications. For instance, this enables microfluidic perfusion system that can be 

used to study the long or short term interaction of drugs, chemical or stimulants with non-

adherent cells and the influence on cell-cell interactions. It can also be applied to extract 

particles from complex samples followed by enrichment and subsequent washing steps. So 

far, such systems have been developed using BAW transducers incorporated in channel 

walls116, 136, 137 or attached to microfluidic chips112, 134, 135. For example, Evander et al. 

developed a concept which enabled the retention of yeast cells with subsequent culturing in 

an acoustic trap by perfusion with cell culture medium. The BAW transducer was integrated 

into the channel wall to generate a standing wave with an opposing glass reflector at a 

fundamental frequency. Interestingly, the trapping was achieved with a single transducer 

producing forces of up to 450 pN. The lateral component of the primary acoustic radiation 

force (equation 1.23) as wells as interparticle forces (equation 1.24) were exploited to keep 

particles stably positioned within the nodal plane.116 Alternatively, two transducers and dual 

frequency excitation can be used to achieve two dimensional particle manipulation. This was 
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demonstrated by Manneberg et al. through creating plane standing waves across the width 

and the height of the microchannel using two BAW transducers. 

The PAR force scales with the volume and the acoustic properties of the particles and its 

direction is governed by the acoustic contrast factor. This has been exploited to achieve the 

separation, enrichment and sorting of particles within microfluidic chips under continuous 

flow. For instance, the group around Thomas Laurell showed that blood cells can be 

separated from lipid particles in a blood sample using the difference in the acoustic contrast 

factors.121, 122, 124, 125 A BAW transducer attached to a silicon microchannel chip with three 

outlets generated a single pressure node in the channel centre. Blood cells were 

concentrated towards the channel centre while lipid particles were forced to the channel wall 

(antinode). The lipids left the chip separated from blood through the outer microchannel 

outlets with separation efficiencies close to 100 %. This concept gained much attention as it 

solves a major problem in surgery where lipid micro emboli in blood can cause severe 

damage to the patient’s brain. The research led to a spin-out company AcouSort 

(www.acousort.com) which focuses on clinical product development based on 

acoustophoretic separation. 

The size dependant transverse displacement of particles has been used to achieve sorting 

of particles into specific channels outlets. Sorting of complex bead samples has been 

demonstrated by Peterson et al..123 Bead sizes of 2 µm, 5 µm, 8 µm and 10 µm were 

separated into four outlets with efficiencies up to 94 %. A wide microchannel with sample 

injection from side channels was used in conjunction with a single BAW transducer attached 

to the chip. Particles were pushed towards a single pressure node in the centre and the 

difference in the travelling time was utilized to guide particles into the outlets. Similar 

concepts with varying BAW transducer arrangements for bead separation can be found in 

the literature.130, 138, 140, 171 The same principle has been applied to enable the separation of 

various cell types. Liu et al. demonstrated separation of the waterborne parasites Giardia 

lamblia (15 µm) and Cryptosporidium parvum (5 µm) into different channels with efficiencies 

of up to 84%.172 Kumar et al. showed that small Lactobacillus rhamnosus bacteria can be 

separated from much larger hybridoma cells.173 A SAW transducer approach was 

demonstrated by Ai et al. where a cell mixture containing E.coli bacteria and blood cells were 

first hydrodynamically focused in the channel centre followed by acoustic separation with 

efficiencies of more than 90%.174 In this case the PDMS channel walls were placed along the 

pressure nodal plane. The larger bloods cells moved towards the channel wall while the 

bacteria remained located in the centre. The same device strategy was applied by Nam et al. 

to achieve separation of blood cells and platelets in whole blood samples with efficiencies of 
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74%.175 Platelet-derived microparticles (0.1 µm to 1 µm) have been found to be involved in 

many physiological processes such as vascular disorders, tumor metastasis, 

osteoconduction and angiogenesis. However, platelets are very sensitive to shear stress and 

therefore sensible enrichment methods are required to enable the study of this cell type. 

The magnitude of the PAR force is partially defined by the acoustic contrast factor. Particles 

of the same size but different densities experience a different PAR force. Jo et al. showed a 

SSAW based approach where equally sized polystyrene and melamine beads (10 µm) could 

be separated with efficiencies up to 98%.176 In the setup, beads were first focused along the 

channel centre by one set of IDTs. This was followed by the separation step where a second 

pair of IDTS created pressure nodal planes close to the channel walls. The higher-density 

melamine (1.71 g/cm3) beads were pushed to the channel sides while the lower-density 

polystyrene (1.05 g/cm3) beads remained in the centre. A similar concept was applied by 

Nam et al., where same sized alginate beads, filled with different amounts of cells, were 

separated with high efficiencies (97%).177 

Last but not least, acoustic streaming induced drag forces can be utilized for microfluidic 

manipulations. In resonator structures acoustic streaming is often an unwanted effect as it 

disrupts the particle movement. For small particles, the streaming induced drag force 

overcomes the PAR force making particle separation in microfluidic cavities difficult.115 

However, streaming induced bulk liquid flows within standing wave fields can be applied for 

mixing purposes. For instance, Bengtsson et al. showed that bulk vortex flows enhanced 

mixing of adjacent laminar streams.178 An otherwise diffusion limited enzymatic reaction 

could be enhanced by 20 % using ultrasound. Besides standing wave induced streaming in 

resonator structures, travelling surface acoustic waves can generate flow circulations when 

the SAW radiates energy in form of a longitudinal pressure wave into a liquid. Jo et al. 

showed that efficient mixing (up to 97%) of two laminar streams (one water, one dye) using 

SAW transducers is a promising route for the development of microreactors for chemical and 

biochemical applications.179 Recently, acoustic steaming has been applied to sort cells and 

particles in a microfluidic chip. Franke et al. used acoustic streaming induced by a travelling 

SAW to deflect a hydrodynamically focused flow stream into a side channel achieving sorting 

rates of several KHz.180, 181  

  



45	  

	  

1.4. Combination of force fields – “eierlegende Wollmilchsau” 
The German term “eierlegende Wollmilchsau” is a colloquial figure of speech which 

describes a hybrid animal (pig, sheep, cow and chicken) that produces meat, wool, eggs and 

milk. The term is often used to outline a system that meets requirements or compensates 

shortcomings by introducing new developments. The introduction above presented a range 

of force fields used for various microfluidic manipulations and highlighted benefits and 

promising applications. However, all of these methods have shortcomings and limitations 

which may not be overcome easily by the technology itself but more likely by implementing 

and combining several novel technologies.  

For instance, acoustic manipulation is well suited to manipulate large populations of particles 

fairly independent of medium conditions such as conductivity, pH or surface charges. The 

standing wave field and the forces associated with it can cover large manipulation areas and 

the whole volume of the sample liquid. Nevertheless, it is not yet possible to select an 

individual particle by an acoustic trap and move it around in arbitrary fashion within a 

microfluidic compartment. Single particle handling has been shown by Ding et al.143 but the 

generated pressure landscape generated by 2 pairs of orthogonal chirped SAW devices 

made independent movement of several particles in the system impossible. It may require 

spatially localised pressure nodes generated by a focused ultrasound beam from a 

moveable external transducer or micron sized individually addressable piezoelements 

integrated in the chip substrate to obtain single particle precision for several particles 

simultaneously. In contrast, optical methods such as OET are able to generate a very 

localised force field to control one or multiple (or even thousands of55) particles 

independently. OET is also able to cover large areas of a chip as long as the optical system 

provides a sufficient field of view182, however, the range of the force field decays sharply with 

increasing distance to the substrate surface, impeding particle manipulation in 

microchannels with large aspect ratios. In a conventional OET device, operation is also 

dependent on the medium conductivities. At high conductivities (>100 mS/m) the generated 

DEP force is too low for sufficient particle handling and throughput. Optical tweezing (OT) 

instead, can be truly considered as a method where contactless individual manipulation in 

three dimensions can be achieved as no contact to any other medium is required. However, 

massive or individual manipulation of particles over large areas is not easily achieved and 

requires sophisticated laser and optics systems that are limited to specialised laboratories. 

Magnetic field based approaches are able to produce very localised force fields similar to 

OET with individual and independent manipulation of several particles. The operation of 

such systems is fairly independent on medium properties (pH, conductivity) but many 
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particles of interests (e.g. mammalian cells, bacteria) are diamagnetic requiring magnetic 

labelling or changes to the magnetic properties of the surrounding medium to increase 

magnetic forces.  Of course, the costs, the ability for miniaturization and ease of usage are 

criteria which impede the wide spread use and the combining of these technologies to 

overcome limitations.  

Nonetheless in recent years researchers worked on integrating and combining various force 

fields into microfluidics and showed different functions successfully. For instance 

Thalhammer et al. combined acoustic fields with OTs in a single setup.183 A capillary was 

used as microfluidic compartment attached to a BAW transducer and integrated into optical 

macro tweezer setup which applied holographically shaped laser beams. This work 

demonstrated that large particles (> 50 µm) and a motile organism (Euglena gracilis) can be 

trapped within pressure nodes of a standing wave parallel to the top and bottom surface of 

the capillary and importantly, in the same plane over a large area (several mm2) of the 

microfluidic compartment. This enabled an easier addressing of individual particles with the 

OT due to the fixed focal point (all particles in the same plane) and a less complex laser 

beam adjustment due to the acoustic force acting as restoring force towards the focal point 

which reduced optimizations of the scattering force to hold particles stable in the trap. This 

work also showed that polystyrene beads aligned in several pressure nodal planes can be 

individually addressed by OT and when the optical gradient force dominated particles could 

be pushed individually into adjacent pressure planes. OT can be used to measure the 

acoustic forces exerted on a particle directly, when the optical forces are carefully calibrated 

as shown by Bassindale et al..184 Then the particle displacements into an equilibrium point 

where acoustic and optical forces balance allow precise force quantification. A combination 

of OT and acoustic fields has also been used to investigate the interaction between 

cavitational microbubbles (MB) and cells to study sonoporation effects towards therapeutic 

MB mediated drug delivery.185 The OT was used for precise positioning of MB close to 

adherent cells, while a BAW transducer generated an acoustic field to insonify the MB and 

induce MB collapse. 

Magnetic field induced particle manipulation has been used in conjunction with OT and 

ultrasound induced acoustic forces. A study by Chung et al. demonstrated separation of 

magnetic and non-magnetic particles into specific microchannels using magnetic fields, OT 

or both combined.186 An electro-magnet attached to the PDMS-Glass microchip (near an 

outlet junction) and a single beam laser (focused at the target outlet channel) were used to 

force particles into a channel by attraction to high magnetic field regions and/or to the optical 

trap. This kind of hybrid system is of advantage when specific particle properties (magnetic, 
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non-magnetic) can be addressed to enable separations and enrichments. A similar goal was 

followed by Adams et al. where an integrated acousto-magnetic manipulation device was 

applied for multiparameter particle sorting under continuous flow.187 The device consisted of 

a microchannel chip made from silicon and glass. A BAW transducer and permanent magnet 

were attached to the top and bottom of the chip in a sequential manner to create individual 

stages for magnetic and acoustic separation. The permanent magnet provided a 

homogeneous field which was distorted by an array of angled nickel electrodes 

(ferromagnetic) deposited on the bottom substrate of the microchannel to generate a non-

uniform field with high field regions along the electrode edges. A sample mixture containing 

magnetically labelled and unlabelled particles was injected into the chip and 

hydrodynamically focused along a channel wall before approaching the acoustic separation 

stage. A standing pressure wave with a single pressure node in the channel center was used 

to guide particles responding to the acoustic force into the pressure node while any other 

particles remained in the initial laminar stream and left the channel via a waste outlet. 

Magnetic particles within the pressure node were attracted to the high magnetic field regions 

when approaching the nickel electrodes and could be deflected towards a side channel while 

unlabelled particles in the pressure node were collected by a central outlet channel. A 

combination of magnetic and acoustic forces was also used to enrich tuberculosis bacteria 

from a sputum sample.188 Magnetic beads modified with antibodies to capture bacteria were 

mixed with the sample and then injected into a microfluidic chamber. An attached BAW 

transducer was utilised to speed up bead agglomerations into pressure nodes while an 

attached magnet was used to pull down beads to the surface after acoustic actuation which 

enabled removal of the supernatant liquid and washing of the bead sample enriched with the 

bacteria. Afterwards, acoustic levitation into pressure nodes was used to detach beads from 

the surface before elution of the sample for further analysis steps. 

The first demonstration of dielectrophoretic and acoustophoretic particle manipulation into a 

microfluidic device was shown by Wiklund et al..189 The system consisted of a glass-silicon 

microchannel chip with curved and linear metal electrodes deposited on the bottom glass 

substrate to create non-uniform electric fields, while a BAW transducer attached to the top 

glass substrate enabled plane acoustic standing waves across the width of the microfluidic 

channel. A standing wave with multiple pressure nodes was created to align beads under 

continuous flow. Beads approaching the activated metal electrodes experienced a negative 

DEP force which led to trapping and eventual agglomeration in front of the electrodes and 

within pressure nodal planes. However, careful adjustment of the DEP force could be used 

to guide a particle towards a particular pressure node or induce fusion of particle 
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agglomerates originating from different pressure nodes. A device concept developed by 

Ravula et al. utilized interdigitated electrodes deposited on a glass substrate for DEP 

manipulation and a BAW transducer attached to the glass substrate to couple acoustic 

energy in a microfluidic channel. The microfluidic channel was defined by a glass chip 

bonded onto a glass substrate. The device was used to preconcentrate and align beads 

coarsely by the PAR force before achieving more precise focussing into fine bead streams 

by negative DEP along the electrode array. These studies demonstrated that the long range 

acoustic force can be used to rapidly arrange beads in a microfluidic device while the short 

range DEP force can be applied to perform much localised manipulation.  

	   	  



49	  

	  

1.5. Aim of this work 
The aim of the study is to develop a platform that enables the combined application of 

acoustic and electric fields for particle manipulation in a microfluidic chip. For the first time 

optoelectronic tweezing is being combined with acoustic tweezing to demonstrate selective 

particle handling based on their electrical and mechanical properties.  
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2.   Materials and Methods 
	  

 

This chapter includes the design and fabrication of surface acoustic wave transducers, 

superstrates with embedded microchannels and optoelectronic tweezer chips. Furthermore 

the setup for acoustic and optoelectronic tweezing is presented and the protocols for the 

preparation of particle suspensions, cell culture and cell handling are described. 

 

2.1. Fabrication and characterisation of SAW transducer 

2.1.1. Mask for photolithography 

Polymer-emulsion film masks were used for the fabrication of SAW devices and 

microchannels. The mask layout was designed using the editor software L-Edit (Tanner 

Research Inc., USA). Mask printings were performed by JD Photo-Tools (Photo Data Ltd., 

UK). The super-high resolution option with 128,000 dpi offered by JD Photo is suitable for a 

minimum feature size of 10 µm. 

2.1.2. SAW device 
The material of the surface acoustic wave device was a 3 inch, 0.5 mm thick lithium niobate 

wafer (LiNbO3, purchased from Roditi, UK). The piezoelectric substrate was characterised 

by a 128° Y-cut and wave propagation speeds of 3992 m/s and 3488 m/s in x- and y-

direction, respectively. An interdigitated transducer of a slanted electrode design was 

transferred by standard photolithography. As shown in Figure 2-1, a cleaned wafer was first 

spin coated with S1818 resist at 4000rpm for 30 s. This was followed by a softbake at 90°C 

for 5 min. The coated wafer was exposed to UV light (i-line, 365 nm, Mask aligner MA 6, 

SÜSS MicroTec AG, Germany) for 4.3 s through a polymer-emulsion film mask containing 

the slanted electrode design. The exposed resist was developed in 1:1 Microdev (Microposit, 

Shipley, UK) and pure deionised water for 1.5 min. Afterwards metal deposition was 

performed using an electron beam evaporator (Plassys II, PLASSYS-BESTEK, France) to 

form the electrodes. First an adhesion layer of 10 nm NiCr was deposited followed by 100 

nm layer of Au. The metal-lift off step was performed in Acetone at 50°C for 30 min to 60 

min. Before using the device wires were connected with silver paint applied to the 

connection pad of the interdigitated electrodes. 
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Figure 2-1:  Fabrication process for SAW device. (1) Cleaned lithium niobate wafer is spin coated with 
S1818 resist and softbaked for 5 min at 90°C. (2) Transfer of slanted electrode pattern by UV 
exposure for 4.3 s. (3) Development of exposed resist. (4) Deposition of 10 nm NiCr layer and 100 nm 
Au layer. (5) Metal-lift off in Acetone for 30 min to 60 min at 50°C. 

 

When designing a SAW transducer the crystal orientation is of major importance as the 

sound velocity varies in y-(3488m/s) and x-direction (3992m/s). Based on the simple 

relationship for the wavelength of a SAW190 

𝑓 = !
!
 , 

𝜆 = 𝐷 

where 𝑓 is the frequency, 𝑐 the speed of sound in the material and D the pitch between 

adjacent electrode fingers, a transducer with a broad frequency range was developed. In 

particular, the electrode pitch and width of 18 electrode pairs within an aperture of 2 cm were 

varied linearly from 285 µm to 181 µm (x-direction) and 249 µm to 159 µm (y-direction), 

resulting in a theoretical bandwidth of 3.5 MHz to 5.5 MHz. A picture of a slanted 

interdigitated transducer is shown in Figure 2-2. 
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Figure 2-2: SAW device based on slanted interdigtated electrodes deposited on a three inch lithium 
niobate wafer. The SAW device is designed for a bandwidth of 3.5 MHz to 5.5 MHz (Scale bar: 2 cm). 

 

2.1.3. SAW device frequency response 

The reflection coefficient of the SAW device was measured using the scattering parameter 

(S-parameter) function of an Agilent Technologies E507C ENA series network analyzer. The 

S-parameter S11 measures the frequency dependence of the reflection and the 

corresponding radiation after applying power to the electrical network. This is recorded as 

spectra showing the delivered power (dB) against the chosen frequency band. The SAW 

device was connected to the network analyser, directly. 

2.1.4. SAW device actuation 

A signal generator (TG5011 TTi, UK) combined with a amplifier (Mini Circuits ZHL-5W-1) 

and a 3 A, ± 24V DC power supply were applied to drive the SAW device. 

2.1.5. Visualization of surface acoustic wave emission 

An infrared camera (Ti 25, Fluke, USA) was used to visualize the surface acoustic wave 

emission and position along the aperture of the slanted interdigitated electrode. The 

piezoelectric substrate in front of the electrodes was coated with water-based jelly. The 

absorption of acoustic energy in the gel delivered by the travelling surface wave is converted 

to heat. The increase in temperatures can then be visualised using the infrared camera and 

the position dependent frequency response can be investigated. Furthermore, the SAW was 

visualized by its surface displacement using a Laser Doppler Vibrometer (Polytec.Germany). 

The vibrometer Laser was used to probe and scan the surface of the piezoelectric wafer 

after applying an electric signal to the SAW device. Using the Doppler Effect, the laser 

reflection induced by the surface displacement can be used to visualize the SAW amplitude 
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on the LiNbO3 substrate. The vibrometer was also used to visualize the displacement in the 

microchannel integrated in the superstrate. In particular, the laser was focused onto the 

bottom slide of the superstrate and the displacement across the channel width and along the 

channel length was measured. 

 

2.2. Microchannel fabrication for resonator and OET chip  

2.2.1. Superstrate concept 

The superstrate with embedded microchannels consisted of custom cut but standard 

microscope slide (bottom substrate, Menzel Glaser, H: 1 mm x D: 1.5 cm x L: 4 cm) and 

cover slip (top substrate, Menzel Glaser, H: 0.16 mm x D: 1.5 cm x L: 4 cm). Negative 

photoresist SU8 (MicroChem Corp., USA) was sandwiched inbetween and acted as a 

bonding agent between the substrates and defined the layout of the microchannels. Before 

the cleanroom fabrication process, the cover slip had inlet and outlet holes drilled according 

to the microchannel mask design. A Dremel drill (MultiPro, Robert Bosch GmbH, Germany) 

mounted to a work station for precise vertical adjustments and drilling was used in 

conjunction with Tungsten drill bits of 0.5 mm diameter (Diama, UK). To achieve good drilling 

results, the substrate was placed on a slightly wetted microscope slide and moved until a 

fixation due to the adhesion forces of water between the substrate and the slide was 

achieved. This prevented unwanted moving of the substrate and assured a homogenous 

and clean surface. The outlet and inlet positions were marked with a pen and a droplet of 

water was placed onto it. The drill bit was carefully moved towards the marked position and 

fully immersed in the water droplet. The water was used to avoid heat generation and fast 

wear of the drill bits. The driller was set to its highest speed and the vertical position was 

carefully changed until contact between drill bit and substrate was made. The drilling was 

performed in batches, slowly to avoid cracks in the glass cover slip. The clean room 

fabrication process is shown in Figure 2-3. In particular, the glass substrates were 

thoroughly cleaned in Acetone, Isopropanol for 5 min in an ultrasound bath, followed by 

rinsing with deionsed water and blow drying. To make sure no water is left on the surface a 

dehydration bake at 180°C for 30 min was performed. Afterwards SU8 3050 was spincoated 

onto the bottom substrate using a two step protocol. First, SU8 was spread over the 

substrate with a coating speed of 500 rpm for 10s. Second, the speed was increased to 

4000 rpm for 30s. After spincoating the substrate was placed on the hotplate at 95°C. The 

cover slip containing predrilled holes for inlets and outlets was bonded immediately onto the 

freshly prepared SU8 film by carefully placing it on top of the bottom substrate. This was 
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followed by a softbake at 95°C for 25 minutes. The photoresist was exposed (i-line, 365 nm, 

200 mJ/cm3, Mask aligner MA 6, SÜSS MicroTec AG, Germany) through a polymer-

emulsion film mask aligned to the predrilled holes in the cover slip for 60 seconds. A post-

exposure bake at 65°C for 2 minutes and 95°C for 6 minutes was performed prior to 

developing the unexposed SU8 through inlet and outlet holes using Microposit EC solvent 

(Shipley, USA). The whole chip was placed in a beaker containing the developer. The 

developing process was monitored by observing the phase change (from solid to liquid) of 

the unexposed SU8 in the microchannel. A clear interface between the solid and the liquid 

phase was visible during this process. Once the interface vanished, the unexposed SU8 was 

fully dissolved. To remove any residues left in the channel structures, the chip was placed in 

an ultrasonic bath with acetone for 5 min to 10 min. Afterwards the chip was rinsed properly 

with Acetone, followed by blow drying until the acetone inside the chip is fully removed. The 

inlet and outlets were connected to PTFE tubing (#30, Cole and Parmer, UK) using 

shortened 10 µl pipette tips glued to the substrate. 

	  
Figure 2-3: Fabrication process for superstrate with embedded microchannel. (1) A cleaned 
microscope slide was spin coated with SU8 3050 resist and placed on a 95°C hotplate (2) A cleaned 
cover slip with predrilled holes for outlet and inlet is immediately but carefully placed on top of the 
freshly prepared SU8 film and the structure is softbaked for 25 min at 95°C. (3) The mask for the 
microchannel is placed on the top substrate and exposed with UV for 60 s. (4) After a postexposure 
bake at 65°C for 2 min and at 95°C for 6 min the superstrate is developed with EC Solvent. 
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2.2.2. Fabrication of amorphous silicon substrates 

Indium tin oxide (ITO) coated standard microscope slides (H: 1 mm x D: 25 mm x L: 75 mm) 

and cover slips (H: 0.16 mm x D: 22 mm x L: 40 mm) were purchased from Diamond 

Coatings Ltd. (UK). The thickness of the ITO layer was approximately 300 nm (measured 

from SEM images). The sheet resistance for the microscope slides and cover slips was 

between 15 ohm/square and 30 ohm/square. A transmission spectrum for the ITO coated 

glass substrate is shown in Figure 2-4. It can be seen that the transmission is highest 

between 525 nm and 600 nm (89%). 

	  

Figure 2-4: Transmission spectrum for ITO coated glass substrates (provided by Diamond Coatings 
Ltd, UK) 

The photoconductor for the optoelectronic tweezer chip was amorphous silicon (aSi) and 

only microscope slide were used as photoconductor substrate. Prior to the deposition the 

ITO coated slides were thoroughly cleaned in Acetone, Methanol and pure deionised water. 

Afterwards the prepared substrates were coated with 1 µm amorphous silicon layer by 

plasma-enhanced chemical vapour deposition using pure silane gas (10 W, 300 mTorr, 250 

°C, 15sccm). A typical result after the evaporation process can be seen in Figure 2-5a. A 

homogenous aSi layer without contaminations or holes was obtained for the 1 µm process. 

A cross-section of the substrate is given in Figure 2-5b. Thicker layers of the photoconductor 

would reduce voltage drops in the dark state and so were also fabricated. The advantage 

would have been a reduced leakage of electric fields into the liquid when no illumination and 

only a voltage signal was applied. But the fabrication results were not promising for 1.5 µm 

and 2.0 µm aSi layer due to adhesion problems. The extra stress in the thicker film caused 

buckling and eventual de-lamination. In Figure 2-6a a 1.5 µm aSi sample substrate is shown. 

A smooth and homogenous layer could be fabricated using the evaporation process but after 
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cleaning the substrates prior to the OET chip fabrication a delamination could be observed 

indicating a weakened adhesion with increased aSi thickness (Figure 2-6b). 

 
Figure 2-5: (a) a 1 µm amorphous silicon layer evaporated on ITO coated glass slide  and (b) cross 
section of substrate showing 0.3 µm ITO and 1 µm aSi layer. 

 
Figure 2-6 (a) 1.5 µm aSi layer evaporated on ITO coated slide. (b) Same substrate after standard 
cleaning procedure in ultrasonic bath using acetone, isopropanol and deionized water. 

 

2.2.3. OET chip fabrication 

The OET chip consisted of two electrode substrates. The bottom substrates were made of a 

standard but custom-cut microscope slide with a 0.3 µm ITO layer and an 1.0 µm aSi layer 

deposited on it. The top substrate was a standard cover slip coated with ITO. The OET chip 

fabrication followed the same fabrication steps as described above for the superstrate. Only 

a couple of modifications were made and included a change in the substrate layout, 

dehydration bake and an adjustment of the spincoating settings and type of SU8 resist. For 

the substrate layout an overhang of the bottom and top substrate as show in Figure 2-7 was 

introduced to allow wire connection to each electrode. 
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Figure 2-7: Layout of the OET chip. Overhang of each substrate for wire connections to ITO layer. 

After cleaning of the substrates the temperature for the dehydration bake was reduced to 

90°C and substrates were usually dried over night. The temperature reduction at this point is 

crucial as a change in the oxidation state of the ITO layer occurs at higher temperatures > 

110°C and resulted in an increase in the sheet resistance. Furthermore to adjust the 

thickness of the SU8 layer sandwiched between the substrate different types of SU8 were 

used. SU8 3050 coated with spinning speeds of 1000 rpm and 4000 rpm for 30s with an 

initial coating step at 500 rpm for 10 s. At 4000 rpm, the following steps were as described 

above. For the 1500 rpm coating, the softbake time was increased to 45 min at 95°C. SU8 

3025 was used to obtain more shallow microchannels. SU8 3025 was spincoated with an 

initial coating step of 10s at 500 rpm followed by 4500 rpm for 30 s. Afterwards the softbake 

was reduced to 20 min at 95°C. The exposure time was only adjusted for the substrates 

coated with spinning speeds of 1500rpm. Here, UV light exposure was set to 90s. It has to 

be noted that the overhangs of the top substrate with exposed ITO layer needed to be 

covered with mask material to avoid resist exposure at this particular area. The 

postexposure bake for the 1500 rpm and 4500 rpm (SU8 3025) coated substrates was set to 

10 min and 5 min at 95 °C with an initial bake at 65°C for 2min. After resist development the 

wire connection areas were cleaned properly (wiped with acetone) and on the bottom 

substrate the aSi layer was removed by scratching open to achieve a connection to the ITO 

layer underneath. Wires were first connected with conducting silver paint and left for drying 

for one hour. A strong fixation was achieved by applying epoxy glue (BondLoc, UK) to the 

connection area. A TG5011 (TTi, UK) signal generator with high impedance load was used 

to apply AC signals to the OET chip. 

An alternative and more conventional assembling process was used for experiments with 

microbubbles. Instead of SU8, double side tape was applied to the photoconductor as a 

spacer. The ITO electrode was simply pressed onto the tape to create a sandwich structure. 

The height of the tape was approximately 100 µm. 

2.2.4. Scanning electron microscope and Dektak profilometer 

An electron microscope (SEM Hitachi S4700, Japan) was used for visualization of ITO and 

amorphous silicon layers as well as for crossection images of the sandwich structure in the 
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superstrate and OET chip. A 45° holder was used for mounting the substrates. Prior to 

imaging, the susbtrate were coated with a 10 nm metal layer of Au/Pd (80/20) using a 

sputter coater (Agar Scientific, UK). The substrates were placed vertically to achieve an 

appropriate coating result of the crosssection. Afterwards Imaging was performed under high 

vaccuum with an accelerating voltage of 10 kV and an emission current of 10 µA. 

Dektak Height Profiler (6M, Veeco, USA) was used to verify thicknesses of SU8, ITO and 

aSi layers. The surface contact measurements were performed using a diamond stylus of 

radius 12.5 µm. A force of 7 mg was set to the stylus while measurement ranges were set to 

65 kÅ and 655 kÅ. 
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2.3. OET setup 
The system to run the optoelectronic tweezing chip is shown in Figure 2-8a. A microscope 

(BX51, Olympus, Japan) equipped with a dual port (U-DP, Olympus, Japan) attachment was 

used for observation of the micromanipulation and for camera recordings as well as image 

projection onto the photoconductor. The dual port allowed for simultaneous operation of 

camera and data projector for light projection. Cameras used within this study were an UC30 

(Olympus, Japan), a FASTCAM SA3 model 120K-M3 (Photron), a Thorlabs CMOS Camera, 

(DCC1545M, UK), a MotionScope CMOS camera (M3, Redlake, USA) and an Orca Flash4.0 

CMOS-camera (Hamamatsu, Japan). The data projector model was a Dell 1510X (USA). 

The projector was connected to a PC and images for light induced electric fields were 

created using Microsoft PowerPoint. The software was mainly used because of its 

availability and ease of creating arbitrary light patterns on the fly by making use of the 

drawing toolset. Figure 2-8b shows a schematic of the light path through the system. 

	  
Figure 2-8: (a) OET setup based on Olympus microscope BX51 showing data projector (1), CMOS 
camera (2), dual port for simultaneous image projection and video recordings (3), syringe pump (4), 
light source (5), stage for OET chip (6), function generator (7). (b) Schematic of the optical path 
through the OET system. 

The microscope was equipped with a 4x (NA: 0.1), 10x (NA: 0.4), 20x (NA: 0.4) and 40x 

(NA: 0.65) objective. An increase in the numerical aperture increased the sharpness of the 

light pattern as well as the light intensity. Measurements of the optical power using an optical 

power meter (Wilcom FM1318, USA) resulted in a power range given in table 2-1. These 

values were converted into optical intensities and then corresponding aSi conductivities were 
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obtained using a reference plot.56 In Figure 2-9 the change in the conductivity of the 

photoconductor depending on the light intensity is shown. A linear increase in the 

conductivity for increased light intensities using the set of microscope objective was 

obtained.  

Table 2-1: Optical power for different objectives. 

Objective Optical power [W] 

4x 0.022 

10x 0.03 

20x 0.016 

40x 0.007 

 

 
Figure 2-9: Photoconductor conductivity depending on light intensity produced by different objectives 
(4x, 10x, 20x, 40x). 

 

2.4. Particle and cell samples 

2.4.1. Polymer beads 

Polystyrene beads (Bangs Laboratories) of different sizes (1 µm, 3 µm, 6 µm, 8 µm, 10 µm) 

were suspended in deionised water containing 0.1% Tween 20 to prevent aggregations of 

beads and unspecific binding to the substrate surface. The conductivity was adjusted by 

adding potassium chloride to a deionised water and Tween 20 suspensions prior to the 

addition of beads. Beads were injected into the chip manually using pipette or automatically 

using a syringe pump (NE-1000, New Era Pump Systems, USA). Continuous sorting 

experiments of 1 µm and 3 µm beads were conducted in chapter 4.3.10.4. Samples of 5 µl 
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were collected at the channel outlets and counted after 1:1 dilution in buffer using a 

haemocytometer (Neubauer, Marienfeld, Germany). It has to be noted that the counting of 1 

µm and 3 µm using this kind of counting chamber is not trivial. To achieve a reasonable 

result a video of the counting chamber while focusing through the volume was taken. This 

assured that beads in different planes and normally out of focus could be identified.   

2.4.2. Microbubbles 

SonoVue (Bracco Suisse SA, Switzerland) MBs were purchased as a kit including a vial 

containing 25 mg of lyophilised sulphur hexafluoride (SF6) powder and a pre-filled syringe 

with a 5 ml sodium chloride solution. The salt solution is usually used to dissolve the powder, 

instead DEP buffer (10 mS/m) was transferred into the vial followed by 20 seconds of 

shaking to mix all contents. MB samples were withdrawn into a syringe and then manually 

injected into the optoelectronic chip after further 1:10 dilution in DEP buffer. 

2.4.3. Blood cells 

Human blood samples were provided by the blood transfusion service (Glasgow) within 2 to 

4 days after collection from the donor. These samples require an ethical approval which was 

obtained from  Dr. Lisa C. Ranford-Cartwright (Institute of Biomedical and Life Sciences, 

Division of Infection and Immunity, Glasgow Biomedical Research Centre, University of 

Glasgow).The blood was stored at 4°C prior to usage. The total storing time was 5 days 

before new blood samples were collected. However, it has to be noted that the age of the 

blood cell population is not homogenous. A blood cell has a life span in the body of ~ 120 

days. During that time its durability decreases due to repeated large deformations when 

circulating through microvessels. Blood cells were washed one time in PBS, followed by 

three washing steps in a buffer solution made of 8 % sucrose, 0.3% glucose and 3 mM 

Hepes (pH 7.4, 10mS/m) at 1500 rpm for 5 mins using a conventional centrifuge. For the 

experiments in PBS buffer, blood cells were only washed one time in PBS and then 

resuspended. Blood samples were manually injected using a pipette or automatically using a 

syringe pump (NE-1000, New Era Pump Systems, USA). For continuous lysis experiments 

blood samples were injected using a syringe pump. Continuous lysis experiments (Chapter 

6.3.5) were carried out at flow rates of 5 µl/min. Volumes of 10 µl were sampled shortly after 

injection and used to quantify cell concentrations in a haemocytometer (Neubauer, 

Marienfeld, Germany). 

2.4.4. Breast cancer cell line MCF 7 

MCF 7 cells were cultured in cell media, DMEM, containing 10 % serum, 4.5 g/l Glucose, L-

Glutamine, Penicillin and Streptomycin. After injection of the MCF 7 cells, the OET chip was 
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placed in a petri dish and incubated over night at 37 °C (5 % CO2) to assure adherence to 

the photoconductor surface. Cell biology experiments are often conducted on flat surfaces in 

vitro. Hence, the cell line was used as a model to demonstrate the feasibility of lysis of a cell 

type that is cultured and adhered on the surface of the photoconductor inside the superstrate 

chip.  

2.4.5. Jurkat cells 

Jurkat cells were cultured in RPMI growth media containing 10 % serum, at 37 °C (5 % 

CO2). Cells were washed one time in PBS, followed by three washing steps in a buffer 

solution made of 8 % sucrose, 0.3% glucose and 3 mM Hepes (pH 7.4, 10mS/m) at 1500 

rpm for 5 mins. Jurkat cells are suspension cells of spherical shape with a diameter of 10 µm 

to 12 µm. Jurkat cells are suspension cells of spherical shape with a diameter of 10 µm to 12 

µm. The cells were used to demonstrate the lysis of a different cell line and differences in the 

lysis times between cell types (e.g. red blood cells). 

2.4.6. Trypanosoma Cyclops 

The parasite was cultured in Cunningham’s medium with 10% FCS at 27 °C and washed in 

PBS one time (5000 rpm, 5 mins) before being spiked into a prepared blood sample. Control 

experiments were carried out with heat inactivated non-motile parasite. The washed parasite 

sample was placed in a water bath two times for 10s at 95°C. Continuous sorting 

experiments were carried out to separate the parasite from a blood sample (Chapter 

4.3.10.4.). The parasite was spiked into the blood sample followed by injecting the sample 

into the microchannel using a syringe pump. At the outlets, 10 µl of the processed sample 

was collected and then used to quantify cell concentrations in a haemocytometer (Neubauer, 

Marienfeld, Germany). 

 

2.5. Software  

2.5.1. Video and image analysis 

Tracker v4.82 

Tracker is an open source physics software developed by Douglas Brown. It was mainly 

used to analyse video sequences from acoustophoresis experiments. Videos were imported 

into the software and the automatic particle tracking function was used to monitor the bead 

movement over time. After defining dimensions and coordinates, this software was used to 

extract values for bead distance moved over time, velocities and accelerations. Tracker is 

written in Java and can be installed on any operating system. 
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ImageJ v1.47 and MBF plugin collection 

ImageJ is an open source Java software environment for image and video processing. It is 

able to import a wide range of different file formats and provides a standard tool set for 

image analysis. However, its advantage lies in its extendibility by adding new plugins for 

more features and tool sets. ImageJ was used particularly for analysing feature sizes in 

microscopic images and for intensity analysis over time by applying tools in the MBF plugin.  

The MBF plugin is a collection of 200 additional functions especially useful for data obtained 

from microscopy studies. The plugin enables the import of different microscope brand 

specific file formats and provides a number of time course processing and analysis routines. 

2.5.2. Modelling and data analysis software 

COMSOL Multiphysics 

COMSOL (v3.5) is a finite element analysis simulator. The AC/DC module was used for 

simulations of electric field strength and transmembrane potentials in red blood cells (the 

chapters 1.2.6, 4.3.2). The pressure acoustic module was used to simulating the pressure 

distribution in the superstrate (see chapter 6). 

GNU Octave 

Octave (v3.6.4) is programming language intended for numerical computation. It is a free 

software and compatible with MATLAB. Octave was used to model the dielectrophoretic 

response of different sized particles under varying conditions. 

  



64	  

	  

3.   Optoelectronic tweezing integrated into 
microfluidics 

	  

 

The integration of optoelectronic tweezing (OET) into a robust microfluidic chip is 

demonstrated, characterized and applied to particle manipulation. It is shown that several 

parameters (e.g. liquid medium conductivity, electrode gap) influence the electric field 

strength and hence the dielectrophoresis (DEP) force imposed on particles. The 

experimental results demonstrate fast and complex dielectrophoretic particle manipulation in 

microfluidic channels under pressure driven flow. However, voltage leakage effects and 

corresponding leakage fields in the microchannel have been found to be responsible for 

undesired particle movements which should be addressed to optimise OET based particle 

manipulation. Nonetheless, the developed concept is a vital step of combining OET with 

acoustic tweezers. 

 

3.1. Introduction 
So far, many microfluidic functions have been demonstrated using OET. Chiou et al. showed 

trapping and moving of polystyrene beads, E.coli and Hela cells on the surface of the 

photoconductor.55 The use of moving light patterns64, 66 or virtual sieves 67 has been 

beneficial for the separation of different bead sizes, bead - cell mixtures and different cell 

types. OET has also proven  to be useful for cell analysis such as discriminating between 

dead and live cells67 and developmental stages of complex systems like mouse embryos,98 

as well as being helpful for identifying viable motile sperm97 and normal oocytes191 for 

fertilization experiments. 

 

The examples mentioned above show that OET is mainly used as a manipulation tool for 

batch processes where a particle or cell sample is only injected between the electrode 

substrates and no sample collection is envisaged after manipulation. The most common 

approach to create OET chips is based on applying adhesive tapes to the electrodes to 

create liquid chambers with microfluidic volumes. This approach is cheap and fast to apply, 

however, it is less suited for approaches where pressure driven flow is needed. It is prone to 

fast liquid absorption into the adhesive tape which weakens the bonding between the 

electrodes and can be cumbersome to create well defined microfluidic channel geometries. 
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An attempt to integrate OET into microfluidics for continuous particle manipulation under 

pressure driven flow has been carried out only by a small number of studies.192-194 The 

reason for this is not necessarily associated with a low demand as there are many groups 

working on OET based micromanipulation. The reason is rather associated with the 

restriction of fabrication methods which makes the integration into robust continuous 

microfluidics channels challenging. For instance, anodic bonding of glass or silicon 

substrates containing etched microchannels is a common approach to create robust chips, 

however sputtering of aSi or ITO on such etched-structured substrates is difficult and the 

temperatures during the bonding process is very high, leading to changes in the chemical 

structure of aSi and ITO which effects the electrical properties. Polydimethylsiloxane (PDMS) 

is the material of choice for fast prototyping of microfluidic chips but not well suited for OET 

considering the conventional device structure. The PDMS moulding procedure results in 

partially enclosed microfluidic channels while OET devices typically require channels that 

expose the liquid sample to the electrode substrates to be able to generate electric fields. 

The same problem arises when considering other polymer materials (PMMA, PC) which 

require moulding techniques for structuring.  

Alternatively, a lateral OET (LOET) device can be considered as shown in a study by Ohta et 

al..70 Here the ITO and the aSi layer have been structured to create an interdigitated 

electrode array which resulted in electric field lines parallel to the photoconductor instead of 

a perpendicular arrangement in the conventional OET device. This is a way to open up the 

possibility of using materials like PDMS but it complicates the fabrication and spoils the 

flexibility of light induced electric fields as the field creation is restricted to the structured 

parts. Furthermore, the ITO electrodes are partially exposed leading to non-uniform electric 

fields independent of the light (similar to standard DEP with fixed electrodes). 

Lin et al. showed an approach where SU8 was spincoated and photopatterned on an aSi 

substrate.192 A top ITO substrate was then placed on the SU8 layer and epoxy glue was 

applied around the edges of the substrates to seal the chip. However, the ITO substrate was 

not fully bonded, resulting in a thin gap between the SU8 and the ITO. Huang et al.  

investigated approaches where PDMS can be modified with transparent and conductive 

layers.193, 195 In particular a gold/titanium mesh as well as carbon nanotubes were deposited 

on the PDMS surface and particle manipulation (trapping and transporting) has been 

successfully shown. However, the manipulation speed of several µm/s compared to the 

conventional OET device where tens of µm/s can be achieved indicate a weak performance 

which might be attributed to the mesh structure of the gold layer compared to a homogenous 

ITO layer as well as the high sheet resistance (500 ohm/sq) in the nanotube layer. Last but 
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not least, Yang et al. used a similiar approach to the one developed in this work. A 

photopatternable hydrogel solution (poly(ethylene glycol) diacrylate, PEGDA) was 

sandwiched between the electrode substrate followed by exposure to UV and developing 

through predrilled holes in the top ITO substrate. Instead of using amorphous silicon, a low 

cost and spin-coatable organic photoconductor, titanium oxide phthalocyanine (TiOPc), was 

used. Using this concept, Yang et al. were able to manipulate particles continuously by light 

induced electric fields. Particles were stepwise deflected along a series of virtual electrodes, 

resulting in lateral displacements of up to 90 µm. TiOPc is a cheap and easy to fabricate 

alternative to aSi, however, as Yang et al. described, TiOPc is very sensitive to organic 

solvents which makes cleaning of fabricated chips impossible as decomposition of the 

photoconductor would occur. Moreover, large water uptake in the hydrogel might be a major 

disadvantage during the experiments as well as for the entire chip structure because of 

increased swelling and possibly reduced bonding strength at the substrate interfaces. 

In this work, the objecive was first to integrate the conventional OET structure into a robust 

microfluidic chip using a material which provides apropriate sealing and bonding properties 

to connect electrode substrates and avoid leakage of sampling liquids. Furthermore, the 

material should withstand cleaning procedure using organic solvents. A certain flexibility in 

microchannel geomtry to tune electric properties of the OET chip was also desirable. And 

last but not least, the used materials should have sufficient acoustic reflection properties to 

enable acoustophoretic particle manipulation (see Chapter 4). 

For this work, we decided to use SU8 3000 series to create microfluidic channels and 

integrate OET into a chip format. SU8 is a photopatternable negative resist with good 

bonding strength to glass and silicon substrates. As shown in previous studies, SU8 has 

good mechanical and chemical stability making it an excellent material for many 

microelectromechnical system applications.196 Moreover, lithography-defined SU8 structures 

and layers have shown to be biocompatible197, 198 making it a suitable material for biological 

cell handling applications. Last but not least, a SU8/PMMA microchannel structure has been 

used for acoustic particle manipulation indicating suitable mechanical properties for particle 

maniulation based on standing acoustic waves.140 
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3.2. Materials and Methods 
ITO coated glass slides and cover slips were used as primary electrode substrates. ITO 

coated glass substrates were modified with amorphous silicon (aSi) to obtain a 

photoconductive layer (see, Chapter 2 for fabrication). The aSi modified substrates and ITO 

coated cover slips were assembled to microfluidic sandwich composite structures using the 

negative photoresist SU8 (3000 series, see Chapter 2 and below for more details). All of 

these materials have been used in cell biology experiments before including cell viability 

studies which indicated that the materials (SU8197, 198, Menzel glass199, ITO200, 201, aSi202, 203) 

are biocompatible. 

The fabricated OET chips were characterized using scanning electron microscopy, 

profilometer and standard upright brightfield microscopy. 

An Olympus microscope (BX53, Olympus, Japan) equipped with one of the following 

cameras; an UC30 CMOS camera (Olympus, Japan), a FASTCAM SA3 model 120K-M3 

(Photron), a Thorlabs CMOS Camera, (DCC1545M, UK), a MotionScope CMOS camera 

(M3, Redlake, USA) and an Orca Flash4.0 CMOS-camera (Hamamatsu, Japan) were used 

to monitor and record experiments for particle manipulation. The microscope was also 

connected to an data projector (1510X , DELL, USA) to project images generated in 

PowerPoint (Microsoft, USA) through a set of objectives (10x, 20x, 40x, Olympus) onto the 

photoconductor electrode. 

The OET chip was directly connected to a signal generator (TG5011, TTi, UK) to apply 

voltages in the range of 5 V to 20 V (peak to peak) at frequencies of 50 KHz and 100 KHz. 

Polystyrene beads of various sizes were suspended in aqueous solutions of different 

conductivities and with 0.1 % (v/v) Tween 20. The conductivity of each solution was adjusted 

by adding potassium chloride to deionised water. The conductivity was measured using a 

conductivity meter. Beads were injected into the OET chip at varying flow rates using a 

syringe pump. 

Electric fields and potentials in the chip for various conditions were modelled using COMSOL 

(v3.5, UK). Details to the 2D model including boundary conditions and subdomain settings 

can be found in chapter 2. 

Recordings of bead manipulation experiments were analysed using ImageJ (v1.47). The 

velocities of moving beads under various conditions were extracted to quantify trapping and 

focussing capabilities and DEP forces in the developed OET chips.	   	  
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3.3. Results and Discussion 

3.3.1. Integration of OET into microfluidics 

An unusual microfabrication approach was developed to integrate OET into a robust 

microfluidic chip. As described in Chapter 2, a photoresist layer (SU8) acts as bonding agent 

and microchannel defining structure. SU8 was spin coated onto the aSi substrate and the 

ITO electrode substrate was immediately placed onto the fresh SU8 layer resulting in a 

composite sandwich structure of glass-polymer-glass (Figure 3-1).  

	  

Figure 3-1: Schematic of composite structure used to create OET chip. 

Normally, photoresists are exposed through a mask which is in contact or proximity with the 

resist. However, here, the exposure took place through an additional ITO-glass cover slip 

separating the resist from the mask by approximately 160 µm to 190 µm. This needs to be 

considered when designing microfluidic features as the refraction of light through the cover 

slip but also the absorption of ITO in the UV-light range affect the resulting channel geometry 

and exposure times in the final protocol. For instance, 30 s exposure time (200 mJ/m3) for a 

free standing SU8 (3050, spin-coated at 3500 rpm) film of 50 µm thickness is sufficient to 

induce crosslinking in the exposed regions and generate a stable microstructure after 

developing. In this work the protocol needed to be changed to account for the above 

mentioned reasons. The exposure was doubled to 60s for resist thicknesses < 50 µm. For 

thicker films > 60 µm it was increased to 90 s. Moreover, the feature size defined by the 

polymer-emulsion film mask differed from the resulting feature size in the fabricated chip. 

This was attributed to the unusual fabrication procedure but also due to refraction issues 

when light exposure takes place through different layers (quartz plate, air, polymer-emulsion 

film mask, air and glass cover slip) before reaching the resist. Overall, this led to increased 

feature sizes by up to 10 % relative to the initially designed feature size. 

Another significant adjustment was made towards the pre-exposure baking times on the 

hotplates. In general this process step involves the reduction of the solvent in the spin-

coated SU8 film by evaporation. It results in a volume change of the SU8 film and effects the 

diffusion and reaction times of the photo-activated triarylsulfonium salt which catalyses the 

polymerisation and cross-linking of SU8. In this work the SU8 layer was sandwiched 
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between two substrates restricting the solvent evaporation to the parts of the sandwich 

structure where the SU8 was exposed to the surrounding air. These parts include the side 

sections of the chip and the drilled holes (inlet/outlet ports) in the cover slip. Therefore, the 

evaporation process was slowed and more time for the pre-exposure bake was needed. For 

instance, the common SU8 protocol suggests 10 minutes at 95°C for thickness of 50 µm. 

Here, we found 20 to 25 minutes for SU8 thickness of < 50 µm and 45 minutes for thickness 

of > 60 µm to be sufficient for substrate areas up to 8 cm2. Following the conventional 

protocol, resulted in solvent left in the SU8 layer. This affected the cross linking after 

exposure to be weakly defined by the mask because of the diffusion of the catalyst into 

unexposed parts and poor bonding of the substrates to the SU8 film due to limited adhesion 

triggered by the remaining solvent. 

Last but not least, the development of the unexposed structured was realised via the drilled 

holes in the ITO coated glass cover slip. Compared to a free standing resist layer such as in 

conventional processes, the SU8 developer has only access from these particular points to 

dissolve the uncrosslinked resist. This led to increased developing times and can be 

considered as the bottleneck of the overall process. The developing time was strongly 

dependent on the microchannel geometry. In general, it was observed that the developing 

time increased with decreasing channel width and increasing channel length. For instance, a 

microchannel with dimensions of 20 mm x 0.170 mm x 0.04 mm (length x width x height) 

took up to 3 days to develop while a microchannel of 10 mm x 5 mm x 0.04 mm (length x 

width x height) was developed over night when placed in the developer bath. An attempt to 

decrease the developing time has been undertaken by applying ultrasound (KHz range) 

during incubation in the developer solution. However, it was found that the developing could 

not be improved due to the creation of cavitation bubbles in developed regions of the 

microchannel. These prevented diffusion of the developer further into the unexposed resist 

as well as exchange of the resist/developer mixture from the chip. Moreover, prolonged 

ultrasound treatment for several days induced mechanical stress to the composite structure 

which resulted in debonding of the SU8 at the interface to the substrates. An alternative, 

which was not tested but may improve the developing time and avoids cavitation bubbles, is 

the application of ultrasound in the Megahertz range. As shown by Williams and Wang204 for 

high aspect ratio SU8 structures, faster and more gentle developing was achieved using this 

method. 

Several samples following the protocol described above have been characterized using a 

profilometer, scanning electron microscopy (SEM) and brightfield microscopy. The 

profilometer was used for the measurement of the SU8 thickness. SEM was used to 



70	  

	  

investigate the cross-section of the microchannels and the composite structure. A standard 

microscope was used for general microchannel inspections from the top. 

The results of the thickness measurement for several samples fabricated at different spin 

coating speeds are shown in table 3-1. Using a spin coating speed of 1500 rpm for SU8 

3050 resulted in SU8 layer thicknesses of 62 µm to 70 µm. An increase in the spin coating 

speed to 4000 rpm resulted in decreased SU8 layer thickness of 32 µm to 40 µm. To obtain 

thinner layers of SU8, the 3025 version was applied at spin coating speeds of 4500 rpm 

which resulted in thickness of 15 µm to 23 µm. 

Table 3-1: Thicknesses of microchannel when using SU8 sandwiched between glass substrates. 

Sample SU8 Spin coating speed [rpm] Thickness [µm] 

1 3050 500/1500  62  

2 3050 500/1500  70 

3 3050 500/4000  32 

4 3050 500/4000  35 

5 3050 500/4000  40 

6 3025 500/4500 15  

7 3025 500/4500 20 

8 3025 500/4500 23 

 

In Figure 3-2 (a-c) the cross-sections of fabricated OET composite structures are shown 

where Figure 3-2a shows 70 µm (SU8 3050, 1500 rpm), Figure 3-2b a 35 µm (SU8 3050, 

4000 rpm) and Figure 3-2c a 20 µm (SU8 3025, 4500 rpm) thick channel. It is clear from 

these images that the fabrication process resulted in non-rectangular microchannels as seen 

from the curved SU8 channel wall (Figure 3-2d) which could be attributed to a combined 

effect of sandwiching the resist between two substrates and refraction issues while UV-

exposure through different material layers. Overall, this affected the lateral microchannel 



71	  

	  

dimensions as being different from the actual mask design. For instance, microchannel 

designs with a width of 160 µm ended up being increased by 5 % to 10%. Figure 3-2e shows 

an angled top view of a microchannel where the cover slip was snapped off for thickness 

measurements while the graph in Figure 3-2f shows some example profiles of 

microchannels obtained from the profilometer. 

	  
Figure 3-2: (a-c) Example SEM images showing cross-sections of microchannels fabricated using 
SU8 3000 series spin coated at different speeds. In detail,  (a) SU8 3050, 500/1500 rpm, (b) 3050, 
500/4000rpm, (c) 3025, 500/4500rpm. (d) SEM image shows magnified channel wall with a curved 
shape. (e) SEM image shows open microchannel section from top. The top cover slip has been 
removed to enable thickness measurements using the Dektak profilometer. (f) Example Dektak 
measurements showing profile along a path of an open microchannel section for samples spin coated 
with different SU8 versions and spin-coating speeds. 

Thickness variations of SU8 along the cross-sections of two samples were investigated at 

random by scanning around ~ 5 mm along the width of sandwich structure using the SEM. 
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Based on the images shown Figure 3-3a and 3-3b, we found a homogenous SU8 layer 

along the scanning length. It has to be noted that a proper quantification of the thickness 

along the width is difficult to conduct due to angled and uneven sample positions and cross-

section breaking points, however, simple observations indicate sufficient precision for the 

region of interest which lies within the centre of the substrate. 

	  
Figure 3-3: Samples spin coated with (a) SU8 3050 (4000 rpm) and (b) SU8 3025 (4500 rpm) 
showing relative homogenous thickness along substrate width. 

Examples of fabricated OET chip as well as chips made from unmodified glass substrates 

are shown in Figure 3-4. As can be seen from the images, the used fabrication process 

resulted in homogenous bonding areas across the entire chips. OET chips contained 

overlaps of the electrode substrates to one of the sides to be able to connect wires to the 

ITO layer. The drilled holes served as ports to connect the chip to the world via shortened 

pipette tips glued to the port and attached PTFE tubing. Figure 3-4b shows a brightfield 

topview image of a microchannel junction with three channels connected to a single channel. 

Here, it needs to be highlighted that the fabrication process resulted in residue-free 

microchannels which means that the unexposed SU8 was developed leaving no debris 

behind. This is important because any thin insulating layer left on the photoconductor alters 

the electric field generated inside the microchannels. However, the channel walls were 

curved as seen in Figure 3-2d. The curved shape resulted in a thin SU8 layer reaching into 

the channel at the channel wall interface as shown in Figure 3-4b. Due to the insulating 

properties of SU8 the electric field is perturbed at these points which can influence the 

manipulation of particles or cells. 
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Figure 3-4: (a) Examples of fabricated composite chips with simple microfluidic channel geometries. 
For the OET chips, ITO and aSi electrodes overlap on the sides to provide connections for wires. (b) 
Microscopic image of a microfluidic channel with junction. Scale bar: 100 µm 

In summary, the developed fabrication protocol led to a successful integration of the OET 

electrode substrates into simple microfluidic chips with adjustable vertical dimensions. In the 

course of this study many chips have been fabricated and used for different manipulation 

purposes involving polystyrene bead samples but also biological samples. Fouling and 

wearing of microchannel chips is a typical result after experiments with such samples. 

However, we found that the fabricated microchannels can be cleaned from minimal 

biological and artificial residues by rinsing with organic solvents such as 70% ethanol and 

acetone without destroying the SU8 layer or its adhesion properties in the short term. These 

chips were used for several experimental days before changes in the channel outline were 

observed which were associated with uptake of liquid into the SU8 layer at the channel 

wall/liquid interface. However, this had no effect on the bonding strength and the adhesion of 

the substrate, in fact under pressure driven flow, the weakest component which showed 

leakage of sample liquids from time to time was found to be the inlet-ports at the 

interconnection between the chip and the tubing. A quantification of the bonding strength 

using pressure test, pull test or shear test205 was not undertaken but can be included for 

future characterisation studies. The influence of the liquid uptake requires also further 

investigation as this could affect the insulating behaviour at the channel wall and the 

resonance frequency condition during acoustic actuation. The “soaked” interface may 

decrease the insulating properties which can result in a stronger penetration of the electric 

field into the interface region. The water uptake may also change the acoustic impedance 

properties of the channel wall which can alter the resonance frequency of the microchannel. 

The reflections of the acoustic wave may not take place at the interface region but instead at 

regions further into the SU8 layer which is not affected by the water uptake. This can result 
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in pressure anti-node positions that are within the “soaked” SU8 layer and pressure node 

positions that are closer to the channel wall. 

	  

3.3.2. Characterisation and application of fabricated OET devices 

3.3.2.1. Microparticle trapping under continuous flow 

The manipulation speed or how fast microparticles can be moved using virtual electrodes is 

a common figure of merit in the literature as it gives an estimation of the DEP force and 

hence can be used as a measure of the performance of the device. Several parameters 

such as the applied voltage signal, liquid conductivity, virtual electrode pattern, electrode gap 

and light intensity affect the performance.  

The typical approach involves the measurement of the particle velocity which is the result of 

positive or negative DEP induced by moving the virtual electrode pattern or the stage with an 

OET device while the virtual electrode is fixed. The DEP force is than estimated by balancing 

it against the drag force imposed on the particle. The velocities are typically in the range of 

tens of micrometer for bead diameters of 10 µm - 20 µm, applied voltages of 10 V - 20 V (50 

- 100 KHz), optical powers of approximately 1 W/cm2 and liquid conductivities of 0.2 mS/m - 

10 mS/m.66, 78  

In this work the performance depending of several parameters (voltage, conductivity etc.) 

was characterized by trapping particles against the hydrodynamic flow induced by a syringe 

pump connected to the OET device. A virtual electrode was simply placed across the 

channel width (Figure 3-5a) accompanied with an AC signal. The velocity of the particles 

was adjusted using the syringe pump’s flow rate settings and the voltage amplitude was 

varied until the negative DEP force imposed on the particles balanced the drag force.  
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Figure 3-5: Trapping of polystyrene beads (10 µm) against fluid flow for different voltages at 50 KHz in 
medium with conductivity of 5 mS/m and an optical power of 2 W/cm2. (a) Image from experiment 
showing beads hold against the fluid flow at virtual electrode of 45 µm width (Scale bar: 200 µm). (b) 
Velocity of trapped beads and imposed DEP force against voltage applied to the OET device.  

 

Figure 3-5a shows an image of an experiments where 10 µm polystyrene beads were 

trapped at a 45 µm wide light pattern at 50 KHz and 10 V due to a negative DEP force (CM 

factor: - 0.43, liquid conductivity 5 mS/m). Here, a 40 µm high channel was used and 

trapping was conducted for varying bead velocities using a light intensity of 2 W/cm2. A 

voltage range from 2.5 V to 20 V was used to investigate the device performance. Figure 3-

5b shows the result of these trapping experiments. An increase in the applied voltage 

increases the velocity at which beads can be trapped. A linear relationship between the 

applied voltage and the bead trapping velocity was found. Trapping velocities of 15 µm/s to 

522 µm/s were achieved which corresponds to DEP forces of 1.4 pN to 49.0 pN. The electric 

field gradient under these conditions is shown in the simulations in Figure 3-6a for a voltage 

amplitude of 20 V. The highest field magnitudes at distances of 2.5 µm to 5 µm to the aSi 

surface vary between 2.2· 1017 V2/m3 to 8.0· 1015 V3/m3 and can be found at the edges of the 

virtual electrode. The direction of the DEP force for insulating particles is indicated by black 

arrows in the surface plot. A negative DEP force with lateral and vertical components is 

acting on the polystyrene beads resulting in repulsion from high field regions. 
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Figure 3-6: A 2D models simulating electric field in the OET device of 40 µm height and a 45 µm 
virtual electrode pattern at 50 KHz and 20 V in a 5 mS/m conductivity solution. (a) Simulation showing 
the gradient of the electric field squared log  |∇E!| as surface plot where the colour bar represents the 
magnitude. The black arrows show the direction of the DEP force for particles less polarisable than 
the surrounding medium. (b) Electric field (∇𝐸!) distribution at different distances above the 
photoconductor and along the 45 µm virtual electrode pattern. (c)The field components 𝛻𝐸!! and 𝛻𝐸!! 
at the edge of the virtual electrode are simulated for different voltages and different distance to the aSi 
surface. 

 

The DEP force scales with the square of the gradient of the electric field. Hence, the field 

should be proportional to the square of the applied voltage. However, the results 

demonstrated a rather linear relationship in the developed OET device. The exact reason for 

this behaviour was not known and requires more investigations. However, one may attribute 

this effect to the particles being unable to experience the full force as at higher speeds they 

were forced up, over the barrier. The vertical and the lateral field components scale both with 

the applied voltage while having a similar magnitude. Under the influence of the negative 

DEP force a lifting of particles attributed to the vertical field component may reduce the 

trapping effect induced by the lateral field component. This would result in a movement of 

particles towards lower field regions near the top electrode allowing particles to pass the 

virtual electrode by the induced fluid flow. The described behaviour is supported by 

simulations of the components of ∇𝐸!. In Figure 3-6c, 𝛻𝐸!! and 𝛻𝐸!! were determined for 

different heights and voltages above the virtual electrode edge in the aSi layer. At distances 

relative close to the aSi surface, where the DEP force has its maximum, 𝛻𝐸!! is dominates 
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over 𝛻𝐸!!. This might promote the lifting of particles over the potential barrier which 

decreases the trapping force.  

	  

3.3.2.2. Influence of the liquid medium conductivity 

The liquid medium conductivity is a crucial parameter when operating an OET device. From 

the introduction, we learned that the device can be modelled as simple lumped equivalent 

circuit containing impedance elements which represent the photoconductor and the liquid 

layer. An increase in the conductivity of the medium decreases the impedance of this layer 

and induces a higher voltage across the photoconductor. Figure 3-7a shows simulation 

results (see model above) of the voltage drop across the centre of a illuminated aSi layer for 

medium conductivities of 5 mS/m to 100 mS/m using an AC signal of 20 V at 50 KHz and a 

light intensity of 2 W/cm2 (corresponding to 10x objective). AT low conductivities (5 mS/m) 

the voltage drops mainly across the liquid layer resulting in a strong non-uniform electric field 

in the sample. At high medium conductivities (1000 mS/m, e.g. physiological conditions) the 

voltage drops mainly over the photoconductor producing a low electric field magnitude in the 

liquid layer. 

	  
Figure 3-7: (a) Simulated voltage drop across the photoconductor for various liquid conductivities 
when an AC signal of 50 KHz at 20 V is applied and a light intensity of 2 W/cm2 is used.  (b) 
Simulated real part of the CM factor of different bead sizes as a function of liquid conductivity at 50 
KHz 

 

The performance of the OET device was tested at varying liquid conductivities using the 

trapping method described above. It has to be noted that an appropriate particle size should 

be used for this experiment. From equation 1.5, it is known that the CM factor is dependent 

on the frequency and the complex permittivity of particle and medium. When the liquid 

conductivity increases the CM factor decreases. From equation 1.4 it is clear that the CM 

factor partially contributes to the DEP force. Furthermore, for small particles the surface 
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conductance effect in the electric double layer (equation 1.8) influences the particles 

conductivity and hence the DEP response. The width of the electric double layer is altered 

with changing ion concentration in the solution which again influences the CM factor. Hence, 

when relating measured particle velocities to the device performance it should be verified 

that the DEP response of the particle is not altered by increasing conductivities. A large 

particle (≥ 10 µm) has a relative constant CM factor (only ~10 % change on CM) for 

increasing conductivities (Figure 3-7b), while smaller particles (~ 1 µm) can undergo 

significant changes (> 100%). 

 

The trapping performance of the OET device for various conductivities is shown in Figure 3-

8. Velocities of 522 µm/s to 17 µm/s were measured for the range of conductivities used 

which corresponded to DEP forces of 49 pN to 1.6 pN. A sharp drop in the DEP force 

occurred within the range from 5 mS/m to 30 mS/m before it levelled off slightly towards 

higher conductivities up to 100 mS/m. This compares well with simulations of the voltage 

drop across the aSi layer, where more than half of the applied voltage drops across the layer 

within 30 mS/m to 40 mS/m before a levelling can be observed. These results give insight in 

the operation limits of the OET device in terms of liquid conductivities. This is of importance 

especially when dealing with biological cells suspended in buffer solutions where certain 

parameters such as pH, ion concentrations or osmolarity are adjusted to maintain a viable 

cell population. A cell sample is usually suspended in specialised cell media or buffer 

solutions with high conductivities of ≥ 1 S/m. These media are not applicable for a 

conventional OET device. The electric field in the liquid layer would become 3 to 4 

magnitudes lower (∇𝐸! ~ 1013 – 1014 V2/m3) resulting in DEP forces not sufficient for 

continuous particle manipulation. However, a Ph-OET (see chapter 1) was recently 

introduced which is capable of overcoming this restriction and enables cell and particle 

handling  in cell culture medium, though the fabrication complexity and costs of it are high 

which restricts a widespread use.74 
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Figure 3-8: Trapping performance and DEP forces induced on 10 µm beads at 50 KHz (20 V) for 
various liquid conductivities. 

	  

3.3.2.3. Influence of the gap between the electrodes 

The performance of the OET chip can be improved by considering how the electric field is 

dependent on the gap between the parallel electrodes. The voltage drop across the liquid 

layer reduces while the electric field magnitude increases when decreasing the gap between 

the photoconductor and the ITO electrode. The device fabrication method introduced above 

enables the construction of variable and well controlled SU8 thickness and hence gaps 

between the electrodes. The performance change was tested by creating channels with 

heights of 70 µm and 15 µm. A 20 µm virtual electrode (2 W/cm2) and an AC signal of 

various voltages at 100 KHz was used to trap 6 µm polystyrene beads against various flow 

velocities of the liquid medium (5 mS/m).   

Simulations of the electric field gradient ∇𝐸! were carried out to obtain insight into the 

significance of channel heights in the OET device. In Figure 3-9a and b, ∇𝐸! is shown for 

varying electrode gaps. In particular, Figure 3-9a shows the decay of ∇𝐸! above the edge of 

a virtual electrode for electrode gaps of 15 µm to 110 µm. The field distribution is shown for 

the first 15 µm above the illuminated aSi layer. The simulation results show that the increase 

in the channel height decreases the field magnitude and promotes a steeper decay above 

the photoconductor. Furthermore, considering that particles occupy the fluid volume in the 

centre of the microchannel cross-section, the change in the magnitude becomes even more 

pronounced as shown in Figure 3-9b. Therefore, the OET device performance is significantly 

influenced by the device structure. 
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Figure 3-9: Simulated electric field magnitude as a function of the gap between the electrodes for a 
virtual electrode width of 20 µm, an AC signal of 20 V at 100 KHz and a liquid medium conductivity of 
5 mS/m. (a) Logarithm of the square of the electric field gradient ∇𝐸! within the first 15 µm above the 
illuminated (edge) aSi layer for different gap heights. (b) ∇𝐸! in the centre of the channel cross section 
above the illuminated (edge) aSi layer for various gap heights. 

 

Figure 3-10a and b show the results of the trapping experiments in OET devices with 

different channel heights. As expected, the differences in the trapping forces for 70 µm and 

15 µm channel heights were significant. At a channel height of 15 µm the obtained DEP 

forces for voltages of 6.5 V to 20 V were 5.5 pN to 44 pN while at a gap of 70 µm the 

obtained DEP forces were only 1 pN to 7 pN.  

The results indicate that relatively fast manipulation of small particles using OET is feasible 

but requires dimensional control of the OET device.  However, reducing the electrode gap in 

the OET device is also accompanied with an increased shear stress imposed onto particles. 

While this is less important for artificial particles, biological cells might be affected, although 

some cells (e.g. red blood cells) are able to withstand higher shear rates. Furthermore, high 

sample concentration (107-108 beads/ml with bead diameter > 5 µm) should be avoided as 

channel blocking by particle aggregates inhibits efficient manipulations. Nonetheless, this 

can be used for improved particle manipulation functions (e.g. focussing), faster than 

previously shown for an OET device. 
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Figure 3-10: Trapping of 6 µm beads under continuous flow at 100 KHz for different voltages in 
medium with 5 mS/m conductivity and light intensity of 2 W/cm2. (a) Image from trapping experiment 
showing virtual electrode and trapped beads in 15 µm high channel (Scale bar: 100 µm). (b) ) Velocity 
of trapped beads and imposed DEP force against voltage applied to the OET device of different 
channel heights. 

	  

3.3.2.4. Influence of the virtual electrode pattern 

The device performance is dependent on several factors as shown above which need to be 

adjusted to obtain forces of appropriate scale for particle manipulation. The virtual electrode 

projected on to the photoconductor also has a significant effect. Firstly, the magnitude of the 

light intensity which is projected onto the photoconductor through an objective effects the 

magnitude of the electric field in the sample. In chapter 2, it was shown that the light intensity 

increased with increasing magnification and hence increased the conductivity of the aSi 

layer. Also, the dimension of the electrode (e.g. width) as well as the pixel intensity of the 

virtual electrode defined by the imaging software (e.g. PowerPoint) influence the electric field 

created in the liquid medium. Here, it is shown that virtual electrode width and transparency 

(pixel intensity) can be used to tune the electric field magnitude and hence the DEP force 

imposed on beads. Experiments were carried out with increasing electrode width (7 µm to 

120 µm) and increasing electrode transparency (0 % to 60 %). As shown previously, 6 µm 

beads suspended in 5 mS/m conductive medium were trapped against the flow and 

velocities and DEP forces were measured. The gap between the electrodes was 15 µm and 

an applied AC signal of 10 V to 15 V at 100 KHz was used to trap beads while the light was 

projected through a 10x objective. 
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Figure 3-11 shows the result of the influence of the virtual electrode width which varied 

between 7 µm and 120 µm. The measured velocities for the width range were between 54 

µm/s and 300 µm/s which corresponded to DEP forces of 3 pN to 17 pN. 

	  
Figure 3-11: Influence of the width of the virtual electrode pattern on bead trapping at 100 KHz (15 V, 
5mS/m, 10x objective). (a) Images from the experiment showing 3 different electrode width and 6 µm 
beads trapped along the edge (Scale bar: 100 µm). (b) Results of the trapping experiments for various 
electrodes widths. (c) Simulated values for ∇𝐸!  across the height of the microchannel and above the 
edge of the virtual electrode. ∇𝐸! is shown for various virtual electrode widths. 
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The results in Figure 3-11b show a rapid increase in the trapping velocity when doubling the 

virtual electrode width (7 µm to 20 µm) before an asymptotic behaviour is observed for width 

of >20 µm. At that point any further increase of the particle velocity overcame the trapping by 

the negative DEP force. The cause of this difference may be associated with the change of 

the gradient of the electric field across the channel height. Figure 3-11c shows a simulation 

of ∇𝐸! for different electrode widths. The cross-section plot represents the magnitude 

determined from the edge of the virtual electrode towards the top end of the microchannel. 

The electrode patterns share a similar magnitude of ∇𝐸! close to the aSi surface (< 5 µm).  

However, ∇𝐸! decays much steeper across the channel height for 7 µm electrode compared 

to wider virtual electrodes. The simulation also shows that the increase of the electrode 

width results in a convergence of ∇𝐸! which agrees well with the asymptotic behaviour 

observed in the experiments.  

In addition, refraction at the interfaces in the OET device may alter the light intensity which 

reaches the photoconductor. This influence may be pronounced when using small virtual 

electrode patterns and could affect the photoconductivity of the aSi layer. The influence of 

an altered light intensity is shown in Figure 3-12. The light intensity was adjusted (but not 

measured in this case) by modifying the transparency of the electrode pattern in the imaging 

software (PowerPoint). Increasing the transparency from 0 % (unaltered) to 60 % resulted in 

changes of trapping velocities from 190 µm/s to 37 µm/s which corresponded to DEP forces 

of 11 pN to 2 pN. 

	  
Figure 3-12: Influence of the transparency (set by imaging software) of the virtual electrode pattern 
(30 µm) on bead trapping at 100 KHz (10 V, 5mS/m, 10x objective). (a) Images from the experiment 
showing the virtual electrodes unaltered (0 %) and with increased transparency (60 %). Scale bar: 50 
µm. 
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The presented results show the significance of the virtual electrode pattern in terms of 

electrode size and transparency and should give guidance when working with the OET 

device. In fact, this dependency is of advantage as it enables the generation of tuneable 

electric field gradients with corresponding DEP forces at arbitrary positions in the OET 

device, while other parameters (e.g. voltage, frequency, objective) are kept constant. For 

instance, this can be used to selectively manipulate particles of different sizes as shown later 

in this chapter. 

	  

3.3.3. OET for particle handling under continuous flow 

Conventional dielectrophoresis with fixed metal electrodes is commonly applied for different 

microfluidic operations under pressure driven flows. Examples include focussing of particles 

into a single stream206, 207 or separation of a particle mixture208 based on their properties (e.g. 

volume). In the following it is shown that the developed OET device is capable to provide 

analog functions for microfluidic operations and that certain limitations associated with the 

device structure need to be overcome to enhance its overall usability. 

3.3.3.1. Focussing of beads into single streams 

Particle focussing into tight streams is an essential step in microfluidic flow cytometer157, 209, 

210 where the properties (e.g. fluorescence) of single particles are investigated prior to 

subsequent handling processes (e.g. separation, detection). It is also used to concentrate 

particles into specific regions in the microchannel for counting, detecting, enrichment 

purposes211 or to separate the particles from a carrier liquid into a different liquid212-214 (e.g. 

washing, functionalisation). 

The focussing performance in the developed OET device was investigated using oblique 

virtual electrode patterns projected on to the photoconductor. The schematic in Figure 3-13 

describes the general concept of the focussing process. A pressure driven flow imposed on 

a sample delivers particles to the virtual electrodes. The DEP and Stokes drag force 

experienced by the particles combine to a net force which guides them along the virtual 

electrode. At the end of the virtual electrode particles line up and the hydrodynamic force 

under laminar flow maintains a stable and tight stream of particles. 

Particle focussing was characterized in an OET device of 15 µm height. Oblique virtual 

electrode patterns (10 µm width) of different angles (15° to 75°) were used to align 6 µm 

beads into a tight single stream. A light intensity of 2 W/cm2 combined with a set of voltages 

at 100 KHz were used to investigate particle velocities at which stable single stream 
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focussing can be achieved. The polystyrene beads were suspended in liquid medium of 5 

mS/m conductivity.	  

	  
Figure 3-13: Particle focussing using oblique virtual electrodes to produce a net force as the sum of 
DEP and Stokes drag force to align particles towards a single stream. 

Figure 3-14 (a-e) shows magnified images (40x) of focussing experiments with electrode 

angles of 75° (a), 60°(b), 45°(c), 30°(d), and 15°(e). A tight single stream of one particle 

width can be obtained with different electrode angles. However, the net force to guide beads 

along the virtual electrode varies with the angle. This has been investigated by measuring 

the velocities obtainable with stable bead focussing. Figure 3-14f shows velocity values 

obtained for different electrode angles and for different voltages (10 V, 20 V) applied to the 

OET device. The velocity increased with increasing electrode angle. For instance, the 

velocities achieved for an applied voltage of 20 V were in the range of 0.9 mm/s to 5.2 mm/s 

for angles of 15° to 75°. The DEP force necessary for guiding beads along the electrode 

decreases with increasing angle. Moreover, the particle velocities increased linearly with the 

applied voltage as in shown Figure 3-14g.  The highest velocities were achieved with a 75° 

electrode. When voltages of 5 V to 20 V were used velocities of 0.4 mm/s to 5.1 mm/s have 

been measured. This could be even improved using virtual electrodes of increased width 

(see above) as long as the channel dimensions allow for it. Again, a linear relationship 

between the bead velocity and the applied voltage was found. This may be associated with 

the vertical field gradient levitating beads over the potential barrier, as described earlier.  
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Figure 3-14: Focussing of polystyrene beads in an OET device by oblique virtual electrodes. (a-e) 
Magnified view (40x objective) showing bead focussing for different electrode angles in the 
microchannel (Scale bar: 50 µm). (f) Stable bead focussing at different bead velocities dependent on 
the electrode angle at 100 KHz in 15 µm height channel (Beads suspended in 5 mS/m conductive 
medium). (g) Stable focussing at different bead velocities and for several electrode angles dependent 
on applied voltage. 

  

These results show for the first time that an OET device is capable of fast particle 

manipulation with velocities in the mm/s range when oblique virtual electrodes combined 

with a shallow microchannel geometry are applied. This might be of interest for the 

development of microfluidic flow cytometer where flexible electrode arrangements suited for 

different kinds (e.g. size) of particles is desired, though state of the art flow cytometer use 

velocities of 1 m/s to 10 m/s for high throughput analysis (500000 particles/s).157 However, 

OET can not only be used to focus particles, it also enables sorting of them, as shown later, 

which may reduce the complexity of the cytometer setup. Furthermore, oblique electrodes 

can also be used to deflect particles laterally in a microfluidic channel as shown in Figure 3-

15. This could be used for automated biological assays integrated into continuous 

microfluidic assays. Such a concept has been shown using solid rails which guide particle 

across several adjacent laminar streams.213 Each stream can carry a certain reagent to wash 
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and modify (e.g. protein coupling, surface functionalisation) particles prior to a reaction in 

another laminar stream which carries a sample liquid (e.g. blood) with an analyte of interest. 

	  
Figure 3-15: Lateral deflection of beads along the microchannel using oblique electrodes (100 KHz, 
10 V, 5mS/m, Scale bar: 50 µm). 

 

3.3.3.2. Continuous separation of focussed bead mixtures 

The DEP force scales with the size of the particle and can be controlled by adjusting the 

voltage, line width or transparency of the virtual electrode as shown before. The latter ones 

can be used to achieve separation and sorting of beads in a mixture based on how much 

force the bead experiences which is strongly dependent on size while parameters such as 

frequency, voltage, flow rate are kept constant. A schematic of the process is shown in 

Figure 3-16. A bead sample is first concentrated and focused in a laminar stream by an 

oblique virtual electrode before approaching a second oblique virtual electrode where the 

separation takes place. The separation is controlled by adjusting the DEP force imposed on 

the particle using either a certain line width or transparency to alter the electric field 

distribution in the channel. While a big particle experiences a larger DEP forces and gets 

deflected along the electrode edge, a smaller particle gets less deflected due to a lower DEP 

force and eventually passes the virtual electrode. 
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Figure 3-16: Principle of size based bead separation using OET. Beads are first focused into a stream 
followed by a filtering step along an oblique virtual electrode. The electric field magnitude and hence 
the DEP force are adjusted at the particular electrode by controlling the line width or the transparency. 

The feasibility of this concept is demonstrated in Figure 3-17 (a-c) which depicts stills from 

experiments where the line width and light intensity were modified to achieve the separation 

of bead mixtures. The electric field gradient was adjusted during the experiment by changing 

line width and transparency of the virtual electrodes until a separation could be observed. 

For instance, Figure 3-17a shows the sorting of 6 µm and 3 µm into virtual channels 

controlled by the line width while voltage, flow rate and light intensity were kept constant. 

While all beads were guided towards the sorting regions by wide electrodes (30 µm), the 

sorting took place at the oblique electrode of 22 µm which created a force strong enough to 

deflect 6 µm beads but permitted guiding of 3 µm beads. As shown before, the angle of the 

electrode can be used as an additional parameter to trigger the separation. At lower angles, 

the DEP force to guide particles has to be higher compared to higher angles. 

In Figure 3-17b, altered light intensity (transparency) of the virtual electrode is used for bead 

separation. First beads of 6 µm and 3 µm diameter were focussed into a single stream to 

translate them towards the separation region. An oblique virtual electrode of increased 

transparency (25 %) generated a DEP force sufficient to guide 6 µm beads but passed 

through 3 µm beads. In Figure 3-17c, the light intensity approach was used to separate 

polystyrene beads of 3 µm, 6 µm and 10 µm. Here, the bead mixture was guided towards a 

single oblique virtual electrode with a light intensity gradient. The electric field along the 

electrode was altered stepwise by changing the transparency of the virtual electrode pattern 

in the imaging software. The transparency properties of the virtual electrodes were defined in 

percentage where 0 % meant fully illuminated while 100 % meant no light at all. In particular, 

the transparencies were set to 27 %, 40 % and 70 % to pass through 3 µm beads first, 

followed by 6 µm and 10 µm beads to achieve sorting into virtual microchannels and hence 

fractionation of the sample.  
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Figure 3-17: Separations of beads of various sizes by adjusting the DEP force using virtual electrodes 
of certain width and transparency. (a) Guiding and Separation of 6 µm and 3 µm beads into virtual 
microchannels at 100 KHz, 15 V (5 mS/m, 40x objective). An oblique virtual electrode of 22 µm width 
imposes a larger DEP force on 6 µm particles which were deflected along the electrode while 3 µm 
particles pass the virtual electrode with minor deflection. Scale bar: 50 µm. (b) Focussing and 
separation of 6 µm and 3 µm beads using an oblique virtual electrode of reduced light intensity (25 % 
transparency) to reduce the DEP force imposed on the 3 µm beads (100 KHz, 10V, 5mS/m, 10x 
objective). Scale bar: 100 µm. (c) Guiding of 10 µm, 6 µm and 3 µm particles towards a virtual 
electrode with an light intensity gradient (27 %, 40 %, 70 % transparency) to achieve size based 
sorting into virtual microchannels (50 KHz, 16V, 5 mS/m, 10x objective). Scale bar: 100 µm. 

The results above indicate a good separation of differently sized beads; however, in the 

course of these experiments a significant limitation of the OET device became apparent 

which influenced the separation process. The effect is called mutual dielectrophoresis and is 

described in the next section. Briefly, the electric field in the OET device leads to the 

attraction of beads to each other, especially pronounced at higher bead concentrations (due 

to close distances) and voltages. An example is presented in Figure 3-18. Here, a time lapse 

shows a separation region for 10 µm beads triggered by a light intensity gradient. The large 

beads approach this region and pass the virtual electrode as the result of a low DEP force 

which was not able to guide the beads further along the electrode. However, mutual 

dielectrophoresis led to the accumulation of smaller beads around the 10 µm beads when 

being guided along the virtual electrode. This becomes obvious in the following image 

sequences of Figure 3-18. Once the virtual electrode was passed, the accumulated beads 

separated again with all ending up in the same virtual channel. Therefore, the separation 

efficiency is significantly reduced. This means, while the smallest beads can be sorted into 

one virtual channel, they partially end up in the other channels as load on bigger beads.  
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Figure 3-18: Time-lapse showing image sequences of a sorting experiment where smaller beads are 
loaded on larger beads due to mutual DEP. Scale bar is 50 µm. Red arrows point towards smaller 
beads which were loaded onto larger beads. 

	  

3.3.4. Limitations of the current OET device 

The operation of the current OET device revealed several flaws associated with the electric 

field distribution in the liquid layer. The selective illumination to create a nonuniform electric 

field but also simply applying an AC signal to the device led to undesired particle 

interactions. These interactions occurred at the channel wall and in the bulk liquid between 

particles as the result of electrostatic interactions. 

The aSi layer is not a perfect insulator in the dark state. At high voltages (> 10 V) a 

substantial electric field is created in the liquid even without selective illuminations due to 

voltage leakage beyond the aSi layer. The presence of a particle in the liquid layer can alter 

the leakage electric field and produces complex field distributions around it. A simulation in 

Figure 3-19a shows the electric field magnitude around an insulating 6 µm polystyrene bead 

subjected to a uniform electric field when an AC signal of 20 V at 100 KHz is applied to the 

OET device without illumination. A characteristic distribution of high and low field regions can 

be identified which becomes clear when comparing the electric field line distribution in the 

liquid (Figure 3-19b). The presence of an insulating bead leads to the distortion of the field 

lines creating low field regions at the poles and high field regions at the side of the bead. 

This non-uniformity induces mutual dielectrophoretic movements of beads nearby. As shown 

in Figure 3-19c, the DEP force vector field is directed away from the sides of the bead but 

towards the bead poles. If beads are in close proximity the induced dipole in the beads 

combined with mutual DEP force leads to bead – bead interactions (dipole-dipole interaction) 

which can result in the formation of chains. This effect is also known as pearl chaining83 and 
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occurs when external uniform and non-uniform electric fields are applied. The latter one 

induced the bead aggregation in separation experiments described above.  

In general, those particle interactions (at short distances), which resemble chain-like 

structures, are common observations when particles are exposed to an externally applied 

field. The presence of the particle in the field alters the field’s spatial distribution. This 

creates new stable positions and configurations for interacting particles. The interaction of 

the particles is then dependent on their orientation and characterized by either attraction or 

repulsion forces. In acoustophoresis, it is the wave scattering on the particles surface that 

mediates particle interactions (see chapter 1.3.3). In dielectrophoresis, it is the altered 

electric field around the dielectric particle that causes attraction (pearl chaining) or repulsion 

phenomena. And in optical tweezing, it is the re-scattering of light by a particle that causes 

an interaction known as optical binding.215 

	  
Figure 3-19: Electric field distribution in the presence of a particle (bead). (a) Electric field magnitude 
around an insulating 6 µm polystyrene bead subjected to uniform electric field (20 V, 100 KHz, 5 
mS/m) when the aSi layer is not selectively illuminated (dark state). Colours in the scale bar and 
around the bead indicate electric field magnitude with blue being lower than red. (b) Corresponding 
representation of the electric field lines around the bead. For an insulating bead, the field bends 
around the particle. The bead is less polarisable than the surrounding medium. The results are lower 
field magnitudes at the poles of the bead compared to the sides. (c) The electric field distribution 
around the bead induces a DEP force on adjacent beads. This is called mutual DEP. The black 
arrows in the simulation represent the direction and magnitude of the DEP force imposed on an 
adjacent insulating bead. (d) The dipole within the bead induced by the electric field combined with 
mutual DEP leads to dipole-dipole-interactions between beads. This is also called pearl chaining 
because of beads lining up along the electric field lines. 
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The example in Figure 3-20 demonstrates the voltage leakage effect when an AC signal (20 

V, 100 KHz) was applied to the chip without any illumination in a relatively static fluid. The 

top image in Figure 3-20 shows 6 µm beads randomly distributed in the bulk of the liquid 

layer when no AC signal was applied to the OET device. However, once the AC signal was 

switched on a new bead arrangement was observed accompanied with a sudden change in 

the amount of visible beads as well as their vertical position (out of focus) as the beads were 

now sitting on top of each other in the vertical electric field. When the AC signal was 

switched off afterwards (bottom image in Figure 3-20), the amount of beads visible increased 

again and beads were arranged in line style patterns. These observations were associated 

with the pearl chaining effect described above. Beads arranged vertically in form of a stack 

parallel to the fields lines. When the field was turn off, gentle fluid flow induced the bead 

movement which appeared as line arrangements. The alignment into a stack is dependent 

on the horizontal position of the adjacent beads.216 At an angle of about 0° electrostatic 

repulsion takes place which can be expected based on the simulation in Figure 3-19a as 

result of the high field region on the lateral side of the bead. At higher angles of around 37°, 

as shown by Kang et al. for particles in a uniform field, electrostatic attraction takes place 

which promotes particle stacks.216 In general, this effect is pronounced at high bead 

concentrations (>106-107 beads/ml) as the average distance between beads decreases 

while the electrostatic interaction increases with small distances (several micrometers) to up 

to  10-11 N216 which is comparable to the DEP force induced upon illumination.  

The results of this work demonstrated for the first time that OET is capable of manipulating 

particles at relatively high velocities. This required high electric field magnitudes to increase 

the DEP force and was achieved by reducing the gap between the photoconductor and the 

ITO electrode. However, it has to be noted that such shallow microchannels (15 µm) are not 

ideal when handling very large particle concentrations (>107 beads/ml). The combination of 

field leakage effects which produce pearl chaining and a high number of particles can cause 

large particle aggregates. This may results in clogging of the microchannel and could cause 

disturbances of the fluid flow which may interrupt the manipulation process. Moreover, the 

large surface area is prone to particle-wall interactions by unspecific bindings. It may be 

necessary to change the surface chemistry (e.g. coating with “lubricant” such as 

poly(ethyleneglycol)217)  to reduce these interactions and avoid clogging effects. 
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Figure 3-20: Voltage leakage effect induces the creation of an electric field in the liquid layer. This 
resulted in bead-bead interaction also known as pearl chaining. Top image shows randomly 
distributed 6 µm beads in the OET device without illumination and electric signal applied. The middle 
image demonstrates the stacking effect induced by the leakage field (no illumination). The bead 
concentration visually decreases as the beads were parallel aligned to the electric field lines. This 
becomes evident when the electric signal was switched off again and fluid flow driven separation 
occurred which revealed a line style bead arrangement.  
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Moreover, the voltage leakage triggers a significant bead motion under continuous flow in 

the microchannel at the wall – fluid interface. As mentioned earlier, SU8 is an insulating 

material and hence alters the field distribution of the leakage field. The channel walls in the 

microfluidic chip were not vertical but rather curved (see Figure 3-2d) which resulted in 

intense field regions at the edge of the SU8-aSi/ITO interface. The consequences of these 

high field regions are shown Figure 3-21 and 3-22.  

	  
Figure 3-21: Influence of the leakage field (no illumination) on the bead distribution in the 
microchannel when a continuous flow was applied. (a)  Distribution of 6 µm beads across the 
microchannel in absence of an AC signal. Voltage drop across the aSi layer in the dark state for an 
applied AC signal of 100 KHz at 20 V resulted in the displacement of beads towards (b) the 
microchannel centre and (c) the microchannel wall. The focal plane in (c) was change to improve the 
bead observation at the wall (Scale bar: 50 µm). 

	  
Figure 3-22: The curved microchannel wall acts as a shield preventing nearby beads from being 
manipulated by light induced DEP. (a) Absence of the AC field where beads were distributed 
randomly. (b) AC signal of 20 V at 100 KHz was applied leading to sufficient guiding of 6 µm along the 
virtual electrode. However, beads close to the channel wall (c) escaped the influence of the light 
induced DEP force due to the shielding effect of the insulating SU8 which resulted in bead motion 
toward the channel wall. Here, the focus was slightly changed for enhanced bead visibility by bringing 
the light pattern out of focus. (Scale bar 50 µm, flow from bottom to top). 

In the absence of a leakage field (no AC signal applied, no illumination) beads were 

distributed across the channel (Figure 3-21a), however, once actuated with an AC signal 

(100 KHz, 20V, no illumination) bead motion and position was influenced by the leakage 

field. A region with beads being absent between the SU8/fluid interface and the bulk liquid 

was observed (Figure 3-21b). Also, an accumulation of beads at the channel wall could be 
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observed (Figure 3-21c). The insulating SU8 wall and the thin SU8 layer on the ITO and aSi 

electrodes as the result of the curved shape created a strong non-uniform leakage field 

region. Beads close to the wall were attracted to the SU8 because of a low field region, while 

beads further away from the wall (20 µm to 100 µm) were pushed towards the channel 

centre triggered by the high field region at the interface region. The projection of a virtual 

electrode to deflect beads from the wall was not helpful as seen in Figure 3-22. The curved 

SU8 wall acts as shield for nearby beads, which can escape the influence of the light 

induced DEP force. Moreover, the height of the beads within the microchannel changed due 

to the presence of the non-uniform field at the SU8-aSi/ITO interface. A DEP force acting 

towards lower field regions pushed beads in proximity to the wall either up or down towards 

the center region of the microchannel cross-section. In the Figures 3-21c and 3-22c the 

focus was changed from the photoconductor surface to the vertical channel center to show 

the height change of the beads along the channel wall. 

The voltage leakage problem can be addressed by increasing the thickness of the aSi layer 

to achieve a higher voltage drop in the dark state. This strategy was considered in the OET 

device development, however, as shown in Chapter 2, the layer stability was significantly 

altered with a higher (1.5 µm) thickness resulting in poor adhesion and cracking of the aSi 

layer during the channel fabrication steps, eventually. Moreover, a thicker aSi layer may 

require increased optical power because of a relative high absorption coefficient within a 1 

µm aSi which otherwise would not fully increase the photoconductivity throughout the layer. 

An increased conductivity of the liquid medium might be used as alternative to increase the 

voltage drop across the aSi layer and avoid a leakage field. However, the device 

characterisation above revealed a significant reduction in the device performance with an 

increased conductivity and hence would slow down the throughput making particle 

manipulation and sampling under continuous flow inefficient. 

The pearl chaining effect in the bulk liquid is difficult to suppress in the current device, 

however, the application of another force field may help to overcome particle-particle or 

particle-wall interactions. For instance, acoustic fields in form of standing pressure waves 

generated across the channel width can be used to push beads away from the channel wall 

due to the high pressure (see chapter 4). Moreover, a standing wave across the channel 

height may be used to align particle within a plane so that the relative particle orientation 

promotes electrostatic repulsion rather than attraction. 
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3.4. Conclusion 
A novel fabrication method was introduced to integrate OET into a microfluidic chip. SU8 

negative photoresist was sandwiched between two substrates by direct bonding of the top 

substrate to SU8 after spin coating. The advantages of this method are low bonding 

temperature, low stress induced by the bonding procedure, homogenous bonding area, 

stability to organic solvents for cleaning purposes and flexibility in creating microchannels of 

various heights. The bottleneck of the developed procedure and main disadvantage was the 

developing time which depends on microchannel dimensions and can take up to several 

days before a chip is fully fabricated and ready to use. 

The OET device characterisation showed that the device performance can be tuned by 

controlling a range of parameters including the voltage signal, the conductivity of the liquid 

medium, the electrode gap, the virtual electrode size and transparency. 

The flexibility of creating quickly virtual electrodes of arbitrary shape and intensity 

demonstrated useful microfluidic functions including particle focussing which can be 

combined with continuous subsequent particle separation steps. 

However, the developed OET chips also revealed technical flaws which need to be solved to 

optimise particle handling, especially particle sorting. In particular, mutual DEP (pearl 

chaining) and undesired bead-wall interactions were identified as the result of a leakage field 

in the absence of light but an applied AC signal. 
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4.   Acoustic tweezing using ultrasound 
standing waves 

	  

	  

In this part of the thesis a concept for ultrasound standing wave based particle manipulation 

is presented. A SAW device with a broadband frequency response (slanted electrodes) was 

utilized for acoustic actuations. The transducer signal was coupled into a microchannel chip 

(superstrate) placed on the piezoelectric substrate to create an ultrasound standing wave at 

the resonance frequency. For the fundamental frequency, the one-dimensional standing 

wave is analysed in terms of acoustic energy density and pressure amplitude for different 

driving voltages. The shallow microchannel promoted acoustic streaming which appears as 

inner and outer boundary vortex rolls. The streaming velocity for small beads has been 

analysed showing an increase with increasing voltage applied to the SAW transducer. The 

broadband capability has been used to identify different resonance frequencies for different 

superstrates with changing microchannel dimensions. This functionality was then applied to 

pattern cells in the microchannel. The patterning time for different frequencies was 

characterized. Moreover, using just a single transducer, we demonstrated the separation of 

blood cells and parasite using different acoustic forces. Last but not least, a superposition 

principle was introduced where standing waves of different resonance frequency, excited by 

two transducers, were used for tuneable pressure distribution in the channel as well as for 

suppression of acoustic streaming to improve sorting of small particles and parasites. 

Combining this with an OET device enables the combination of acoustic fields and electric 

fields in a microfluidic chip as demonstrated in the following chapters. 
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4.1. Introduction 
Microfluidics has brought forward several approaches for the manipulation of microscopic 

biological particles within microchannels. Different physical forces can be used, each having 

a particular set of advantages and limitations that make them suitable for different 

applications and different particles of interest, be they macromolecules or cells in 

suspension. Acoustic tweezing is particularly suited to the non-contact handling of 

microparticles within a microchannel116, 118, 123, 161, 173. This can be achieved by attracting 

particles to acoustic nodes of a standing wave set up within the channel51, 110 which provides 

3D control over the particles. As the pressure gradients extend throughout the channel the 

force acts on any particle within the channel and is governed by the particle’s acoustic 

contrast which is a function of its density and compressibility.218  

The first applications of ultrasound standing waves in microfluidic compartments were 

demonstrated in the early 1980s by Weiser and Apfel, who studied mechanical properties of 

microparticles.219 Since then, many concepts and strategies for microparticle trapping116, 117, 

134, 136, 163, 220, particle separation,120, 124, 171, 221, 222 mixing,189, 223 and transportation of particles 

and cells224 have been developed. Furthermore, approaches for bead based assays225, 

analysis of cellular activity226, the investigation of cell-cell interactions227 and separation of 

particles in biofluids125 promise interesting applications. 

BAW and SAW transducers are widely used for ultrasound based particle manipulations in 

microfluidics. For the latter one, it can be desirable to separate the acoustic transducer from 

the liquid/particles to be manipulated, so that the parts that come into contact with biological 

samples can be fabricated cost-effectively and easily disposed of. The concept of the 

‘superstrate’, onto which the sample is placed, is an example of such a system.228 Acoustic 

waves generated by a SAW device are coupled into different superstrates, while the SAW 

device itself, usually fabricated in expensive single crystal piezoelectric wafers (e.g. LiNbO3) 

is reused. The transmission of radio frequency radiation into a superstrate to move droplets 

has been reported first by Hodgson et al.(2009).228 Despite the fact that the longitudinal 

wave in the water layer is reflected between the interfaces of glass/water and lithium 

niobate/water228, 229, there is still sufficient transmission of acoustic power into the 

superstrate to form a Lamb wave. This strategy has been successful in enabling a wide 

range of droplet manipulations on disposable superstrates.144, 155, 156 However, SAW based 

droplet manipulation on superstrates can be considered to be open microfluidics and 

therefore can be prone to contaminations. 
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Further microfluidics functions for particle manipulation have been shown for SAW 

transducers which were based on standing surface acoustic waves.118, 143, 159, 161, 162 Pairs of 

SAW transducers have been applied to create counter propagating surface waves of the 

same frequency resulting in constructive interference (standing surface acoustic waves, 

SSAW). The forces that result from pressure changes in the liquid have been used for 

different applications such as concentrating, trapping, and the continuous sorting of cells and 

particles. Usually, these devices utilize polydimethylsiloxane (PDMS) based microchannel 

chips bonded to the piezoelectric substrate. This requires precise alignment of the channel 

width relative to the pressure nodal planes between two SAW electrodes and can be 

challenging when the dimension of the channel are reduced to tens of micrometers.152, 230 

PDMS is also associated with a high attenuation coefficient influencing the overall pressure 

amplitude of the acoustic field significantly.152, 231 Furthermore, the sample handling takes 

place on the piezoelectric material requiring cleaning, realigning and bonding after each 

usage or disposal of the expensive piezoelectric material. 

To circumvent these fabrication issues, either channels can be etched into the piezoelectric 

substrate232 or a complete decoupling of the particle manipulation from the piezoelectric 

surface into a superstrate with embedded microchannel can be performed while maintaining 

the benefits of a SAW transducer e.g. a compact planar device structure, broadband and 

high frequency response. Superstrates are used in this study and correspond to a typical 

transversal resonator design where the standing wave is the result of counter propagating 

waves reflected by the wall of a cavity. Uniquely it is shown that this approach requires just a 

single SAW device which couples the ultrasound signal into the superstrate. Here, a 

broadband slanted SAW transducer is used and we demonstrate the increased tolerance of 

misalignments between the microchannel and the acoustic field that this approach brings. 

This is a result of the microfluidic channel acting as a resonance cavity. The superstrate can 

be handled as a disposable glass/SU8/glass composite chip which combined with the 

simplified platform assembly allows quick and easy assembly of SAW devices for particle 

manipulations such as patterning and sorting. The outlined concept lays the foundation for 

combined use of electric fields and acoustic fields in a microfluidic chip, where the 

superstrate not only acts as acoustic resonator but also as DEP/OET device as shown later 

in this work (Chapter 5). 
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4.2. Materials and Methods 

4.2.1. Slanted SAW device 

A broadband interdigitated SAW transducer was used as ultrasound source to perform 

acoustophoretic particle manipulation. The fabrication process was shown in Chapter 2. The 

design of the transducer corresponded to a slanted electrode structure where the width of 

the electrode fingers changes along the aperture. The electrode width and pitch in relation to 

the piezoelectrical materials and its speed of sound define the frequency range.  

4.2.2. Superstrate with embedded microchannel - fabrication 

A detailed fabrication of the superstrate was described in Chapter 2. Briefly, a sandwich 

structure made of glass-photoresist-glass was used to create disposable composite 

microfluidic chips. The photoresist (SU8) acted as bonding agent to connect the glass 

substrates as well as the microchannel defining material. 

4.2.3. SAW device and superstrate 

The superstrate, shown in Figure 4-1a and 4-1b, contains a microchannel and was simply 

placed on the LiNbO3 wafer in front of the SAW transducer where it was fixed using metal 

clamps (Figure 4-1c). A fixed volume of deionised water (10 µl) was injected between 

superstrate and piezoelectric wafer to provide an acoustic coupling layer. The LiNbO3 wafer 

contained a pair of SAW transducer but was not diced into individual pieces. A good dicing 

result requires appropriate dicing tools which were not available. The wafers were very 

fragile and the use of a simple scribe can result in unwanted cracks which may influence the 

surface acoustic wave propagation. Moreover, the pair of SAW transducer was used 

simultaneously as shown in chapter 4.3.10.3. 

	  
Figure 4-1: Superstrate with embedded microchannel (b) SEM cross section of microchannel. (c) 
Superstrate placed in front of a slanted SAW device on a piezoelectric wafer.	   	  
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4.2.4. Acoustic energy densities and pressure amplitudes in the microchannel 

The acoustic energy density and the pressure amplitude are difficult to predict by simulation 

models due to a complex acoustic interaction of all the components in the system. However, 

recently, a method to measure the local pressure amplitude and acoustic energy densities 

has been introduced by Barnkorb et al..110 Based on this approach we characterised the 

coupling efficiency from the SAW transducer into the superstrate by calculating acoustic 

energy densities and pressure amplitudes for varying input powers. This method is based on 

tracking the transverse path of beads in the microchannel experiencing an PAR force. For a 

one-dimensional plane standing wave the force on a particle is given by equation 1.20 

(Chapter 1). In a static liquid of viscosity 𝜂, balancing the acoustophoretic force 𝐹!!"# and 

Stokes drag force 𝐹! (equation 1.1) leads to the differential equation,233 

𝑢 = !"
!"
=   !!

!!
𝑘!𝑎!𝐸!"𝑠𝑖𝑛(2𝑘!𝑦).      (4.1) 

 

The analytical expression for the transverse path of a particle undergoing acoustophoresis is 

then obtained by separating the variables 𝑦 and 𝑡,233  

𝑦 𝑡 = !
!!
𝑎𝑟𝑐𝑡𝑎𝑛 𝑡𝑎𝑛 𝑘!𝑦(0) 𝑒𝑥𝑝

!!
!!
(𝑘!𝑎)!𝐸!"𝑡 .    (4.2) 

The lateral movement of 3 µm beads were tracked, resulting in a curve of lateral position 

versus time. The theoretical description of the bead path was fitted to the tracked bead data 

points which then allowed the calculation of the acoustic energy density as 𝐸!" being the 

fitting parameter. The pressure amplitude 𝑝!" in the channel can then be calculated from 

equation 4.3. 

𝑝!" = 2 𝜌!𝑐!! 𝐸!"         (4.3) 

Software called Tracker was used to perform tracking experiments for extracting the lateral 

path towards the pressure node (Figure 4-2). First, video files were imported to the software, 

followed by defining the scale of the image as well as the coordinate system. The point mass 

function in the software was then used to initialize the auto tracking of a bead of interest. An 

evolution rate, target size and scoring values were also defined to compensate changes in 

amount of pixel and intensity. 
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Figure 4-2: Tracking of 3 µm particles over time using video analysis software Tracker. (a) 
Dimensions and coordinate system were calibrated and defined. Beads of interest were marked and 
the auto tracking function was applied to monitor the bead position once acoustic actuation was on. 
(b) Beads were pushed towards the pressure node. The paths of individual beads were marked and 
can be seen by the different colour coding. 

	  

4.2.5. Acoustic streaming induced bead movement in microchannel 

For particle sizes smaller than 2 µm acoustic streaming was observed. As a common effect 

in shallow channels, acoustic streaming is the result of viscous dissipation of acoustic 

energy near a solid boundary.114 In typical half-wave length resonators, the dissipation 

creates powerful vortices (Schlichting streaming) in the inner boundary layer which 

influences the fluid flow in the bulk producing outer-boundary layer streaming (Rayleigh 

streaming). Acoustic streaming results in a Stokes drag force on a spherical particle and can 

be expressed using equation 1.1. The velocities of 1 µm beads being moved by acoustic 

streaming were measured. As before the software Tracker was used to track the lateral 

movement in the vortices. In particular we measured the velocity of beads for a range of 

voltages applied to the SAW transducer. The extracted displacements in y direction were 

used to calculate the velocity and hence the force acting on the beads. The beads were 

injected into the chip and the streaming experiments were started after reaching a steady 

state in the channel without fluid flow. In Figure 4-3, a red track shows the lateral 

displacements of a 1 µm bead within a vortex flow generated upon ultrasound activation. 

The pressure nodal plane can be seen on the left hand side. It contained focussed 6 µm 

beads. 
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Figure 4-3: Tracking of 1 µm bead in vortex flow to determine streaming velocity for different applied 
voltages. Software Tracker was used to mark beads of interest and monitor position over time. The 
red path shows the circular motion of a 1 µm bead in the vortex flow. A coordinate system (violet) and 
image scale (blue line) were defined beforehand. The pressure nodal plane is shown on the left hand 
side of the image. It contains stationary 6 µm beads which were focussed upon ultrasound activation. 

	  

4.2.6. Model and simulations of pressure eigenmodes 

Finite element method (FEM) numerical modelling (COMSOL Multiphysics v3.5, pressure 

acoustic module, COMSOL, UK) has been used to gain insight into the acoustic resonance 

of a liquid filled cavity like the microchannel in the superstrate. COMSOL was used for 

determining the eigenfrequencies of the superstrate as solutions to the Helmholtz equation 

for acoustic pressure fields which support transverse modes of half a wavelength with a 

pressure nodal plane in the centre of the microchannel. The pressure field 𝑝 in a lossless 

medium is governed by the wave equation (equation 4.4) where 𝜌 and 𝑐 being the density of 

the material and the corresponding speed of sound.234 

!
!!!

!!!
!!!

+∇ ∙ −∇!
!

= 0      (4.4) 

 

In a special case such as a simple time-harmonic wave, the wave equation is linear and has 

time-dependent coefficients so that the resulting pressure field is expected to be oscillating 

at the same frequency as the imposed excitation frequency. Then, one can assume that that 

the pressure field has the form:234 

𝑝 = 𝑅𝑒(𝑝 𝑥 𝑒!"#).        

Using this assumption the time dependent wave equation transforms into the Helmholtz 

equation (equation 4.5) which is governed by the spatial dependency of the pressure field 

permitting the determination of the pressure distribution within a domain. COMSOL solves 

the Helmholtz equation in the frequency range of interest.234 

∇ ∙ −∇!
!

−!!!
!!!

= 0       (4.5) 
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The pressure acoustic model in COMSOL requires that the computational mesh in the 

domain must resolve the wavelength. It is suggested to use at least 5 mesh elements per 

wavelength. Then the pressure modes can be determined by the Helmholtz equation with 

appropriate boundary conditions. Here, different conditions including a soft wall (equation 

4.6), a hard wall (equation 4.7) and a lossy wall (equation 4.8) can be defined, with the latter 

one being approximated by using the specific impedance of the absorbing surface.234 

 

𝑝 = 0,         (4.6) 

 

(𝑛 ∙ −∇!
!

= 0       (4.7) 

 

(𝑛 ∙ −∇!
!

− !"#
!!
= 0       (4.8) 

 

 The specific impedance is given by: 

 

𝑍! = 𝜌𝑐
!!!!
!!!!

        (4.9) 

where 𝑅! is the reflection coefficient (equation 1.26). The lossy wall was used to describe 

absorbing and damping boundaries. SU8 photoresist was used as a microchannel wall 

material. However, the reflection coefficient considering a SU8/water interface was only 40.9 

% indicating significant attenuation at the channel wall. A hard wall boundary condition is 

usually applied when transmission of acoustic energy is low and incoming waves are mainly 

reflected which results in high pressure points but zero velocity at the interface. This kind of 

behaviour is often assumed in transversal resonator designs where materials like silicon are 

used to create microchannel features.110 The soft wall boundary conditions can be applied 

when an interface region is not able to sustain any pressure.235 Such interfaces can be an 

air-liquid boundary or a thin glass wall. Hammarström et al. modelled resonance modes of 

glass capillaries with thin walls (~ 200 µm) using a soft wall boundary.134 

First, a simple 2D model depicting the fluidic domain of the microchannel was used to find 

resonance modes of the superstrate (Figure 4-4). 
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Figure 4-4: Fluidic domain of the microchannel in the superstrate used for simple 2D model. 

	  
In this simple 2D model, the centre plane of the fluidic domain was considered only, 

neglecting a vertical resonance mode which is justified by the height of the cavity (35 µm) 

being ten times smaller than the wavelength ( ~ 360 µm for the observed frequency range). 

Further assumptions were made by considering the channel to be of rectangular shape with 

straight walls. The width and length of the channel used in the model was 173 µm and 15 

mm, respectively. The speed of sound and density used for the fluidic domain was 1450 m/s 

and 1000 kg/m3, respectively. The 2D model was then extended introducing a solid domain 

surrounding the fluidic domain to ascertain how this improvement on the original very 

simplified model will affect the frequencies of the modes produced (Figure 4-5). The 

properties of SU8,236 density (1200 kg/m3) and speed of sound (2880 m/s), were given to the 

solid domain representing the reflecting walls in the cavity of the superstrate. The outer 

superstrate interfaces were defined with boundary conditions (see above), with substrate 

dimensions of 15 mm (width) and 40 mm (length), while interior boundaries with the fluidic 

domain were given the continuity boundary conditions. The liquid domain position was 

centered relative to the solid domain. 

 
Figure 4-5: Extended 2D model containing solid domain (SU8) surrounding the fluidic domain. 

The simple eigenfrequency analysis does not consider energy loss by acoustic attenuation 

or diffractions at boundaries and hence ignoring the acoustic interaction with the 

surroundings e.g. the coupling from the transducer to the superstrate. A 3D model of the 

superstrate containing all materials and their respective dimensions can be envisaged but 
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requires more computational power than is easily available and unless the complex system 

of materials, boundary assumptions and geometries are carefully considered may not result 

in a more physically accurate model. For instance, more comprehensive models have been 

described by Dual and Schwarz237 where the wave equation was combined with elastic 

equations (strain fields, stress fields, displacement fields) to consider deformations of solid 

boundaries and their influence on the liquid domain. 

 

4.3. Results and Discussion 
 

4.3.1. Device concept 

A disposable composite superstrate (Figure 4-1a) with an embedded microchannel was 

used as the acoustic cavity for bead manipulation in a standing wave based on acoustic 

waves excited from a SAW device. This compares to conventional SAW based particle 

actuation in PDMS channels which require bonding and careful alignment relative to two 

SAW transducers. In a conventional SAW based manipulation platform (Figure 4-6a), the 

SAW travels along the piezoelectric substrate and enters the PDMS/LiNbO3 interface where 

it partially couples as a bulk acoustic wave (BAW) at a certain angle into the PDMS before it 

reaches the microchannel and generates a surface standing wave from interference with a 

counter-propagating acoustic wave.152 In the concept presented here, the SAW travels along 

the LiNbO3 substrate before it couples as a leaky Rayleigh wave into the fluid of the coupling 

layer (water) where it produces a longitudinal pressure wave (Figure 4-6b).229 The pressure 

wave is mainly reflected at the bottom glass substrate of the superstrate229, however, 

transmission of acoustic radiation as BAW into the glass itself takes place and radiates even 

further into a liquid above it. 228, 238  In several studies it has been shown that droplets placed 

on a superstrate can be actuated to achieve fluid streaming and directed movement.144, 155, 

156 In this study we make use of BAWs to create a standing waves in a microchannel 

embedded in a superstrate.  

First, the fundamental frequency of the superstrate was analysed where the resonance 

modes support half a wavelength across the width of the microchannel. In addition to FEM 

modelling, experimental analysis by broadband transducers which enable scanning along a 

frequency range can be performed. The fundamental frequency is then used to characterise 

the coupling of acoustic energy into the superstrate. Later it is demonstrated that even 

higher harmonic resonances can be achieved and that the presented concept is able to 

provide some useful microfluidic functions.   
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Figure 4-6: (a) Standing surface acoustic waves generated by a pair of identical SAW transducer 
exciting the same frequency. A PDMS channel is aligned and bonded with respect to the pressure 
landscape on the piezoelectric material. (b). Alternative concepts proposed in this study where a 
superstrate with embedded microchannel acts as transversal resonator. A single SAW transducer 
provides an ultrasound signal which is coupled into the superstrate creating standing waves upon 
resonance. 

	  

4.3.2. Modelling pressure eigenmodes in simplified microchannels 

In an ideal system, the resonance frequency which supports half a wavelength of a pressure 

wave across the width of the microchannel can be approximated by considering the width of 

the cavity and the speed of sound in the fluid. For instance in this case, the resonance 

frequency would be 4.191 MHz (1450 m/s, 173 µm). However, in practice numerical 

methods can be helpful to predict resonance modes in more than one dimension more 

accurately as shown previously in studies by Hagsater et al. and Barnkob et al..110, 239 

Therefore, to gain some qualitative insight in the resonance behaviour of a microchannel 2D 

models were implemented in the finite element analysis tool COMSOL Multiphysics. In 

particular, the Eigenmodes of a liquid filled cavity depicting the microchannel outline in the 

superstrate were analysed for different boundary conditions. A hard wall condition (equation 

4.7) was applied which describes a boundary with indefinitely high acoustic impedance, 

where a reflected pressure wave undergoes a phase change while the displacement or 

velocity remains zero. This condition is often used for silicon or glass based resonator 

structures although transmission coefficients of up to 25% indicate a lossy wall behaviour. 

The transmission at a pure SU8 microchannel wall is expected to be higher with 

approximately 60% (calculated with equation 1.26), however, the superstrate is a composite 

structure and so deviations to this are likely. A soft wall condition was applied for 

comparison. The reflected wave undergoes no phase change because of the boundary 
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being assumed to be free and not able to sustain the pressure. The velocity is maximum at 

that point while the pressure is zero. The resonance behaviour of a thin-walled glass 

capillary attached to a BAW transducer has been modelled using a soft wall conditions.134 

Here, pressure nodal planes were located at the side walls of the capillary and in the bulk 

liquid while high pressure regions were confined to the bottom and top side. When the 

boundary is neither hard nor soft then part of the pressure wave is transmitted across the 

boundary which results in a reduced amplitude of the reflected wave. This case is likely to be 

the case for the superstrate and therefore a lossy wall condition with a specific impedance of 

8.24 MPa s/m (calculated with equation 1.25) for the SU8 boundary was introduced. 

In Figure 4-7, eigenmodes of the pressure field in the liquid domain for different boundary 

conditions are shown. For the hard and lossy wall boundary conditions several transverse 

modes supporting half a wavelength across the channel width were identified (Figure 4-7a 

and 4-7c). For instance at 4.192 MHz and 4.193 MHz maximum and minimum pressure 

regions were located along the channel wall, although the pressure distribution was not 

homogenous along the straight channel segment and the magnitude of the pressure can be 

assumed to be lower for the lossy wall. The pressure was close to zero in the straight 

channel entrance and exit regions and at 4.193 MHz in the centre of the microchannel. The 

existence of multiple modes has been observed earlier and the characteristic pressure 

distribution was experimentally verified and described as pinching region with acoustic 

forces being more confined at these points in a resonator structure.239, 240 In fact the number 

of these regions increases with increasing frequency of solutions to the Helmholtz equation. 

The close to zero pressure zone towards the end of the straight channel section may be 

associated with the channel design. The geometry of the channel can confine acoustic 

resonance to certain symmetrical regions without leaking into adjacent geometrically 

differing regions.240 In comparison, the soft wall condition resulted in resonance modes of 

half a wavelength with low and high pressure regions located in the liquid domain and zero 

pressure along the channel wall (Figure 4-7b). At 4.193 MHz a low and high pressure region 

spans along the straight channel with a single zero pressure zone in the center and across 

the channel width. The pinching region is now perpendicular to the channel length and the 

number increases with increasing frequency as shown for 4.208 MHz. Considering a 

pressure driven flow applied to the inlet, a particle with a positive acoustic contrast would 

move along the channel length in the case for a hard and lossy wall. The soft wall case 

would move particles along the channel wall parallel to the fluid flow and orthogonal to it at 

the pinching region. This may trap particles against the fluid flow when the PAR force 

overcomes the drag force.  
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Figure 4-7: Eigenmodes of the pressure field in a simple liquid filled microchannel (green: zero, blue: 
negative, red: positive) as solutions to the Helmholtz equation with different boundary conditions 
where (a) depicts hard wall, (b) soft wall and (c) a lossy wall. 

The model was modified to take some of the material properties of the channel walls in the 

superstrate into account. In this case the layer of SU8 was included. Usually, glass or silicon 

is used in transversal resonator designs while polymers are avoided due to acoustic losses 

and poor reflection properties which result from the increased elasticity and compressibility 

of polymers. The result of the eigenfrequency analysis for different boundary conditions is 

shown in the Figures 4-8 to 4-10. For hard and lossy wall conditions several eigenmodes 

supporting the half a wavelength criterion were found. However a significant shift to lower 

resonance frequencies compared to the first model was found. A decrease by slightly more 

than 100 KHz to 4.086 MHz and 4.088 MHz was found for a hard wall boundary, while the 

decrease for a lossy wall was by around 300 KHz to 3.902 MHz and 3.909 MHz. In both 

cases, the solid SU8 domain was characterised by sections of homogenous pressure 

distributions parallel to the straight channel of the liquid domain. When considering the top 

and bottom half of the SU8 layer, the existing pressure field resembles pressure waves with 

a phase difference of 180°. The interface between the solid and liquid domain confined high 
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and low pressure regions resulting in tight and loose pinching regions along the straight 

channel outline. A difference in the magnitude of the pressure can be expected for both the 

hard and lossy wall, however the resonance frequencies also differ. 

	  
Figure 4-8: Eigenmodes of the pressure field in an extended 2D model including the SU8 as material 
surrounding the liquid filled microchannel. Eigenmodes are presented for hard wall (green: zero, blue: 
negative, red: positive). 

	  

	  
Figure 4-9: Eigenmodes of the pressure field in an extended 2D model including SU8 layer modelled 
as soft boundary. 
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Figure 4-10: Eigenmodes of the pressure field in an extended 2D model including SU8 layer modelled 
as lossy boundary. 

 

The soft wall case showed no support of half a wavelength across the channel width in the 

first model. The low and high pressure regions were found to be inside the liquid domain. 

Similar eigenmodes were also found for the extended model. An example at 3.556 MHz is 

shown in Figure 4-9. However, eigenmodes which support the half a wavelength criterion do 

also exist for a soft wall case as shown in Figure 4-9 at a frequency of 3.994 MHz. The outer 

boundaries of the SU8 layer parallel to the straight channel section were of zero pressure, 

but the top and bottom half showed a phase difference which combined with the symmetric 

arrangement of the microchannel resulted in confined low and high pressure regions along 

the straight channel sections.   

These results indicate 2D effects and were considered with care due to missing levels of 

complexity in terms of the composite superstrate structure, channel cross-section 

geometries (see Figure 4-1b) and channel position within the superstrate (symmetry – 

antisymmetry). Nonetheless, even these simple simulations show that resonances differ 

significantly from idealized models when introducing materials other than glass or silicon into 

resonator structures. 
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4.3.3. SAW transducer design  

An ultrasound source with a certain range of excitable frequencies can be helpful to 

investigate resonance modes of resonator structures. The frequency can be tuned by 

scanning through an available range until a resonance point is observed where a strong 

movement of particles towards minimal or maximal pressure points takes place.  

In this study a SAW device based on slanted interdigitated finger electrodes was used 

(Figure 4-11a). The slanted device design was chosen to enable a broad frequency 

response in the lower Megahertz range. Alternatively, a chirped SAW transducer (Figure 1-

15b) can also be used to achieve a broadband SAW excitation. This type of transducer is 

preferred when the position and the width of the aperture of the SAW beam should be 

constant for the range of frequencies. However, the device developed here creates narrow 

SAW beams at different positions along the aperture. The device consisted of 18 pairs of 

electrodes over an aperture of 2 cm deposited on a lithium niobate wafer. The frequency 

spectrum was measured using a network analyzer. The theoretical frequency band was 

within 3.5 MHz to 5.5 MHz considering the width and pitch of the electrodes. The spectrum 

analysis showed a fundamental frequency response between 3.7 MHz and 5.5 MHz (Figure 

4-11b). However, SAW devices are well known for not operating only at fundamental but 

also harmonic frequencies. The slanted IDT showed harmonic responses of frequencies up 

to 21 MHz as seen in Figure 4-11b. The lowest, highest and the centre frequencies of the 

fundamental spectrum were visualized using an infrared camera. The piezoelectric substrate 

was coated with a water based jelly in front of the SAW device. The coupling of the SAW into 

the gel was associated with an increased attenuation of acoustic energy in form of heat 

which enhanced the imaging. The electrical signal was generated by a function generator 

and then increased by an amplifier before being fed into the SAW device. In Figure 4-11c the 

position of these frequencies along the aperture is shown. The narrow SAW beam travels 

along the substrate before radiating acoustic energy into the jelly which identifies the position 

of the excited frequency along the aperture of the SAW device. In Figure 4-11c the lowest 

fundamental frequency of the device was 3.7 MHz which produced a SAW beam on the 

outer right aperture side of the transducer. The centre frequency was determined to be 4.55 

MHz and the lowest frequency was 5.5 MHz. The width of the of SAW beams were in the 

range of 2 mm to 3 mm according to infra red image analysis. 
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Figure 4-11: (a) SAW device with slanted interdigitated transducer design on LiNbO3. (b) Broadbrand 
frequency response of SAW device. (c) Infrared images of transducer when actuated in the frequency 
bands with lowest frequency of 3.70MHz, centre frequency of 4.55MHz and highest fundamental 
frequency of 5.50MHz. 

It has to be noted that the SAW device is not operating in a pure surface acoustic wave 

mode. The low frequency range (higher wavelength) creates radiation into the substrate in 

the form of bulk acoustic waves. The propagation of a mixture of bulk and surface acoustic 

waves is associated with radiation losses and leads to non-uniform amplitude profiles for 

different frequencies.241 There are two kinds of losses due to BAW radiation.242 One is 

associated with the propagation loss of the travelling SAW. This is also known as leaky SAW 

which continuously transmits energy as BAW into the substrate. The second one originates 

from the interdigitated electrodes which excite the leaky SAW and includes surface 

skimming BAW, which propagate close to the surface, and deep BAW radiated into the 

substrate. These BAWs decrease the excitation efficiency of the SAW. 

The measured reflection coefficient (S11-paramter) indicated that the power delivery over 

the frequency range was not homogenous (Figure 4-11b). Therefore, the coupling of 

acoustic energy into the superstrate can be expected to be dependent on the frequency. 

This arises due to impedance mismatches between the source (signal generator, 50 Ohm), 

the transmission line (coaxial cable) and the load (SAW transducer). The coupling from the 

signal generator to the SAW transducer may be improved by impedance matching circuits 

but that requires individual frequency specific designs and may be considered as an 

optimisation step in the future. 

There are different strategies mentioned in the literature to suppress the attenuation of SAW 

(e.g. certain crystal cuts).243-245 However, a major reason for the mixture of bulk and surface 

acoustic waves in this work was due to the thickness of the piezoelectric wafer. The lower 

MHz frequencies range and corresponding acoustic wave length were in the order of 1 mm 

while the wafer was just 0.5 mm thick, producing travelling BAW in the substrate. It is 
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recommended to increase the thickness of the wafer to several times of the applied 

wavelength to improve SAW excitation152 or alternatively make use of a higher frequency 

range. Instead of 0.5 mm, a 3 mm thick wafer might be used to suppress bulk responses and 

benefit from a less leaky SAW with enhanced power transmission. Unfortunately, thick 

wafers would be expensive and hence were not available during the course of this study but 

nonetheless, the following experimental results show that the developed transducer can be 

used for acoustophoretic particle manipulation. 

	  

4.3.4. Acoustic actuation of the superstrate using a SAW transducer 

The actuation of fluids on top of a superstrate using SAW devices has been shown in 

several studies which focused mainly on droplet actuation including mixing, merging or 

nebulisation.144, 155, 156 In this study a superstrate with integrated microchannel was utilized to 

enable particle and cell acoustophoresis. 

The combination of a broadband transducer and a superstrate with embedded microchannel 

has some advantages compared to systems based on BAWs and systems based on SAWs 

in conjunction with PDMS microchannels. BAW transducers work in a narrow frequency 

range, often only at a single frequency defined by the thickness of the piezoelectric 

substrate. The arrangement of BAW devices has often a very bulky character (e.g. 

Manneberg et.al.224) and they are not environmentally friendly due to highly toxic contents 

such as lead oxide.246 It is surprising that PZT (lead zirconate titanate) based devices are still 

widely applied for transversal microfluidic resonators. Alternatively, SAW based 

acoustophoretic systems can be used but require the bonding of PDMS microchannels to 

the piezoelectric material.53 As discussed earlier, this requires precise alignment and 

bonding relative to the pressure landscape on the surface.159 It also necessitates cleaning 

after each sampling step to avoid contaminations and hence requires the removal of the 

PDMS chip followed by another cumbersome bonding step. However, the SAW approach 

provides a more planar arrangement compared to BAW transducers and enables easier 

fabrication of broadband devices using non hazardous materials.  

Besides the established systems, one can think of a superstrate placed in front of a SAW 

device on the piezoelectric substrate, as shown in Figure 4-12a. This has the benefit of 

decoupling the sample handling from the piezoelectric wafer. By doing this, the superstrate 

can potentially be used as a disposable unit or it can incorporate more features such as 

additional force fields (e.g. electric field induced forces). 
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In Figure 4-12a, a superstrate with an embedded microchannel of 173 ± 5 µm in width and a 

length of 1.5 cm was actuated at its fundamental resonance frequency. A standing wave was 

formed with a pressure nodal plane in the centre of the microchannel indicating a half a 

wavelength resonance. The resonance frequency was found by injecting a bead solution into 

the chip at a flow rate of 2 µl/min followed by adjusting the frequency along the aperture of 

the SAW transducer until an alignment of beads in the pressure node was observed. A 

strong focusing effect was found at a frequency of 4.138 MHz. A thermal image, shown in 

Figure 4-12b, revealed the position of this particular frequency within the aperture of the 

SAW device. In Figure 4-12a, the numbering indicates the different actuation regions shown 

in the insets. The first image depicts the area where the acoustic energy enters the 

microchannel sufficiently to impose an acoustic force to push approaching particles towards 

the pressure node. Further downstream, a stable particle alignment well centered in the 

channel was generated.  

	  
Figure 4-12: (a) Superstrate with microchannel placed on piezoelectric wafer. The marking on the 
superstrate correspond to the microscopic pictures (1,2) when the SAW transducer was actuated at 
the resonance frequency. The first image (1) shows the start of the acoustophoretic movement of 3 
µm polystyrene beads towards the pressure node. Image 2 shows a stable stream of focussed beads 
further down the microchannel. Scale bar 100 µm. (b) Infrared image of the SAW device when the 
resonance frequency of 4.138 MHz at 15 V was applied. (c) Image stack obtained from confocal 
microscopy showing the channel cross-section and the one-dimensional character of the standing 
wave. 

The pressure field distribution inside the channel was analysed using a confocal microscope 

to get insight in to the nature of the wave. Individual images at different focal planes along 

the channel height (~ 35 µm) were taken and assembled to a stack. These measurements 

were carried out under continuous flow and the result is shown in Figure 4-12c. The 

fluorescence labelled beads accumulated in the center plane revealing a one dimensional 

plane standing pressure wave. Therefore, the axial primary acoustic radiation force was 

dominating over a possible influence of the lateral acoustic force (equation 1.23). Previously, 
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it has been shown that a significant lateral force component was creating a three 

dimensional focusing effect with potential applications in flow cytometer.146 

The above example showed a single resonance but in fact several frequencies were 

identified which resulted in strong transverse modes. This is in agreement with the simple 

eigenfrequency analysis which suggested multiple modes. However, the identified 

resonance frequencies differ from this simple model but reflect the frequency shift indicated 

in the extended model where the SU8 layer was taken into account. In Figure 4-13(a-c) bead 

focusing in a static fluid for 4.179 MHZ, 4.138 MHz and 4.096 MHz is shown (the lowest, 

fundamental frequency mode at 4.096 MHz was very close to that predicted by the extended 

simulation at 4.086 MHz). 

 
Figure 4-13: Experimentally observed resonance frequencies with strong transverse mode leading to 
alignment of beads in the pressure nodal plane. Images taken (a) 3 s and (b-c) 2 s after activating the 
SAW transducer (10 V) at the particular frequency shown. (d) Acoustic actuation at 4.138 MHz and 10 
V under continuous flow (Scale bar: 1 mm). (e) Coupling of the initial incident narrow (~ 2 mm to 3 
mm) SAW beam caused a wider acoustic manipulation region ( ~ 6 mm) along the channel length. 

As already indicated by simulation in the form of tight and loose pinching regions, the 

pressure distribution inside the channel was non-uniform resulting in regions where beads 

were less tightly focussed. The variation in the focussing strength of beads along the 

channel is a common result typically seen only in a static fluid in acoustophoretic devices112, 

224, 240 and to some extent related to the complex 3D interaction of the whole chip structure 

with the microchannel resonance. However, these irregularities were less evident when 
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applying a fluidic flow through the channel. The laminar flow kept the beads in the streamline 

once positioned in the pressure node by the PAR force (Figure 4-13d).  

The structural interaction in the form of surface deformations was visualised to some extent 

by laser Doppler vibrometry measurements. Figure 4-14 shows the displacement induced by 

the excited SAW at 4.138 MHz (Figure 4-14a) on the LiNbO3 substrate (Figure 4-14b) as well 

as the resulting deformation (of the bottom slide of the superstrate) across the width and the 

length of the microchannel in the superstrate (Figure 4-14c). The excited SAW travelled 

along the piezoelectric substrate as a narrow beam with relative homogenous surface 

displacement amplitudes in the range of hundreds of picometers and corresponding 

wavelength of 845 µm (close to the theoretical wavelength of 843 µm considering a speed of 

sound of 3488 m/s in y-direction on LiNbO3). When the SAW was coupled to the superstrate, 

the laser of the vibrometer was focussed onto the bottom substrate to scan across the width 

and along the channel length. The displacement amplitudes were found to be located along 

the channel wall with zero displacements in the channel center. However, these surface 

deformations were not homogenous which compared well with the simulations of the 

pressure distribution inside the microchannel although the structural interactions were not 

considered in the model. The spatial correlation between pressure and displacements 

amplitudes has been shown in simulations by Dual and Schwarz.237 The study demonstrated 

that the resonance mode was influenced by all components of a system and that the 

standing pressure field in the liquid of a transversal resonator couples to structural 

deformations in the surrounding solid which can be described by stress, strain and 

displacements fields. 
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Figure 4-14: Visualisation of the surface displacements induced by a SAW on the LiNbO3 substrate 
and the bottom glass slide of the superstrate within the microchannel region after coupling of the 
SAW. (a) SAW excitation at the resonance frequency of the superstrate visualised by thermal 
imaging. (b) Displacement on the surface of the LiNbO3 along the SAW beam (Scale bar: 2 mm) and 
corresponding graph which shows the surface displacement amplitudes along the center of the SAW 
beam. (c) Surface displacement on the bottom substrate of the superstrate within the microchannel 
region (Scale bar: 1 mm). The color plots in (b) and (c) represent maximum (red), minimum (blue) and 
zero (green) displacements. 

Furthermore, when slanted SAW transducers have previously been used to pattern particles, 

the manipulation region was limited by the aperture of the SAW beam for a particular 

frequency which varied in position along the width of the device.162 In comparison, the 

refraction of the narrow SAW beam into the coupling layer and subsequent refraction into the 

bottom slide of the superstrate led to the spreading of the acoustic field further along the 

channel length. For instance the aperture of the excited frequency of 4.138 MHz is 2 mm to 

3 mm according to infrared images and vibrometer measurements but once coupled, a 

manipulation region spanning around 6 mm of the channel length was identified (Figure 4-

14e).  

Overall, the predicted resonance modes differed from the experimentally observed 

frequencies by up to 200 KHz. The deviation between these frequencies can be associated 

with the material used for creating the microchannel, a not perfectly symmetrical 

microchannel position, coupling effects and the non-ideal shape of the microchannel cross-

section. In previous studies it was shown that vertical side walls in ideal rectangular 
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microchannels improve predictions for resonance frequencies110 and when using semi-rigid 

elastic boundaries with rounded shapes or even hard boundaries without vertical borders, 

the determination of resonances is complex and require more comprehensive models to 

achieve appropriate simulations.120, 153 Alternatively, resonance points can be investigated 

simply by the use of broadband transducers. Here, the benefit of exciting a range of 

frequencies is of advantage when using different channel geometries or materials. The 

slanted transducer design used may be applied to a range of superstrates made of polymers 

or polymer-glass substrates. 

	  

4.3.5. Characterisation of acoustic energy density and pressure amplitude 

The acoustic energy coupled from the transducer into the fluid is hard to predict for 

acoustophoresis based systems.218 Modelling the pressure distribution in the microfluidic 

cavity alone is not sufficient due to a complex interplay between the transducer, the 

resonator structure (superstrate) and any other layers connected to them which can cause 

damping of the acoustic energy.247 Moreover, the focussing experiments above have shown 

that the pressure distribution was not homogeneous evident by loose and tight pinching 

regions. Therefore, a method recently introduced by Barnkob et al.110, was used to 

characterize the acoustic energy density coupled into the superstrate when actuated at a 

resonance frequency. A frequency of 4.138 MHz was chosen based on the good and 

relative homogenous focussing results obtained earlier. As described in the experimental 

section, the bead’s path, while experiencing the PAR force, was monitored over time and 

then fitted against the analytical expression (equation 4.2) with the acoustic energy density 

and wavelength as fitting parameters. In Figure 4-15a, an example of the lateral 

displacement of a 3 µm diameter bead is shown and compared with the fitted theoretical 

path. Curve fitting was performed using the least square method. From Figure 4-15a, it can 

be seen that the monitored path of the bead has the expected shape and values for the 

acoustic energy density can be extracted. The given example had an energy density of 203 

J/m3. The fitted wavelength was 344 µm, where half of this wavelength was close to the 

width of the microchannel (173 µm). The velocity and the corresponding acoustic force 

experienced by the bead are shown in Figure 4-15b. In that example, a transducer voltage of 

15 V was applied, a maximum bead velocity of 635 µm/s and a force of 18 pN were 

determined. 
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Figure 4-15: (a) Lateral displacement of 3 µm bead when SAW device was actuated with 15V at 
4.138MHz (b) Calculated velocity and force based on lateral displacement of 3 µm bead using 15V at 
4.138 MHz. 

The acoustic energy densities were determined for a range of voltages from 5 V to 40 V. In 

Figure 4-16a the change in the acoustic energy density with increasing voltage is shown. 

Energy densities increased with an increase in the voltage applied to the transducer. The 

energy densities were in the range of 12 J/m3 to 1143 J/m3. The corresponding pressure 

amplitudes (equation 4.3) were in the range of 0.3 MPa to 3.1 MPa. The pressure amplitude 

was proportional to the applied transducer voltage and the acoustic energy density scaled 

with the square of the pressure according to equation 4.3. The maximum axial component of 

the PAR force was in the range of 1 pN to 97 pN for 3 µm beads and the given set of 

voltages. The relatively large error bars may be explained by spatially varying pressure fields 

and increased structural interaction pronounced at higher pressure amplitudes which can 

interact with the microchannel resonance. 

	  
Figure 4-16: (a) Acoustic energy density determined from 3 µm bead tracking experiments using a set 
of voltages at 4.138 MHz. (b) Corresponding pressure amplitude. 
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In general, the acoustic force scales with the volume of spherical particles. This was 

monitored in additional experiments by investigating the lateral displacement of different 

bead sizes. In Figure 4-17a a frame sequence is shown were 3 µm, 6 µm, and 8 µm beads 

were focused using a voltage of 10 V at 4.138 MHz. A difference in the focusing time of 

these beads could be observed (Figure 4-17b). Hence the PAR force differed significantly 

(Figure 4-17c), despite the larger viscous force, larger beads were focused more quickly. 

The acoustic forces on 3 µm, 6 µm and 8 µm were 5 pN, 17 pN and 41 pN, respectively 

when 10 V at 4.138MHZ were applied to the transducer.  

The individual size based bead displacement can be used to fractionate a heterogenous 

sample. A good example for an acoustic separation platform has been shown by Petersson 

et al..123 A mixture of 3 µm, 7 µm and 10 µm bead were fractionated into different outlets with 

separation efficiencies between 76 % and 96 %. However, a major problem which restricts 

further improvement in the separation efficiency is based on the initial position of beads 

before the PAR force induces movement towards the pressure node. Beads entering the 

channel are normally distributed in a certain volume resulting in different travelling distances 

towards the channel center. A pre-focusing step of beads when entering the microchannel 

can be a useful improvement. Later in the study a concept is proposed which enabled an 

acoustic pre-alignment of beads prior to separation triggered by the size dependent PAR 

force. 

	  
Figure 4-17: (a) Focusing of differently sized beads towards the pressure node using 10 V at 4.138 
MHz. Scale bar is 25 µm. (b) Lateral displacements of various beads using 10 V at 4.138 MHz and (c) 
corresponding PAR force. 
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4.3.6. Acoustic streaming 

In general, acoustic streaming is the flow produced by a force which is the result of a 

gradient in the time-averaged acoustic momentum-flux in the fluid.248 The viscous dissipation 

of acoustic energy into the boundary layer in the liquid along a solid boundary induces 

steady boundary layer vortices (inner boundary layer streaming). These again generate 

streaming vortices within the bulk of the fluid which is known as outer boundary layer 

streaming. It is especially  pronounced in shallow microchannels and can be suppressed 

using high aspect ratio channels.115 For small particles, the drag which is induced due to 

acoustic streaming, can dominate over the PAR force. In our experiments, the influence of 

acoustic streaming was noticed when using bead sizes smaller than 2 µm. In Figure 4-18 a 

microchannel filled with 3 µm and 1 µm beads is shown. When a standing wave is created in 

the microchannel, 3 µm beads moved towards the pressure node but 1 µm stayed in the 

bulk of the fluid next to the nodal plane (Figure 4-18b). The motion of 1 µm was visualised in 

Figure 4-18c by frame overlays which resulted in streamlines of individual beads. 

	  
Figure 4-18: Acoustic streaming in microchannel (a) Channel filled with suspension of 1 µm and 3 µm 
beads. (b) Acoustic actuation leading to alignment of 3 µm bead in pressure node while 1 µm beads 
stay mainly in bulk vortex flow. (c) Frame overlay producing streamlines to visualize 1 µm bead 
movement in vortex flow. Scale bar 50 µm. Frequency 4.138 MHz. 

The velocity of 1 µm diameter beads subjected to the bulk streaming flow was quantified by 

video analysis and tracking of the bead movement (see above). Figure 4-19a shows the 

displacement of a bead close to the bottom of a bulk streaming roll for an applied voltage of 

40 V at 4.138 MHz. The curve shape represents the view when observing the elliptical bead 

motion from the top instead of the cross-section of the channel. The result is a sine-wave 

shaped curve where the peaks reflect the upward or downward motion within the vortex 

while the displacement in-between describes the lateral motion along one half of the 

microchannel width. Figure 4-19b shows the resulting velocity distribution considering the 

lateral displacement over time. The peak depicts the maximum velocity of approximately 

1100 µm/s. 
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Figure 4-19: Example of the motion of 1 µm diameter beads in vortex flow. (a) Lateral displacement of 
bead over time in vortex flow when 40 V were applied (4.138 MHz) and (b) corresponding maximum 
bead velocity.  

In a bulk vortex flow the fluid velocity decreases towards its centre which has been shown in 

simulations by Muller et al. where acoustic streaming was analysed in transversal resonator 

structures.115  Beads occupying positions closer to the vortex centre experience lower drag 

forces and move shorter lateral distances. In Figure 4-20a the lateral displacements of 

beads and the related velocities are shown when the chip was actuated with 40 V at 4.138 

MHz. The velocity declined with decreasing lateral displacement corresponding to different 

streaming layers within the bulk vortex. When 40 V was applied the average velocity range 

was between 92 µm/s and 885 µm/s. The maximum velocity was observed when the lateral 

bead movement took up almost half of the width of the microchannel or a quarter of the 

wavelength. This corresponds to a bead position close to the top or bottom of the substrate. 

The velocity of beads undergoing this kind of large displacement was determined for 

different applied voltages. From Figure 4-20b, it can be seen that the streaming velocity for 1 

µm beads was controlled in the range of 28 µm/s to 885 µm/s when voltages of 5V to 40V 

were applied to the chip. This corresponded to drag forces of 0.2 pN to 8.3 pN. Acoustic 

streaming is usually an unwanted effect as it impedes the separation of particles. However, 

later in this chapter it is shown that acoustic streaming can be beneficial to separate different 

cell types.  
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Figure 4-20: (a) Velocity of 1 µm beads depending on displacement in vortex flow (40V, 4.138 MHz). 
(b) Velocity of 1 µm bead for different voltages. Largest bead displacements were considered for 
velocity measurement (4.138 MHz). 

 

4.3.7. Temperature change induced by coupling losses 

The experiments above show that acoustic forces can be controlled by varying the applied 

voltage on the SAW transducer. The coupling process worked sufficiently well, however, as 

well as reflection and transmission of acoustic waves, energy absorption (losses) by all 

materials in the system takes place. The deformation (compression and rarefaction) of the 

material when an acoustic wave propagates through the bulk consumes energy in form of 

heat. The increase of the temperature alters the resonance point of a system as the speed of 

sound in a given material depends on its temperature. Therefore, heat generation should be 

considered in long-term acoustophoretic experiments and resonance frequencies may be 

adjusted accordingly to maintain the pressure amplitudes in the microchannel. The 

temperature increase might also affect the work with biological material such as cells or 

cellular components. At high temperature over 40°C biochemical processes inside of cells 

slow down and it may risk the cell viability.  

The temperature increase after coupling of the SAW was measured with an infrared camera. 

However, the camera measured surface temperatures and could not be applied to measure 

the temperature inside the water filled microchannel of the superstrate. Therefore, the 

temperature readings were taken from a glass slide (to resemble the bottom part of the 

superstrate) placed on the piezoelectric wafer instead of the whole superstrate. The SAW 

was coupled into the glass slide via a water coupling layer which was reapplied every 5 

minutes and the highest temperature values on the slide for a range of transducer voltages 

over a period of 30 minutes was monitored. The measurement results are shown in Figure 4-

21 for voltages of 10 V to 40 V. A slight increase of the temperature over time was found for 
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all voltages. At 10 V and 20 V an increase during the 30 min period from 24.8° to 26.2° and 

25.5° to 27.6° was observed. A more significant increase was found for 30 V and 40 V, 

where the temperature changed from 25.2° to 31.8° and 25.8° to 35.5°, respectively. 

However, the temperature was not homogenously distributed across the whole glass slide. 

As mentioned, the reading just reflected the highest temperature points which were locally 

confined to the area where the approaching SAW couples into the glass slide. Nonetheless, 

for long-term acoustophoresis experiments, these results indicate that a resonance 

frequency adjustment may be necessary to account for the temperature change. On the 

other hand the temperature change should not affect the viability of biological samples. In 

practice when a continuous flow is applied to the microchannel a heat dissipation may take 

place due to heat absorption by the liquid combined with continuous fluid exchange. 

Alternatively, one might use thermal paste between a heat sink and the piezoelectric wafer 

to improve temperature conduction away from the system or introduce active cooling 

elements located close to the system. 

	  
Figure 4-21: Temperature increase on top of the bottom glass substrate after coupling of the SAW 
(4.138 MHz) with different voltages applied to the transducer. Measurements were taken with an 
infrared camera. 

4.3.8. Superstrate position  

SAW devices for acoustophoretic particle manipulation have been used in combination with 

PDMS or glass channels bonded to the piezoelectric substrate.118, 153, 162, 230 This required 

very good control of the alignment of the channel relative to the SAW electrodes and the 

position of the pressure node on the surface of the piezoelectric substrate. In comparison, 

the approach presented here benefits from a reduced complexity of the assembly process. A 

precise alignment parallel to the surface acoustic wave front was not necessary. In fact, the 

superstrate could be missaligned relative to SAW electrodes by an angles up to 30° without 
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affecting the creation of a standing wave in the microchannel (Figure 4-22 a). It indicates that 

the coupling point of the SAW into the superstrate can be arbitary chosen as long as the 

applied frequency matches the microchannel resonance. An position independent acoustic 

coupling into transversal resonator design was also found when using BAW transducer.50   

Furthermore, no change in the coupling was observed when actuating the superstrate at a 

distance of 1 cm away from the IDT. The average acoustic energy was around 46 J/m3 in 

both cases which corresponded to a pressure amplitude of 0.63 MPa. This suggested that 

the propagation loss of the travelling SAW in form of BAW was negligible and that the 

magnitude of the coupled acoustic energy was dominated by coupling losses (heat, 

reflections) into the superstrate.  

Overall, these features can be especially useful when lateral channel dimensions get in the 

range of tens of micrometers where aligning or positioning of PDMS devices gets 

cumbersome or when there is a need to reduce user related mishandling.   

	  

Figure 4-22: Reduced complexity in system assembly. (a) Superstrate can be misaligned by up to 30° 
without affecting the formation of the standing wave (Scale bar: 100 µm). (b) Comparison of acoustic 
energy density of superstrate close to SAW device and at a distance of 1 cm (10 V at 4.138 MHz). 

	  

4.3.9. Tuneable pressure distribution 

The slanted transducer design was suitable for finding the resonance point of the 

superstrate. The excited frequency was adjusted until a stable single pressure node in the 

center of the channel was achieved. This also means that a variation in the cavity width can 

be easily compensated for by a change in frequency. The SAW transducer worked for 

different fundamental frequencies defined by the electrode width and spacing which change 

along the aperture. However, beyond these frequencies the harmonic response of the 
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slanted electrodes offered additional frequency ranges (Figure 4-11b). This was used, 

besides a single pressure nodal plane, to obtain a tuneable pressure distribution by creating 

multinode arrangements based on higher harmonic responses of the superstrate (Figure 4-

23a to Figure 4-23c).  

	  
Figure 4-23: Multi pressure node arrangements in the microchannel using 3 µm beads. The frequency 
of SAW device was tuned to several resonance points of the superstrate, where (a) 4.138 MHz, (b) 8 
MHz, (c) 12.514 MHz (10 V, Scale bar 50 µm), led to varying standing wave pattern confined to the 
straight channel section (d-f, scale bar 250 µm, static fluid). 

The frequencies to realise 2 and 3 pressure nodes were found at 8 MHz and 12.514 MHz 

which corresponds to wavelengths of 188 µm and 119 µm. Measuring the node distances, 

values for the wavelength were found to be 181 µm and 116 µm which were close to the 

expected values. As mentioned before, a spreading of the acoustic wave coupled to the 

superstrate can be observed which limits the localized application of the PAR force. 

However, confinement can be achieved when using certain microchannel dimensions. A 

non-uniform channel with width differences changes the resonance frequency and localized 

acoustic fields can be obtained using special chip designs.240 The Figures 4-23d to Figures 

4-23f show the confinement of the standing wave in the straight channel section for several 

resonance frequencies.  

Moreover, different channel widths were tested to investigate the ability to tune the 

frequency towards the resonance point of a given superstrate. In Figure 4-24 channel widths 

of 280 µm and 350 µm were used and resonance frequencies yielding 2 and 4 pressure 

nodes were identified simply by scanning through the available frequency range of the SAW 

device. The 280 µm width channel responded at frequencies of 4.878 MHz and 9.807 MHz 

with multi pressure node arrangements which corresponded to theoretical wavelengths of 

297 µm and 148 µm. The measured distances of the pressure nodes were 298 µm and 147 

µm. The 350 µm channel showed a strong response at 3.791 MHz and 8.301 MHz which 

related to wavelengths of 391 µm and 177 µm. The measured wavelengths were 383 µm 
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and 175 µm. The fundamental frequencies of these superstrates were not applied due to a 

low frequency restriction. A wavelength of 560 µm and 760 µm would have been necessary 

which compares to frequencies of 2.589 MHz and 1.907 MHz.  

	  
Figure 4-24: Adjustment of the SAW transducer frequency to match the resonance of different 
channel widths. For 280 µm channel width, the frequencies for (a) 2 and (b) 4 pressure nodal planes 
were found to be 4.878 MHz and 9.807 MHz, respectively (Scale bar: 100 µm). For a 350 µm channel 
width the frequency for (c) 2 and (d) 4 pressure nodes were 3.791 MHz and 8.301 MHz (Scale bar 
100 µm). 

	  

4.3.10. Acoustic tweezing for dynamic particle manipulation 

4.3.10.1. Cell patterning 

The tuneable pressure landscape shown above can be used for the formation of cell 

patterns within enclosed microfluidic compartments. The control of the cell’s position is of 

great interest in the area of cell biology and tissue engineering. Cell behaviour is influenced 

by the surroundings where factors like surface properties (chemically or mechanically 

structured) or adjacent cells (cell to cell signalling) create a microenvironment that stimulates 

processes including proliferation249 or differentiation.250,251 Although, there are cell patterning 

methods such as direct cell micro contact printing252, optical laser guided micropatterning253 

or surface mediated patterning induced by stamping techniques254, the approach here may 

offer a less complex and more cost effective way for dynamic cell patterning. 

Fast cell patterning in a straight microfluidic channel was demonstrated for a range of 

resonance frequencies. Red blood cells (RBCs) were used to create linear cell bands of 

varying distances as shown in Figure 4-25. Four different resonance frequencies were 

applied under static flow conditions and the resulting node distances were determined. For 

the fundamental frequency the wall to node distance was 86±2 µm. At higher harmonic 

actuation the distances between cell bands, the node to node pitches were varied depending 
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on the frequency from 89 µm (8 MHz, Figure 4-25b) over 57 µm (12.514 MHz, Figure 4-25c) 

to 36 µm (20.504 MHz, Figure 4-25d). 

	  
Figure 4-25: Patterning of red blood cells using a single SAW device with wide frequency range. (a) 
4.138 MHz, (b) 8 MHz, (c) 12.514 MHz, (d) 20.504 MHz. The transducer was actuated with 10 V. The 
patterning was performed without fluid flow (Scale bar: 50 µm). 

 

The time needed to focus cells into bands was dependent on the voltage and frequency 

applied to the transducer. In Figure 4-26 the time to create a stable cell alignment is plotted 

against the voltage for each frequency. The increase in the voltage from 5V to 20V 

decreased the patterning time from seconds and hundreds of milliseconds to less than a 

hundred milliseconds. One would expect shorter times for higher frequencies as the result of 

shorter travelling times, however, it has to be noted that the amplitude of the SAW excited by 

the transducer was not equal for the set of frequencies used, although the same voltages 

were applied. As described above, frequency dependent impedance mismatch between the 

signal generator and the SAW device alter the coupling efficiency. 

The exposure to high pressure amplitudes might harm mammalian cells. It has been shown 

that the cell membrane itself can act as mechanical oscillator and that cavitation can take 

place with the result of sonoporation of the cell membrane.255 However, several studies have 

shown that the exposure time needs to be in the range of several seconds for pressure 

amplitudes larger than 0.1 MPa to create poration. 256-258 In the experiments here, the 

exposure time to high pressure fluctuation was shorter than 1 s before the cells moved to 

low pressure regions. Moreover, lysis due to ultrasound standing waves has not been 

reported yet and studies investigating cell viability after exposure to pressure waves 

(pressure amplitudes of 1.23 MPa) suggested no impact on survival or functions of different 

cell types.126 
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Figure 4-26: Red blood cell patterning time versus applied voltage for different resonance 
frequencies. 

The frequency excited by a single SAW transducer can be easily switched to a different 

resonance point of the superstrate. The fact that harmonic frequencies were positioned at 

the same point along the aperture gave an additional ability to demonstrate dynamic cell 

patterning. In particular, a shift in the resonance frequency can be applied to induce merging 

(fusion) of cell bands aligned in individual pressure nodes. For instance, in Figure 5-27 red 

blood cells were first aligned into two pressure nodes. This was followed by applying the 

fundamental frequency and the fusion of these cell subgroups into a single pressure node 

within 1s after the frequency change. In Figure 5-28, the same was performed with higher 

harmonic responses. Here, 5 pressure nodes were first created and subsequently merged 

into two pressure nodes once the second harmonic frequency was applied. 

	  
Figure 4-27: Fusion of patterned cells by switching between resonance frequencies. (a) RBCs in 
microchannel before acoustic actuation. (b) 8 MHz were applied to create 2 pressure nodes. (c-g) 
Switch to 4.138 MHz to merge cell pattern into single pressure node. No fluid flow (Scale bar: 50 µm).  
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Figure 4-28: Fusion of patterned cells by switching between resonance frequencies. (a) RBCs in 
microchannel before acoustic actuation. (b) 20.514 MHz were applied to create 5 pressure nodes. (c-
g) Switch to 8 MHz to merge cell pattern into two pressure nodes. No fluid flow (Scale bar: 50 µm). 

These experiments simply demonstrated the capability of the system in terms of flexible 

standing wave patterns. Instead of using suspension cells such as blood cells, one could use 

adhesion cells in the future. Then the force fields in the superstrate can be used to first 

pattern the cell sample followed by holding the sample until adhesion to the surface is 

achieved. This of course requires the control of the temperature generated by the acoustic 

field to maintain viability of the cell sample. Subsequently, the superstrate could be perfused 

with cell culture medium to study proliferation or differentiation within a given 

microenvironment.  

4.3.10.2. Separation of parasite from blood cells 

In experiments with different bead sizes (Figure 4-17b) the scaling of the acoustic force has 

been demonstrated. However, beads of 1 µm in diameter followed vortex flows induced by 

acoustic streaming while larger beads moved towards the pressure minimum in the nodal 

plane due to a dominating PAR force. Although an unwanted effect sometimes in separation 

experiments of small particles, it can be used to achieve a displacement and fractionation of 

two previously homogenously distributed particles kinds (e.g. 3 µm and 1 µm beads). 

Acoustic streaming is not only predominating for small spherical particle. A shape difference 

between particles can lead to a similar effect and was applied to separate bi-concave disc 

like RBCs from an elongated cone shaped parasite, called trypanosome. 

Trypanosomes are unicellular flagellates with a length of 20-30 µm and a diameter of 2-3 

µm. Due to a single flagellum that coils around them the parasite is able to move about with 

a corkscrew motion.  Different species of trypanosomes are responsible for various 

conditions in bovines but also in humans with both African sleeping sickness, prevalent in 

sub Saharan Africa, and Chaga’s disease, prevalent in South America, both being caused by 

forms of trypanosomes. The parasite is transmitted by different species of the tsetse fly with 

lethal outcome for human beings when left untreated. The parasite is a serious threat to 

more than 60 million259 people living in these areas but also potentially for people further 
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north when warmer climates promote spreading of the tsetse fly.260 The diagnosis of the 

disease requires first the detection of the parasite. However, the extremely low abundance of 

trypanosomes in blood samples (100 – 10,000 cells/ml)261 or lymph fluid makes it extremely 

difficult to diagnosis the disease early. The most common diagnostic technique depends on 

sample analysis (e.g. blood smear) under a microscope which relies strongly on the training 

and expertise of the analyst.262 Therefore, it is of great importance to develop enhanced 

techniques which enable the enrichment of the parasite for improved diagnosis of these 

diseases. 

The acoustophoretic manipulation of trypanosomes during initial experiments revealed a 

oscillating motion of the parasite within a standing acoustic wave. In comparison, the 

biconcave RBCs moved towards a pressure node and stayed there. Hence, when a mixture 

of RBCs and trypanosomes were put into the channel a change in the total cell distribution 

was observed. For the RBCs the PAR force dominated and they travelled to the pressure 

node in the center of the channel. In contrast, trypanosomes were subjected to a dominating 

drag force induced by acoustic streaming that resulted in a spreading but also confining of 

the parasite along the halves of the microchannel (Figure 4-29a and Figure 4-29b). 

	  
Figure 4-29: Displacement of RBCs and trypanosomes induced by acoustic forces. (a) RBCs and 
trypanosomes were randomly distributed in the microchannel channel (no acoustic actuation). (b) 
Channel is acoustically excited (30 V) producing a standing pressure wave with single pressure node. 
Blood cells were pushed toward the pressure node by primary acoustic radiation force. 
Trypanosomes experienced a drag force induced by acoustic streaming (Scale bar: 50 µm). 

It has to be noted that the parasite is motile and could have actively moved out of the 

pressure node. However, control experiments with heat inactivated non-motile parasites 

(heat shock, 2 x for 10 s at 95°) led to the same result which indicates that a size/shape 

difference of the parasite compared to the biconcave RBCs was responsible for this 

phenomenon. 
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The findings can be used as a strategy to design a microfluidic chip that enables continuous 

separation of the parasite from a blood sample. This is of considerable interest for disease 

diagnosis; as low levels of parasitemia can mean that only one parasite among billions of 

RBCs exist. Hence a combination of streaming and PAR forces while a pressure driven flow 

injects a blood sample into a microfluidic device can be applied to induce a displacement 

between these cell types which then may be utilized to guide them into different channel 

outlets. 

In Figure 4-30, a schematic of a microchannel superstrate with two inlets and outlets and the 

SAW device is shown. This setup was used to separate trypanosomes from blood cells by 

utilizing the difference in the acoustic forces. The two inlet channels were used to inject the 

sample and a buffer with slightly different flow rates. Buffer sample was injected with a flow 

rate of 0.4 µl/min and the sample with 0.2 µl/min resulting in an initial hydrodynamic focusing 

of the sample along the channel wall closest to the SAW transducer at the inlet junction 

(Figure 4-30i). Without acoustic actuation the sample left the channel at outlet 1 (Figure 4-

30ii, off). When acoustically actuated the hydrodynamically focused sample was switched to 

the laminar stream of the buffer due to the presence of a pressure node in the channel 

centre. The change in the position caused the sample to leave the channel via outlet 2 

(lower hydrodynamic resistance, Figure 4-30ii, on). The switching time, from outlet 1 to 2 

was approximately 300ms for an applied voltage of 40 V. 

The need for the initial sample focusing close to the channel wall becomes clear when 

looking at Figure 4-30iii. Here, blood cells and trypanosomes are shown when the channel 

was acoustically excited. Blood cells were aligned in the pressure node while trypanosomes 

were mainly confined to one side of the channel in the acoustic streaming rolls. This kind of 

displacement between these cell types was then used to achieve a fractionation at the outlet 

junction. 
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Figure 4-30: Setup for separation of trypanosomes from a blood sample based on acoustic streaming 
induced displacement. (i) Sample was hydrodynamically focussed to achieve initial sample flow along 
the channel wall. (ii) Without acoustic actuation, the sample was leaving via outlet 1. Acoustic 
actuation switched the sample into the laminar stream of the buffer which resulted in the sample 
leaving via outlet 2. Switching time was about 300 ms for 4.138MHz and 40V. (iii) Trypanosomes and 
red blood cell displacement under flow in straight channel section. Flow rates are 0.2 µl/min and 0.4 
µl/min for sample and buffer inlet, respectively.   

The situation at the outlet junction can be seen in Figure 4-31. The RBCs from the centre of 

the channel exit through outlet 2 (with a few trypanosomes), whilst the majority of 

trypanosomes exit through outlet 1. This kind of continuous enrichment process where the 

large background noise in terms of a high amount of red blood cells was reduced can be 

used to aid an easier detection of the parasite. 

While this approach is very promising, some issues related to the flow rate need to be 

optimised to improve the setup. The volume throughput was relatively low owing to the 

utilisation of acoustic streaming. The pressure applied to the syringe pump had to be 

reduced so that vortex rolls can be set up in the channel and time for displacement between 

the parasite and blood was given. To overcome this limitation, a blood sample can be spread 

over several individual devices or a superstrate with several channels can be designed. This 

is also in favour with problems arising from blood settling in the tubing. A parallel approach 

would be able to compensate changes in concentrations due to settling of the sample over 

time. The low flow rate also caused problems with collecting sample at the outlets. The 
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hydrodynamic pressure was too low to generate an appropriate volume without 

concentration change in a short time scale (<5min). This made quantification of the 

separation efficiency unreliable and only the qualitative result can be presented here.  

	  
Figure 4-31: (a) Separation of the parasite from a blood sample at the microfluidic junction (Scale bar: 
100 µm). (b) Close up of junction showing separation of both cell types into different outlets. Arrows 
show positions of trypanosomes (Scale bar: 50 µm). Flow rates are 0.2 µl/min and 0.4 µl/min for 
sample and buffer inlet, respectively. 

An alternative configuration is shown in Figure 4-32. A simple straight channel configuration 

was used to show a separation effect induced by red blood cell retention against the flow. 

The non-uniform nature of the standing wave with increasing amplitude was utilized. Instead 

of a pure one-dimensional wave, at high amplitudes (>50 V) hot-spot regions in the channel 

were observed where trapping of cells occurred. This indicates a more complex pressure 

distribution in the channel with two-dimensional character. For instance, in chapter 1 the 

lateral component (equation 1.23) of the primary acoustic radiation force was introduced. 

The force becomes significant with large lateral velocity gradients and can be used to hold 

particles at stable positions within the pressure nodal plane.111 

Here, the effect of axial and lateral primary acoustic radiation force combined with secondary 

forces induced the aggregation of red blood cells. Smaller particles or in this case the 

parasite experienced the drag force induced by the applied flow as well as due to acoustic 

streaming. In Figure 4-32b, focusing of blood and parasite sample at a lower voltage (30 V) 

is shown. This simply led to focusing of blood cells and displacement of parasites by 

acoustic streaming along the channel while flowing towards the outlet. An increase in 
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amplitude to 60 V produced a trapping site of blood cells (Figure 4-32c). Over time, the cell 

clump size increased, while trypanosomes subjected to the drag forces mainly passed the 

trapping point which led to separation of these two cell types. It has to be noted that due to 

interparticle forces some trypanosomes were trapped in the blood cell clump. However, in 

general the drag force was high enough to overcome this attraction when passing the 

trapping site. 

	  

Figure 4-32: Separation of parasite from blood sample in straight channel using the PAR force to trap 
blood cells while trypanosomes subjected to acoustic streaming flow along the channel. (a) Schematic 
of the setup containing superstrate, SAW device and actuation area. (b) Sample acoustically focused 
by applying 30 V at 4.138 MHz. (c) Increased voltage (60 V) created a hot spot where blood cells 
aggregated and were trapped against the flow while trypanosomes followed fluid flow along the 
channel as well as the flow pattern of the vortex rolls. (d-g) Zoom into the trapping site which shows 
increasing blood cell aggregation over time. The trypanosomes pass the blood cell aggregate and get 
separated. Flow direction from bottom to top. Flow rate 0.4 µl/min. Scale bar: 50 µm 

 

This approach simplified the separation setup significantly. The straight channel required 

only one pressure driven flow connection. A restriction in throughput again, rested on the 

acoustic streaming effect which required lower flow rates to be influential on the 

displacement between the cell types. Furthermore, an advantage would be a widening of the 

channel width or the application of parallel channels. This helps to improve sample 

throughput and sample spreading without blocking the microchannel.  

The high voltage applied raises the temperature and can cause death to the parasite. When 

simple visual detection only is required the approach is still useful. However, when the 

species needs to be identified, a subsequent culturing step of the trypanosomes is 

necessary and in this case active cooling (e.g. by peltier elements) might be used to keep 

the temperature stable over time. 
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4.3.10.3. Dual resonance frequency excitation using a transducer pair  

The application of just a single SAW transducer was one of the advantages of the 

superstrate concept. It was also shown that the pressure distribution can be varied by 

switching to a different higher harmonic resonance of the superstrate to create multi 

pressure nodal planes at the same position in the microchannel. Instead of a rapid switching 

between these states, one can think of a smooth transition from one to the other where the 

pressure node positions can be controlled across the width of the channel. This can be 

achieved by introducing a second SAW transducer to induce a superposition of two standing 

waves. For instance, this can include a superposition of the fundamental frequency and the 

first harmonic frequency where the pressure distribution in the channel is then modulated by 

a change in the amplitude of one of the applied frequencies. The concept can be visualised 

by the interference of two plane pressure waves of a different frequency and amplitude 

(Equation 4.10). In Figure 4-33 the resulting constructive interference of a fundamental and 

1st harmonic frequency is shown where the graph limits depict one half of a microchannel 

with channel wall (left) and centre (right). The resulting pressure distribution as the sum of 

the fundamental and 1st harmonic pressures is plotted against one half of the microchannel 

for an increasing pressure amplitude of the fundamental frequency (Figure 4-33 a –d). It can 

be seen that the pressure nodal plane of the interference moves towards the centre of the 

microchannel with increasing amplitude of the fundamental frequency. 

	  	  	  	  	  	  	  	  	  	  	  𝑝 =   𝑝!"! sin 𝜔!𝑡 − 𝑘!𝑦 + 𝑝!"! sin 𝜔!𝑡 − 𝑘!𝑦 	  	   	   	   	   	   	  
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Figure 4-33: Interference of pressure waves (fundamental and 1st harmonic) and modulation of 
pressure node position by pressure amplitude control of the fundamental frequency. (a-d) The 
amplitude of the 1st harmonic is constant while the pressure amplitude of the fundamental frequency 
increases until a pressure node in the channel centre is formed. 

In Figure 4-34a a schematic is shown to clarify the principle of superposition of standing 

waves with two SAW transducers. A superstrate with straight microchannel was placed 

between two identical SAW electrodes. One electrode was excited with the 1st harmonic 

frequency leading to two pressure nodal planes located close to the channel walls. The 

second SAW device was fed with the fundamental frequency to create a single pressure 

node in the centre of the microchannel. First, the 1st harmonic frequency was dominating and 

aligned beads along two nodes (Figure 4-34 b). A fixed amplitude of 20 V for the 1st 

harmonic was applied while the second SAW device was actuated at the fundamental 

frequency with an amplitude of 1 V. Under these conditions the influence of the fundamental 

frequency was negligible. However, a slight increase in the amplitude applied to the 2nd SAW 

device shifted the two pressure nodal planes further away from the channel walls (Figure 4-

34c). Subsequently, a continuous increase of the amplitude as shown in Figure 4-34d to 

Figure 4-34e, resulted in particle translation towards the centre of the microchannel. At that 

point, the fundamental frequency dominated over the 1st harmonic. In Figure 4-35, the lateral 

displacement as a function of the applied voltage is shown with a voltage range of 1 to 25 V.  
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Figure 4-34: (a) Schematic showing the principle of superposition of two standing waves. In this case 
the fundamental frequency f0 was superimposed to the 1st harmonic. (b-e) Image sequence is shown 
starting with 1st harmonic frequency (8 MHz, 20 V where 2 pressure nodes were created and then the 
pressure distribution was altered by superimposing the fundamental frequency (4.138 MHz, 1 V – 25 
V) which led to merging of the separated bead (3 µm)  streams. Flow rate applied was 2 µl/min (Scale 
bar: 100 µm). 

 
Figure 4-35: Lateral displacement of bead streams aligned in two pressure nodes when 1st harmonic 
(8 MHz, 20V) was applied and the fundamental frequency (4.138 MHz) was superimposed. Voltage 
range corresponds to fundamental frequency. The displacement at 3 different positions along the 
stream is plotted. 

Interestingly, a local low amplitude spot in the pressure distribution along a channel section 

caused a denting effect (Figure 4-36). Such loose pinching regions were shown for the 

fundamental frequency in Figure 4-13. However, at this particular position the superimposed 

fundamental frequency dominated over the 1st harmonic in this region, leading to a short 

merging effect of two bead streams before a dividing took place again. The amplitude was in 

the range of 1 V to 8 V for the fundamental frequency. 
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Figure 4-36: Superposition of fundamental frequency (8 MHz, 20 V) and 1st harmonic (4.138 MHz, 8 
V) around a loose pinching region where the pressure amplitude for the 1st harmonic is low. This led 
to a localised denting effect when the fundamental frequency was superimposed (Scale bar 100 µm). 

 

4.3.10.4. Sorting using the principle of superposition 

The acoustophoretic movement of particles towards points of minimal or maximal pressure 

changes has been used for the separation of particles in heterogeneous mixtures.53, 263 

While a difference in the sign of the acoustic contrast factor between two kinds of particles is 

of advantage for the separation, as the translation is towards pressure antinodes and nodes, 

most separation problems involve particles with the same sign in the contrast factor but 

different magnitudes of forces arising from acoustic actuation. For instance, a mixture of 

different sized polymer beads (> 2µm) with positive acoustic contrast experience a PAR 

force which scales with the radius of the particles. Peterson et al.123 used this principle to 

achieve a good fractionation of 4 different bead sizes and many more studies utilized the 

difference in the travelling time towards a pressure node for particle separation.118, 140, 171, 173, 

264 In all of these studies, the sample was hydrodynamically focused prior to the acoustic 

actuation to trigger the separation. The initial focusing step is an essential part for this 

process. The particles in the mixture should have the same starting position before being 

acoustically stimulated otherwise the difference in the force and therefore the travelling time 

may not lead to an optimal separation process (compare with Figure 4-17b). The use of 

several laminar streams with different flow rates is the most common approach to create this 

kind of prepositioning. However, the focussing result is often not tight but rather like a 

particle band as in several studies mentioned above. A solution to this issue can be the 

aforementioned principle of standing wave superposition.  
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In Figure 4-37a a schematic of a separation setup is shown were the formation of two 

standing waves was used to create a sample preposition followed by separation within a 

microchannel. In particular, a superstrate with two inlets, one for buffer and one for the 

sample was fabricated to inject a particle suspension (3 µm and 6 µm beads) which was first 

hydrodynamically focused by a buffer stream (Figure 4-37ai). Two SAW devices were 

applied, one for the generation of the fundamental resonance and one for the 2nd harmonic 

of the superstrate. The latter one induced three pressure nodal planes in the microchannel 

and caused a tight alignment of the injected beads along the channel wall. In Figure 4-37aii 

the transition from the hydrodynamically pre-focussed sample to acoustic focussing is 

shown. Compared to Figure 4-37ai, it is clear that acoustic pre-focussing resulted in a tighter 

particle alignment and therefore better prepositioning for a subsequent separation process.   

The feasibility of this concept was demonstrated by separating 3 µm and 6 µm beads. With 

just a single SAW device excited at the 2nd harmonic, the particle mix exited the chip via the 

outer outlets (Figure 4-37aiii). For both bead sizes, the PAR force dominated over the 

acoustic streaming induced drag force. As shown in Figure 4-37aii, the sample was pre-

focussed using the 2nd harmonic frequency (12.514 MHz, 20 V) and then the fundamental 

frequency (4.138 MHz, 8 V) was activated and its amplitude was tuned (increased) to 

initialize the separation process. In Figure 4-37b, the lateral displacement of 6 µm beads 

towards the centre node is shown while the smaller 3 µm beads remained in the outer 

pressure node created by the 2nd harmonic. Further down the microchannel at the outlet 

junction, 6 µm beads exit the chip via the centre outlet while 3 µm bead left via the outer 

outlets (Figure 4-37c).  

An optimization of the system and goal for future work could involve the removal of the initial 

hydrodynamic focussing step. Instead of using several inlet channels, one single channel in 

conjunction with a multi transducer system could be applied. In particular, an injected particle 

sample can be first focussed using the 1st harmonic frequency which would result in two 

pressure nodal planes. This is then followed by the activation of the 2nd harmonic and 

fundamental frequency with two additional SAW transducers further down the channel to 

trigger the separation. 
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Figure 4-37: Superposition fundamental f0 and f2nd harmonic frequency for particle pre-focussing and 
sorting. (a) Schematic of SAW electrodes with superstrate in-between, as well as microchannel 
images at 3 positions along the channel, with (i) showing the inlet junction where a bead sample was 
hydrodynamically focussed using the center buffer inlet. (ii) Shows the transition from 
hydrodynamically to stronger acoustically focussed bead streams using a frequency of 12.514 MHz 
(20 V). (iii) Outlet junction and exit of bead streams via outer outlets. (b) Superstrate was actuated 
with two resonance frequencies to achieve superposition of standing waves (4.138 MHz, 8 V; 12.514 
MHz, 20 V). Image shows separation of previously focussed 6 µm and 3 µm beads. The fundamental 
frequency was tuned to an amplitude which enabled the translation of 6 µm beads towards the centre 
pressure node. The red circle marks several 6 µm beads moving towards the centre node. (c) Image 
shows the situation at the outlet junction after superimposing to standing waves for bead separation. 6 
µm beads exit via the centre outlet while 3 µm beads, still being focussed exit via the outer channel 
outlets. The applied flow rate was 3 µl/min and 1 µl/min for the buffer inlet and the sample inlet, 
respectively (Scale bars: 100 µm). 
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During experiments with higher resonance frequencies a suppression of the acoustically 

induced streaming effect on smaller particles was observed. The bulk streaming rolls which 

typically arose when the chip was activated at the fundamental frequency were significantly 

reduced when the 2nd harmonic was applied to the chip. This was partially explained by the 

fact the PAR force scales with the frequency while the size of the inner boundary streaming 

rolls which drive the bulk fluid reduce hence pronouncing the influence of the primary 

acoustic radiation force on small particles. 

In combination with the superposition principle, this feature was used to separate small 

particles from larger ones. As mentioned above, particles smaller then < 2 µm undergo 

motions induced by vortex flows in the bulk of the fluid while larger ones move to the 

pressure nodes. This led to a fractionation between these two particle sizes and can be used 

for continuous separation. However, further improvement of the separation efficiency is 

complicated; as the streaming rolls occupy the bulk fluid next to the pressure nodes which 

means the position of the small particles cannot be controlled accurately. At an outlet 

junction, such as in Figure 4-37c, small particles close to the pressure nodes are likely to exit 

via the same outlet as larger particles due to inefficient displacement. To circumvent this 

particular issue a concept such as that shown in Figure 4-38a may be used. Again, the 

superposition of two standing waves (f0 and f2nd) was utilized to separate 1 µm and 3 µm 

beads. For the fundamental frequency, 3 µm beads accumulated in the pressure node, while 

1 µm beads were subjected to the vortex and occupied the bulk next to the pressure nodal 

plane (Figure 4-38b, middle). However, when the 2nd harmonic frequency was applied, the 

pitch between the pressure nodes showed only a minor vortex induced displacement of 1 

µm beads (Figure 4-38b, middle). When both frequencies were applied to create the 

superposition effect, the bulk streaming was still reduced (Figure 4-38b, bottom) and 3 µm 

particles accumulated in the centre node while 1 µm particles were found in all of the 3 

pressure nodes. For the case shown in Figure 4-38b (bottom), the 2nd harmonic was applied 

first, followed by the fundamental frequency. The amplitude of the latter one was increased 

until the bigger beads moved towards the centre node, while 1 µm beads stayed in the outer 

pressure nodes. 
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Figure 4-38. Superposition of fundamental f0 and 2nd harmonic resonance frequency f2nd  to suppress 
acoustic streaming induce particle displacement. (a) Schematic of SAW transducers showing 
approximated position of wave propagation into the superstrate. (b) Situation in microchannel filled 
with 1 µm and 3 µm diameter beads when the fundamental frequency f0 (4.138MHz, 20 V), 2nd 
harmonic f2nd (12.514MHz, 30 V) and both f0 and f2nd were applied to the transducer (Scale bar: 50 µm, 
static fluid). 

The concept was then applied for continuous separation. A bead mixture of 0.89 ·107 

beads/ml and 0.17 ·107 beads/ml of 1 µm and 3 µm beads, respectively, was used which 

gave an initial ratio of 83.9 % and 16.1 %. In Figure 4-39a and b, images of the 

microchannel outlet junction are shown. Figure 4-39a shows the state when the 2nd harmonic 

(12.514 MHz, 20V) only was applied, the bead mixture exits via the outer channels. 

However, the superposition of the fundamental frequency (4.138 MHz, 10V) caused the 

lateral movement of 3 µm beads towards the centre node and the exit of these beads via the 

center channel while the smaller 1 µm beads remained close to the pressure nodes along 

the channel wall (Figure 4-39b). Here, the applied amplitude was tuned by visual feedback 

until the separation could be seen clearly. To quantify the separation, samples were taken 

from different outlets and bead counts were performed using a haemocytometer. In Figure 4-

39c and 4-39d, the ratios of the beads in outlet 1 (center channel) and outlet 2 (outer 

channels) are presented. The total amount of 3 µm beads in outlet 1 and outlet 2 were 

97.50% and 0.14%, respectively, while 1 µm beads were found to be 2.5% and 99.86 % in 

outlet 1 and outlet 2.   
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Figure 4-39: Sorting of 1 µm and 3 µm beads using the principle of superimposing the 2nd harmonic 
frequency to suppress acoustic streaming induced displacement. (a) 2nd harmonic frequency (12.514 
MHz, 20 V) was applied leading to pre-focussing of injected sample along pressure nodes close to 
channel wall. All beads exit chip via outlet 2. (b) Superimposing the fundamental resonance frequency 
(4.138MHz, 10 V) resulted in lateral movement of 3 µm beads towards the pressure node in the 
centre of the channel. 1 µm beads exit via outlet 2 while 3 µm beads left via outlet 1 (Scale bar: 50 
µm). Flow rates for buffer and bead sample were 4.5 µl/min and 2.1 µl/ml, respectively. (c) Bead 
concentration in outlet 1 and (d) outlet 2 for sorting experiment. Initial bead concentrations were 83.9 
% and 16.1 % for 1 µm and 3 µm beads, respectively. The data shown in (c) and (d) was obtained 
from bead count analysis in a haemocytometer (see chapter 2.4.1). 

The method was also applied to enable the separation of trypanosomes from a blood 

sample. As described above, the streaming induced drag was dominant for the parasite 

leading to a random displacement adjacent to the pressure nodal plane. In Figure 4-40a the 

result of acoustic actuation at the fundamental frequency and the position of individual 

parasites in the vortex flow is shown. However, when the 2nd harmonic mode was excited on 

the SAW device the streaming flow was significantly reduced and the parasites could be 

found close to the pressure nodes in proximity to the red blood cells (Figure 4-40b).  

Consequently, a parasite sample was spiked in to a blood sample and then injected into the 

chip. An initial ratio of 97.2% (169 ·106 cells/ml) and 2.8 % (4.7 ·106 cells/ml) for blood cells 

and trypanosomes, respectively was used for these experiments. In Figure 4-41a, an image 

of the experiment is shown were the sample was subjected to the 2nd harmonic mode. The 

blood cells and trypanosomes left the chip via the outer channels. When the fundamental 

frequency was superimposed and the amplitude was increased until a strong focussing of 

blood cells could be observed, samples were collected and analysed for parasite content in 

the outer outlets (outlet 2) and the inner outlet channel (outlet 1). In Figure 4-41b, an image 

is shown where blood cells were aligned in the centre channel close to the outlet junction, 

while trypanosomes followed the flow along the outer pressure nodes to exit the chip via the 

side channels. 
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Figure 4-40: (a) Fundamental frequency (4.138 MHz, 25V) applied to the superstrate induced 
alignment of blood cells in the pressure node, while the parasite underwent acoustic streaming 
induced vortex motion. (b) 2nd harmonic frequency (12.514 MHz, 25V) was applied, followed by the 
alignment of blood cells and parasites in pressure nodes. No vortex induced parasite movement was 
observed. Experiment conducted without external flow applied. The red arrows mark position of 
parasites (Scale bar: 50 µm).  

The analysis of the collected samples was carried out with a haemocytometer. It was noticed 

that the sample settled in the tubing quite quickly (4 min to 8 min) and a significant change in 

the cell concentration over time was observed. This means that the initial ratio was altered 

over time during the experiments. Therefore the absolute values are given in table 1. 

Nonetheless, the visual control and the analysis of the collected sample prove the feasibility 

of this strategy. Based on the analysis of the cell counts an average ratio of 99.1% and 0.9% 

in outlet 1 and 8.8% and 91.2% in outlet 2 for blood cells and parasite, respectively, was 

determined (Figure 4-41c and 4-41d). These results show that the majority of the blood cells 

exited via the centre channel while the majority of the parasites exited the side channels. 
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Table 4-1: Cell count analysis from samples collected from different outlets for 4 experiments. It has 
to be noted that due to the settling of the cells in the tubing the initial ratio of 169 ·106 cells/ml blood 
cells to 4.7 ·106 cells/ml trypanosomes was altered over the course of each experiment. Therefore the 
absolute cell counts are given in the table. 

 Outlet 1 [cells/µl] Outlet 2 [cells/µl] 

Tests Blood Trypanosomes Blood Trypanosomes 

1 41285 125 344 1438 

2 41591 265 333 1520 

3 14857 88 14 2125 

4 22019 447.3 13 1625 

	  
Figure 4-41: Sorting of trypanosomes and red blood cells using the principle of superimposition. (a) 
2nd harmonic frequency (12.514 MHz, 20 V) was applied leading to pre-focussing of injected sample 
along pressure nodes close to the channel wall. Trypanosomes and blood cells exit chip via outlet 2.  
Red arrows mark position of parasites. (b) Superimposing of the fundamental resonance frequency 
(4.138MHz, 15 V) resulted in the movement of blood cells towards the pressure node in the centre of 
the channel. Blood cells exit channel via outlet 2, while trypanosomes exit via outlet 1 (Scale bar: 50 
µm). Flow rates for buffer and blood sample were 6 µl/min and 3 µl/ml, respectively. (c) Cell 
concentrations in outlet 1 and (d) outlet 2 for sorting experiment. Initial cell concentrations were 97.2 
% (169 ·106 cells/ml) and 2.8 % (4.7 ·106 cells/ml) for blood cells and trypanosomes, respectively. The 
data shown in (c) and (d) correspond to the data in table 4-1 and represents the analysis of cell 
counts performed in a haemocytometer after sample collection at the outlets. 
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4.4. Conclusion 
A new strategy for acoustophoretic particle manipulation was developed, characterized and 

used for cell and particle manipulation. In particular, the system consisted of a superstrate 

with an embedded microchannel as a transversal resonator structure to induce a plane 

standing wave. Acoustic waves within a tuneable frequency range were excited by a slanted 

SAW transducer. The characterisation of the system showed that the acoustic energy 

coupled from a single transducer to a superstrate was sufficient for particle manipulation 

using different acoustic forces, namely PAR force and acoustically induced streaming. In 

comparison with previously reported systems based on surface acoustic waves, a simplified 

system assembly was demonstrated avoiding cumbersome aligning and bonding 

procedures, while keeping the benefits of surface acoustic wave device such as a planar 

device structure, broadband and high frequency capabilities. 

The practicability of a slanted broadband electrode was shown by tuning the frequency 

applied to the transducer to several resonance points of different superstrates. This resulted 

in flexible pressure distributions within the microchannel and was used for dynamic 

patterning of cells and particles. Furthermore, the acoustic streaming induced displacement 

between blood cells and the blood born parasite trypanosomes was indentified and a 

separation concept based on a single SAW device and two superstrate designs was 

demonstrated. A combination of two SAW devices was used to superimpose two standing 

waves by applying different resonance frequencies to the electrodes. This can be used to 

change the position of the pressure nodal planes, to enable a pre-focussing of particles prior 

to the triggering of sorting and to reduce the effect of acoustic streaming in the channel. The 

latter one was used to successfully separate different sized particles as well as cell mixtures 

with high efficiencies. In summary, a novel concept for particle manipulation on a disposable 

superstrate was developed which may find application in the field of acoustofluidic 

miniaturized analysis systems. Moreover, it set the basis for an integration of optoelectronic 

and acoustic tweezing into a microfluidic chip (see Chapter 5). 
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5.   Combined use of optoelectronic and 
acoustic tweezing 

 

 

This chapter demonstrates the combined use of optoelectronic and acoustic tweezing in 

microfluidics. OET chips served as superstrates and were placed onto the piezoelectric 

wafer to be acoustically excited at resonance frequencies by the SAW transducer. Virtual 

electrode arrangements as well as flexible pressure node distributions were applied for both, 

very localized and far-reaching particle manipulation. DEP and acoustic forces enabled 

controlled particle trapping, aggregation and fusion of particle streams under continuous 

flow. A sequential use of both fields enabled concentration of particles towards pressure 

nodes followed by precise particle guiding into channel outlets, virtual channels or adjacent 

pressure nodes to achieve sorting and fractionation of mixtures. 

  

5.1. Introduction 
The arbitrary handling of microparticles in microfluidic compartments can be achieved by 

non-inertial force fields arising from focused laser beams or magnetic, electric and acoustic 

fields. In chapter 1.1 and 1.4 examples of micromanipulation systems utilizing such force 

fields were given and relative benefits were discussed. Ideally, a platform that can perform 

many different functions within the micro scale is desirable but until now none of the 

introduced platforms is able to fulfil all requirements. The shortcomings are associated with a 

lack of fine control where particles can be individually selected and then independently 

handled or the ability to perform manipulations on a large number of particles over a wide 

area of the chip. Many systems also lack the control of particles in all 3 dimensions and 

sometimes particles need to be labelled to be able to control them or certain medium 

conditions have to be established before any manipulation is feasible. For instance, 

magnetic tweezers require that the particle of interest is magnetic for efficient handling. This 

is often achieved by modifying particles of interest with tiny magnetic objects. In contrast, 

methods using DEP require a dielectric particle to be suspended in a medium of relatively 

low conductivity to generate sufficient DEP forces. And acoustic field based approaches 

often lack the fine control that enables individual addressing of particles. Therefore, 

strategies are needed that enable the combination of methods making use of individual 

benefits to compensate for these disadvantages. 
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The previous chapters introduced the integration of OET into a robust microfluidic chip and 

applied the chip concept in the form of a superstrate that acts as transversal resonator to 

confine acoustic fields. Particle manipulations were demonstrated individually by non-

uniform electric fields and acoustic standing waves. In this chapter dielectrophoretic and 

acoustophoretic manipulations were combined to demonstrate versatile particle handling 

characterized by a flexible but well localised applied DEP force and a long-range PAR force. 

While this was the first time that OET was combined with another non-inertial force field, the 

combined use of DEP and acoustophoresis has been shown before. Wiklund et al. showed 

for the first time that fixed metal electrodes integrated into a silicon resonator chip allowed 

enhanced particle handling such as trapping, concentrating, merging and fusion of particle 

groups.189 Later, Ravula et al. demonstrated that the acoustic field can be used as pre-

concentrator of particles before a fixed electrode array refines the particle position into a 

single stream.265 Both studies revealed that localised force fields induced by electric fields 

and far reaching acoustic fields were of great benefit. It is assumed that the principle of OET 

extends the level of control when DEP and acoustophoresis are used together which is 

based on the fact that electric fields can be selectively as well as dynamically patterned and 

tuned. In this part of the thesis it was shown that the use of both force fields enabled 

concentration of particles towards pressure nodes followed by precise particle guiding into 

channel outlets, virtual channels or adjacent pressure nodes to achieve sorting and 

fractionation of mixtures. 
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5.2. Materials and Methods 
The main details of the materials used and the setup were already described in chapter 2 to 

4 which included fabrication details of the ultrasound transducer and the OET chip. In this 

chapter OET chips and the SAW device were used together. Figure 5-1 shows an 

assembled system consisting of an OET chip (superstrate) with a straight microchannel 

placed onto the piezoelectric substrate underneath a microscope objective. Besides straight 

channel superstrates, different channel designs including channels with several inlets and 

outlets of varying width were used while the channel height was approximately 15 µm in all 

cases. The experiments were all conducted under continuous flow. PS beads suspended in 

a 5mS/m conductivity solution were injected into the OET chips using a syringe pump and 

the manipulation by acoustic and electric fields were monitored by cameras attached to the 

microscope. The OET chip was directly connected to a signal generator (TG5011, TTi, UK) 

to apply voltages in the range of 15 V to 20 V at frequencies of 50 KHz and 100 KHz. The 

ultrasound transducer was connected to an amplifier and signal generator and the frequency 

of the excited SAW was tuned to the resonance frequencies of the OET chips. Video 

recordings of bead manipulation experiments were analysed using ImageJ (v1.47) to extract 

the velocities of manipulated beads under various conditions. 

	  
Figure 5-1: Assembled setup on the microscope stage showing OET chip (superstrate) placed onto 
the piezoelectric wafer close to the SAW transducer. 

	   	  



152	  

	  

5.3. Results and Discussion 
In chapters 3 and 4 the individual use of OET and acoustic tweezing was demonstrated. In 

this chapter the combined use of a light induced DEP force and the PAR force is shown and 

was found to have the advantage that particles within a microchannel can be addressed 

locally and over a wide area along the microchannel utilizing the particle’s electrical and 

mechanical properties. Especially the use of virtual electrodes generated at arbitrary 

positions provided a very versatile approach which compensated for the relatively inflexible 

application of pressure gradients within standing wave fields. Although, the results in chapter 

4 demonstrated tuneable pressure node distribution and the literature shows array like 

pressure landscape for single particle control143, the acoustic field arrangement is limited to 

the transducer or resonator design. In the following sections, a sequential use of DEP and 

acoustic forces was used to enable a range of complex particle manipulation such as 

sorting, guiding and merging of particles steams under continuous flow. However, before 

this, some issues regarding the leakage of the electric field are briefly discussed. 

 

5.3.1. Influence on leakage field on particle-particle interactions 

In chapter 3 the influence on the leakage field induced by an applied AC signal was shown. 

A significant voltage drop into the microchannel was observed despite no selective 

illumination leading to electric fields that influenced particle movements and positioning 

along the channel wall and in the bulk liquid. The field disturbance around particles induced 

pearl chaining while the insulating channel wall created a non-uniform field which attracted 

or repelled particles depending on their initial position and polarisability. 

As suggested before, the bead wall interaction can be reduced by applying a standing 

pressure wave across the channel. The pressure amplitude has to be tuned until the PAR 

force dominates over the attractive force imposed by the electric field distribution around the 

particles and the channel wall. In Figure 5-2a, an example is shown were a OET chip was 

electrically and acoustically actuated using an AC signal of 100 KHz at 20 V and the first 

harmonic resonance at 8 MHz and 10 V. The 3 µm beads were injected under continuous 

flow followed by application of the electric signal but no illumination. Afterwards the standing 

acoustic wave was created. It can be seen that beads were able to align along the pressure 

nodes. However, beads close to the channel wall were dominated by the electric leakage 

field induced attraction. The pressure amplitude had to be tuned by increasing the applied 

voltage to the SAW device to 15 V before the influence of the leakage field was overcome. 

Due to persisting leakage fields, this kind of tuning had to be carried out for each 
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experiment. This makes the combined application slightly complicated because the non-

uniform character of the pressure along the channel length (see chapter 4) and the 

frequency dependant coupling of acoustic energy from the SAW device. Hence, depending 

on the manipulation position along the channel and the applied resonance frequency a fine 

adjustment was necessary to enable an improved particle manipulation.  

	  
Figure 5-2: Influence of leakage field and acoustic field on particle (3 µm beads) interaction with 
channel wall. (a) OET chip acoustically (8 MHz, 10 V) and electrically (100 KHz, 20V) actuated to 
demonstrate dominating particle-wall interaction induced by a leakage field. (b) OET chip acoustically 
(8 MHz, 15 V) and electrically (100 KHz, 10V) actuated but this time tuned to the point where the PAR 
force overcame particle wall interactions (Scale bar: 50 µm; flow rate: 0.5 µl/min).  

A significant influence of the leakage field could also be observed within the pressure nodal 

plane. The bead (3 µm) alignment in the OET chip within a single pressure node without 

electric signal applied is shown in Figure 5-3a. The beads were focused under continuous 

flow into a band that was around three bead sizes (9 µm) wide. The leakage field, however, 

resulted in a bead rearrangement mainly along the channel height which is shown in Figure 

5-3b. The electric field distorted around the beads and the induce polarization triggered a 

dipole-dipole interaction between them. The pearl chaining effect within the nodal plane then 

created a fine single bead wide stream along the channel length. This effect was 

accompanied by the secondary acoustic radiation force which arises at close distances 

between particles in the pressure node and was attractive for particles aligned perpendicular 

to the direction of wave propagation. This meant that pearl chains where not only created 

along the channel height but also along the channel length as long as the bead 

concentration within the pressure node was high enough. However, here one needs to 

consider that the disturbed electric field around the bead normally causes a repelling effect 

that is acting perpendicular to the electric field line direction. This is likely to prevent real 

physical contact between the beads but indicates that the secondary acoustic radiation force 

partially dominated and brought beads in the same plane within the pressure node closer 

together. Nonetheless, beads subjected to delayed lateral movement may face an electric 

and acoustic barrier due to the tight bead alignment in the pressure node. This is shown in 

Figure 5-3b, where beads were rejected from entering the pressure node. The primary 
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acoustic radiation force forced beads towards the channel center but a negative DEP effect 

arising from beads in the same plane within the pressure node as well as a repulsion in form 

of the secondary radiation force that acted parallel to the wave direction impeded further 

movement keeping those beads in an equilibrium balanced by the sum of several forces. 

In general, these results showed that when a combined application of OET and acoustic 

tweezing is envisaged, several effects need to be considered and adjustments of the force 

fields have to be carried out to minimize unwanted effects. Although, none of these issues 

can be fully solved, the following sections demonstrate a range of manipulation schemes 

which may become useful once the leakage fields and particle-particle interactions can be 

better controlled. 

	  
Figure 5-3: Influence of leakage field and acoustic field on particle (3 µm beads) alignment in pressure 
node. (a) Acoustic actuation at fundamental frequency using 20 V. (b) Electrical signal (100 KHz, 20 
V) applied to OET chip while being acoustically actuated (no illumination). The resulting leakage field 
promoted partially tighter bead focusing due to pearl chaining. (c) Same conditions as (b), however, 
some beads were repelled by electric interactions arising from tight bead stream and potentially due 
to secondary acoustic radiation forces in the pressure node. Red arrows mark the beads which were 
not able to enter the central bead stream due to an electric and acoustic barrier (Scale bar: 50 µm; 
flow rate: 0.5 µl/min).   

	  

5.3.2. Dynamic sorting into channel outlets using virtual electrodes 

The sequential use of acoustic tweezing and OET can be used to achieve a quick particle 

positioning followed by a local and dynamic control. An application might involve the 

concentration of a particle sample within a pressure nodal plane and a subsequent guiding 

or sorting of particles into desired regions (e.g. outlet) of the microchannel network. This can 

be easily achieved by patterning electric fields, while acoustic standing wave approaches 

with transversal resonator concept have limited lateral control of pressure node positions. 

For instance, selective guiding of a concentrated particle stream into specific outlet channels 

would require a change in the phase or wavelength of the travelling wave to switch the 

position of the pressure node. However, the transversal resonator concept requires specific 

resonance frequencies to generate a standing wave and no change in the phase upon 

reflection of the wave at the boundary takes place which fixes the position of the pressure 
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nodes. Instead, the generation of moving light patterns to generate non-uniform electric 

fields as guiding pathways can provide a viable route for dispensing particles into desired 

microchannel outlets. An example is shown in Figure 5-4, where 6 µm beads were 

manipulated by sequential use of acoustic and electric fields in a microchannel and at a 

microchannel junction with three outlets. First, the randomly distributed beads were 

acoustically concentrated into a single pressure node located in the center of the 

microchannel using the fundamental resonance of the chip (Figure 5-4a). The laminar fluid 

flow directed the beads along the channel and into a central channel outlet. By projecting a 

virtual electrode into the outlet junction a dynamic switch was created that enabled routing of 

the concentrated particle stream into the side outlet (Figure 5-4b and c). The time to switch 

the particles direction into the side outlet after change of the virtual electrode configuration 

was 10 ms while the applied voltage was increased for increased flow rates (Figure 5-4d). 

As mentioned beforehand, the pressure amplitude was tuned to overcome bead-wall 

interactions. The bead sample was acoustically focussed within the channel inlet area; 

however, the manipulation of the beads by virtual electrodes was in absence of a significant 

acoustic field, so that the deflection of the beads was mainly the result of a net force arising 

from the drag force and the negative DEP force. 
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Figure 5-4: Deflection of particles (6 µm beads) into channel outlets using dynamic virtual electrode 
arrangements that deflect particles to a desired outlet (flow from bottom to top). (a) Acoustic actuation 
(4.138 MHZ, 15 V) focused particles along the channel center followed by the particles exiting via the 
central outlet. (b-c) Additional application of virtual electrode (70°, 15 µm width, 50 KHz) provided 
dynamic particle switching into the side outlets. (Scale bar: 100 µm, solution conductivity 5mS/m, 20 x 
objectives). (d) Voltage needed to switch particles to side outlets when different flow rates were used. 

In Chapter 3 it was demonstrated that the DEP force can be adjusted by parameters such as 

voltage signal or the transparency of the virtual electrode which enabled particle size 

selective handling. By adjusting the voltage carefully, a mixture of two bead types can also 

be fractionated into different outlets. An example is shown in Figure 5-5 where 3 µm and 6 

µm beads were first concentrated in the pressure node and then size selectively guided into 

different outlet channels by activating a virtual electrode and tuning the DEP force by 

adjusting the voltage signal until the 6 µm beads were routed along the virtual electrode 

while 3 µm beads passed the electrode to enter the central outlet channel. 
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Figure 5-5: Sorting different sized particles into outlets using the PAR and DEP force combined with 
hydrodynamic force (flow from bottom to top). Bead mixture consisting of 6 µm and 3 µm were first 
concentrated within a pressure node by applying the fundamental frequency (4.138MHz, 15 V) 
followed by tuning the size dependent DEP force (50 KHz, 16 V) to enable size selective guiding of 6 
µm bead into a side outlet. (Scale bar: 100 µm, 5mS/m, 20x objective, 0.5 µl/min). 

	  

5.3.3. Acoustic sorting supported by virtual electrodes 

The PAR force scales with the radius of a particle. A size difference between particles in a 

mixture can be exploited for fractionation when the particles have similar mechanical 

properties. The time-dependent lateral movement of particles along a pressure gradient has 

been used in several studies118, 123 to sort particles into different channels. The position of 

the standing wave within these systems and the flow rate should be well controlled to make 

sure the different sized particle reach a lateral position that leads them into different 

channels otherwise mixing into the same pressure node takes place again. Furthermore, 

before a separation is initiated it is of advantage to have the particle mixture within a similar 

lateral position to assure a similar distance to the pressure node. This is usually achieved 

using a sheath flow which focuses the mixture beforehand. However, one can replace this by 

making use of virtual electrodes and their free rearrangement within a microchannel to 

achieve sorting into virtual channels prior to particle concentration and alignment into similar 

lateral positions. The use of localised virtual electrodes supports a very localised use of 

acoustic fields to perform sorting in simple straight microfluidic channels. 

The acoustic sorting of particles with the help of virtual electrodes is demonstrated in Figure 

5-6.  
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Figure 5-6: Acoustic sorting of 3 µm and 6 µm beads supported by virtual electrodes (flow from right 
to left). (a) The bead mixture was acoustically (4.138 MHZ, 5 V) focused into a single pressure node 
in the channel center. An oblique virtual electrode (75°) was projected into the channel crossing the 
pressure nodal plane. (b) The activation of the electrode (15 V, 100 KHz) deflected the beads along 
the length of the electrode and therefore out of the pressure nodal plane. (c) Once the influence of the 
virtual electrode was overcome, the PAR force pushed particles back to the pressure node. The 
movement towards the channel center was size dependent due the PAR force scaling with the radius 
of the particle and lead to varying displacement times between the bead sizes. This difference was 
used to sort the bead mixture into virtually defined channels using (d) low (105 beads/ml) and (e) high 
(105 beads/ml) bead concentrations (Scale bars: 50 µm, flow rate: 0.5 µl/min, 5mS/m).  

A mixture of 3 µm and 6 µm PS beads were injected into a straight microchannel of the OET 

chip. First, the mixture was concentrated within a single pressure node in the center of the 

microchannel using the fundamental resonance of the chip (4.138 MHZ, 5 V; Figure 5-6a). 

Second, an oblique virtual electrode was projected into the microchannel crossing the 

pressure node at an angle of 15°. The activation of the electrode (100 KHz, 15 V) induced a 

negative DEP force that together with the drag force overcame the PAR force and resulted in 

a net movement of the particles along the virtual electrode and against the pressure gradient 

set up by the standing wave (Figure 5-6b). From Figure 5-6b it can be seen that the applied 

electric field generated a strong DEP force which pushed particles away from the electrode 

edge and hence dominated over the PAR force. This deflection process brings the particle 
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mixture into a similar initial position prior to the start of the separation. The downstream end 

of the virtual electrode was approximately positioned an eighth wavelength distance from the 

channel wall where the peak of the PAR force distribution was situated. When the deflected 

particle stream passed the electrode and the influence of the DEP force, the PAR force 

combined with the drag force resulted in a restoring force towards the pressure node. The 

time-dependent displacement from an initial starting point towards the pressure node can 

then be used to achieve a separation between the two particle types (Figure 5-6c). In this 

case, a sorting into virtual channels defined by virtual electrodes that impede further lateral 

movement was carried out. In Figure 5-6d and 5-6e, the sorting process with different bead 

concentrations (105 beads/ml and 106 beads/ml) is shown. The separation into the channels 

was achieved within 200 µm of a straight physical microchannel section once the oblique 

virtual electrode was passed. This showed that OET can be used to augment the acoustic 

force in very localised manner.  

However, as discussed beforehand, the influence of a leakage field limits the separation due 

to mutual dielectrophoresis and wall-particle interactions. Both can be reduced by applying a 

standing wave across the channel height and width. Although, no standing wave was 

generated across the height of the microchannel, from Figure 5-6e it is clear that particles 

within the same plane repel each other due to strong field regions that exist at each particle 

side as the consequence of the leakage field. The shallow microchannel reduced the pearl 

chaining length but aggregations along the channel height were still present. Furthermore, a 

secondary acoustic radiation force (Bjerknes force) can lead to particle aggregation within 

the pressure plane when particles align perpendicular to the wave propagation (see section 

1.3.3). However, during these experiments such acoustic induced particle-particle interaction 

was not observed which indicates that the dipole-dipole repulsive interaction dominated. 

Particle-wall interactions can be overcome by the standing wave field across the width but to 

optimize this sorting process one would also need to introduce a second SAW device that 

runs at the vertical channel resonance. Another interesting observation was made when 

monitoring the deflection of the particle mixture along the oblique virtual electrode. Initially, 

the deflection was the initiator of the separation but also served as prepositioning of the 

particles into similar lateral positions. However, the deflection led already to a slight 

displacement which can be seen in the Figures 5-6d and 5-6e. The smaller 3 µm beads 

were further repelled from the edge of the electrode than the 6 µm beads. This was partially 

attributed to the leakage field that acted along the whole microchannel length and the initial 

acoustic focusing step to concentrate particles in the channel center. The 6 µm particles 

were focussed much faster into the pressure node creating an electrically and acoustically 
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repelling barrier that partially accumulated the 3 µm beads at the outer areas within the 

pressure node. However, when the particle stream approached the oblique electrode, the 

deflection of beads against the pressure gradient was also size dependent with the smaller 

ones easier to repel by negative DEP and secondary acoustic radiation forces than the 

bigger beads. 

 

5.3.4. Particle handling in multipressure nodal planes using virtual electrodes 

The advantage of a broadband SAW transducer was presented in chapter 4 and included 

the creation of a tuneable pressure landscape by changing the frequency towards higher 

harmonic resonances of the channel within the superstrate. The multipressure nodal planes 

can be used to spread a concentrated sample across the channel width instead of dense 

packaging into a single node at the fundamental frequency which might lead to clogging or 

unwanted resonance changes as a result of wave refraction at the particle aggregate. 

Moreover, several particles streams might be used to handle subgroups of particles modified 

with biological surface compounds (e.g. antibodies) that react with solution molecules or 

capture analytes of interest (e.g. antigens) in a sample liquid (e.g. blood plasma). This may 

enable multiplexed assay processes (e.g. bead based assays) where screening for several 

biomarkers can take place in an automated and high-throughput fashion. The combined use 

of OET and acoustic tweezing has the potential to be helpful in creating such bead based 

assays. The PAR may serve as a rail which defines the global bead positions in 

multipressure nodes while locally defined electric fields can be supportive for signal readout 

by trapping particles temporally or initiating reactions of subgroups to enable for instance an 

agglutination test with subsequent sorting of bead aggregates.  

The possibility of such concepts was shown by using an OET chip that enabled 

multipressure node creation combined with the SAW transducer. In particular, a 270 µm 

wide channel was chosen and when acoustically excited at the resonance frequencies of 

4.782 MHz and 10.002 MHz two and four pressure nodal planes across the channel were 

generated (Figure 5-7). By projecting virtual electrodes onto the photoconductor surface 

several operations, depending on the electrode arrangement were achieved. A simple 

manipulation action can involve the deflection of a particle stream within a pressure node 

into an adjacent particle carrying pressure node. Figure 5-8 shows a node merging process 

triggered by an oblique virtual electrode (70°, 20 µm wide) under continuous flow. The 

applied negative DEP force was tuned to overcome the pressure gradient within the nodal 

spaces to switch the 3 µm particles towards the neighbouring node. Figure 5-8 (a-e) shows 
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the sequence starting from the activation of the electrode and the break-up of the particle 

stream by deflecting the beads until merging with the adjacent particle stream takes place. 

	  
Figure 5-7: A 270 µm wide microchannel in an OET chip acoustically excited at the resonance 
frequencies of (a) 4.782 MHz and (b) 10.002 MHz (Scale bar: 50 µm). 

	  
Figure 5-8: A sequence of continuous bead (3 µm) manipulation using OET and acoustic tweezing. 
Beads focused into 4 streams by the PAR force at 10.002 MHz at 20 V followed by virtual electrode 
activation (100 KHz, 20 V) to partially merge two streams by deflecting beads along the edge of the 
electrode due to negative DEP  (Scale bar: 50 µm, flow rate: 0.5 µl/min, medium conductivity: 5 ms/m, 
20x objective.). 

A virtual electrode perpendicular to the flow direction can be used to trap particles when the 

DEP force overcomes the drag from the fluid flow as shown in chapter 3. The combination 

with an acoustic standing wave with the non-uniform field enables well localised particle 

aggregates. In Figure 5-9 a standing wave with four pressure nodal planes and a 25 µm 

wide virtual electrode were set-up across the microchannel. When an AC signal was applied 

to the OET chip (100 KHz, 20 V), 3 µm beads focused in the pressure nodes were trapped 

at the edge of the electrode followed by an aggregation over time. While the DEP force 

component acted against the drag force in the flow direction, the PAR force was directed 

perpendicular to the flow direction and so confined the particles in the pressure node leading 

to small aggregates rather linear particle arrangements.  
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Figure 5-9: Manipulation sequence of 3 µm beads by acoustic and optoelectronic tweezing under 
continuous flow (flow from bottom to top). The OET chip was first acoustically actuated using the 3rd 
harmonic resonance frequency (10.003 MHz, 5 V) followed by activation of the virtual electrode (50 
KHz, 10V) to trap particles in front of the virtual electrode (25 µm wide) within the pressure node. (a) 
OET off, ultrasound on. (b-d) Activated electrode led to accumulation of particles over time while 
being confined to the pressure node (Scale bar: 50 µm, flow rate: 0.1 µl/min, 20x objective, 5 mS/m ) 

The versatile projection of images and hence the patterning of electric fields can be exploited 

for more complex manipulation schemes which can be dynamically changed and adapted to 

specific requirements. Instead of creating a single trapping site as shown in Figure 5-9, 

multiple sites can be created on the fly to enable array-type profiles within sections of the 

microchannel. An example is presented in Figure 5-10 where u-shaped virtual pockets were 

designed to collect beads in the pressure node under continuous flow (Figure 5-10b). Once 

the electric field (100 KHz, 20 V) was activated, beads aggregated within a second in these 

pockets and were stably hold against the fluid flow. The virtual pockets could be used to 

replace mechanical traps in microfluidic channels which are typical used in live cell arrays to 

study the drug response in cells and cellular heterogeneity.266 The benefit of using virtual 

traps are the easiness of defining trap sizes (according to cell size or cell numbers) and the 

ability to easily release cells (if non-adherent) from the trapping sites by altering the field 

strength or the light pattern. However, the electric field strength should be chosen with care 

to avoid harming the cells (e.g. electroporation). 
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Figure 5-10: Virtual trapping sites defined by virtual electrodes for array-like capturing of 3 µm beads 
focussed in pressure nodes under continuous flow (flow from bottom to top). (a) Beads flowing 
through the microchannel. No actuation. (b) Acoustic actuation at 3rd harmonic resonance (15 V, 
10.003 MHz), followed by (c) activation of OET (100 KHz, 20 V, 20x objective) to create trapping sites 
on demand (Scale bar: 50 µm, flow rate: 0.25 µl/min, 20x objective). 

The individual control of acoustic and DEP force relative to the drag force can also be used 

for a sequential manipulation scheme of trapping and fusion of particle groups under 

continuous flow. This is demonstrated in Figure 5-11. The beads were first focussed into 

pressure nodes (Figure 5-11a) followed by trapping and aggregation along an oblique virtual 

electrode (Figure 5-11b). The DEP force and PAR force were tuned to overcome the drag 

force imposed on the bead with the PAR force acting as restoring force into the pressure 

nodes that combined with the virtual electrode angle of 30° were able to hold the particle 

aggregate. However, the trapping site was released by switching off the PAR force while 

using the negative DEP force along the angled electrode combined with the fluid drag as 

guiding pathway to merge particle aggregates at a trapping site at the end of the electrode 

within 2s. When reactivating the acoustic actuation, the merged particle clump moved back 

into a single pressure node.  

The sequential manipulation scheme might be of interest for the area of tissue engineering in 

microfluidics267 to study the process of vascularisation in the presence of different cell types. 

A range of different cell types (instead of beads), each in a particular pressure node, could 

be merged together to form cell aggregates. The number of cell types, the concentration of 

the cells in each pressure node as well as the final aggregate size could be controlled using 

the set of externally applied forces. This is followed by seeding the aggregate into a specific 

location on the chip or as shown above, trapping the aggregate in virtual pockets, and 

investigate the cellular development. 
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Figure 5-11: Trapping and fusion of bead aggregates along a virtual electrode (30°, 25 µm wide) 
under continuous flow (flow from bottom to top). (a) Acoustic actuation using the 3rd harmonic 
resonance frequency (10.003 MHz, 15 V). (b) Activation of OET (17 V, 100 KHz, 20x objective) 
induced bead aggregation in front of the virtual electrode. (c-d) Bead aggregates released from trap 
after switching off acoustic actuation followed by flow induced movement along electrode which led to 
fusion of bead agglomerations. (e) Activation of ultrasound induced movement of fused beads back 
into pressure node (Scale bar: 50 µm, flow rate: 0.1 µl/min, 20x objective). 

Finally, a virtual electrode was used to enable a size selective sorting of beads into a 

particular pressure node under continuous flow. A bead mixture containing 3 µm beads and 

6 µm beads were hydrodynamically focussed along one side of the channel (Figure 5-12a). 

This was followed by applying the first harmonic resonance frequency to create a 

concentrated particle stream along one pressure node (Figure 5-12b). The mixture was then 

fractionated by activation of the oblique virtual electrode (45°, 18 µm width) which imposed a 

negative DEP force onto the 6 µm beads to overcome the PAR force and guided the beads 

out of the pressure plane against the pressure gradient into the adjacent pressure node 

(Figure 5-12c). The 3 µm beads passed over the virtual electrode with minimal deflection as 

the DEP force on them is smaller and so were dominated by the drag force and remained 

focussed in the initial pressure node. 
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Figure 5-12: Sorting of particles into pressure node using a virtual electrode. (a) A bead mixture (3 µm 
and 6 µm suspended in 5 mS/m solution) was hydrodynamically focussed along one side of the 
channel before (b) concentrated into a pressure node created by applying the first harmonic 
frequency (4.782 MHz, 20V) to the OET chip with a 270 µm channel width. (c) An activated oblique 
virtual electrode (45°, 18 µm width, 100 KHz, 25 V, 20x objective) was used to guide 6 µm beads into 
the adjacent pressure node (Scale bar 50 µm, flow rate: 0.5 µl/min). 

 

 

5.4. Conclusion 
The combined use of OET and acoustic tweezing provides the advantage of performing 

localized as well as more global particle manipulation. Virtual electrodes can be applied 

selectively to small microchannel sections while acoustic standing wave fields stretch along 

the channel length when using a simple resonator design. It was demonstrated that acoustic 

standing wave fields were well suited to rapidly concentrate particle samples into fixed 

pressure nodal planes before being addressed by virtual electrodes in the form of selective 

sorting and guiding into channel outlets, pressure nodes or trapping and merging of particle 

aggregates. The application of local virtual electrodes within a microchannel section can be 

exploited to support a localised use of the PAR force as shown by sorting of different sized 

beads into virtual channels. 

The experiments also revealed that particle-particle interactions arising from leakage fields, 

patterned electric fields and acoustic standing wave fields influence manipulation processes 

including particle focussing and sorting. A strategy to reduce such unwanted interactions 

may involve the increase in the photoconductor thickness and the introduction of an 

additional SAW transducer. This might reduce the amount of the field leaking into the liquid 

layer as well as pearl chaining effects when beads are focussed into one horizontal plane.  
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6.   Cell lysis through the combination of 
electric and acoustic fields 

	  

 

In this chapter electric and acoustic fields are applied to perform cell lysis in a microfluidic 

environment. The developed platform where a surface acoustic wave transducer is 

combined with an OET chip can be used for continuous cell lysis with high efficiencies of > 

99 %. We characterize the lysis time for cells exposed to light pulses and show that 

concentrating cells using pressure nodal planes in the microchannel is beneficial to improve 

the overall cell lysis rate. Furthermore, the OET chip can be used as a standalone system to 

perform true single cell lysis. Small beam spot sizes down to 2.5 µm are used to selectively 

lyse target cells in a dense population of cells. We also demonstrate that single cell lysis can 

be performed in physiological buffer with cells in suspensions or adhered to the surface of 

the photoconductor. 

 

6.1. Introduction 

6.1.1. Cell lysis in microfluidics 

Cell lysis describes the break down of the cellular integrity. It is an essential part of sample 

preparation processes where intracellular molecules such as DNA, proteins or metabolites 

need to be released for analysis purposes. Significant effort has been applied to sensing of 

analytes of interest in miniaturized systems but only little is focused on integrated sample 

preparation steps including cell lysis. So far, in the literature microfluidics based lysis 

strategies are mainly based on mechanical, chemical and electrical techniques. In general, 

the use of microfluidic concepts has a number of promising capabilities for biological 

analysis. The benefits are the ability to handle very small quantities of samples and 

reagents, and to perform separations and detection with high resolution and sensitivity, as 

well as low cost, minimized chances of contamination, short analysis times and small 

footprints of the analytical device.7, 268, 269 

Mechanical lysis strategies utilized different techniques including using an ultrasound 

transducer or laser to create cavitation bubbles. The oscillation or sudden collapse of 

microbubbles create shear forces which are able to rupture the membrane of cells 

nearby.270-273  Alternatively, micro or nanostructures with sharp edges can be used to shear 
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the membrane knife-like when cells pass them due to pressure driven flow. Lysis can also be 

achieved by crushing cells by pressure driven membrane actuation which leads to 

compression, deformation and finally splitting of the cell membrane.274, 275 

Chemical lysis in microfluidics has been shown by applying ionic and non-ionic detergents 

like Triton X or SDS which disrupt the cell membrane by solubilising proteins and lipids.276 

Laminar streams of cell sample and lytic agent can be used to trigger lysis by diffusion 

between the stream and along the channel length while a continuous process can be 

maintained.277 Alternatively cells can be trapped in microchannel containing hydrogel or 

pockets followed by perfusion with a lytic agent to induce lysis.278 

One of the most flexible approaches is based on electrically stimulated lysis. Here strong 

electric fields can be used to alter the permeability of the cell membrane (more details in the 

next section). The concepts to integrate electrodes for lysis in microfluidics are manifold and 

can be adapted to special needs like lysis of large populations or even single cells. Here, 

microelectrode designs to localize electric field exposure or large conductive substrates can 

be utilized to fulfil certain requirements.279-281.  The electrical signals used are usually pulsed 

DC or AC fields with magnitudes of 1·103 V/cm to 1·104 V/cm. The flexible nature arises not 

only because of the way electrodes can be integrated into the microfluidic chip, electrodes 

could also be applied for a range of electrokinetic effects like dielectrophoresis, 

electrophoresis or electroosmosis to manipulate samples in form of separation, mixing and 

fractionation. 

6.1.2. Electropermeabilization of the cell membrane 

Under physiological conditions the cell membrane is a good permeation barrier for ions and 

molecules. However, as mentioned above, the permeability can be modified using different 

techniques which can lead to a release of intracellular components. One of the most 

interesting techniques to achieve a change in the permeation is based on electric fields and 

is generally described as electropermeabilization. A cell exposed to an intense external 

electric field experiences a change in the electrical properties of the membrane. In particular, 

exceeding the dielectric strength of the cell membrane due to an applied field, causes 

dramatic increase in the specific membrane conductivity and is accompanied with the 

creation of pores in the membrane.282 The process is called electroporation and includes the 

following essential features.283 An electrical pulse is applied to a cell followed by charging of 

the lipid bilayer. This leads to rapid, localized structural rearrangements within the 

membrane and can produce water-filled membrane structures. The resulting perforation 

increases the ionic and molecular transport across the membrane. The natural 
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transmembrane potential ∆𝜑 of a cell in physiological conditions is approximately ~ 60mV.282 

An applied electric field causes an accumulation of intra- and extracellular charges. While 

the interior of the cell is at an equipotential, the charge distribution at the membrane 

interface generates a potential much larger than that (Figure 6-1).  

	  
Figure 6-1: (a) Schematic of a cell exposed to an external electric field applied between two parallel 
electrodes and (b) corresponding potential along the y-axis of the cell highlighting the voltage drop 
across the membrane. 

 

Depending on the cell type, shape and size the imposed electric field can result in reversible 

and irreversible pore formation. Reversible behaviour is often observed for ∆𝜑 < 1  𝑉, while 

irreversible damage takes place for voltage drops of ∆𝜑 ≫ 1  𝑉.284 A schematic of the 

occurring potential change between two electrodes in the presence of a cell is shown in 

Figure 6-1. The transmembrane potential ∆𝜑 of cell of radius 𝑟 due to an external field E can 

be described as284 

∆𝜑 = 1.5𝑟𝐸𝑐𝑜𝑠𝜃	   	   (6.1)	  
	   	  

where 𝜃 is the angle between the site on the cell membrane where ∆𝜑 is measured. 

Experiments on planar lipid bilayers have shown that electroporation is a stochastic 

phenomenon.285 There is a critical transmembrane potential ∆𝜑 at which the probability for 

pore formation becomes large.286 The formation of pores is a fast process and occurs in time 

scales of nanoseconds to microseconds 283, 287 and recovery of the membrane by resealing 

processes is possible but depending on the applied electric field pulse and amplitude. The 

time for membrane recovery is on a time scale of seconds.288  However, extended exposure 

to high electric fields leads to irreversible electroporation. Here, increased pore density and 
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size can cause rupture of portions of the membrane as well as chemical imbalances promote 

increased molecular transport across these perforations which results in cell lysis.285 Colloid 

osmotic pressure as the result of poreformation can cause swelling of cells up to mechanical 

loads where membrane rupture occurs. 

Electropermeabilization is often used to describe the molecular transport across the 

electroperforated membrane. But it has to be noted that more processes are involved. One 

of the main driving forces is diffusion, but during an electrical pulse localized electrophoresis 

and electro-osmosis dominate.283 For instance, diffusion plays a major role in the transport of 

small molecules.289 Electrophoresis effects are responsible for the transport of 

macromolecules like DNA.290 In general, electropermeabilization has broad applications. The 

advantage of cell membrane recovery after a electric stimulation is used for transfection 

experiments like localised gene therapy291, 292, drug delivery293 or loading of dyes or tracer294 

into cells.  

6.1.3. Light induced electric fields for lysis and electroporation 

A few studies reported the use of light induced electroporation and lysis and should be 

mentioned within the scope of this thesis. An ITO substrate and a photoconductor based on 

amorphous silicon were used in all of these studies. Valley et al. showed electroporation of 

Hela cells in a batch-like microfluidic OET chip.104 A 5 s pulse (field strength of 1.5 kV/cm) at 

100 KHz was used to reversibly porate cells and trigger the uptake of propidium Iodide. The 

study also showed that cell viability could be maintained when cells were exposed to field 

strength in the range of 1.4 kV/cm to 2.3 kV/cm. A device for batch mode and continuous 

lysis of cells has been shown by Lin et al.105, 192 Lysis of single fibroblast cells was 

demonstrated by applying an ac signal of 20 KHz with an amplitude of 9 V during batch 

mode actuation. An optical power of 155 kW/cm2 combined with an illumination area of > 60 

µm ( ~ 4 times the size of the cell and hence although only one cell is lysed at a time this is 

not single cell precision as near neighbours, were there any, would also have been lysed) 

resulted in lysis efficiencies of 100 %. A continuous approach was shown by using an OET 

chip with SU8 microchannel. A 60 µm SU8 layer was spincoated onto the ITO glass 

substrate, exposed and developed to set the channel structure. The photoconductor 

substrate was placed on top of the SU8 channel and epoxy was used to seal the chip 

around the substrate edges. The microchannel consisted of 3 inlets and one outlet channel. 

Fibroblast cell were injected by a syringe pump and hydrodynamically focussed with sample 

flow rates of 0.3 µl/min. A light pattern of 150 µm length was projected onto the 

photoconductor to induce lysis in fibroblast cells. The exposure time necessary to induce 

lysis was found to be 250 ms, corresponding to cell velocities of 585 µm/s. A lysis rate of 
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93.8 % (45 out 48 cells) was achieved when an optical power of 11 W/cm2 and an amplitude 

of 10 V were used (no information given about frequency).  Last but not least, a novel lysis 

approach has been shown by Kremer et al..106 In a conventional OET chip, enrichment of 

white blood cells and trypanosomes by lysis of red blood cells was demonstrated. For 

frequencies lower than 20 KHz and an amplitude of 15 V, differences in the transmembrane 

potential which come about due to the difference in the cells shapes triggered the lysis 

process. 

 

6.2. Material and Methods 

6.2.1. SAW transducer and OET chip - setup 

In this work lysis experiments were performed in an OET chip consisting of a straight 

microchannel which was placed on the piezoelectric substrate next to the SAW transducer to 

enable electric and acoustic actuation (Figure 6-2a). The OET chip was actuated with an AC 

signal of 5 V to 20 V at 25 KHz, while the SAW transducer was driven at the fundamental 

frequency at higher harmonics of the OET chip with an applied voltage of 20 V. The lysis of 

cells was performed under continuous flow and static fluid conditions. For the continuous 

lysis experiments an electrode gap of 15 µm were used (Figure 6-2b), while the single cell 

lysis experiments were performed in an OET chip with a gap of 35 µm. The Olympus 

microscope (BX53) equipped with an Orca Flash4.0 CMOS-camera (Hamamatsu, Japan) 

was used for monitoring the lysis experiments. PowerPoint was used to create fixed and 

dynamic image patterns for virtual electrodes. A range of control experiments were 

performed to quantify cell lysis under influence of the acoustic field and the leaked electric 

field without selective illumination of the photoconductor. Furthermore, efficiency of pure light 

induced lysis was compared with combined electric and acoustic actuation of blood samples. 

6.2.2. Cells and sample preparation 
Human blood samples were provided by the blood transfusion service and stored at 4°C 

prior usage. Jurkat cells were cultured in RPMI growth media containing 10 % serum, at 37 

°C (5 % CO2). Jurkat and blood cells were washed one time in PBS, followed by three 

washing steps in a buffer solution made of 8 % sucrose, 0.3% glucose and 3 mM Hepes (pH 

7.4) at 1500 rpm for 5 mins. This buffer gives a solution with osmotic pressure of 310 mOsm 

and a conductivity of 10 mS/m. For the experiments in PBS buffer, blood cells were washed 

one time in PBS and then resuspended. For the single cell lysis and batch experiments 

blood samples were manually injected using a pipette. MCF 7 cells were cultured in cell 

media, DMEM, containing 10 % serum, 4.5 g/l Glucose, L-Glutamine, Penicillin and 
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Streptomycin. After injection of the MCF 7 cells, the OET chip was placed in a petri dish and 

incubated over night at 37 °C (5 % CO2). For continuous lysis experiments blood samples 

were injected using a syringe pump (NE-1000, New Era Pump Systems, USA. Continuous 

lysis experiments were carried out at 5 µl/min and volumes of 10 µl were sampled shortly 

after injection and then used to quantify cell concentrations in a haemocytometer (Neubauer, 

Marienfeld, Germany).  

	  

	  
Figure 6-2: (a) SAW transducer with OET chip clamped on piezoelectric wafer for combined acoustic 
and electrical actuation. (b) Cross-section of OET channel chip showing sandwiched SU8 3025 
between ITO/glass and aSi/ITO/glass substrates to produce a 15 µm spacer. 

	  

6.2.3. Image analysis and modelling of transmembrane potentials 

ImageJ was used to quantify the lysis time. The frames of video sequences were converted 

to gray scale images. The threshold function was used to convert all frames into binary 

images highlighting cells as dark spots and defining the background as white. Cells, as 

region of interests were marked by drawing an outline. Finally, the average pixel intensity 

was monitored using the time versus intensity plot function to quantify cell lysis times. 

Simulations for electric field strength and transmembrane potentials in RBCs were 

performed using COMSOL (3.5) software. A 2D cross section model of the OET chips (15 
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µm and 35 µm) and a single-shelled blood cell were used to simulate electric fields and 

transmembrane potentials. Table 6-1 and 6-2 show the parameters which were used for the 

models. The 20x and 40x objectives were used for the continuous and single cell lysis 

experiments, respectively.  

Table 6-1: Parameter used in the model for continuous lysis experiments. 

Channel height 5 – 300 µm Conductivity aSi (light state) 8.5 · 10-4 S/m 

Frequency 
25 kHz Permittivity of aSi 14 

Amplitude 5 V, 10 V, 20 V Cell membrane thickness 7 nm 

Conductivity  cell suspension 0.01 S/m Conductivity  cell membrane 1 · 10-6 S/m 

Permittivity  cell suspension 79 Permittivity cell membrane 12.5 

Thickness amorphous silicon 1 µm Conductivity  cytosol 0.8 S/m 

Conductivity aSi (dark state) 1.1 · 10-5 S/m Permittivity  cytosol 60 

	  

Table 6-2: Parameter used in the model for single cell lysis experiments. 

Channel height 25 - 300 µm Conductivity aSi (light state) 1.4 · 10-3 S/m 

Frequency 
25 kHz Permittivity of aSi 14 

Amplitude 20 V Cell membrane thickness 7 nm 

Conductivity  cell suspension 0.01 S/m, 1.4 S/m Conductivity  cell membrane 1 · 10-6 S/m 

Permittivity  cell suspension 79 Permittivity cell membrane 12.5 

Thickness amorphous silicon 1 µm Conductivity  cytosol 0.8 S/m 

Conductivity aSi (dark state) 1.8 · 10-5 S/m Permittivity  cytosol 60 
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6.3. Results and Discussion 

6.3.1. Electric field characterisation in OET chip for continuous lysis  

The pore formation in cellular membranes is dependent on the electric field strength in the 

sample liquid and the resulting voltage drop across the cell membrane. A certain threshold 

value is necessary to induce irreversible damage and cell lysis. Below this threshold the 

applied electric field strength may result in electroporation with recovery of the cell 

membrane. For cell lysis, the field strength is in the range of 1 kV/cm to 10 kV/cm. An 

analytical model developed in COMSOL was used to investigate the electric field in the OET 

chip for a frequency of 25 KHz. The influence of the liquid gap between the photoconductor 

and ITO electrode and the illumination length of the virtual electrodes were modelled to 

characterize the device response. The latter is especially of importance for microfluidic cell 

lysis. OET is mainly used to create nonuniform electric fields using small localized 

illumination patterns. Here, the field strength changes significantly between the electrodes 

which is favourable for dielectrophoretic manipulation. We modelled the influence of the size 

of the virtual electrode produced by the light pattern. In Figure 6-3a  and 6-3b, a comparison 

of a small (2.5 µm) and wide (50 µm) light pattern in a 15 µm high microchannel is shown. 

The electric field strength changes exponentially along the liquid gap between the electrodes 

for 2.5 µm light pattern. The intensity of the field is high (12 kV/cm) close to surface of the 

photoconductor but drops to values >2 kV/cm in a few micrometers. However, this situation 

changes when the light pattern size is increased (Figure 6-3b). The field intensity at the edge 

stays highly nonuniform but in the centre of the light pattern a homogenous field is obtained. 

In Figure 6-3c the influence of the change in the illumination length is shown.  The 

nonuniformity of the field along the microchannel height disappears for increasing light 

patterns and converges to a constant value (7 kV/cm). This result is important considering 

that a cell suspension occupies the whole volume when pumped through the microchannel.  

Furthermore, the dependency of the electric field strength for a change in the vertical 

microchannel dimensions was investigated. A wide illumination pattern and alterations in the 

distance between the ITO electrode and the photoconductor from 5 µm to 300 µm was 

considered. In Figure 6-3d, it can be seen, that the intensity across the channel height drops 

sharply within 50 µm and leads to values smaller than 1 kV/cm for lateral channel 

dimensions higher than 100 µm and 200 µm for voltages of 10 V and 20 V, respectively. A 

low conductivity solution of 10 mS/m was used in this simulation. However, it has to be 

mentioned, that increasing the liquid conductivity results in further decrease of the electric 

field strength as more voltage drops across the photoconductor. In Figure 6-4, the change of 

the field intensity for increasing liquid conductivity is simulated for a microchannel with 15 



174	  

	  

µm and 100 µm gap. For low medium conductivities (< 100 mS/m) the vertical channel 

dimensions influence the field intensity significantly and limit the application of high field 

strengths. Therefore, shallow microchannels should be used to be able to adjust the field 

values according to the needs.  For the experiments aiming to do continuous cell lysis, the 

protocol for SU8 channels of heights down to 15 µm was applied. 

	  
Figure 6-3: (a-b) Intensity of the electric field across a 15 µm liquid gap for short (2.5 µm) and wide 
(50 µm) photoconductor illuminations (20V, 25 KHz, 10 mS/m). (c) Electric field strength across a 15 
µm liquid gap for different illumination lengths (25 KHz, 20 V, 10 mS/m) determined from the center of 
the light pattern. (d) Electric field strength versus liquid gap within the OET chip for a range of 
voltages when a wide field illumination (> 50 µm) is applied at 25 KHz, 10 mS/m. 
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Figure 6-4: Electric field strength versus medium conductivity for a 15 µm (black line) and 100 µm (red 
line) thick microchannel illuminated with a wide light pattern (25 KHz, 20V). 

	  

6.3.2. Modelling the transmembrane voltage in OET 

A cell exposed to an external electric field of a certain field strength experience a change in 

the transmembrane potential. The accumulation of intra- and extracellular charges increases 

the electrical conductivity of the cell membrane. Under physiological conditions the 

transmembrane potential is approximately ~ 60mV. However, strong electric fields produce 

voltage drops across the membrane of several volts. Depending on the cell type, shape and 

size, changes in the transmembrane potential can cause reversible electroporation of the 

bilipid layer. The induced accumulation of charges at the interfaces leads to compression 

pressures which initiate pore formation. When the field intensity is increased even further, it 

is understood that irreversible chemical modification by ionization occurs which leads to a 

dielectric breakdown. This destroys the cell and results in lysis. The average transmembrane 

potential do create irreversible pore formation is ~ 1 V).282 

We used a single-shell model to investigate the transmembrane potential of a cell exposed 

to a field in the OET chip. The physical values for permittivity and conductivity of the cell 

membrane and the cell interior can be found in table 6-1. A membrane thickness of 7 nm 

was used for the simulations. In Figure 6-5a, the voltage change in the presence of a cell is 

shown. In this case, the cell is centred in the volume of the liquid gap of a 15 µm high 

microchannel. The voltage drop across the membrane is determined along the cross-section 

centre of the cell. In Figure 6-5b the potential change along the channel height for an AC 

signal of 20V and 25 kHz (10mS/m) and a wide illumination pattern is shown. Under these 

conditions the electric field strength is 6.2 kV/cm and induces a transmembrane potential of 

1.7 V. This is well above the mentioned average threshold of 1 V and therefore, this chip	  
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configuration should be suitable for cell lysis. However, it has to be noted that the 

microchannel height as well as the position of the cell and the illumination pattern influence 

the transmembrane potential. An increase in a few tenth of micrometer in the liquid gap 

between the electrodes reduces the voltage drop significantly for a cell centered in the 

volume (Figure 6-6a). For instance, the transmembrane potential in a 100 µm high 

microchannel is only 420 mV. Furthermore, the use of illumination patterns of a few 

micrometer produce very nonuniform electric fields with high field intensities close to the 

surface of the photoconductor and decrease sharply across the channel height compared to 

wide patterns. The transmembrane potential of a cell with changing vertical position relative 

to the photoconductor surface in a 15 µm high microchannel was determined. In Figure 6-6b, 

the case of 2.5 µm and 50 µm wide illumination pattern are shown. Due to high electric field 

strength in the volume of the chip, a wide pattern can induce a sufficient membrane 

potential, regardless of the position of the cell. However, the position of the cell becomes 

important when the light pattern is reduced to a couple of micrometer. The potential drops 

below 1 V for distances > 3 µm relative to the surface.	  

	  
Figure 6-5: (a) Simulated potential plot (in V) of 15 µm high microchannel in the presence of a red 
blood cell for 20 V, 25 KHz, 10mS/m. (b) Cross section plot through the centre of a red blood cell 
(indicated in Figure 6-5a as dotted line) showing voltage drop of 1.7 V across the membrane (20 V, 25 
KHz, 10 mS/m. 
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Figure 6-6: (a) Simulated transmembrane potential for a cell centred in a microchannel with changing 
vertical dimensions (Illumination pattern: 50 µm, 20 V, 25 KHz, 10 mS/m. (b) Influence of a 2.5 µm 
light spot and the vertical cell position on the transmembrane potential compared with a 50 µm light 
spot. Dotted line represents the threshold voltage for irreversible pore formation. 

	  

6.3.3. Cell lysis under static conditions to investigate time scales 

A continuous exposure of blood cells to light induced electric fields of appropriate magnitude 

leads to irreversible electroporation of the membrane. Using a conventional OET chip where 

spacer made of double sided tape between the electrodes is about 100 µm, it is possible to 

achieve lysis. In Figure 6-7(a-c) a wide illumination pattern is applied to a suspension of red 

blood cells in a typical buffer solution of 10 mS/m. However, the lysis efficiency is dependent 

on the position of the cell. It has been shown that cells floating above the surface experience 

lower electric field strength without being lysed.106 Furthermore, a negative DEP force can 

act on cells causing them to escape from high electric field regions leading to unsuccessful 

lysis. Therefore a settling time needs to be considered (5 mins) before treating the sample. 

This increases the handling time and lowers the throughput, despite wide light patterns 

which are able to cover hundred of cells. A continuous approach with shallow microchannels 

to create high field strengths across the microchannel height is therefore desirable to apply. 

First, it was shown that floating cells can be lysed in an OET chip of narrow vertical 

dimensions. Second, the average lysis time and efficiency for blood cells after exposure to 

light pulses of 10 ms, 100 ms and 500 ms as well as different amplitudes was determined. 

These experiments were conducted under static condition for an easier observation of the 

lysis process over time. This approach is reasonable due to the fact that wide illumination 

patterns in narrow microchannel produce relative homogenous field strengths within the lysis 

area and therefore transmembrane potentials are fairly independent of the cell position 
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relative to the photoconductor surface. In contrast, small light pattern induce larger electric 

field gradients strongly pronounced along the edge of a light pattern. 

	  
Figure 6-7: Conventional OET device made by double sided tape creating a liquid gap of about 100 
µm between the electrodes. (a) Homogeneous distribution of red blood cells settled on the 
photoconductor (b) Light spot and a electric signal of 20 V at 25 KHz was applied. (c) Lysis was 
achieved after ~ 60 s of exposure to the electric field. Scale bar: 100 µm 

To verify the ability of lysis of cells floating above the surface, blood cells were injected into 

the chip and a low flow rate with cell velocities of ~10 µm/s was applied. Instead of a 

constant exposure which would restrict cell observation a light pulse of 100 ms was applied 

and the cells were monitored over time. In Figure 6-8 a sequence of frames is shown where 

two red blood cells flowing along the microchannel before exposure to the light induced 

electric field. After the pulse a change in the contrast of the cell could be observed, indicating 

the formation of pores and release of haemoglobin. However, considering the experimental 

condition (25 kHz, 10 mS/m), a negative DEP force can cause lifting of cells towards the top 

electrode, and shifting them out focus giving the impression of a changing contrast. To make 

sure lysis is observed, the focus was changed towards a higher plane. A change in the plane 

could not be observed which indicates that the field in the centre of the light pattern is rather 

uniform. 

	  
Figure 6-8: Lysis of red blood cells floating above the surface. Lysis was triggered by 100 ms light 
pulse and an applied electrical signal of 25 KHz and 10 V in 10 mS/m conductivity buffer 

Based on these result we investigated the lysis time of red blood cell lysis depending on a 

light pulse generated by the data projector. The results gave guidance for the continuous 
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lysis approach where the exposure time depends on the applied flow rate. To quantify the 

lysis time videos were recorded and analysed using ImageJ. First, the video frame 

sequences were converted to gray scale images. Then, the threshold function was used to 

convert all frames into binary images highlighting cells as dark spots and defining the 

background as white (Figure 6-9). Here, a cell was considered as lysed when the mean pixel 

intensity of the image area defined by the cell differs less than 8% from the mean 

background intensity. The threshold value was set according to this definition and a cell, as 

region of interest (ROI), were marked by drawing an outline. Finally, the average pixel 

intensity in the ROI is monitored using the time versus intensity plot function to quantify cell 

lysis times. 

	  
Figure 6-9: Converting of greyscale image to binary image by threshold functions in ImageJ. 

An example of the intensity versus time plot is shown for two target cells in Figure 6-10. A 

100 ms light pulse at 25 kHz, 20 V was applied to trigger the formation of pores and induce 

lysis. The pulse was recognized as a sudden intensity change in the plot after 2.3 s. To 

compare the pixel intensity change with the actual image of the cells (original image and 

thresholded), snapshots for particular time points are shown. Only after a significant change 

in the average pixel intensity (defined by the threshold), which was associate with the lysis of 

the cell, the progress of lysis over time was monitored and after approximately 9.4 s since 

the start of monitoring, it can be clearly seen that cells are hardly indistinguishable and 

complete lysis was achieved. Between the time points a and b in Figure 6-10 no difference 

was made despite intensity differences in the original image. This was because of the 

threshold being set to a higher value to assure only significant changes in the cell’s pixel 

intensity can be associated with irreversible lysis in the end. For instance, the time points b 

and c showed significant differences in the pixel intensities however, time point c was still not 

considered as being lysed due to the threshold settings. If the cell’s intensity would not 

change further than seen in time point c, the cell cannot be considered as lysed but rather 

being reversible porated with recovering of the membrane. 
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Figure 6-10: Example for time versus intensity plot monitored for two red blood cells after a 100 ms 
light pulse at 25 KHz, 20 V in 10 mS/m buffer. Sequence below graph shows lysis stages according to 
numbering in graph for original images and threshold image. 

Besides 100 ms pulses, 10 ms and 500 ms pulses were used to investigate the influence of 

shortened and prolonged exposure to high electric field strengths. Figure 6-11a shows an 

example plot with typical time ranges for the applied pulses. It can be seen that an increased 

exposure led to a decrease in the lysis time. However, despite different pulse times, 100% 

lysis was achieved in all cases. The time for lysis showed significant deviations for 10 ms (10 

s) and 100 ms (7 s) pulses. On one hand this could be due to the fact that the population of 

cells was heterogeneous. The age of the blood cells deviates in a sample. A blood cell has a 

life span in the body of ~ 120 days. During that time its durability decreases due to repeated 

large deformations when circulating through microvessels.295 The vertical positions of the cell 

should not affect the electric field strength when using wide light patterns (see above). But 

cells close to the edge of the virtual electrode can experience electric fields which are 

significant higher. Another important reason was found when the light pulse generated by 

the projector was analysed. For instance, during a 10 ms pulse, the illumination area was not 

constant. Cells in the target area were actually exposed for times > 10 ms. Figure 6-12 

shows an example of 10 ms light pulse for an illumination area of 1·105 µm2.  
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Figure 6-11: Lysis time of red blood cells for different exposure times. (a) Example pixel intensity 
versus time plot for 10 ms (black), 100 ms (red) and 500 ms (blue) pulse at 20 V, 25 KHz in 10 mS/m 
buffer. (b) Average lysis time of red blood cells for different exposure times at 25 KHz, 20 V, 10 mS/m. 

	  
Figure 6-12: Light pulse time of 10 ms and the corresponding illumination area was not homogenous 
over time. 

In general, the lysis time can be improved with an increased exposure to the electric field. 

When a 500 ms pulse was applied the average cells lysis time was 1.1 s. But in several 

cases, the lysis was complete within the pulse length and lysis time was set to 0.5 s. This 

indicates that a further increase in the exposure time was not necessary under these 

conditions as complete lysis will be achieved within the duration of the pulse. Only an 

increase in the amplitude to elevate the transmembrane potential might improve the lysis 

time. The physical difference in the cell after different exposure times can be related to the 

pore formation process. The density and size of the pores can be increased with an 

extended exposure as well as irreversible changes in the membrane.296 As mentioned in the 

beginning, during the pulse mechanism such as electrophoresis or electro-osmosis dominate 

the movement of molecules through the cell membrane.283 Hence, longer pulses enhance 

the molecular transport and can decrease the lysis time.  

The influence of the amplitude was investigated by applying voltages of 5 V and 10 V to the 

cell samples. Exposure times of 10 ms, 100 ms and 500 ms were used again and lysis times 



182	  

	  

were determined. For a voltage of 5 V it was found that lysis was not complete independent 

of the used exposure durations. In Figure 6-13 an example plot is given were the pixel 

intensity was monitored after applying a 100 ms pulse with applied voltages of 5 V and 20 V. 

A contrast and shape change can be observed for an amplitude of 5 V. However, compared 

to experiments using 20 V amplitudes, the average pixel intensity kept constant over time 

because of the threshold settings. The cell is not considered as being lysed. When a voltage 

of 10 V was applied instead, complete lysis was observed for all exposure times. The 

difference in the lysis times compared to the previous experiment (at 20 V) was found to be 

marginal and within the deviation. The incomplete lysis when applying a voltage of 5 V can 

be explained by reversible electroporation. The external electric field for 5 V amplitude 

showed an induced transmembrane potential of 440 mV (simulated) when the cell was 

centred in the middle of the channel. This was well below the average breakdown value, but 

apparently, enough for poration of the membrane. It can be assumed that a further increase 

in the exposure time results in lysis, eventually. The observed change in the cell was based 

on colloid osmotic haemolysis which leads to molecular transport across the membrane after 

increasing the permeability by electroporation. However, the membrane can recover under 

these conditions by resealing of the formed pores. The transport of molecules is stopped and 

no further change occurs. Nevertheless, in these experiments the shape of the cells seemed 

to be irreversibly altered. The water influx increased the cell volume while transforming from 

a biconcave to a spherical shape could be observed. 

	  
Figure 6-13: Lysis time of RBC for different voltages and exposure times. (a) Example pixel intensity 
versus time plot for 100 ms pulses with applied voltage of 5 V (black) and 20 V (red). Inset shows 
RBCs after 5 V, 100 ms exposure. Lysis was not complete, indicating reversible electroporation. (b) 
Lysis times for different applied voltages and corresponding exposure times of 10 ms (black bar), 100 
ms (grey bar) 500 ms (white bar). A frequency of 25 KHz was used. 

Figure 6-14 depicts this transformation. A high resolution image sequence of red blood cells 

treated with a light pulse is shown. The typical bi-concave discoid shape of an erythrocyte is 

the result of an interaction between the membrane and the cytoskeleton. The cytoskeleton 

consists of a two-dimensional protein network called spectrin. The contact between the 
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network and the membrane is realised by transmembrane and peripheral proteins. A 

disruption of these connection points results in morphological changes.295 Electroporation of 

the membrane seemed to affect this interaction even at lower transmembrane voltages. 

	  

	  
Figure 6-14: Change of red blood cell morphology after light pulse (25 KHz, 20 V, 10 ms pulse). Scale 
bar is 10 µm. 

When the voltage was increased to 10 V, 100 % lysis was achieved. Simulations showed a 

transmembrane voltage of 880 mV when the cell was centred in the middle of the channel. 

This value was lower than the average transmembrane potential for irreversible 

electroporation. However, the timescale of the pulse combined with the elevated 

transmembrane potential seemed to be the reason for lysis when compared to the results 

using 5 V amplitude. The dielectric strength of the cell membrane depends both on the 

amplitude and on the length of the applied electric field.282 Also, in this static case, the cell 

was closer to the photoconductor surface than depicted in Figure 6-5a due to cell settling. 

When a distance of 100 nm was considered the potential across the membrane increased to 

1.03 V. This value agreed with the obtained results regarding lysis efficiency, but does not 

explain the marginal difference in the lysis times towards an amplitude of 20 V. A possible 

explanation can be given when comparing these results with studies on planar bilipid layers 

where the membrane life time has been investigated depending on the induced 

transmembrane voltage.297 298 Here, the membrane life time was defined as time before a 

significant current change across the membrane was measured. This was associated with 

the rupture of the membrane as a whole. In these experiments it has been shown that there 

was linear behaviour between the transmembrane voltage and the membrane life time in the 

range of 300 mV to 700 mV. However, a further increase in the membrane voltage resulted 

in no significant decrease in the membrane life time. This could suggest that a saturation of 

membrane ruptures or pore formation was reached for a particular transmembrane voltage. 

Only an increase in pulse duration changes lysis times like it is seen in Figure 6-13b and this 

can be associated with increased molecular transport mechanism across the membrane and 

the growth of pores.   
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6.3.4. Jurkat cell lysis compared to red blood cell.  

Red blood cells are fairly small and unique in shape compared to other mammalian cells in 

suspension. For instance, white blood cells have a spherical shape and the radius ranges 

from 10 µm to 20 µm depending on the type. The size of the cell determines the induced 

transmembrane potential. According to equation 6.1, the transmembrane potential is 

proportional to the radius of the cell. Lysis experiments with Jurkat cells were conducted and 

lysis times were compared with the one obtained for red blood cells. Jurkat cells are human 

immortalized line of T lymphocyte cells and are about 10 µm to 12 µm in diameter.  

A 10 ms light pulse was used and an electrical signal of 20 V at 25 KHz was applied to the 

OET chip. The progress of lysis was monitored as before, however compared to red blood 

cells, the lysis time quantification was based on subjective assessment. This approach 

seems inappropriate but considering the modality of the lysis process a fairly precise value 

can be given. In Figure 6-15a an image sequence of the lysis progress in a pair of Jurkat 

cells is shown. Compared to red blood cells, the contrast change due to the release of 

intracellular molecules was negligible. A more obvious sign which signalised complete lysis 

was given by sudden structural changes. In Figure 6-15a, 1.3 s after the light pulse, a 

rupture of the Jurkat cell membrane could be observed which resulted in an immediate 

release of the intracellular components. The sudden rupture can be explained by the 

increased colloid osmotic swelling after pore formation. The DEP buffer was osmotically 

balanced, however if pore formation occurs water can enter the cell which leads to swelling. 

This can be prevented by using suspension molecules (e.g. tetrasacharide) bigger than the 

pore size299, but in this case the swelling reached a critical point where the strain on the 

membrane was to high causing a prompt rupture. Lysis of Jurkat cells was achieved within 1 

s to 2 s, while red blood cells lysed in > 10 s after a 10 ms pulse. The difference might be 

explained by the size difference which leads to a transmembrane potential (see equation 

6.1) of 4.5 V for Jurkat cells compared to 2.6 V for RBCs. However, the mechanical 

properties of these cells should be considered as well. Red blood cells undergo large 

deformations when travelling through capillaries in the human body. The membrane and the 

underlying cytoskeleton are evolved to handle mechanical stress. Despite pore formation, 

shape change and colloid osmotic swelling in red blood cells, no sudden membrane rupture 

was observed. Nonetheless, these findings could be used to develop a selective 

electroporation or lysis process by adjusting the electrical parameters. The response 

(poration, viability) of different cell types upon exposure to the electric field can be 

investigated (reversible – irreversible poration) and conditions indentified where one 

particular cell type will be lysed or significantly more electroporated. On one hand this can 
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then be applied to enrich a particular cell type in a bulk sample by the lysis of other cell 

types. On the other hand, selective poration (reversible) could be used for the treatment of a 

particular cell type with chemicals (e.g. DNA, drugs). This might be of interest for drug 

therapy or environmental studies within mixed populations. 

	  
Figure 6-15: (a) Sequence of induced lysis in Jurkat cells after a 10 ms light pulse at 25 KHz, 20 V. 
Scale bar: 20 µm. (b) Comparison of lysis times between red blood cells and Jurkat cells using a 10 
ms light pulse at 25 KHz and 20 V. 

	  

6.3.5. Continuous lysis of red blood cells 

Analysis of lysis times for red blood cell has shown that short light pulses (10 ms) at 25 kHz 

and 10 V to 20 V were sufficient for complete cell lysis. Based on the results a continuous 

approach was implemented were a flow rate of 5 µl/min was applied to the shallow 

microchannel chip. Instead of a light pulse, a continuous light pattern with a length of 580 µm 

and a width wider than the microchannel width was projected onto the photoconductor. 

Measurements of the cell velocity under the applied flow rate revealed speeds of ~ 20 mm/s, 

which is around half of the average speed of red blood cells in the human body. This gives 

an exposure time of ~ 30 ms when passing a 580 µm long light pattern sufficient to induce 

irreversible electroporation. The lysis process was combined with ultrasound actuation to 

create a concentrated stream of cells in the centre of the microchannel. The influence of the 

standing wave on the lysis efficiency was investigated and compared to lysis when only light 

induced electric fields were applied. Control experiments were conducted to investigate 

potential influence of shear stress due to high flow rates, acoustic pressure amplitude and 

electrical signal applied to the ITO and photoconductor without light illumination. Moreover, 

the determined cell concentrations after electrical, acoustical or combined actuation were 

compared to cell concentrations obtained from subsequequent controls where the sample 

were just pumped through the channel without actuation. The sampling process was 
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performed within 2 minutes after injection of the blood cells. The settling time of blood cells 

in the tubing was quick resulting in decreased cell concentrations. Figure 6-16 shows the 

time window where sampling could be performed to assure a reliable quantification of the 

lysis efficiency. 

	  
Figure 6-16: Blood cell concentration change over time due to settling of cells in tubing. Sampling time 
for quantification of cell concentrations was set to 2 min. 

A standing pressure wave was used to focus and concentrate blood cells along the channel 

length. A surface acoustic wave transducer with a broad frequency response was applied to 

couple the ultrasound signal into the OET chip. The frequency and amplitude were tuned 

until a strong resonance could be observed that translated blood cells towards the pressure 

node of the standing wave. A frequency of 4.138 MHz resulted in a one-dimensional 

alignment of cells in the centre of the microchannel (Figure 6-17a and b). The voltage 

applied to the SAW device was 20 V, producing a pressure amplitude high enough to 

translate cells towards the pressure node within 2 mm for a flow rate of 5 µl/min (Figure 6-

17c). The temperature increase due to acoustic actuation was measured with an IR camera 

on the surface of a blank photoconductor substrate. The temperature rise within 10 minutes 

were in the range of 2°C to 3°C from initial room temperature values of 23°C to 25°C. The 

real temperature change inside the microfluidics channel might be lower than measured 

under static conditions. The heat exchange with the moving fluid may reduce the overall 

temperature increase. 
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Figure 6-17: Focussing of blood cells towards the pressure node for a frequency of 4.138 MHz and an 
applied voltage of 20 V. (a) No flow, cells randomly distributed, and acoustics off. Scale bar: 50 µm. 
(b) Acoustic actuation pushed cells towards the pressure node by the PAR force. (c) Focussing under 
flow (flow from top to bottom), 5µl/min, and aligning of sample within 2 mm for 4.138 MHz, 20 V. Scale 
bar: 100 µm.	  

When particles or cells of a certain radius (𝑟   ≥ ~  2  𝜇𝑚) experience the PAR force, 

acoustophoretic movement is directed towards the pressure node or antinode depending on 

the density and the compressibility of the object relative to the liquid medium. The sign of the 

force is characterized by the acoustic contrast factor and for the lysis experiments, a change 

in the mechanical properties of red blood cells can be expected and hence reaction towards 

the PAR force needs to be considered. To investigate this issue, combined acoustic and 

electric actuation experiments under static conditions were conducted. In Figure 6-18 a 

sequence of acoustically triggered cell alignment and electrically triggered cell lysis is 

shown. First, cells were randomly distributed in the microchannel (Figure 6-18a). After 

activation of the SAW transducer, cells were focussed and lined up along the centre of the 

channel due to the PAR and interparticle forces (Bjerknes force). This was followed by a 100 

ms light pulse directed towards a pair of cells in the centre of the channel (Figure 6-18c) to 

induce electrical lysis. Note, the proximity of the cell pair as result of the Bjerknes force in the 

standing wave may have promoted a fusion of the cell’s membranes, also called 

electro/fusion, after the pulse. The image in Figure 6-18d might give the impression of a 

single cell. However, the light pulse induced electroporation and a sudden loss of cell’s 

contrast due to water influx could be observed. Furthermore, the damage of the cellular 

integrity altered the mechanical properties in terms of density and compressibility which 

affected the responses towards the PAR force. In particular, a sign change in the acoustic 

contrast factor was observed switching the acoustic force direction away from the pressure 
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node towards the antinode. Figure 6-18e and 6-18f show the movement of the irreversible 

porated cell aggregate from the centre to the microchannel wall. The influx of water into cell, 

because of extra/intracellular concentration gradient, changes the density dramatically and 

results in an empty aggregate of lipid molecules. These move towards the pressure antinode 

which shows similarity to previous reported results where lipid microemboli were separated 

from blood using the difference in the acoustic contrast factor.121 For future applications, this 

kind of displacement between lysed and viable cells could be useful for sample preparation 

steps. For instance separation of membrane debris can be applied to purify a sample or 

when membrane compositions of specific cells are of interest, selective lysis followed by 

fractionation might ease the extraction process. 

	  
Figure 6-18: Change in acoustic contrast factor due to lysis of red blood cell. (a) RBCs in 
microchannel. (b) Acoustic actuation forced cells into pressure node (Target cells marked in red 
circle). (c) A light pulse created an electric field for localised cell lysis. (d) Lysis process induced in 
cells and change in intracellular and mechanical properties (density). (e-h) Cells started to move 
towards pressure anti-node due to sign change in acoustic contras factor. Scale bar 50 um. 

While the PAR forces pushes particles towards pressure minima or maxima, a 

dielectrophoretic force exerted on particles or cells in a nonuniform electric fields results in 

dielectrophoresis towards high or low electric field strength. The direction of the DEP force is 

dependent on the Clausius-Mossotti factor which describes the polariseability of a particle or 

cell relative to the liquid medium. The magnitude of the factor is frequency dependent and 

can become zero at the cross over frequency, where no DEP force is experienced by the 

cell. For the conditions used in the studies (10 mS/m, buffer conductivity), the cross over 

frequency of a red blood cell is approximately 95 KHz (calculated using single shell model 

and electric properties of erythrocytes, adapted from 86). The frequency of the ac signal for 

the lysis experiments was 25 kHz. Therefore blood cells would experience a negative DEP 

force acting towards low electric field strength. The electric field induced by the light pattern 
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in the microchannel was fairly uniform across the channel height. However, at the light 

pattern edge a strong non-uniformity was obtained. This can result in a dielectrophoretic 

response of red blood cells when approaching the illuminated area in the microchannel.  

The Figure 6-19 shows the influence of the forces acting on the cell in the microchannel. The 

PAR and DEP force act mainly perpendicular to the hydrodynamic force. However, lateral 

components of the negative DEP force at the light spot edge can oppose acoustic and 

hydrodynamic forces. The latter one as well as the PAR force should dominate over the DEP 

force to avoid trapping of cells at the electrode edge and to ensure a stable stream of cells. 

In Figure 6-19a the electric field was switched off and cells experienced only PAR and drag 

forces which led to focussing effect along the channel center. However, when the electric 

field was switched on, a low flow rate and high cell concentration (>107 cells/ml) can lead to 

a cumulative dielectrophoretic response followed by aggregations at the electrode edge due 

to negative DEP force while a strong PAR force supports the accumulation (Figure 6-19b). In 

Figure 6-19c, the negative DEP force was dominating over the acoustic and hydrodynamic 

force which led to a lateral displacement of the focused cell stream. Furthermore, the vertical 

component of the DEP force can lift cells away from the photoconductor surface towards low 

electric field strength. In Figure 6-19c, it can be seen that the acoustically focused cells 

disappear after passing the light pattern. This was mainly due to the DEP force and not due 

to lysis which might be assumed due to a contrast change such as observed earlier. The cell 

sample simply moved out of focus. This should be considered when using smaller light 

patterns of strong non-uniformity and larger photoconductor to ITO electrode distances. To 

overcome these problems high flow rates and shallow microchannels were used within this 

work. 
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Figure 6-19: Focussed blood cells undergo dielectrophoretic movement when passing the illuminated 
region. (a) Electric field was switched off and cells experienced PAR and stokes drag force. (b) At 25 
KHz (20 V, 10 mS/m) negative DEP force was dominating over stokes drag force leading to trapping 
of blood cells at the light pattern edge. (c) Negative DEP force dominated over PAR and drag force 
which led to lateral displacement of cells. (d) DEP force pushed red blood cells towards the channel 
top (cells out of focus). Lysis was induced but not completed when light pattern was passed by cells. 
Scale bar: 50 µm. Flow from right to left. 

Figure 6-21 shows the results for the continuous lysis of red blood cells. The total cell counts 

are shown in table 6-3. The first experiments have been conducted with cell concentrations 

up to 17·106 cells/ml. The influence of the PAR force and the applied voltage (20 V, no light) 

on the cell count were investigated as well as the effect of forces like the shear force on the 

cell morphology after pumping the sample through the channel. In Figure 6-20a, a cell 

sample after injection into the OET chip and collection at the outlet without electrical or 

acoustic actuation is shown. The red blood cells showed a typical binconcave or donut-like 

shape while only very little membrane debris could be observed. This indicates that shear 

forces in the narrow channel were below mechanical stress levels which otherwise can lead 

to cell rupture. But it has to be noted that blood cells, especially erythrocytes, have a 

remarkable deformability. There intrinsic structural properties are evolved to handle large 

mechanical deformations. 
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Figure 6-20: Collected blood samples after (a) pumping through the channel without acoustic or 
electric actuation, (b) after applying an ac signal of 25 KHz and 20 V, (c) after acoustic actuation at 20 
V, and 4.138 MHz and (d) after optoelectrical actuation at 25 KHz, 20V. 

	  
Figure 6-21: Lysis efficiency under continuous flow (5 µl/min) in 15 um high channel with 30 ms 
exposure times when lysis was triggered by optically induced electric fields. C – Control (control run, 
no actuation, conducted after every actuation run), E – power on (20 V, 25 KHz), no light, no sound, 
AT – acoustic actuation on (20 V, 4.138 MHz), OET – light induced electric field (20 V, 25 KHz) only, 
O-A – acoustic and electric actuation for cell concentrations of 17·106 cells/ml, 60·106 cells/ml, 
150·106 cells/ml. The lysis efficiency was obtained from cell count analysis in a haemocytometer after 
injecting cells into the microchannel and collecting samples from the outlet. 

When high voltages were applied (10-20 V) to the OET chip, a voltage leakage effect could 

be observed leading to electric field generation in the liquid despite no selective illumination. 

The influence on cell count and cell morphology was investigated and compared to the 

control runs without actuation. A slight decrease by 3% in the cell count was obtained. 
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Comparing the cell morphology with the control run, some differences in the shape could be 

observed (Figure 6-20b). The majority of the cells showed the expected shape; however, 

shrinked and deformed cells were spotted. The reason for this was not clear but the leakage 

electric field might create non-uniform fields at the outlet and inlet holes drilled in the ITO 

slide which could lead to electroporation and then lysis. However, the difference to the 

control run was very low and despite morphological changes of cells, which were treated as 

not lysed, the overall effect considering the amount off cell can be neglected.  

When the chip was acoustically actuated to induce sample concentration in the channel 

centre a slight decrease by 5.5 % in the cell count compared to the control was obtained. 

However, the cell morphology showed no difference to the control runs (Figure 6-20c). Cell 

lysis using ultrasound has been shown before, but required cavitational effects induced by 

contrast agents.300 Lysis due to ultrasound standing waves was not reported yet and studies 

investigating cell viability after exposure to standing waves (pressure amplitudes of 1.23 

MPa) suggested no impact on survival or functions of different cell types .126 The pressure 

amplitude in this study was slightly higher and new findings have shown that mechanical 

energy from ultrasound waves can be translated into cell membrane oscillations.255 An 

additional mechanical stress beside shear forces could be the reason for the difference in 

the cell concentration. Nevertheless, there is no significant change in the cell concentration 

or shape which suggests a negligible influence by acoustic actuation. However, later in this 

work we investigate a potential sonoporation effect which can support the obtained results.  

Single OET actuation followed the control experiments. A substantial difference compared to 

the previous result could be seen. Using cell concentrations of 17·106 cells/ml a decrease by 

92 % in the cell count was achieved. Also, morphological changes of the collected samples 

were obvious. Transitions from biconcave geometries to spherical shapes were visible 

(Figure 6-20d). This was a typical sign for electroporated blood cells in the experiments 

mentioned above. The results show that the light induced electric field is triggering lysis and 

30 ms exposure times under continuous flow was sufficient for a high yield. 
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Table 6-3: Total cell count of lysis experiments for different actuation modes. A control run for each 
test was performed and included the cell count of cells pumped through the chip without actuation 
except of the pressure driven flow. 

Tests Actuation mode Control 

 E   

1 16,950,00 17,297,500 

2 16,900,00 17,150,000 

3 16,125,00 17,005,000 

 AT   

1 10,400,000 11,700,000 

2 11,400,000 11,500,000 

3 8,220,000 8,610,000 

 OET   

1 1,290,000 17,297,500 

2 1,315,000 17,150,000 

3 1,680,000 17,005,000 

 O-A  

1 100,000 18,805,000 

2 25,000 15,400,000 

3 90,000 17,125,000 

4 145, 000 17,125,000 

5 230,000 61,038,000 

6 490,000 60,965,000 

7 430,000 57,375,000 

8 17,125,000 155,125,000 

9 10,345,000 144,625,000 

10 24,400,000 151,700,000 
	  

OET triggered lysis was then combined with acoustically tweezing to concentrate samples in 

a single stream. Compared with single OET actuation, the lysis efficiency could be improved 
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to values of > 99 %. Even a 3 fold increase to 60 ·106 cells/ml showed lysis efficiencies of > 

99%. Only a further increase to 150·106 cells/ml led to a drop to 89 %. The improvement to 

almost 100 % cell lysis is clearly associated with the acoustic actuation and potential reason 

for this could be discussed as follows. 

The difference in the lysis efficiency between single OET and combined OET and AT 

actuation can be explained by leakage effects when high voltages were applied between the 

electrodes. As indicated in previous chapters, in an ideal OET device the voltage drops 

across the photoconductor in the dark state and only upon illumination an electric field is 

produced in the liquid between the electrodes. However, in practice that is not the case. A 

leakage electric field was present even in absence of illumination when a frequency of 20 V 

at 25 kHz was applied. The produced field influenced the distribution of cells in the channel. 

In Figure 6-22a, the cell distribution before and after applying the electric signal is shown. It 

can be seen that a significant amount of cells migrated towards the channel wall when the 

voltage was switched on despite no illumination. The curved channel wall of the fabricated 

chips (Figure 6-22b) acted as insulator leading to an electric field disturbance (non-

uniformity) that promoted cell-wall interaction due to lower electric field strength in proximity 

to the channel boundaries. The same effect was observed for a selectively illuminated 

channel (whole channel width). Cells that were lined up at the channel wall escaped from the 

lysis inducing field which resulted in reduced lysis efficiency of 92 % compared with 

combined actuation where the sample was concentrated along the pressure node. 

	  
Figure 6-22: (a) Accumulation of red blood cells at the channel wall under a low flow rate when 20 V 
were applied at 25 KHz without light or acoustic actuation. Red blood cells moved toward insulating 
SU8 wall where electric field strength was lower creating a dielectrophoretic effect due to voltage 
leakage into the liquid despite no illumination. The photoconductor was not a perfect insulator in its 
dark state, especially at high voltage a significant voltage dropped across the liquid is observed (b) 
This led to non-uniform electric fields along the channel wall due to a curved channel wall which acted 
as insulator. 
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The observed improvement in red blood cell lysis can also be associated with pore formation 

due to exposure of high acoustic pressure amplitudes. Normally, the cavitational activity of 

microbubbles mediates the permeability of membranes in an ultrasound field. The steady 

pulsation or a rapid collapse of microbubbles in close proximity to tissues or cells causes 

membrane ruptures which can be used to deliver molecules into the cells. However, even in 

the absence of microbubble cavitations, it was hypothesised that intracellular cavitation can 

occur.255 This means the membrane itself acts as an oscillator. Fluctuations in the acoustic 

pressure are translated towards the bilipid layer inducing cycles of expansion and 

contraction. An acoustic negative pressure can overcome the molecular attraction forces 

between lipid monolayers and pulling them apart, while a positive pressure pushes them 

back together. Large monolayer stretching might lead to rupture while membrane protein 

stimulation or damage might promote pore formation.255 In several studies, ultrasound 

standing waves were utilised for the delivery of molecules across the membrane and the 

described mechanism might be involved in the change of the membrane permeability.  For 

instance, Khanna et al. showed the release of haemoglobin from red blood cell after treating 

cells in the presence of a contrast agent301.  In their half-wavelength device poration was 

mainly achieved due to cavitation effects produced by microbubbles, but the study noted that 

cells were stressed when travelling towards the pressure nodal plane (0.83 MPa to 1.96 

MPa). In the absence of contrast agent retroviral transduction of Human erythroleukemia 

cells within an ultrasound standing wave was reported by Lee et al..302 Here, acoustic 

microstreaming and possibly sonoporation improved the gene delivery into the cells. 

Rodamporn et al. reported high transfection efficiencies of a DNA plasmid when HeLa cells 

were exposed to high pressure amplitudes (19.5 MPa) while moving towards the pressure 

nodal plane. Microstreaming streaming effects around the cells, while trapped in pressure 

minima, causing viscous shearing were given as a possible explanation for membrane 

poration. Also, cell migration time towards the pressure nodal plane was 5 s exposing the 

cell to many cycles of fluctuating pressure. Another contrast agent free system based on 

ultrasound standing waves in a half-wave length capillary device was used by Carugo and 

Ankrett et al. to deliver pharmaceutical agents and fluorescence labelled dextran into 

cardiomyoblast cells.256, 257 Pressures of 0.11 MPa to 1.39 MPa were applied and 

intracellular cavitations were considered as possible mechanism for membrane poration. 

To investigate a potential sonoporation effect due to high acoustic pressure amplitudes or 

acoustic streaming effects we conducted control experiments with Jurkat cells and 

erythrocytes incubated in a 3 kDa FITC-dextran solution which would enter the cell and show 

up as a fluorescent image if poration was present. PBS buffer and DEP buffer solutions with 
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0.5 mg/m FITC-dextran in a blood cell suspension of 15·106 cells/ml and Jurkat cell 

suspension 5·106 cells/ml were prepared. The samples were injected into the chip with a 

flow rate of 5 µl/min. The SAW device was actuated with amplitude of 20 V and a frequency 

of 4.138 MHz to focus cells into the pressure node.  Samples were collected at the outlet 

and FITC-dextran uptake was measured direct and after a washing step in the 

corresponding buffer solution using a fluorescence microscope. Cell samples were also 

incubated for 30 min in 0.5 mg/m FITC-dextran to investigate uptake without external 

stimulation. Figure 6-23 shows a bright field image and the corresponding fluorescence 

image of sample measured direct after acoustic treatment. An uptake of the fluorescence 

labelled dextran was not observed. Each sample, Jurkat cell and red blood cells in PBS or 

DEP buffer, showed an absence of a fluorescence signal indicating that the applied pressure 

amplitude is not powerful enough or the time being exposed to cycles of positive and 

negative acoustic pressure is too short to induce pore formation. Control experiments with 

cells only incubated in the dye solution showed no uptake, assuring that no unspecific signal 

is detected.  

	  
Figure 6-23: Jurkat cells sampled after acoustic actuation at 20 V, 4.138 MHz in 0.5 mg/ml of 3 kDa 
FITC-dextran DEP-buffer solution. (a) Bright field image (b) Fluorescence imaging (excitation at 495 
nm) measured direct after sampling. Scale bar: 50 µm. 

Comparing the results with studies in the literature, the exposure time rather than the 

pressure amplitude seems to be the reason why no dextran uptake could be observed. Work 

by Carugo et al., Ankrett et al. and Krasovitski et al. used pressure amplitude in the range of 

0.11 MPa to 1.93 MPa. The system here was able to produce amplitudes in the range of one 

MPa (based on experiments in Chapter 4) for an applied voltage of 20 V which should be 

sufficient to induce permeabilization. However, considering the exposure time mentioned in 

the literature, a significant difference to this work was apparent. Carugo et al., Ankrett et al. 

and Krasovitski et al. used exposure times of 5 s and 30 s. Rodamporn et al. exposed cell 

samples for 5 s to 15 s to pressure amplitudes of up 19.5 MPa. The approach in this work 

used flow rate of 5 µl/min in a narrow channel, leading to cell velocities of ~ 2 cm/s. The 

acoustic pressure in this system was not applied along the whole channel length of 2.5 cm 
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but only around ~ 0.6 cm resulting in an exposure time of ~ 300 ms. Despite a frequency of 

several MHz with cycle times in the µs - ns range, membrane rupture or sonoporation seems 

to be dependent on exposure times in the range of seconds. Moreover, ultrasound standing 

wave actuation involves pressure distributions with minimal pressure change in the nodal 

plane. Only one study258 where standing waves were used gives details about the actual 

time of exposure to positive and negative pressure fluctuations. This is the travelling time till 

the pressure node is reached. Once the cell sample is in the nodal plane, only shear forces 

induced by acoustic micro streaming might influence the membrane permeability. Acoustic 

streaming can be neglected in our system do to high flow rates in the microchannel.  

In summary, these results can give a possible explanation for the fact that no dextran uptake 

could be observed. However, it also needs to be considered that despite short exposure 

times, mechanical deformation can be induced without rupture or pore formation. Pore 

formation with pore sizes smaller than the dextran molecules may occur which leads to size 

exclusions. A combined acoustic and electrical stimulation of the membrane could improve 

the overall lysis efficiency but more investigations should be done to study the influence of a 

potential sonoporation effect on a subsequent electrical stimulation. A possible experiment to 

get a better insight could involve acoustic cell focusing followed by a light induced 

electropermeabilization under static conditions. Variations in the pressure amplitude while 

keeping the optical intensity and electric field strength constant might give indications for 

promoting lysis effect by pre acoustic actuation. In particular, the influence of acoustic 

streaming could be studied by comparing the lysis time for steadily applied high and low 

acoustic pressures after a light pulse. Shear stress due to acoustic streaming rolls next to a 

pressure node in a half-wave length device can be a promoter for cell lysis under static and 

low flow rate conditions. Furthermore, a microchannel with increased lateral dimensions and 

a transducer for lower frequency might be utilized to increase the exposure time.  Cell 

samples will be exposed to high pressure changes while travelling towards the pressure 

node. Once in the pressure node, the acoustic actuation is switched off to stop acoustic 

streaming. A light pulse is then applied to cells in the centre of the channel. This is followed 

by monitoring the lysis time where the results are considered in relation to exposure time 

and amplitude. 

At higher cell concentrations the lysis efficiency dropped. This could be attributed to a 

denser packing of cells in the pressure node which can result in electric shielding of cells by 

surrounding cells. An improvement could be made by increasing the exposure time or 

amplitude. We tested the effect of an increased exposure time applied to a dense package 

of cells. First, we trapped cells at low flow rates by negative DEP at the electrode edge to 
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generate an aggregation (Figure 6-24 a). Secondly, the trapped cells were released to enter 

the illuminated region (Figure 6-24b) and then the electric field was switch on again to 

induce cell lysis (Figure 6-24c-d). It can be seen that lysis of densely packed cells is feasible. 

In this case the exposure time was ~ 7 s. 

	  
Figure 6-24: Lysis of densely packed cells using an increased exposure time. (a) Cells were trapped 
at electrode edge due to negative DEP force (20V, 25 KHz). (b) Applied voltage was switched off to 
release cells and allow movement towards the illuminated area.(c) 2 s after the electric signal (20 V, 
25 KHz) was switched on again. (d) 7 s after lysis was induced (Scale bar 50 µm). The focus in the 
images (b-d) was changed towards a higher plane to observe the lysis process as negative DEP 
pushed the cells upwards. 

An alternative for handling large cell concentrations without reducing the throughput could be 

the distribution of cells over several pressure nodes. Figure 6-25 shows two cases when the 

OET chip was actuated at higher resonance frequencies. At 8 MHz and 12.514 MHz, two 

and three pressure nodes were created in the microchannel. This would lead to less dense 

streams and can be used to optimize the lysis process. In Figure 6-19b it was shown that 

high cell concentrations can cause a cumulative dielectrophoretic response and aggregation 

at hard edged electrode pattern. It can be of advantage to introduce a graded pattern that for 

instance changes in light intensity and hence reduces the DEP force acting on the cells. This 

would promote a sleeker entrance into exposure regions of high electric field strength to 

induce lysis. 
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Figure 6-25: Alternative configuration to optimize lysis of high cell concentrations based on multiple 
pressure nodes. (a) Two pressure nodes at 8 MHz, (b) three pressure nodes at 12.541 MHz (Scale 
bar 50 µm). Distribution of high cell concentrations over several pressure nodes might help to prevent 
dense cell aggregates and therefore electric shielding by surrounding cells. 

	  

6.3.6. Single Cell lysis 

The selective lysis of single cells is one of the major bottlenecks in the analysis of rare cells 

or targeted populations in complex biological samples such as blood or biopsies, and more 

especially so in miniaturized systems.266, 269, 303, 304 Whilst there have been advances in 

sequencing,305 expression profiling306 and metabolite analysis307 at the single cell level, new 

techniques for single cell lysis are still challenging. Microfluidic lysis strategies are primarily 

based on mechanical,308 chemical309 and electric310 strategies, with a particular focus on bulk 

sample treatment rather than targeted single cell lysis. Electrical methods that aim at single 

cell lysis require exceptionally good control of the position of the microelectrodes relative to 

the cell of interest to trigger lysis311-313. Optical techniques, usually based on intense laser 

excitation (kW), are thought to arise as a consequence of the creation of a plasma by energy 

absorption in the liquid, followed by the emission of a shockwave and a cavitation event, 

resulting in a mechanical event close to the cell of interest (although cavitation bubbles 

create wider lysing areas and damaging zones314, 315). Other, alternative methods, involving 

either chemical gradients309, 316 or acoustic forces272, 273, result in responses that are widely 

distributed in space, leading to limited specificities in a dense or confluent population of cells. 

In previous studies, it has been shown that OET is a useful tool to perform single cell 

electroporation and lysis under specific conditions using beam spots in the range of 20 µm to 

80 µm.104, 105 The advantage compared to conventional metal electrodes is that the electric 

field is optically induced which provides a highly flexible approach in terms of the position of 

the electric field as well as the size of the virtual electrodes. Transportation of the target cell 
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towards a lysis area is not necessary. The electric field produced at the area of interest on 

the photoconductor. Furthermore, device design, electrode fabrication and integration into a 

microfluidics chip are more complex when using metal electrodes compared to the 

optoelectronic tweezers approach. The device presented here was a simple sandwich 

structure of two parallel electrodes bonded together using a photoresist. The working area 

where lysis is performed can easily be increased and an automated lysis process might be 

feasible. It has to be noted that single cell lysis has been performed in a previous study by 

applying OET. A focused light beam of tens of micrometer diameter was able to induce 

single cell lysis when using a high optical power of 105W/cm2.105 Here, a simple data 

projector producing optical powers of 1 W/cm2 was sufficient for precise single lysis despite 

reduced light spot sizes. 

The increased accuracy and reduced optical intensities used in this study are possible 

through the integration of a microfluidic channel with the OET device which has the effect of 

decreasing the distance between the top and bottom electrodes. This reduction of the 

distance between the electrodes was of significant advantage for the creation of high electric 

field strength. When the beam spot was reduced to a few micrometers the field was highly 

non-uniform with high magnitudes well defined close to the surface of the photoconductor. 

The electric field in the device was investigated performing a 2D simulation using COMSOL. 

Figure 6-26a shows the simulated electric field contours created by a 2.5 µm light spot. 

Magnitudes of up to 16 kV/cm for an applied voltage of 20 V and frequency of 25 kHz in a 

low conductivity medium (10 mS/m) can be achieved. The FWHM of the area of higher 

electric field created by the 2.5 µm optical spot in the liquid just above the photoconductor 

was 4.6 µm (Figure 6-26b). It shows that the device concept can precisely control the 

electrical fields with the optical pattern. In the presence of a cell the electrical field lines were 

disturbed so that some pass through the cell and some were diverted around the cell.106 The 

model used depicts the shape, size and properties of a red blood cell; and a substantial 

potential difference at the membrane interface was induced once subjected to the electric 

field (Figure 6-27a). In particular, the voltage drop across the membrane produced by a 2.5 

µm spot was approximately 2.1 V under the given conditions (Figure 6-27b). However, the 

induced transmembrane potential was dependent on the lateral dimensions between the 

electrodes. An increased electrode distance, while keeping a constant beam spot size, 

resulted in a reduced voltage drop across the membrane. In Figure 6-27c, this influence was 

modelled for a set of voltages applied to the electrodes. For a small light spot of a few 

micrometers, the distance between the electrodes became important, especially when 

working with low applied voltages.  
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Figure 6-26: (a) Simulated non-uniform electric field (kV/cm) created by a 2.5 µm spot in microchannel 
with 35 µm distance between ITO electrode and photoconductor when a voltage signal of 20 V and 25 
KHz is applied. (b) Corresponding FWHM of the area of higher electric field created by the 2.5 µm 
light spot. Measurement was taken at 100 nm above the photoconductor surface.	  

	  
Figure 6-27: (a) Simulated potential distribution in the presence of a red blood cell (V) for 20 V and 25 
KHz. (b) Cross section potential plot through the center of the red blood cell showing voltage drop of 
0.3 V and 2.1 V across the furthest and closest membrane site relative to the photoconductor surface 
for 20 V, 25 KHz. (c) Transmembrane potential for different voltages and changing electrode 
distances (25 KHz). Simulations considered a low conductivity buffer of 10 mS/m. 

This work showed for the first time, that the beam spot can be reduced to a size smaller than 

the target cell without losing the ability to induce lysis. In Figure 6-28(a-d) a red blood cell 

suspended in low conductivity buffer (10 mS/m) was targeted with a beam spot size of 2.5 

µm. An AC signal of 20 V and 25 kHz was applied to the OET chip. The simulated field 

strength under these conditions was about 16 kV/cm. A vertical distance of the cell to the 

photoconductor surface of 800 nm at the furthest place and 100 nm at the closest was 

considered due to the biconcave shape of a red blood cell. The voltage across the 
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membrane at the centre point of the cell with the furthest distance from the surface was 

determined. The transmembrane potential was 2.1 V according to the model. When the 

beam spot was placed on the centre of the cell, the field was activated and complete lysis 

was achieved within 20 s to 50 s with 100 % lysis efficiency. Surprisingly, no 

dielectrophoretic movement of cells were observed when the smallest light spot was applied. 

Under similar conditions negative dielectrophretic force is often expierenced by cells, 

resulting in movements towards low electric field strengths. Only after increasing the spot 

size to 5 µm x 5 µm did the cell tend to align with the electric field lines, a movement 

associated with an induced electrical dipole within the cell aligning with the applied electrical 

field. However, lysis was still achieved and an increase in the pattern size of up to 45 µm 

was carried to investigate the influence on the time for lysis (Figure 6-28e). A significant 

reduction in the lysis time was observed with minimum time of around 1 s for beam spot 

sizes >14 µm. Although the simulation clearly showed that the smaller 2.5 µm diameter 

optical spot produced a large enough transmembrane potential to lyse the cell, the larger the 

light spot is the more electron-hole pairs are created within the semiconductor decreasing its 

impedance and hence increasing the electrical field within the liquid layer of the OET device. 

This results in a faster electrical lysis of cells if a larger optical pattern is used. The use of 

bigger beam spot sizes was beneficial for faster lysis. However, it has to be emphasised that 

the precision given by the smallest spot size is of importance for true single cell lysis. 

	  
Figure 6-28: Single cell lysis using 2.5 µm light pattern at 25 KHz and 20 V in 10 ms buffer solution. 
(a) 2.5 µm beam spot close to RBC. (b) Beam spot was focused on the centre of the cell and a 
voltage of 20 V was applied. (c) Cell after 14 s. (d) Lysis complete after 20 s. (e) Cell lysis times for a 
range of beam spot sizes. Scale bars: 20 µm. 

The example above shows the spatial control of the electric field and lysis of a single cell in a 

much diluted sample. Single cell lysis has been shown before in a sparse cell population. 

Here, however, it was demonstrated that the developed system was precise enough to 

target a cell surrounded by many other close cells. In Figure 6-29(a-f), two cells were 

selected for lysis. These cells were in the proximity of others and even in contact with its 
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neighbours. The results obtained under these conditions revealed that lysis was induced 

only in the targeted cells. The adjacent cells were unaffected by the well localized electric 

field. The model was used to look at the transmembrane potential for a cell with changing 

positions relative to the beam spot. A shift in the vertical or horizontal position of the cells is 

accompanied with a decrease in the transmembrane potential. A distance of less than two 

microns between the cell and the center of the light spot reduces the voltage drop across the 

membrane to values below 1 V (Figure 6-29 g). The model was in agreement with the 

experimental observation. This means adjacent cells experience a transmembrane potential 

which was not sufficient for a dielectric breakdown and shows that this approach was highly 

selective and efficient towards lysis of targeted cells.	  

	  
Figure 6-29: Single cell lysis at 25 KHz and 20 V in 10 mS/m buffer solution. (a) 2.5 µm beam spot 
(marked by black arrow) was used for selective lysis of target cells (red arrow). (b) Beam spot was 
focused on the center of first target cell and a voltage of 20 V was applied. (c) First target cell after 20 
s of electric field exposure. (d) After 35 s, second target cell lysis was started. (e) 27 s after inducing 
lysis in second target cell. (f) 50 s after inducing lysis in second target cell.  (g) Simulated change in 
transmembrane potential with increasing vertical and horizontal distance of the cell to the light spot 
center (25 kHz, 20 V, 10 mS/m). Scale bar: 20 µm. 

The conditions for cell lysis were optimized for the operation of the OET chip. This means a 

low conductivity buffer was usually used to create an electric field in the sample solution. 

When the buffer solution was highly conductive (> 1 S/m), the applied voltage drops mostly 

across the photoconductor while the field in the sample solution was weak. Therefore 

conductivity was usually chosen so that the impedance of the liquid layer lies between the 

dark and light conductivity of the photoconductor. In Figure 6-30a, a comparison of the field 

produced by 2.5 µm beam spot in low and high conductivity buffer is shown. The field 

strength in a high conductivity buffer was two magnitudes lower. This suggested that the 

potential across the cell membrane induced by the weak field in the solution was not 

sufficient for lysis. However, considering the cell membrane as a good insulator, a close 

distance between cell and photoconductor could change the impedance at the interface of 

photocondutor/liquid significantly. The impedance change on electrodes due to adhesion of 
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cells, proliferation or migration and their detection has been successfully demonstrated by 

techniques like ECIS (Electrical cell-substrate impedance sensing).317, 318 Hence, the 

transmembrane potential of the biconcave blood cell was modelled dependent on the 

vertical distance between it and the photoconductor. The closest distance to the electrode 

was 5 nm and the furthest was 640 nm referring to the edge of the red blood cell (see Figure 

6-30c). The results of the model showed that the transmembrane potential was well below 

the average threshold voltage of 1 V for distances of > 100 nm (Figure 6-30b). However, a 

significant change can be observed when reducing the distance to tens of nanometers. An 

increase in the potential of an order of one magnitude was obtained for gaps < 10 nm. Even 

cell to substrate contact can be considered. Previous studies have shown that buffer solution 

with high ionic strength reduce electro static repulsion and promote molecular contact to 

surfaces.319 Furthermore, the model showed a significant potential change in the liquid 

underneath the cell. The reason for this might be associated with the impedance of the cell 

membrane, which may dominate at close distances, producing a well localized low 

conductivity region between the cell and the photoconductor which can result in an 

increased voltage drop and field strength at the interface. This effect may have allowed the 

lysis of cells supended in PBS buffer (Figure 6-31).	  
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Figure 6-30: (a) Comparison of simulated electric field strength created by a 2.5 µm beam spot in low 
(10 mS/m, black curve) and high (PBS, 1.4 S/m, red curve) conductivity buffer. Inset shows detailed 
view of red curve. (b) Modelled transmembrane voltage of a red blood cell in PBS buffer. The distance 
between the cell and the photoconductor surface was varied between 5 nm and 640 nm. (c) Potential 
plot of a red blood cell with 5 nm distance to the photoconductor at the closest (edge of red blood 
cell). 

	  
Figure 6-31: Single cell lysis at 25 KHz and 20 V in PBS buffer. (a) 2.5 µm beam spot (marked by 
black arrow) is used for selective lysis of target cell (red arrow). (b) Beam spot was focused on the 
centre of cell and a voltage of 20 V was applied. (c) Lysis complete after 25 s. Scale bars: 25 µm. 

	  

A 2.5 µm diameter beam spot was used to target cells while applying a frequency of 25 kHz 

and a voltage of 20 V. As the model predicted, under these condition it was possible to 

successfully lyse red blood cells. The time for lysis was between 25 and 55s; and lysis was 



206	  

	  

achieved for any selected target cells. The Figure 6-31 shows an example of targeted red 

blood cell in a dense sample. Irreversible pore formation causes release of intracellular 

components. Red blood cells are well suited for observing the loss of the cellular integrity 

because of high concentration of haemoglobin (350g/L) which produces a strong contrast 

relative to the surroundings. In Figure 6-31, the targeted cell lost contrast and faded away 

over time leaving the empty membrane or “ghost” of the cell. 

Furthermore, while suspension cells like circulating cancer cells or white blood cells are 

interesting targets for single cell studies, the majority of the mammalian cells form tissues (in 

vivo) or grow on surfaces (in vitro). If adherent cells need to be transferred into an analytical 

device by suspending them first, the activation of signalling pathway related to the 

environmental change can lead to perturbation of biological processes and might influence 

the experimental outcome.320 Therefore, a planar substrate where cells are attached prior to 

lysis can improve the control of the sampling process. The amorphous silicon in this work 

has a thin natural oxide layer on its surface so that the cells can be grown on this glass like 

surface which is a very well understood environment for them. The first demonstration of 

lysis of adherent cell lines with light patterned electrical fields was shown in this work. A 

breast cancer cell line (MCF 7) sample was injected into the chip and incubated over night. 

The photoconductor was covered with clusters of cells immersed in cell culture medium ( ~ 

0.95 mS/m). A 5.5 µm diameter optical spot was used to verify if lysis can be achieved. In 

Figure 6-32 (a-b) a large cluster of cells was lysed within 80s. Moreover, selective lysis can 

be easily applied. In Figure 6-32 (d-g), a MCF 7 cell in the center of a cluster is shown and 

lysed within 35s. 
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Figure 6-32: MCF7 cells adhered to the surface of the photoconductor and immersed in cell culture 
medium inside the OET chip. (a-c) A 5.5 µm light beam spot was used to achieve lysis of a cluster of 
cells within 80 s (25 KHz, 20 V). (d-g) A cell in the centre of a cell cluster was targeted and lysis was 
induced using 20 V at 25 KHz. Lysis was achieved after 35 s (Scale bars: 30 µm). 

6.4. Conclusion 
This work demonstrates the application of acoustic and electric fields in a microfluidic chip 

for cell lysis. A flexible approach was outlined which can be used for experiments in batch 

and continuous mode (e.g. cells flowing through the device). A surface acoustic wave device 

was combined with an optoelectronic tweezer chip to acoustically control cell sample 

position and optically trigger lysis. Short light pulses in a millisecond range were used to 

induce irreversible damage of the cell membrane. An ultrasound standing wave with a 

pressure amplitude of ~ 1.73 MPa was applied to create a focused stream of cells in the 

centre of the microchannel. The combination of acoustic and electric actuation has shown to 

improve the lysis process significantly with efficiencies close to 100% for blood cell 

concentrations of up to 60·106 cells/ml. Improvements of the continuous lysis process can be 

made by the use of higher resonance frequencies to create cell distributions over multi 

pressure nodes or exposure times may be increased to process more dense cell samples. 

 A true single cell lysis approach was demonstrated using just the OET chip. Small light spot 

sizes of up to 2.5 µm were applied to create well localized electric fields with magnitudes 

high enough to induce irreversible electroporation. This configuration was used to 
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demonstrate targeted single cell lysis in a dense sample without lysis of adjacent cells. 

Furthermore, we have shown that this technique is applicable to high conductivity buffers 

(PBS) and cell culture media which is of advantage as cells can be treated under conditions 

closer to the physiological state. Suspension cells and cells adhered to the photoconductor 

were lysed on single cell level. 

This work has shown an improvement compared to work by Lin et al192. Optimisation of the 

concept included the reduction of the channel height, combination with acoustophoretic cell 

alignment while optical power and applied voltage were kept in the same magnitude. Higher 

sample throughputs as well as lysis of denser cell samples with efficiencies of > 99% have 

been achieved. Moreover, an improvement was made compared to previous work focusing 

on light induced single cell lysis.105 Under physiological conditions single cell lysis could be 

achieved using smaller beam spots and significantly less optical power. We believe that 

these findings are beneficial in the field of on chip cell lysis and single cell analysis.  

However, this work also indicated that potentially non-invasive cell manipulations using the 

OET chip need careful investigation. The efficient handling of cells under continuous flow 

(e.g. sorting) requires an appropriate increase in the DEP force to overcome the influence of 

the drag force. This, however, also requires the increase of the electric field strength which 

may induce an unwanted electroporation effect in cells of interest. Therefore, it is 

recommended to perform cell viability studies after cell manipulations with light induced 

electric fields in the OET chip. 
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7.   Microbubble actuation in microfluidics 
using optoelectronic tweezing and surface 

acoustic wave transducer 
	  

	  

Contrast agents or microbubbles (MBs), for enhanced ultrasound imaging were recently 

found to be potentially useful as carriers for drugs and the controlled release of them at 

specific cell targets in the human body. The activation of these gas-filled microbubbles which 

leads to their oscillation and collapse is triggered by ultrasound (insonation). The mechanism 

and factors responsible for an efficient delivery of chemicals into a cell after MB stimulation 

is the focus of current studies, however, a lack in available technologies which enable the in 

vitro individual control of microbubbles and their insonation complicate the detailed 

characterisation of the underlying process. In this study we introduced a concept for the 

individual control of microbubbles. An optoelectronic tweezing device was applied to 

selectively trap and move microbubbles using optically induced electric fields. In combination 

with an ultrasound transducer microbubbles were insonified. This concept may be used in 

conjunction with adherent cells or tissues attached to the optoelectronic tweezer device to 

accelerate the study of membrane alteration and drug delivery mediated by MB actuation.  

	  

7.1. Introduction 
Acoustic contrast agents or microbubble (MBS) are gas filled particles with sizes of 1 – 10 

µm. When injected into the body, they are usually used in ultrasound based diagnostics 

where they act as echo-enhancer for improved imaging of organs and vessels. The 

difference between the acoustic impedance of organic tissues in the body and the gas in the 

MB results in backscattering of the ultrasound signal at these interfaces. The reflection of an 

incident sound wave at a particular point in the body where MBs are accumulated is received 

by a transducer and used to create a contrast-improved image. The reflectivity is 

proportional to the size and the concentration of the gas-filled particle.321 Compared to body 

tissue, MBs are several thousand times more reflective. 

MBs are able to resonate when subjected to certain ultrasound signals. The resonance 

frequency is dependent on the size and lies within 2 – 15 MHz. In an acoustic field, the 
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insonified MB undergoes volumetric oscillation due to their compressibility which is 

characterised by rapid expanding and contracting in response to the fluctuating pressure 

amplitude. The oscillation of MBs can be visualized but requires extremely high frame rates 

in the range of several million frames per second.322  However, besides oscillation there are 

more MB interactions with ultrasound. The PAR force can lead to lateral microbubble 

translation,323 fluid motion can occur in the form of microstreaming324 due to pressure 

changes around oscillating MBs, or, depending on the exposure time and the ultrasound 

signal, MBs can be selectively destroyed. For instance, at low acoustic powers the gradual 

escape of gas from microbubbles can occur.325 At high acoustic powers a large size variation 

in the MB can cause a sudden impulsion known as inertial cavitation and an asymmetric 

microbubble collapse is able to produce directed fluid jets.326  

In general, the structure of a MB consists of a shell of 1 nm to 200 nm thick and a gas filled 

core. The shell defines the mechanical properties of the MB and the diffusion process of the 

gas. Materials for the shell can be proteins (e.g. albumin), surfactants (e.g. ploysorbate), 

lipids (e.g. di-acyl-phospholipds), polymers (e.g. polyvinylalcohol) or polyelectrolyte 

multilayer. Bio-inspired shells based on phospholipids are one of the most interesting 

components for MB development due to their biocompatibility, low surface tension and their 

ability to self-assemble. The gas core can consist of a single gas or a combination of gases 

(e.g. air, perfluorocarbon, sulphur hexafluoride). Preferable gases are used which have a low 

permeability through the shell as well as low solubility in blood and serum. 

The above described MB responses to insonation have gained much attention because of its 

potential therapeutic effects. MBs could be used as delivery systems for carrying therapeutic 

drugs which can be released on demand exploiting an ultrasound triggered process to 

induce MB destruction. There are different approaches to attach, incorporate or encapsulate 

drugs in combination with MBs. The approach usually depends on the chemistry of the MB 

and the strategy of how to deliver the drug specifically to a certain region in the body. Drugs 

can be attached to the outer shell, inserted into the shell material or loaded inside of the MB. 

A brief overview of lipid based MBs is given in Figure 7-1. For instance, site specific drug 

delivery can be obtained using ligands (antibodies, peptides) coupled (via avidin-biotin) to 

the surface of the shell which target receptors in selected tissues or cells (Figure 7-1 A). 

Alternatively, the charge on the surface of the shell can be used to attach oppositely charged 

molecules by electrostatic interaction. An example is the highly negatively charged backbone 

of DNA or RNA molecules which can be attached to cationic (positively charged) 

phospholipids (Figure 7-1 B). Moreover, the hydrophobic nature of a shell made of lipids is 

ideal for the incorporation of lipophilic drugs which naturally partition into it during the self-
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assembly process of the microbubble (Figure 7-1 C). To overcome the limited surface area, 

the lipid monolayer can be thickened using an additional oil layer suitable for concentrating 

more lipophilic drugs into the MB (Figure 7-1 D). Instead of using the surface shell area and 

the shell volume for drug loading, the whole internal volume of liposome attached to MBs 

can be exploited as drug carrier (Figure 7-1 E). Alternatively, the MB can be incorporated 

into a drug loaded liposome to increase the amount of the delivered drug (Figure 7-1 F). 

	  
Figure 7-1: Schematic of microbubble based drug carrier systems. (A) A MB design with lipid 
monolayer shell which stabilises a gas mixture core. The shell can also be modified with ligands 
(antibodies, peptides) to enable targeted microbubble accumulation at desired tissues (B) MB as 
carrier of drugs or DNA on the shell surface by electrostatic interaction. (C) Integration of lipophilic 
drugs into the shell of MBs. (D) Incorporation of hydrophobic drugs in a thickened oil shell. (E) 
Attachment of drug-filled liposomes on the MB surface. Ultrasound exposure causing mechanical 
oscillation of the MB disrupts the liposomes. (F) Incorporation of drugs and MB in liposome. 
Stimulation with ultrasound ruptures MB and liposome. Schematic and description from Ibsen et al..322 

	  

Microbubble destructions by ultrasound results in the release of energy in the form of inertial 

cavitation shockwaves, microjets, micro streaming and their associated high shear flows. In 

the presence of tissue or cells, these events can cause transient or irreversible damage to 

biological matter. For instance, shockwaves due to MB collapse as well as microjets are able 

to create ruptures in the cell membrane, a process known as sonoporation.327, 328 This has 

been used for gene (attached to MB) delivery to targeted tissue329 or drug transport across 

the blood-brain barrier330.  Liposomes attached to the MB or with incorporated MBs undergo 

the same rupture event just as cell membranes do. The actuation of the MB leads to a rapid 

release of drugs loaded in the liposomes.331, 332 Microstreaming created by MBs loaded with 
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lytic agents has been used to remove blood clots from vessels (thrombolysis).333, 334 Blood 

clots consist of platelets and fibrin. The insonation of MBs nearby enabled the alteration of 

the fibrin network and allowed an improved transport and penetration of lytic agents to 

dissolve blood clots.  

The detailed study of MB responses (oscillation, destruction) to ultrasound parameters 

(frequency, power) and their impacts on cells and the release of drugs, genes or proteins 

require novel manipulation techniques. The efficient insonation of a MB can only be 

achieved when the behaviour of the MB in the ultrasound field is properly characterised.335 

While experimental system for bulk MB investigations have been developed336-338 the 

availability of systems for individual MB handling and actuation is very limited. The 

disadvantage of bulk methods originates from the problem of polydispersed samples which 

cause signal averaging or masking. For instance Emmer et al. showed that recorded 

responses of subpopulations of MB can be masked by other subpopulations.337 Specifically, 

it was found that small MB have a low contribution in the total acoustic scattering, since a 

small amount of larger bubbles dominate the fundamental frequency response. Moreover, 

the coating of a MB has a significant influence on the MB response to an acoustic pressure 

as it dampens the vibration and thereby the resonance frequency of the MB.339 But recent 

studies have shown that phospholipid coatings were not equal or homogenous in MB 

samples.335  

Currently, only a negligible amount of studies focused on single bubble characterization. 340-

342 One major problem associated with these studies is the lack of methods to easily isolate 

a MB from a population. The common techniques to obtain single bubbles are based on high 

sample dilutions, the use of capillary tubes or flow focusing. These methods have been 

shown to be useful, but it is also evident that they require cumbersome preparation steps, 

fragile equipment or external forces with limited spatial control. In addition, none of the 

mentioned methods considers the introduction of cells for in vitro cell-MB interaction studies. 

Only a few studies investigated the sonoporation event based on single bubble cavitation in 

proximity to a cell. 185, 343, 344 In two studies, MBs were produced and individual MBs were 

controlled by applying laser technologies. In detail, a focused pulsed laser beam is applied to 

a solution. The laser energy is absorbed in the liquid and the MB results either from an 

explosive vaporization or due to the formation of a plasma (optical breakdown) and the 

associated shockwave345. The pulsating MB can then be controlled using the PAR force 

induced by laser-photoacoustic tweezing or applying optical traps by laser induced gradient 

forces (optical tweezers). However, these studies focused on the cavitational effect of simple 

air bubbles which differ significantly from therapeutic MB or contrast agents. So far, to best 
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of our knowledge, only one study showed single bubble-cell interaction using a clinical 

relevant contrast agent (Optison, UK).185 The bubble was controlled with an optical trap and 

the membrane damage in a cell monolayer was observed after bubble cavitation.  

The literature overview clearly shows a limited range of systems to study and characterise 

MBs. Many systems focus solely on the MB characteristics in bulk samples with minor 

attention to single bubble investigations and have limited relevance to biological 

applications. So far, only laser based methods seem to be able to fulfil the need to control 

single bubbles to investigate their influence on cells upon insonation. However, sophisticated 

laser systems are expensive and difficult to use which dampens the research output in this 

field. 

In this part of the thesis a less complex, cheaper and an easier to use system is proposed 

which may help to accelerate the research on MB for characterisation purposes and 

therapeutic applications. We demonstrate the selective handling of MBs as well as the 

arbitrary arrangement of MBs of different sizes using light induced electric field gradients. 

The insonation of MBs was achieved using a surface acoustic wave (SAW) device. The 

acoustic signal was coupled into the optoelectronic chip and the bubble behaviour observed 

over time. In this study we use the contrast agent SonoVue (Bracco, UK) to demonstrate 

selective bubble handling. The main clinical purpose for SonoVue is for improved diagnostic 

imaging of liver tissues to identify lesions. These microbubbles consist of a phospholipid 

monolayer shell and a core filled with sulphur hexafluoride (SF6). SF6 is a non-toxic, 

colourless and odour-less gas with a high dielectric strength. It is heavier than air and shows 

poor solubility in water. The structure and properties of SonoVue represent one of the most 

promising for MB mediated drug delivery, they are approved for clinical use and are 

therefore used as model particle for dielectrophoretic and acoustic manipulation in this 

research.	   	  
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7.2. Materials and Methods 
ITO and amorphous silicon coated glass slides were used as bottom and top electrodes to 

enable dielectrophoretic manipulation of the MB in the optoelectronic chip (see chapter 2 for 

fabrication details). A couple of changes to the manipulation system were made to optimise 

MB observation and light induced electrical movement. These included the change of the 

electrode configuration as shown in the schematic in Figure 7-2c. The microbubble density 

was lower than that of the buffer suspension resulting in a buoyancy force acting on the MBs 

and their rise towards the top electrode substrate. To achieve an improved dielectrophoretic 

control, the photoconductor site was switched, however, that also necessitated a change in 

the bright field illumination settings. Previously, illumination was obtained from a top light 

source but the aSi layer blocked most of the light leading to a poor visibility in the 

manipulation area. Therefore, a more powerful bottom illumination had to be used which 

then necessitated a modification of the piezoelectric substrate. Here, a lithium niobate wafer 

polished from both sides was used to obtain a transparent transducer allowing light 

transmission to the optoelectronic chip above (Figure 7-2a). The projection path of virtual 

electrodes was unchanged. Instead of using SU8 photoresist to structure the microfluidic 

chamber, double-sided PET tape (3M UK PLC, UK) was used to produce a manipulation 

volume of 25 mm x 10 mm x 0.1 mm (L x W x H). 
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Figure 7-2: (a) Transparent piezoelectric substrate (Lithium niobate) with slanted interdigitated 
electrodes (IDT, SAW device). (b) Frequency spectrum for SAW device in x-propagation direction. (c) 
Schematic of the setup showing SAW device and OET chip filled with microbubbles. Here, the 
photoconductor was used as top substrate compared to the previous setup where it was on the 
bottom. 

SonoVue (Bracco Suisse SA, Switzerland) MBs were purchased as a kit including a vial 

containing 25 mg of lyophilised sulphur hexafluoride (SF6) powder and a pre-filled syringe 

with a 5 ml sodium chloride solution. The salt solution is usually used to dissolve the powder, 

however DEP buffer (10 mS/m) was used, which was transferred to the vial followed by 20 

seconds of shaking to mix all contents. MB samples were withdrawn into a syringe and then 

manually injected into the optoelectronic chip after further 1:10 dilution in DEP buffer. 

The optoelectronic chip was connected to a function generator and a voltage signal of 70 

KHz and 10 V was applied. The SAW device was actuated at a frequency of 2.8 MHz. The 

frequency spectrum of the SAW device is shown in Figure 6-2b. The bandwidth lies within 

the spectrum which is commonly used for medical ultrasound applications. Microbubbles 

were exposed to a pressure wave caused by an amplitude of 60 V applied to the SAW 

device in burst mode using a 12 cycle sine wave with a pulse repetition frequency of 300 ms. 

Note, the slanted SAW device deposited on the transparent piezoelectric wafer was 

designed for the frequency range of 3.5 MHz to 5.5 MHz. However, the network analysis 
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showed frequency responses down to 2.6 MHz. A frequency of 2.8 MHz was chosen 

because of a good MB response. 

To quantify the pressure amplitude in the optoelectronic chip a fibre-optic hydrophone 

(Precision Acoustics, UK) was used. The 10 µm (diameter) fibre sensor was placed in the 

microfluidics chamber between the electrodes substrates and the acoustic response was 

measured after applying 2.8 MHz and 60 V to the SAW device. The maximum pressure 

amplitude obtained was 100 kPa. 

The dielectric response of MBs of different sizes was modelled using a MatLab script and 

the parameters shown in table 7-1. In detail, we modelled the real part of the Clasius-

Mossotti factor to investigate the sign of the dielectric force on the MB when subjected to 

non-uniform electric fields. We assumed a homogenous particle with an effective 

conductivity given by the sum of its bulk and surface conductivity. The conductivity of SF6 is 

dependent on the temperature and no values were found for ambient temperatures. 

However, used as a dielectric gas for insulator purposes it has similar conductivity values to 

air (20°C). Therefore, the bulk electric conductivity value of air was used as an 

approximation (see results, Figure 7-4). The electric field strength was modelled (2D model) 

using Comsol (v3.5, Comsol Ltd., UK). The chip thickness (100 µm), light pattern of 10 µm 

length, the medium conductivity (10 mS/m), the applied voltage of 10 V and the frequency of 

70 KHz were used in the model to simulate the electric field. The conductivity of amorphous 

silicon in dark and light state were set to 1.8 · 10-5 S/m and 1.4 · 10-3 S/m in the model 

corresponding to the use of a 40x objective (see results, Figure 7-6). 

Table 7-1: Parameter used to model Clausius-Mossotti factor for various sized MB. 

Permittivity of media 79 

Permittivity of SF6 1.0024 

Conductivity of media [S/m] 0.01 

Bulk conductivity of SF6 [S/m]346 3·10-15 

Surface conductivity [S/m] 1·10-9 

MB sizes [µm] 0.25 – 10.00 

Frequency [Hz] 10 000 – 1000 000 

	   	  



217	  

	  

The velocity of MBs of various sizes trapped in a ring pattern was quantified by analysing 

recorded video sequences. The inner and outer diameters of the ring pattern were 23 µm 

and 33 µm. MBs experienced a negative dielectrophoretic force when 70 KHz were applied 

to the optoelectronic chip. The ring pattern with trapped MB was moved (keyboard 

controlled) with constant speed to record the path over time. The speed was adjusted to the 

maximal trapping force (before the bubble escaped the trap) when 10 V were applied to the 

chip. The videos were analysed using the video analysis tool Tracker (v4.84, Douglas 

Brown, USA) 

MBs were trapped in the ring pattern during insonation. The size changes while constantly 

insonified were recorded and ImageJ (v1.47, USA) was applied to extract the diameter of 

MB over time. 
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7.3. Results and Discussion 
MBs modified with drugs or ligands are promising tools for theranostic applications. 

Originally used for ultrasound based imaging due to their scattering properties, new MB-

ultrasound interactions were found to be excellent mechanism to deliver molecules to target 

cells or induce controlled tissue alteration. The characterisation of insonified MB and the 

potential influence on cells and tissue requires new examination methods with flexibility in 

terms of MB handling (single or multiple), insonation parameters (frequency, pressure 

amplitude), microfluidic scalability and ability for working with biological matter (cells, tissue). 

In previous chapters, a combined platform, which brings together optoelectronic and 

acoustic tweezing was introduced and now applied to comply with the need of new 

strategies for enhanced MB manipulation. To allow for MB insonation, a transparent lithium 

niobate substrate containing a surface acoustic wave (SAW) device was used. As can be 

seen from Figure 7-2b, the frequency response of the SAW device was tuneable within a 

frequency band from 2.6 MHz to 4.8 MHz which is of importance as medical ultrasound 

devices work in this particular range or even higher up to 15 MHz. MBs were contained in 

the microfluidic environment of an optoelectronic chip placed on the SAW device substrate. 

The ultrasound signal was coupled from the substrate to the chip via a water coupling layer 

(Figure 7-2c). The microfluidic volume was simply created by a spacer between the 

electrodes of the optoelectronic chip. In this case double sided tape with a thickness of 100 

µm was used. The MB sample was then manually injected with the aid of capillary forces. 

The MB samples used consisted of phospholipid shells with a sulphur hexafluoride (SF6) gas 

core and were provided by SonoVue. The sample contained bubbles sizes from 1 - 10 µm 

with mean diameter of 2 – 3 µm. The rather nonuniformity showed that the creation of 

uniformly sized MB samples is still challenging although novel strategies based microfluidic 

approaches347 seem to be a promising route. Even with a homogenous sample, once 

transferred into a different environment, maintaining a constant MB size is technically 

challenging. When suspended in a liquid, MBs can grow, shrink or coalesce in response to 

physico-chemical alteration of the environment.348 The hydrostatic or acoustic pressure as 

well as the surface tension between the liquid-gas interfaces causes a static diffusion of gas 

from the core of the MB into the liquid. Small MBs are more susceptible to these influences 

and dissolve quickly once injected, into the blood flow, for example.339 The reason for this is 

the increased excess pressure (difference between internal and external pressure) within the 

MB which is generated to balance the surface tension. This leads to an increase in the 

partial pressure (pressure of the gas in a certain volume) inside the MB compared with the 

partial pressure in the surrounding liquid. The resulting steep concentration gradient 
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increases the diffusion and therefore the dissolving of the MBs over time. The shell material 

is of importance as it reduces the surface tension between the gas/liquid interface and acts 

as a permeation barrier. During the experiments using SonoVue, a static diffusion and the 

associated size change was not observed within an hour after injection into the microfluidic 

compartment.  Figure 7-3 shows a microscopic image of SonoVue MBs in the optoelectronic 

chip. MBs were suspended in low conductivity medium (10 mS/m) and injected into the 

optoelectronic device. It can be seen that the sample is not uniform but contained MB sizes 

from 1 to 10 µm. 

	  
Figure 7-3: SonoVue microbubbles for drug delivery. Image depicts the non-uniformity when working 
with microbubble samples. Scale bar: 50 µm.  

The size distribution can be considered as a general issue when dealing with MBs. But as 

well as the size, the coating and the environment are significant factors which influence the 

MB’s response to an acoustic pressure. Therefore, it is desirable to investigate the optimal 

insonation parameters for particular conditions. To do so, selective addressing and isolation 

of MBs is necessary. The usage of the dielectrophoretic force (DEP force) in a nonuniform 

electric field seems to be a promising route as it allows for precise targeting of single and 

multiple MBs. The dielectrophoretic response of a MB depends on its electrical properties 

which are a function of the applied frequency as well as the medium properties and is 

described by the CM factor. When a MB is subjected to a non-uniform electric field any 

induced dipole inside the MB would interact with the external applied field. This would result 

in a net force which is either towards high or low electric field strength. The SonoVue MB 

core contained SF6 which is a gas of high dielectric strength. Therefore, it can be assumed 

that the MB acts as an excellent insulator with low polarisability compared to the surrounding 

medium and experiences a negative dielectorphoretic force. The CM factor was modelled for 
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different sized MBs for a frequency range of 10 KHz to 1 MHz considering a medium (DEP 

buffer) conductivity of 10 mS/m. Figure 7-4 shows the real part of the Clausius-Mosotti 

factor. As expected, the sign of the factor is negative under the given condition over a long 

frequency range for a relatively large MB size distribution. The CM factor increases with 

decreasing MB radius showing the growing influence of the MB surface conductivity imposed 

by the medium conductivity. Even MBs in submicrometer range experienced a negative 

dielectrophoretic force according to the model. However a surprising result was found when 

a decrease in the medium conductivity (modelled) as well as MB size (<200 nm) changed 

the sign of the DEP force as the less polarisable medium and the surface conductance 

dominated. Therefore, trapping, isolating and translating MBs from a sub-population by light 

patterns using OET might be conceived. 

	  
Figure 7-4: Simulated real part of the Clausius-Mossotti factor for various MB diameters (0.25 - 10 
um) in DEP buffer (10mS/m). 

For MB actuation, a ring pattern was used to selectively trap and isolate MBs from a 

population. The pattern is ideal as it allows to trap a MB inside the ring while no other MBs 

can enter because of the negative DEP force. In Figure 7-5, 𝛻𝐸! was modelled for a ring 

trap and the direction of the DEP force acting on a MB is represented as black arrows. As 

can be seen from the simulation, the DEP force is partially directed towards the centre of the 

ring trap. This results in a stable MB trap and is used for individual MB handling. The inner 

and outer diameters of the ring were 23 µm and 33 µm, respectively. The dimensions were 

arbitrary chosen and one advantage of OET is in being able to create patterns on the fly to 

suit a particular case. For instance, the ring pattern’s size can be decreased when the 

population of MB is very dense or increased to trap several MBs. 

 



221	  

	  

	  
Figure 7-5: Simulated 𝛻𝐸! for a ring trap. Scale bar shows the magnitude of the gradient of the 
electric field squared and the black arrows show the direction of the DEP force for an insulating MB. A 
negative DEP force points away from high field regions. However, the use of a ring trap results in the 
DEP force pointing towards the centre of the ring. Hence, the result is a stable MB trap which can be 
used to select and move single MBs. 

In Figure 7-6 we demonstrated a sequence of single MB manipulations where the diameter 

of the MB was 7 µm. First, a MB was targeted (Figure 7-6a) and the light pattern was moved 

(keyboard controlled) to encircle the MB in the absence of an applied electric field (Figure 7-

6b). When the MB was targeted, a frequency of 70 KHz and voltage of 10 V was applied to 

create a stable trap. This was followed by a horizontal and vertical movement of the ring 

pattern to isolate the MB (Figure 7-6c-d).  
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Figure 7-6: (a-d) Selective trapping and moving of 7 µm microbubble using a light induced 
dielectrophoretic trap at 70 KHz and 10 V. Scale bar: 50 µm. 

During these experiments, the influence of the electric field on the MB appearance was 

visually monitored. Electroporation is likely to cause damage to the phophilipid layer as it is 

seen in experiments with cells when threshold electric field is applied to the sample. Under 

the given conditions (70 KHz, 10 V), no change in the MB morphology was observed when 

trapped and transported by light induced dielectrophoresis. The exposure times to the 

electric field were in the range of 5-10 minutes. The electric field strength in the liquid was 

modelled and is shown in Figure 7-7a. The field strength was higher close to the surface of 

the photoconductor and decreased rapidly towards the bulk liquid (Figure 7-7c). The highest 

field strength was close to the inner and outer edge of the projected ring pattern with values 

of 5.6 kV/cm and 7.4 kV/cm (10 nm above the aSi layer) respectively (Figure 7-7b). 
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Figure 7-7: 2D cross section model of the electric field strength distribution when a ring pattern 
illumination was used with 70 KHz and 10 V applied to the OET chip. The colours represent the 
electric field strength in kV/cm. (b) Cross section plot of the electric field strength along the ring 
pattern 10 nm above the aSi layer. Peak values of 7.4 kV/cm and 5.6 kV/cm correspond to outer and 
inner edge of the ring pattern. (c) Decay of the electric field at the outer edge of the ring pattern with 
increasing distance to the aSi layer.	  

The maximum velocity of transported particles was of interest to get insight into the times 

needed to perform manipulation tasks. Therefore, several MB of different sizes were trapped 

in the ring pattern at 70 KHz and 10 V, followed by linear movements of the trap. The 

velocity was increased to a maximum value close to the point where the MB escaped from 

the trap. Figure 7-8 shows the velocities for MBs of sizes from 2.7 µm to 7.1 µm. The 

measured velocities for this size range were 2.5 µm/s to 11 µm/s corresponding to forces of 

0.06 pN to 0.73 pN. 
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Figure 7-8: Velocities of various sizes of microbubbles when trapped and moved in ring pattern 
applying 10 V and 70 KHz. 

Subsequently, MB insonation was investigated by coupling an acoustic signal from the SAW 

device into the optoelectronic chip. MBs respond to an alternating pressure field by volume 

oscillation. The magnitude of the pressure defines whether the oscillation is linear or 

nonlinear.339 When low acoustic pressures are applied (up to 100 KPa), the radius of the MB 

oscillates linearly in relation to the amplitude of the pressure field.349 High pressure 

amplitudes instead result in nonlinear oscillations of the MB, where the contracting 

(compression) phase differs from the expanding phase. The oscillation behaviour can be 

observed but a high speed camera (several MHz) would have been necessary but was not 

available during this study. Therefore, we focused on bubble behaviour on longer time 

scales and started with the coupling of the ultrasound into the chip. In Figure 7-9 a MB 

sample in the OET device before (a) and after (b) acoustic actuation can be seen. Here, the 

ultrasound signal (2.8 MHz, 50V) was applied for several seconds. 

	  
Figure 7-9: Microscopic images show inhomogeneous acoustic pressure distribution. (a) Chip filled 
with microbubble suspension. (b) Accumulation of microbubble in local pressure maxima after 
coupling of ultrasound into the chip at 2.8 MHz and 50 V. Scale bar: 100 µm. 
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An instantaneous movement of MBs was observed once the SAW device was activated. The 

surface acoustic wave was coupled into the microfluidic chamber creating a rather complex 

pressure distribution as a result of wave reflections at interfaces along the device boundary, 

similar to standing waves. This generated a rapid translation of MBs, driven by the PAR 

force, towards areas of maximal pressure changes. However, such a MB movement was 

unwanted in the device and a pulsed ultrasound signal, as is used in most ultrasound 

studies, was applied to study the MB behaviour without lateral movement. In detail we 

applied a sine wave signal (2.8 MHz, 60V) of 12 cycles with a pulse repetition frequency of 

300 ms. This frequency was chosen based on good MB response compared to higher 

frequency (>3 MHz). Figure 7-10 (a-d) shows the response of a trapped MB during constant 

insonation for 86 seconds. The acoustic actuation resulted in the shrinking of the MB until 

complete dissolution. The measured pressure amplitude, using a fibre-optic hydrophone 

(Precision Acoustics, UK), was 100 KPa. During these experiments it was noticed that only a 

constantly insonified MB showed this behaviour, while short exposure times of several 

seconds caused no visible (camera with low framerate) effect. 

	  
Figure 7-10: Microbubble (7 µm) response after activation of acoustic transducer (2.8 MHz, 60V, burst 
mode, 300ms) where (e) is 0 s, followed by 37 s (f), 73 s (g) and 86 s (h). Scale bar: 20 µm. 

The resonance frequency of a simple gas bubble at low pressure amplitudes (e.g. standard 

atmospheric pressure) can be approximated by the simple harmonic oscillation. An 

expression for determining the resonance frequency of a MB of a certain size was developed 

by Medwin et al..350 However, it has been shown that the acoustic behaviour of structurally 

more complex MBs (e.g. encapsulation) is significantly altered. A shell (e.g. phospholipid) 

causes an increase in resonance frequency due its stiffness and an increase in damping due 

to its viscosity.351 Therefore, the simple analytical expression given by Medwin et al. resulted 

in lower frequency values while in fact higher frequencies should be assumed for SonoVue 

MBs. As mentioned above, SonoVue MBs responded at 2.8 MHz with size changes as 

shown in Figure 7-10. This agrees well with previous studies where similar resonance 

frequencies for populations of SonoVue MBs were found to be 3 MHz and 2.9 MHz.339, 349 

Also, a non-linear MB oscillation mode called ‘compression-only’ has been identified in these 
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studies and could be an explanation for the observed MB shrinkage when constantly 

insonified. A more detailed description of this non-linear behaviour is given below. 

The response to a particular frequency was investigated for MBs of different sizes. A range 

of MBs were selectively trapped, isolated and arranged in an array. It has to be noted that 

the OET chip can be of great benefit for this, as the whole process from injecting the MBs to 

specifically selecting individual MBs can be performed at relatively short time scales of 

around 10 to 15 minutes. In Figure 7-11a, MBs with sizes of 4.0 µm to 9.0 µm were held in 

ring patterns before insonation at 2.8 MHz (60 V). The array arrangement was chosen to 

avoid bubble-bubble interaction. In previous studies it has been shown that the MB response 

to an ultrasound signal was altered in the presence of nearby MBs.352 The MB oscillation 

when ensonified can induce non-inertial cavitation (e.g. microstreaming) and Bjerknes 

forces. These effects may influence single bubble studies when inter-MB distances are small 

(< 40 µm352). The following image sequences (Figure 7-11) show time points during 

insonation. In Figure 7-11b, after 1.21 minutes, the right column of the array is empty 

indicating complete MB dissolution. Subsequently, in Figure 7-11c and 7-11d, the remaining 

MBs disappeared after 1 min 45 s and 3 min 45 s. The size change for every MB was 

measured during insonation. Figure 7-12 shows the change in MB diameter over time. The 

dissolution time of MBs increased with increasing MB diameter. For instance, a 4 µm MB 

was dissolved after 25 s while 230 s were needed to completely dissolve the 9 µm MB. 
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Figure 7-11: (a) Trapping of different sized microbubbles in dielectrophoretic trap at 70 KHz and 10 V. 
(b-d) Insonation (2.8 MHz, 60V, burst mode 12 cycles, 300 ms) of microbubbles  (b) after 1.21 min (c) 
1.45 min and (d) 3.45 min. Scale bar 200 µm. 

	  

	  
Figure 7-12: Change in microbubble diameter over time when acoustically actuated at 2.8 MHz using 
60 V. Microbubbles were kept in dielectrophoretic trap at 70 KHz and 10V. 

From the experiments above it can be concluded that the SAW device actuation was able to 

insonify MBs of different sizes using a single frequency and acoustic pressure amplitude. 
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The stimulation led to MB shrinkage until dissolution but sudden impulsion in the form of 

inertial cavitations was not observed. This can be associated to a lack of acoustic energy 

generated by the SAW device and a limited output voltage generated by the amplifier 

resulting in ultrasound pulses with pressures of 100 kPa, which can be considered as a low 

acoustic pressure.349, 353   

 

The shrinkage of the MBs could be attributed to acoustically driven diffusion. The rate of 

diffusion, which is dependent on the shell material as well as concentration gradient of the 

gas, can be significantly affected during insonation because of the changing pressure over 

time and the motion of the gas liquid interface.353 MBs usually undergo forced expansions 

and compressions when insonified. During the expansion phase an increased inward 

diffusion can dominate over the outwards diffusion. However, during the compression phase 

the outwards diffusion can dominate. This phenomenon has been observed in studies by 

Cha and Henry354. A decrease in diameter of a lipid-shelled MB (MP1950) during insonation 

(2.25 MHZ, 240 kPa) has also been observed in a study by Chomas et al.353 Similar to the 

observation in this study, MB shrinkage was only stimulated when the ultrasound was 

switched on. No decrease was observed after insonation showing that the shell of the MB 

was intact and the size changes were because of acoustically driven diffusion. Interestingly, 

a single frequency and pressure amplitude can be applied to destruct MBs of different sizes. 

Chomas et al. used bubbles in the range of 3 µm to 6 µm. Here, destruction of MBs of 4 µm 

to 9 µm in diameter was demonstrated. This indicates that a frequency or pressure 

dependency in regards to the size based MB response was absent under the given 

conditions. In fact, an onset of MB vibration at resonance and off-resonance for certain 

pressures has been shown by Emmer et al.355 An acoustic pressure threshold of 30 kPa to 

120 kPa for different lipid-shelled MB (2 µm to 11 µm) was necessary for stimulated MB 

oscillation.  

 

Alternatively to the concept of forced expansions and compressions with net diffusions out of 

the bubble, a recent study has shown that SonoVue MB undergo a compression-only mode 

when insonified.356  Here the MBs compress more than they expand. This non-linear 

behaviour has been explained by pressure induced buckle and folding of the lipid monolayer 

which results in easier compression than expansion.357 More specificly, it is understood that 

a 3D collapse of the monolayer occurs when the phospholipid monolayer is compressed 

beyond its saturated phospholipid concentration.358 Hence, this could possibly lead to a 

directed diffusion when the gas pressure in the MB increases during the compression phase 

while being at rest between the compression phases. More gas is forced out of the bubble 
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during the compression phase induced by a steep concentration gradient along the 

MB/liquid interface. Moreover, work on the compression-only behaviour by de Jong et al.359 

has shown that there is no clear dependency on the initial bubble radius, the applied 

frequency or the pressure amplitude which corresponds partially to the first results seen in 

this study. However, the explanation has to be handled with care as a model by Marmottant 

et al.360 was successfully used to relate the compression-only behaviour with the change in 

surface tension during the buckling of the monolayer. The phospholipid concentration at the 

gas/liquid interface affects the surface tension. A change in the bubble radius (change in 

lipid concentration) changes the surface tension. The compression-only mode is then 

associated with a reduction of the surface tension due to a decreasing MB radius. But the 

reduced surface tension disagrees with the phenomenon of acoustically driven diffusion 

because in the buckling mode the surface tension is considered to be close to zero which 

counts for the longevity of MBs and counteracts the diffusion out of MBs. 

 

Last but not least, rupturing of the phospholipid shell after many cycles of expansions and 

compression may offer another explanation. When the shell material breaks up, the surface 

of the MB is partially uncovered. This can promote the release of gas out of the MB core. 

 

In summary, the initial experiments using this manipulation platform showed promising 

results in terms of individual MB handling and insonation but also raised lots of interesting 

question in terms of the observed phenomena. Currently, a lack of measurement equipment, 

for optical (e.g. high speed camera system) and acoustical investigations (e.g. transducer for 

attenuation and scattering measurements) inhibit a detailed characterisation but will be 

tackled for future studies which focus on single MBs as well as MB-cell interactions. The 

latter especially might benefit from the enhance MB control given by the proposed 

micromanipulation system. 

	  
	  

7.4. Conclusion 
We proposed a novel micromanipulation platform for the parallel characterisation of 

individual or grouped MBs during ultrasound excitation. It was demonstrated that an 

optoelectronic tweezer device can be applied to selectively trap and isolate single MBs of 

different sizes within a heterogeneous sample. Using a voltage of 10 V at 70 KHz, we were 

able to transport MBs of different sizes (2.7 µm to 7.1 µm) with speeds of 2.5 µm/s to 11 

µm/s.  Moreover, insonation of MBs was achieved by coupling a surface acoustic wave from 

a SAW device into the optoelectronic chip. The successful actuation after ultrasound 
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activation was identified through MB size changes. The exposure to the alternating acoustic 

pressure field caused an increased diffusion of SF6 from the MB core into the surrounding 

liquid until total dissolution. Primarily, it was suggested that an acoustically driven diffusion 

out of the bubble during compression cycles is the underlying mechanism. Alternatively, 

shell defects due to the mechanical load can contribute to the diffusion. The diffusion in 

terms of diameter change was shown for MBs of different sizes. The total dissolution time 

was a function of the size of the MB under the applied experimental conditions which agrees 

with the proposed diffusion mechanism. 

The advantage of the proposed system can be summarized as follows. The introduced 

concept provides a microfluidic environment for controlled experiments contained in one 

device with visual inspection through a microscope. Furthermore, the capability of patterning 

light in arbitrary shapes to form non-uniform electric fields enables precise MB control. The 

parameters of the optoelectronic chip can be tuned in terms of field strength or chip 

geometry to be able to work with different sized MBs. The ultrasound transducer works in a 

frequency range relevant for medical concepts and moreover, a wider range of frequencies 

can be applied simply by changing the slanted electrode design. 

At the moment, a disadvantage is that only low acoustic energy is coupled into the chip 

producing low acoustic pressures. It would be desirable to have a tuneable system which is 

able to create high acoustic pressures in order to induce microstreaming, inertial cavitation 

effects and asymmetric bubble collapse. To solve this problem, the first step would be the 

replacement of double sided tape and the use of more rigid material such as SU8 to reduce 

the energy loss due to acoustic absorption. In addition, transducer output can be improved 

by using a different electrode design with an increased number of electrodes creating a 

better coupling efficiency into the piezoelectric substrate and hence into the optoelectronic 

chip. 

The study of single MB behaviour is of course only the first step towards the understanding 

of more complex phenomena. In reality the MB behaviour is influenced by many factors such 

as the presence of nearby MBs which may alter the way the cavitation process takes place. 

Starting from understanding simple systems (single MB studies) followed by a stepwise 

subsequent increase in the complexity (adding MBs) can help to decipher the underlying 

relationships that explain the observed phenomena. In future, we hope that the developed 

system may be used for such an approach as well as for the study of MB and cell 

interactions to aid the development of drug delivery or controlled tissue damage.  
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8.   Summary 
	  

	  

Micromanipulations platforms have gained increased attention over the last decades. They 

enable handling of particles in minute samples within microfluidic compartments and 

demonstrate promising routes to enhance procedures in important fields such as analytical 

chemistry and medical diagnosis. Non-contact approaches based on externally applied force 

fields allow researchers to probe and alter particle states in a gentle, precise and controlled 

manner. Among them, especially forces generated by acoustic and electric fields received 

the attention of researchers developing lab on a chip, micro total analysis and point of care 

systems. This is evident by the vast amount of literature dealing with physical phenomena 

such as dielectrophoresis and acoustophoresis applied to miniaturised systems. Each of 

these methods has its merits. Ideally, a system that combines it all (“eierlegende 

Wollmilchsau”) would be of great benefit for the scientific community. 

The thesis introduced a concept for a unified platform that enabled the use of acoustic and 

electric fields for particle manipulations in microfluidic environments. In particular, 

optoelectronic tweezing (OET), also known as light induced dielectrophoresis was fused with 

acoustic tweezing, also known as acoustophoresis, on a versatile system. The system can 

be divided into two individual physical units. The first one represents the OET unit which 

integrated light induced electric fields into a robust microfluidic chip. The OET chip not only 

operated as room for electric field generation but also as transverse resonator to confine 

acoustic fields. These fields were the result of travelling surface acoustic waves excited by a 

piezoelectric transducer which defined the second unit. 

The first experimental chapter focused on the development and characterisation of the OET 

unit. A fabrication protocol was first designed that enabled the integration of OET into a 

robust microfluidic chip. A conventional OET device consists of a photoconductor substrate 

parallel aligned to a second electrode substrate. In this work amorphous silicon (aSi) and 

indium tin oxide (ITO) were used as substrates and assembled to a composite structure 

using SU8 negative photoresist as bonding agent as well as frame to define the microfluidic 

channel. Briefly, SU8 was sandwiched between the electrodes substrate followed by a 

photolithography step to allow cross linking induced bonding and defining of the 

microchannel features. The protocol was adjusted at different fabrication steps to be able to 

alter the depth of the microfluidic channels. Here it was found that changing spin-coating 
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speeds as well as adjusting soft baking and exposure times for a set of SU8 versions (3050, 

3025) yielded SU8 thicknesses in the range of 15 µm to 70 µm. The OET chips were 

characterised by profile measurements and microscope techniques. The latter one included 

scanning electron microscopy (SEM) which enabled detailed investigations of the cross-

sections of fabricated chips. It is mentioned in the literature that an ideal transverse 

resonator contains flat and vertical side walls to create standing waves efficiently.51 

However, SEM imaging revealed curved channels walls and deviations from the lateral mask 

layout dimensions. This has been associated to the unusual sandwiching process in 

combination with refraction issues during the UV-exposure through several adjacent layers 

leading to an increase in the lateral dimension by 5 % to 10 %. Nonetheless, the developed 

fabrication protocol allowed the production of robust channels of high bonding area and 

strengths using materials which are biocompatible and resistant to chemical and physical 

strain. The novel chip fabrication process can be applied to different substrates and may find 

its usage where classical PDMS soft lithography for microfluidics is not applicable. 

However, a critical note has to be made concerning a process step within the fabrication 

protocol which included the developing times of the unexposed SU8 features. The 

developing took place through inlet and outlet holes in the top ITO substrate. The exposure 

to the developer solution was spatially limited and mainly diffusion controlled which 

increased the overall chip fabrication time up to several days for long and narrow microfluidic 

features. An improved protocol may include the use of ultrasound (MHz range) assisted 

developing as suggested in the literature.361  

The performance of fabricated OET chips were experimentally characterised by particle 

manipulation experiments under continuous flow and device simulations in COMSOL. The 

velocity of particles before being trapped at virtual electrodes was used as figure of merit 

and parameter to determine the dielectrophoretic force experienced by the particle. Particle 

velocities and corresponding dielectrophoretic forces in the range of tens of µm/s to 

hundreds of µm/s and several pN to tens of pN were achieved by adjusting device and 

operational parameters including the voltage amplitude, the conductivity of the liquid 

medium, the depth of the microchannel as well as virtual electrode width and transparency 

defined in the image projecting software. 

The performance of the OET chip improved by an increased voltage amplitude, by lowering 

the liquid medium conductivity, by decreasing the substrate gap distance while increasing 

the optical intensity and width of the virtual electrode patterns. Simulations showed that the 

electric field magnitude in the liquid medium rose according to these parameters and that the 
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vertical field components may be responsible for characteristic device behaviour. The latter 

one describes a linear trend observed when increasing the voltage amplitude. The DEP 

force scales with gradient of the electric field squared which is proportional to the applied 

voltages. A square dependence was expected, however, the observed linear relationship 

was associated with a dominating vertical component of the DEP force inducing particle 

lifting over the potential barrier. 

The OET unit as part of the joined micromanipulation platform was individually applied to 

demonstrate useful microfluidic functions. This included the focussing of particles into 

precise single particle streams by oblique virtual electrodes as well as sorting of particle of 

different diameters (3 µm, 6 µm, 10 µm) into channels defined by virtual electrodes. A 

significant sample throughput required higher particle velocity and hence higher amplitudes 

applied to the OET chip to increase the DEP force. However, the voltage increase was 

accompanied with leakage fields in the absence of selective illumination. The 

photoconductor was not an ideal insulator switching voltage into the liquid medium even in 

the dark state. A uniform leakage field in the microchannel centre induced particle-particle 

interactions (pearl chaining). At the microchannel wall, the leakage field was disturbed by the 

presence of the insulating SU8 photoresist. The curved shape of the wall was expected to 

produce a rather non-uniform field and was verified by particle distribution near the channel, 

eventually. The leakage field influences the sorting as larger particles are loaded by smaller 

ones due to mutual DEP. Furthermore, particles in proximity to the wall undergo motions 

towards the wall as result of low field magnitudes near the insulator. Virtual electrode 

projections were not able to address these particles by means of DEP. The leakage field 

needs to be suppressed in future devices to make particle manipulation more reliable when 

using OET. A strategy to do so may involve a thicker photoconductive layer (> 1 µm) which 

increases the voltage drop in the dark state and reduces the field in the liquid medium. An 

attempt has been made to increase the aSi layer thickness but poor adhesion led to cracking 

and peeling of the layer making device fabrication difficult. An optimisation of the aSi 

deposition process needs to be undertaken to increase the layer stability. Amorphous silicon 

layers of more than 1 um thickness have been achieved, preferably on silicon and oxide 

substrates.362 Although ITO seems to be an ideal adhesion layer, exposure to elevated 

temperatures might reduce the surface oxygen363 which can affect the aSi layer stability. 

The second experimental chapter describes the fabrication of the second unit, the surface 

acoustic wave (transducer), before introducing a novel concept where the first unit is applied 

as transverse resonator in form of a superstrate placed on the piezoelectric substrate. A 

SAW transducer consisting of interdigitated electrodes of varying pitch and gaps along the 
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aperture was developed. This kind of transducer is known as slanted IDT and allows the 

excitations of multiple frequencies (one at a time) as narrow SAW beams at specific 

positions in the aperture. The developed transducer design had a fundamental frequency 

response in the range of 3.7 MHz to 5.5 MHz and was used throughout this study.  

The superstrate concept has been tested using disposable glass-polymer-glass composite 

chips, fabricated using the protocol developed in chapter 3. Although the microchannel was 

constructed by a polymer and curved channel walls were obtained a one-dimensional plane 

standing wave was evident at the fundamental resonance of the chip. Sufficient acoustic 

energy could be coupled into the chip enabling acoustophoretic particle manipulation. In fact, 

pressure amplitudes of 0.3 MPa to 3.1 MPa were measured when voltages of 5 V to 40 V 

were applied. The developed superstrate concept addressed the need for disposable 

substrates53 used in conjunction with SAW based particle manipulation. SAW transducer and 

piezoelectric substrates are expensive units due to material and fabrication cost while 

superstrates can be made from cheaper composites or plastic materials. Furthermore, it was 

shown that the superstrate/transverse resonator concept has some benefits compared to 

standing surface acoustic wave (SSAW) manipulation in PDMS channels. These include 

easier device assembling as no precise position, bonding and aligning relative to the 

pressure nodes on the SAW substrates is required while keeping the benefits of SAW 

transducer such as high and wide frequency excitation and a planar device structure. The 

potential of this new concept has been demonstrated showing versatile particle patterning in 

a static fluid and also tuneable pressure node distribution under continuous flow. Moreover, 

the PAR force and acoustic streaming induced drag forces experienced by different particles 

enabled their separation. In particular, the developed strategies for separating trypanosomes 

from blood cells provide a very promising avenue to improve the enrichment of the parasite 

and the diagnosis of the disease associated with it. 

Besides the outlined advantages of the superstrate concept there is plenty of room for 

optimisations and extensions. For instance, an alternative transducer design can be 

developed to try to increase the coupling efficiency into the piezoelectric substrate and the 

superstrate. At the moment relative high voltages are applied which might be inappropriate 

for certain system requirements (battery power devices in low resource environments). 

Moreover, a change to a superstrate completely made of plastics would be desirable which 

would reduce cost and also enables more rapid prototyping, although the acoustic energy 

transfer might be a concern and should be investigated. An advanced application might 

involve the use of several SAW transducers in sequence to allow for multiple microfluidic 

functions such as focussing, separation or merging. In summary, this chapter introduced the 
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superstrate concept and showed individual acoustophoretic applications while also laying the 

foundation of combining acoustic and electric fields in a single microfluidic chip. 

The third experimental chapter presented the combined use of electric and acoustic fields 

under continuous flow. This provided the advantage of performing localized as well as more 

global particle manipulation with virtual electrodes being applied selectively to small 

microchannel sections while acoustic standing wave fields being applied along the channel 

length. Acoustic standing wave fields were well suited to rapidly concentrate particle 

samples into fixed pressure nodal planes before being addressed by virtual electrodes in 

form of selective sorting and guiding into channel outlets, pressure nodes or trapping and 

merging of particle aggregates. The application of locally applied virtual electrodes within a 

microchannel section can be exploited to support a more localised use of the PAR force as 

shown by sorting of different sized beads into virtual channels. However, the chapter 

outlined again that particle-particle interactions arising from leakage fields, patterned electric 

fields and even acoustic standing wave fields influence manipulation processes including 

particle focussing and sorting. A strategy to reduce such unwanted interactions may involve 

the increase in the photoconductor thickness and the introduction of an additional SAW 

transducer. This might reduce the amount of the field leaking into the liquid layer as most of 

the voltage drops across the photoconductor in the dark state which reduces pearl chaining 

effects. An additional acoustic standing wave across the channel height, generated by a 

second SAW, can be helpful to focus beads into one horizontal plane which also counteracts 

dipole-dipole interactions.  

The fourth experimental chapter applies optoelectronic and acoustic tweezing to perform 

lysis of cells under continuous and static flow conditions. The lysis of cells is the first step in 

many bioanalytical investigations where cellular components (e.g. Proteins and DNA) are 

studied or quantified to characterise cell behaviour. Microfluidic approaches are of great 

advantage. The need of low sample requirements, reduced sample loss and contamination 

as well as fast processing can be addressed using on chip handling. In this work a shallow 

microchannel of 15 µm height was used to demonstrate continuous lysis of red blood cells 

by light induced electric fields. Simulation of the OET devices were used to investigate the 

electric field strength and analyse transmembrane potentials induced in red blood cells for 

the given conditions. Simulation results have been confirmed by successful lysis under static 

conditions where time-sensitive experiments showed that electric field exposure times of 

millisecond scales were sufficient to induce irreversible damage to the cells. These findings 

have been adapted to perform lysis under continuous flow. The OET device was acoustically 

actuated to form a single cell band along the pressure nodal plane in the microchannel 
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centre. The combined use of OET and acoustic tweezing enabled cell lysis efficiencies   

close to 100 % for cell concentrations of 60·106 cells/ml. Lysis was improved compared to 

single OET actuation partially because of removing cells from the shielding channel wall and 

possibly also due to exposure to high pressure amplitudes. The latter can cause 

sonoporation of the cell membrane as the result of strong membrane oscillation which can 

cause mechanical strain strong enough to rupture the bilipid layer. However, control 

experiments could not confirm sonoporation effects when cells were exposed to high 

pressure amplitudes and transfection agents. It was speculated that exposure to high 

pressure amplitudes within the standing wave might have been too short to induce 

sonoporation but despite this, minor mechanical strain induced by acoustic fields as well as 

flow induced shear stress could explain an enhanced lysis efficiency. Nonetheless, the 

presented concept showed lysis of dense cell samples in a microfluidic chip. It was 

suggested that even higher concentrated cell samples can be successfully lysed when the 

multi pressure node capability of the SAW device and increased field exposure times are 

utilized in future investigations. 

Also part of this chapter, but in absence of ultrasound, lysis of single cells was 

demonstrated. It was shown that small virtual electrode spots of up to 2.5 µm generated high 

electric fields which allowed irreversible electroporation in red blood cells. The increased 

field strength which enabled successful lysis was linked to the reduced gap between the 

electrode substrates. The precise targeting of cells was carried out in dense population of 

cells. Neighbouring cells stayed intact owing to the fact that the high field regions were 

spatially well defined and dropped significantly with small distances from the spot centre. 

Moreover, this concept has been applied to suspension and adherent cells suspended in 

physiological buffer solutions. The use of high conductivity solutions in the OET chip 

impedes the creation of high field regions, as most of the voltage drops across the aSi layer. 

However, the presence of a cell alters the potential distribution at the interface significantly, 

as long as the cell is very close to the aSi surface. This has been investigated by simulations 

and experimentally verified for red blood cells and MCF7 cells adhered to the aSi surface. It 

is believed that the cell's membrane dominates the impedance at the interface at close 

distance. And that it generates voltage differences between the cell and the surrounding 

liquid sufficient for lysis. The complete lysis was achieved within 1 minute upon exposure to 

the field. 

Although the single lysis concept works only for planar cell arrangements (no 3D tissue cell 

targeting), it may find its application in microfluidic cell culture devices which incorporate 
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molecular analysis (e.g. ELISA) techniques to identify intracellular components subsequent 

to single cell lysis steps.   

The fifth experimental chapter demonstrated the use of the platform for selective handling of 

microbubbles (MB) by OET and MB insonation induced by a pressure field in the 

superstrate. MBs are promising therapeutic tools allowing in vivo delivery of chemical 

compounds (e.g. drugs) to points of need (e.g. tumour) where controlled MB destruction 

releases the compounds. However, the mechanism governing the MB acoustic field 

interaction and the impact of the insonified MB on biological cell are not well understood. For 

instance the influence of the applied insonation frequency on particles of different sizes is of 

interest to find optimise MB destruction parameters. Therefore, novel tools are required 

which allow the study of these mechanisms in controlled environments. Here, we showed 

size dependent MB actuation by non-uniform electric fields upon illumination. MBs were 

selected and isolated from a group to enable individual characterisation. In combination with 

a slanted SAW transducer, acoustic energy was coupled to the microfluidic compartment to 

insonify trapped MBs. The interaction with the sound field led to MB size changes possibly 

induced by acoustically driven diffusion. Although, the acoustic energy was too low to induce 

inertial cavitation and micro streaming effects, it is believed that this setup can be helpful for 

size dependent MB characterisations and MB and cell positioning to study ultrasound 

induced interaction effects (e.g. poration). An improvement in the transferred acoustic 

energy can be achieved by replacing of the polymeric adhesive (double sided tape) and the 

use of more inelastic materials (e.g. SU8). A more powerful wide frequency SAW transducer 

can be considered, too. The broadband frequency response of the SAW device is of 

particular interest, as it is able to probe the resonance point of various MB sizes. 
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9.   Conclusion 

 

The study was set out to develop a new microfluidic platform that integrates two popular 

micromanipulation methods. The combination of optoelectronic and acoustic tweezing aimed 

to overcome individual technological shortcomings and demonstrate the potential of a hybrid 

system for microfluidic functions. Optoelectronic tweezing provides the ability for very 

localised, precise and versatile manipulation while acoustic tweezing offers to manipulate 

cells and particles across large areas very efficiently. 

An essential step towards the creation of a microfluidic platform was made by developing a 

device concept that enabled the introduction of optoelectronic tweezing into a microfluidic 

chip which, in addition, can be used as a microfluidic acoustic resonance cavity. The device 

development described in Chapter 3 is a novel and versatile fabrication process and has the 

potential to be applied in applications beyond this work. An improvement of the fabrication 

time should be investigated in future research to achieve a more efficient work flow. 

The use of optoelectronic tweezing within a continuous microfluidic system was also 

demonstrated in Chapter 3. The characterization of the developed chips has shown that light 

induced dielectrophoresis was not limited to quiescent liquids but can be used for fast (e.g. 5 

mm/s) and complex particle manipulation under pressure driven flow. A particular example 

was presented by a very localised sorting process of a complex particle mixture simply 

through generating a light pattern gradient. The integration concept demonstrated to be a 

very promising approach and improvements regards the photoconductor properties can 

enhance the functionality and may promote a more widespread use. 

The link between the integration of optoelectronic and acoustic tweezing was made by 

introducing the surface acoustic wave technology to the microfluidic chip. Chapter 4 

described the novel arrangement where a surface acoustic wave device was connected to 

the developed microfluidic chip to create the hybrid microfluidic platform. The creation of 

acoustic standing waves and the associated acoustic forces were investigated 

experimentally and theoretically by simulations. The flexibility of surface acoustic wave 

excitation at different frequencies, the simplicity of assembling the system as well as the 

potential of using the microfluidic chip as disposable unit showed some important 

advantages compared to other systems. The sole use of acoustic tweezing for complex 

particle handling was demonstrated by sorting particles and cells with good efficiencies. The 

strategy of using surface acoustic wave devices in conjunction with disposable and custom 
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microfluidic chips can be easily expanded by using a range of surface acoustic wave devices 

in a sequential manner. This would enable localised acoustic manipulation and hence 

localised control of particles within the microchannel chip. 

Both micromanipulation methods were brought together in Chapter 5. It was demonstrated 

that optoelectronic tweezing can benefit from the acoustic actuation in form of acoustic 

standing waves. The rapid concentration of particles along the microchannel length using 

acoustic tweezing complemented the localised and confined manipulation by light induced 

electric fields. On the other side, optoelectronic tweezing can be used to control the localised 

enforcement of the acoustic manipulation of particles by competing with the acoustic force 

as shown by sorting experiments of particle mixtures into virtual microchannels. While the 

versatility of this system was indicated and potential applications were described, 

optimisations should be carried out to suppress unwanted effects such as leakage fields. 

This may include the change of the photoconductor properties as described above and the 

introduction of an additional acoustic transducer to achieve two-dimensional particle 

focussing. 

The exceptional fine control of optoelectronic tweezing in the developed microchip was 

demonstrated in Chapter 6. In particular, a true single cell lysis approach based on small 

light beams was established that can be applied for cells suspended in physiological buffers. 

Lysis is a very important procedure for cellular studies when analysing the content of 

selective cells. Microfluidic approaches are ideal technologies for single cell investigations 

with high throughput. The lysis strategy presented here may be of use for future applications 

that includes a whole process line including sample preparation and content analysis. The 

electric field induced lysis was also combined with acoustic tweezing to demonstrate lysis 

under continuous flow. Again, it was shown that the acoustic actuation complemented the 

electrical actuation by pre-aligning the cell sample along the microchannel before lysis was 

induced locally by light induced electric fields. The acoustic counterpart may be even used 

as an additional way to break up the cell membrane in form of sonoporation once 

improvements in coupling of the acoustic energy more efficiently have been made. 

Last but not least, Chapter 7 addressed challenges that are encountered when handling 

microbubbles. Therapeutic microbubbles are the focus of many studies due to their potential 

as drug delivery system. However, a lack of efficient manipulation systems that enable 

selection, isolation and rearrangement of microbubbles inhibit extensive fundamental 

studies. The microfluidic platform presented in this work was applied for selective 

microbubble handling using optoelectronic tweezing as well as insonation and destruction of 
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microbubbles using surface acoustic waves. The initial results demonstrated that the system 

could represent a valuable route to study bubble-bubble and bubble-cell interaction. 

In summary, the thesis introduced a promising concept in the field of microparticle 

manipulation in microfluidics and will hopefully find the right attention to inspire students and 

researcher to develop new technologies or improve and extend existing ones. 
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