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Abstract

In this thesis, I focus on methodological concepts of studying infectious disease transmission
between agricultural premises. I used different disease systems as exemplars for spatial and
network methods to investigate transmission patterns.

Infectious diseases cause tangible economic threat to the farming industry worldwide by
damaging livestock populations, reducing farm productivity and causing trade restriction.
This implies the importance of veterinary epidemiological studies in control and eradication
of pathogens.

Recent increase in availability of data and computational power allowed for more opportuni-
ties to study mechanisms of pathogenic transmission. Nowadays, the bottleneck is primarily
associated with efficient methods that can analyse vast amounts of high-resolution data.

Here I address two livestock pathogens that differ in their epidemiology: bacteria Strepto-

coccus agalactiae and foot-and-mouth disease (FMD) virus.

Streptococcus agalactiae is a contagious pathogen that causes mastitis in cattle, and thus pos-
sesses a substantial economic burden to the dairy industry. Known transmission routes be-
tween cattle are restricted to those via milking machines, milkers’ hands and fomites during
milking process. Additionally, recent studies suggested potential introductions from other
host species: primarily, humans. However, strain typing data showed discrepancies in strain
compositions of bacteria isolated from humans and bovines. In this thesis, strain-specific
features of between-herd transmission of Streptococcus agalactiae within dairy cattle popu-
lation in Denmark are investigated.

Foot-and-mouth disease (FMD) is a viral infection that affects cloven-hoofed animals and
is of big importance mainly because of the trade restrictions against infected regions and
countries. Control programmes against FMD usually include vaccination and culling of
animals. However, the debate on the optimal control for FMD is still ongoing. In this
thesis, I address questions on identification of the routes of infection and on requirements
for movement recording systems to be used for efficient contact tracing during an FMD
outbreak.



The thesis consists of seven chapters:

1. General introduction.

Overview of methods for analysis of spatial and network contact structures that may
affect infectious disease transmission between farms; and description of two exemplars
of disease systems used for analyses.

2. Descriptive epidemiology of Streptococcus agalactiae in the population of Danish
dairy cattle herds in 2009–2011.

Description of available data, construction of the principal dataset for strain-specific
analysis in chapters 3 and 4.

3. Spatial clustering of Danish dairy cattle herds infected with various strains of Strepto-

coccus agalactiae.

Spatial analysis of the distributions of Streptococcus agalactiae strains.

4. Contact patterns between Danish dairy cattle herds and their role in the spread of
various strains of Streptococcus agalactiae.

Network analysis of movement and veterinary contact networks for specific strains of
Streptococcus agalactiae.

5. Estimation of possible transmission trees: application to the Darlington cluster within
the 2001 FMD epidemic in the UK.

Extension of the previous approach to reconstruct transmission trees.

6. The effect of rapid contact tracing using movement recording systems for controlling
disease outbreaks.

Assessing the effect of delays in movement tracing for post-silent spread of FMD-like
pathogens.

7. General discussion.

Overall conclusions and future perspectives.

This thesis reveals several interesting findings. Firstly, the increased understanding of strain-
specific transmission characteristics of Streptococcus agalactiae. One of the observed strains
(ST103) showed significant and consistent spatial clustering of its cases among Danish dairy
cattle herds in 2009–2011.

Secondly, the network analysis of cattle movements and affiliations with veterinary practices
showed that veterinary practices were exclusively associated with transmission of ST103 of



Streptococcus agalactiae. Contrastingly, movement networks appeared to be important for
all the three predominant bacterial strains (ST1, ST23 and ST103).

Fourthly, the new extended approach that allows estimation of the whole transmission tree at
once was proposed and tested for the Darlington cluster within the 2001 FMD UK epidemic.

Finally, in chapter 6, it was shown that mathematical modelling did not suggest any advan-
tages of ensuring smaller delays in the post-silent control of FMD-like pathogens.
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Chapter 1

General introduction

1.1 Infectious diseases in livestock

Infectious diseases are caused by pathogenic microorganisms (such as viruses, bacteria, par-
asites or fungi) and can be spread, directly or indirectly, from one host to another. Which
implies their importance for human and animal populations.

Infectious diseases of livestock are of interest because of the economic implications. Pres-
ence of infection can affect farming industry directly (through decreased productivity) and
indirectly (through trade restrictions).

In addition, some infectious diseases of livestock may also affect human health. According
to the recent FAO report [FAO, 2013], around 70% of the new diseases that have emerged in
humans over recent decades are of animal origin (wildlife and livestock).

Epidemiology is the science that studies the patterns, causes, effects, and control of diseases
(or other health-related issues) in populations. The ultimate goal of any epidemiological re-
search is to determine effective and efficient (regarding time, labour and economic resources)
control programmes. Targeted control should rely on confirmed transmission mechanisms
(or patterns) of particular infectious disease.

Clinical data are widely available in both veterinary and human epidemiology. However, the
information on human contact patterns is not easily accessible or just not recorded, while
livestock surveillance and movement recording systems (especially in Western Europe) pro-
vide more data on a fine-scale.

Advances in computer hardware also allowed for dealing with bigger datasets. And now the
bottleneck is in efficient quantitative methods to deal with this amount of information.

In this chapter, I will introduce several approaches to analyse and model the spread infectious
diseases, all of which have undergone major developments in the past decades. In the thesis,
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these approaches are applied to an endemic, production limiting disease (bovine mastitis)
and a highly infectious, trade limiting disease (foot-and-mouth disease). Salient features of
the two exemplar diseases will be briefly described towards the end of this chapter.

1.2 Computational methods in epidemiology

Computational methods in veterinary epidemiology include statistical analysis and mathe-
matical modelling of infectious diseases of livestock and wildlife animals. Each of these
methods is focused on one or several components of the collected data: spatial, temporal,
network1 and genetic.

Here, a brief overview of methods focusing on different components is given. Later in the
thesis, most attention will be given to spatial and network aspects, and individual methods
will be discussed in detail in the corresponding chapters.

1.2.1 Spatiotemporal component

One of the crucial steps in understanding the epidemiology of a considered pathogen is the
analysis of spatial distribution of its cases. Presence of consistent spatial patterns is usually
a reflection of specific transmission mechanisms. There are number of statistical methods
to test for spatial clustering (non-random gathering in one location) of infected individuals
[Cuzick and Edwards, 1990, Kulldorff, 1997]. Evidence of spatial clustering suggests the
existence of either a contagious process or local environmental factors [Carpenter, 2001].

If a study period is long enough for changes over time in geographical distribution of cases,
temporal component needs to be taken into account in order to analyse the dynamics of
infectious diseases. Spatiotemporal clustering was used in a number of studies [Fenton et al.,
2009, Ahmed et al., 2010].

1.2.2 Network component

Contact patterns between individuals are another factor that can determine the disease spread.
And only rarely do those contacts that are important for disease transmission appear to be
homogeneous, which complicates the analysis [Kiss et al., 2006,Kao et al., 2006,Böhm et al.,
2009]. Therefore, these contacts are summarised to form networks: a set of edges (contacts)
between nodes (individuals). And then, they are analysed using network analysis: methods
to assess properties of these networks.

1In this thesis, term “network data” is used for any kind of contact structures between individuals that can
be represented by a network, e.g. network of animal movements between premises.
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In veterinary epidemiology, the most frequently used networks are based on animal move-
ments. However, other types of contacts (e.g. vector) can also be summarised in the same
way.

The networks of cattle, sheep and pig movements were intensively analysed using the net-
work analysis [Kiss et al., 2006,Kao et al., 2006,Kao et al., 2007,Dubé et al., 2009,Nöremark
et al., 2011].

1.2.3 Genetic component

Genetic data can provide another perspective on the epidemiology of a pathogen.

For slow-mutating organisms, genetic data may be a good marker of independent branches
of transmission [Garcı́a-Álvarez et al., 2011], whereas for fast-mutating organisms, it can
be used to infer evolutionary history of pathogens and their transmissions between hosts
(phylogenetic analysis) [Jamal et al., 2011, Malirat et al., 2011].

Genetic data hold tremendous amount of information regarding the epidemiology, virulence
factors and mechanisms of pathogenesis and antibiotic resistance. The appropriate methods
that deal with whole genome sequencing data are beyond the scope of this thesis. Here,
low-resolution genetic data (multilocus sequence typing data) were used to make distinction
between particular strains of Streptococcus agalactiae.

1.3 Streptococcus agalactiae: exemplar of endemic

bacterial disease

Streptococcus agalactiae (or group B streptococcus) is one of the bacteria that can be the
cause of mastitis (inflammation of the udder) in dairy cattle and lead to decreased productiv-
ity and milk quality [Keefe, 1997].

S. agalactiae is usually transmitted between cattle via milking machines or milker’s hands
[Keefe, 1997]. It can also be introduced from other species: the pathogen can be carried in
particular by humans [Andersen et al., 2003], who are the main host of the organism, mostly
as asymptomatic carriers. S. agalactiae is part of the normal bacterial flora colonising the
gastrointestinal and genitourinary tracts of a significant proportion of the human population,
but can also cause bacteremia, septicaemia, meningitis, and pneumonia [Glaser et al., 2002].
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1.3.1 Bovine mastitis

In cattle, Streptococcus agalactiae usually colonises the udder resulting in subclinical masti-
tis [Keefe, 1997]. However, it was also reported to be recoverable from bovine faeces [Man-
ning et al., 2010].

Mastitis, also known as intramammary infection (IMI), is one of the most frequent and eco-
nomically important infectious diseases affecting dairy cattle, especially in developed coun-
tries [Halasa et al., 2007]. Mastitis can be caused by a number of pathogens, most frequently
by Escherichia coli, Staphylococcus aureus, Streptococcus uberis and Streptococcus agalac-

tiae [Zadoks et al., 2011].

Milk from cows suffering from mastitis has an elevated somatic cell count (SCC) and is of
lower quality. However, subclinical mastitis does not create visible changes in the milk or the
udder, but infected cows will produce less milk. In addition, infected cows can be a source
of infection to other animals in the herd. Therefore, reliable detection of subclinical mastitis
is essential in the control of the disease [Zadoks and Fitzpatrick, 2009].

Dairy associations normally advise farmers to adhere to the five point plan (initially described
in [Neave et al., 1969]) in order to control bovine mastitis on their premises:

1. Record and treat all clinical cases.

2. Post-milking disinfection of teats.

3. Use dry cow therapy at drying off.

4. Cull cows with chronic mastitis.

5. Perform regular milking machine maintenance.

Amongst other causative agents of bovine mastitis, S. agalactiae is deemed particularly im-
portant because of its contagiousness, therefore there are mandatory control programs in
some countries, e.g. in Denmark [Katholm, 2010, Mweu, 2013].

1.3.2 Control of Streptococcus agalactiae in the population of
Danish dairy cattle herds

The cornerstone of most S. agalactiae control programs is that within-herd transmission is
mostly due to indirect animal contacts via the milking machine whilst between-herd trans-
mission is mostly due to movement of animals. There are possible exceptions to those rules,
because other sources of S. agalactiae are known, notably humans [Dogan et al., 2005] and,
potentially, bovine faeces [Manning et al., 2010].
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Control of Streptococcus agalactiae on the national level in Denmark initiated in 1950s,
because in 1950, 30–40% of Danish herds were infected with S. agalactiae [Andersen et al.,
2003]. A nationwide surveillance program was based on bacteriological examination of bulk
tank milk (BTM), and was accompanied with eradication program (identifying infected cows
by quarter milk samples and subsequent treating or culling). The eradication program was
compulsory until 1988, but then became voluntary, but still with prohibition to sell cows
and pregnant heifers from herds declared to be infected. The sampling was carried out with
changing intervals, but from 1995 the BTM samples were examined annually.

In 2005, the B-register (publicly available database of herds positively identified with Strep-

tococcus agalactiae) was created, and owners of infected herds became obligated to disclose
their status to willing buyers [Mweu, 2013]. The legislation required that every herd had
to be put into the B-register if it had positive BTM sample confirmed in at least one of two
subsequent tests or a submitted milk sample from one of the cows in the herd tested positive.
A herd could be exclude from the B-register if all cow-level tests returned negative within
the same day of testing or if four of its consecutively tested BTM samples (30 days apart)
were negative.

The ban on the sale of heifers and cows was lifted in 2005 as it was argued that the risk of
transmission by purchase was negligible (given the publicly available B-register). However,
participation in shows or gatherings where milking was likely remained forbidden.

Bacteriological culture was used in Denmark as a standard method in the national annual
surveillance for Streptococcus agalactiae before 2009. The PCR test was then used in the
annual surveillance. The final switch from bacteriological culture to PathoProof Mastitis
PCR assay [Koskinen et al., 2009] as the conventional screening tool occurred on 1 Septem-
ber 2010.

The annual national surveillance is performed on herd level in September–December when
BTM samples are usually collected. Normally, all samples from January to September will
be those not included in the yearly testing and are typically extra BTM samples from earlier
positive herds (or in some cases for individual cows from the same herd, to identify and
exclude infected animals for treatment or culling).

Despite the high-standard surveillance scheme and efforts in improving within-herd biose-
curity, the current control of S. agalactiae is not perfect and is incapable to eradicate the
pathogen from Danish dairy cattle population [Katholm, 2010].

1.3.3 Strain typing of Streptococcus agalactiae

Strain typing is used for bacterial pathogens to characterise their population composition.
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Strain types of Streptococcus agalactiae were previously characterised by a number of typ-
ing methods: serotyping [Dogan et al., 2005], multilocus sequence typing (MLST) [Man-
ning et al., 2010, Zadoks et al., 2011, Yang et al., 2013], randomly amplified polymorphic
DNA (RAPD) [Martinez et al., 2000], ribotyping [Rivas et al., 1997] and pulse-field gel
electrophoresis (PFGE) [Pereira et al., 2010].

In this thesis, MLST was used to characterise isolates from Danish dairy cattle herds. The
choice of typing method was determined by the fact that MLST has sufficient discriminatory
power to differentiate bacterial strains associated with various host species and also has been
used intensively in previous studies [Zadoks et al., 2011, Yang et al., 2013].

MLST targets the DNA sequence variations in a set of genes (usually, housekeeping conser-
vative genes that evolve slowly) and characterises strains by their unique allelic profiles. The
technique involves PCR amplification of fragments of interest, followed by DNA sequenc-
ing.

The strain is defined as a sequence type (ST) — a number assigned to allelic profile of several
allele numbers corresponding to the targeted genes (conventional number of housekeeping
genes for S. agalactiae is seven).

The information of the observed STs is usually submitted to the public MLST database [Jol-
ley and Maiden, 2010] (available at http://pubmlst.org/sagalactiae/) where
new (previously not observed) STs get assigned numbers.

The population structure normally is not uniform with a limited number of the most prevalent
STs (e.g. for human isolates, ST1, ST17, ST19 and ST23 are the most frequent [Bisharat
et al., 2004]). Most of them are also recoverable from bovine populations [Bisharat et al.,
2004, Bohnsack et al., 2004, Oliveira et al., 2006].

Strictly speaking, strain is a broader concept than ST, e.g. in studies where the observed
bacterial population is relatively diverse, closely related STs (those that differ in 1–2 allele
numbers) can be combined into clusters that are conventionally referred as clonal complexes
[Feil et al., 2004].

In this thesis, unless stated otherwise, the epidemiological definition of host associated strain
characterisation will be used: bovine and human strains2 are identified based on the balance
of primary host association (e.g. ST23 is a human strain, but ST103 is a bovine one as it was
rarely recovered from humans previously).

Since there are different strains of S. agalactiae, associated with several host species, recent
studies [Andersen et al., 2003, Zadoks et al., 2011] suggested the potential role of human
strains in the re-emergence of the pathogen in bovine populations.

2Fish strains form a distinctive cluster and do not overlap with human and bovine strains.

http://pubmlst.org/sagalactiae/
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1.3.4 Objectives and research questions

Unique combination of intensive surveillance program and detailed data on individual cow
histories provided a detailed dataset for spatial and network modelling, and analysis of strain-
specific transmission patterns.

Transmission of S. agalactiae between herds has not been studied on strain level before. In
this thesis, I address the following question: are transmission pattern of S. agalactiae strain-
specific? If transmission properties of different strains are distinct from each other, then
novel targeted approaches should be put into place to eradicate the pathogen.

In chapter 2, available data and data processing will be described. Next, the overall question
is broken down into two analyses: spatial analysis and contact structure analysis, which are
presented in chapters 3 and 4, respectively.

1.4 Foot-and-mouth disease: exemplar of highly in-

fectious viral disease

Foot-and-mouth disease (FMD) is a viral infection that affects cloven-hoofed animals and
is of big importance because of the trade restrictions against infected regions and countries
[Bachrach, 1968, Haydon et al., 2004].

The causative agent of FMD is a single stranded RNA virus [Domingo et al., 2002] and is
subject to rapid evolution due to its high mutation rate [Domingo et al., 2003], which makes it
possible to perform phylogenetic analysis on genetic samples collected during a short period
of time.

FMD virus can be transmitted between farm animals via direct contact, fomites (e.g. con-
taminated vehicles) or aerosol [Bachrach, 1968]. Cattle are the most susceptible to FMD,
while domestic pigs are very effective in propagating the disease. In sheep and goats, the
clinical manifestations of infection are usually less severe than in cattle and pigs, but they
can also play a significant role in dissemination of the pathogen [Gibbens et al., 2001].

FMD has low associated mortality but can decrease livestock productivity and therefore rep-
resents a serious threat to farming industry [Knight-Jones and Rushton, 2013]. Countries
with circulating FMD in their livestock populations are subject to considerable international
trade restrictions on animals and animal products [James and Rushton, 2002].

FMD is distributed worldwide [Rweyemamu et al., 2008] most notably in South America,
Africa and Asia. In most countries FMD is endemic [Thalmann and Nöckler, 2001], but
sometimes it can go out of control and affect large proportions of livestock population, like
in the UK in 2001 [Gibbens et al., 2001].
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Historically, FMD control programs in different countries included isolation, slaughter, de-
struction of virulent material and, later, vaccination [Blancou, 2002]. In Europe, preventive
vaccination was banned in the early 1990s [Leforban and Gerbier, 2002] and has never been
a part of the FMD control program in the UK [Haydon et al., 2004].

In the UK, traditional FMD control policies include slaughter of all infected and in-contact
susceptible animals, which in 2001 (during the major epidemic, discussed in the next sec-
tion) were accompanied by strict restrictions on movement of animals and vehicles around
infected premises [Gibbens et al., 2001]. After slaughter, the carcasses were destroyed and
the buildings were thoroughly disinfected [Scudamore et al., 2002]. Contact tracing was also
performed to identify the source of the outbreak and premises that might have been affected.

1.4.1 The 2001 foot-and-mouth disease epidemic in the UK

In February 2001, the first cases of FMD outbreak were confirmed in an abattoir in Essex.
The epidemic lasted for seven months with 50 newly infected premises per day at its peak
in late March [Gibbens et al., 2001]. National movement ban shortly after the start of the
epidemic was followed by sequentially applied culling policies that seriously affected pop-
ulations of cloven-hoofed animals (including sheep, cattle, pigs and others): more than 6.5
million animals were culled on 9900 premises (but only 2030 were infected) [Haydon et al.,
2004, Kao, 2002], with an estimated cost of £3–5 billion to the national economy. It was
reported that rapid and complete culling of dangerous contact (DC) farms was necessary to
control the epidemic [Ferguson et al., 2001b], however further studies did not fully support
this statement [Kao, 2003, Matthews et al., 2003].

Large and detailed dataset collected during the 2001 FMD epidemic in the UK inspired
creation of numerous epidemiological models based on ordinary differential equations [Fer-
guson et al., 2001a,Ferguson et al., 2001b] and stochastic simulations [Keeling et al., 2001].
Haydon et al. constructed epidemic trees to estimate the case-reproduction ratio and the pos-
sible efficacy of alternative control measures [Haydon et al., 2003]. Savill et al. showed that
Euclidean distance between infectious and susceptible premises is a better predictor of trans-
mission risk than shortest and quickest routes via road using a spatial model [Savill et al.,
2006]. Later, Tildesley et al. made a comparison between model and data at the individual
farm level, assessing the potential of the model to predict the infectious status of farms in
both the short and long terms [Tildesley et al., 2008].

1.4.2 Objectives and research questions

In this thesis, I address questions on estimation of possible routes of infection (in applica-
tion to FMD) and on efficiency of contact tracing via movements during a potential FMD
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outbreak. Although these questions can be formulated for other disease systems, FMDV
was chosen as an exemplar of highly infectious pathogen because FMD is still a relevant
livestock disease to most countries and a lot of work has been done in parameter fitting for
various mathematical models of FMD transmission.

Therefore, the objectives are:

1. To investigate existing methods of transmission tree reconstruction and how they can
be extended.

2. To identify the impact of faster contact tracing due to real-time movement recording
systems on control of a potential FMD outbreak.

1.5 Thesis outline

In this chapter, I briefly discussed methods in veterinary epidemiology that deal with spatial
and network data. Also, description of two exemplars of disease systems that will be used in
the next chapters was given.

In chapter 2, I will discuss the available data and construction of the principal dataset for
strain-specific analysis of S. agalactiae, which will be performed in chapters 3 and 4, re-
garding the spatial distributions and transmission patterns associated with contact networks,
respectively.

In chapter 5, I will review the existing approaches of transmission tree estimation and pro-
pose an alternative method to extend one of the previously published approaches.

In chapter 6, I will assess the effect of delays in movement tracing on the final epidemic size
using mathematical modelling.

And in chapter 7, I will summarise and discuss the future perspectives in spatial and network
methodology in relation to veterinary epidemiology.
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Chapter 2

Descriptive epidemiology of
Streptococcus agalactiae in the
population of Danish dairy cattle
herds in 2009–2011

2.1 Introduction

The first stage of any epidemiological study is the descriptive analysis of collected data and
seeks to summarise observations on various characteristics of infection cases (time, location,
disease conditions, etc.). This is the essential part that leads to formulation of hypotheses
about the drivers of the disease spread.

In this chapter I describe how and what data were collected for this study, discuss the char-
acteristics of these data, and explain how the principal dataset that will be used for strain-
specific analysis in chapters 3 and 4 was defined.

The study period for this analysis is 2009–2011, when isolates of Streptococcus agalac-

tiae from bulk tank milk (BTM) samples were analysed using multilocus sequence typing
(MLST), to identify distinct strains of the bacteria.

The motivation for this study was inspired by previous characterisation (by MLST types) of
the population structure of S. agalactiae in Danish dairy cattle [Zadoks et al., 2011]. In this
thesis I will focus on strain-specific features of the pathogen.

Several characteristics of these data made it unsuitable for direct analysis:

• It contained both active and passive surveillance results (i.e. those collected during
the official national annual sampling of dairy herds and those performed outwith these
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time periods, respectively).

• Two different methods, bacteriological culture and polymerase chain reaction (PCR),
were used in 2009–2011, but not at the same time during the whole study period.
This is also problematic because the two tests have different sensitivity and specificity
characteristics.

The following questions were highlighted as being important for the construction of the
principal dataset:

1. What herds should be considered as positive?

Bacteriological culture and PCR tests were used during the study period to detect the
presence of Streptococcus agalactiae in BTM samples. Both tests are not perfect, and
sometimes it can be difficult to say if herd was infected or not (e.g. when PCR and
culture give different results).

Also, for some herds there were test results on samples collected outwith the annual
surveillance. And it is not clear how to account for this information, especially if these
results are not in agreement with the official annual testings.

2. How do we assign strain types to a herd?

Samples that defined herd’s infection status were collected during the official annual
surveillance, but samples for MLST could be collected on different dates. Assignment
of strain types should be made with caution, especially if MLST results were based on
samples collected between annual surveillance periods and can potentially be assigned
to any of the two years.

3. How should we account for potential carry-over during sample collection?

The BTM sample collection procedure was imperfect, which might occasionally have
led to cross-contamination of collected samples and, hence, false identification of pos-
itive herds. Exclusion of false positives (FP) from the study dataset will be discussed
further in this chapter.

2.2 Herd-level data

The surveillance herd-level data were extracted from the Danish Cattle Database by Jørgen
Nielsen (Knowledge Centre for Agriculture, Aarhus, Denmark) in January 2013.

The data include information on herds (geographic location, herd size, types of animals,
milking systems, etc.) and history of BTM tests, on which I’m going to focus further.
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Jørgen Katholm (Knowledge Centre for Agriculture, Aarhus, Denmark) was responsible for
coordination and implementation of the annual surveillance program during the study period
(and for several years before and after) and he has provided additional information that isn’t
available in published resources.

Milk samples data were affected by carry-over during BTM sample collection (discussed
later in this chapter). This issue had been addressed before this study, but here we had
additional data (strain typing) that was used to resolve cases of potential (but previously not
confirmed) false positive results. Therefore, the first round of carry-over corrections (that
included recovery of milk pick-up routes) was not performed by the author of this thesis.

2.2.1 Bulk tank milk sample collection

BTM samples are routinely collected in September–December each year under the national
surveillance program. During the collection of milk from the bulk tank, the first 30 litres of
milk was routinely flushed through the milk hose and pipes in order to avoid contamination
by milk residues from former sampling. Then, 60 ml of milk was extracted and stored in
plastic test tubes that were immediately stored on ice. In the next 24 hours the samples were
delivered to Steins Laboratory A/S (Hjaltesvej 8, 7500 Holstebro, Denmark) for examina-
tion [Andersen et al., 2003]. Later, the samples were tested for the presence of important
pathogens, including S. agalactiae.

MLST analysis was performed on isolates from the same samples that were previously con-
firmed by culture. Molecular data will be discussed later in this chapter, just before the case
definition, which is based on both PCR and bacteriological culture.

2.2.2 Switch from bacteriological culture to PCR in the surveil-
lance

Bacteriological culture was the standard (conventional) screening method for Streptococcus

agalactiae surveillance until the end of 2009.

Recently, the new real-time PCR assay the PathoProof Mastitis PCR (Finnzymes Oy, Espoo,
Finland) has become available [Koskinen et al., 2009]. In 2009, it began to be used for BTM
screening in Denmark, but became the standard procedure only on 1 September 2010.

The two tests were evaluated both analytically [Koskinen et al., 2009] and using latent class
analysis [Mweu et al., 2012]. A cycle threshold1 (Ct) cut-off value of 40 was proposed to

1The cycle threshold in the real-time PCR is defined as the number of cycles required for the fluorescent
signal to exceed the background level. Ct levels are inversely proportional to the amount of target nucleic acid
in the sample (i.e. the lower the Ct level the greater the amount of target nucleic acid in the sample).
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be used for identification of BTM samples with S. agalactiae. The PCR is more sensitive,
while bacteriological culture is more specific for this cut-off.

2.2.3 Study population

The number of dairy cattle herds decreased throughout the study period (see Table 2.1),
which followed the trend of steady decrease (accompanied by the increase in herd size)
since 1966 [Mweu, 2013] (decreased by a factor of 2 between 1990 and 2000: from 20,091
to 9,886 herds). Reports on active dairy herds are published each year in May. The list of
herds to be visited during the annual surveillance is based on the list of milk producers on
the last quarter of each year. Some herds can avoid annual sampling, mainly due to being
absent from the testing list if they were just established, but each year the number of not
tested herds is below 10 (Jørgen Katholm, personal communication).

Table 2.1: The number of dairy cattle herds tested during the annual surveillance in Denmark
in 2009–2011.

Year Tested herds Newly registered herds Herds excluded from the register
2009 4258 - -
2010 4091 26 193
2011 3918 22 195

2.2.4 Timing of annual testings

National bulk tank surveillance in Denmark usually takes place in the last quarter of each
year (September–December). Temporal distribution of BTM samples taken for the annual
surveillance is presented in Figure 2.1.

2.2.5 Delays in collecting samples for bacteriological culture and
strain typing

In 2009 and 2010, the same BTM samples were used for both tests (PCR and culture). On
1 September 2010, after PCR became the conventional method for Streptococcus agalactiae

screening, not all the active dairy herds were tested using bacteriological culture, and some
of the samples were re-collected for culture after the annual surveillance round of sample
collection. For 2011, BTM samples for bacteriological culture and MLST analysis were
collected in the early 2012 from all herds that were PCR positive at the 2011 annual surveil-
lance.
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Figure 2.1: Temporal distribution of the number of herds tested during the annual bulk tank
milk samples collection during the study period in 2009–2011.

Of course, in the period of around 4 months (duration of the annual samplings), herd status
can change (e.g. because of treatment or introduction of a new bacterial strain). However,
later in this chapter it will be discussed why this is not a problem, i.e. persistence of the same
ST over time within farms (see Figure 2.4).

Distributions of the delays between annual samples (for PCR) and subsequent samples (for
culture and MLST) in 2010 and 2011 (effectively, 2012) are presented in Figure 2.2. In 2009
both tests were performed on one BTM sample per herds, hence no delays.

2.2.6 Coverage of the surveillance scheme for two tests

The gradual switch in the standard screening tool from bacteriological culture to PCR af-
fected the coverage of tests: while PCR was performed on all collected samples in 2009–
2011, bacteriological culture covered 100% of herds only in 2009 and was used against only
PCR positive herds in 2011. This can be observed in Table 2.2 that shows a summary of
annual BTM test results for both PCR and culture, in the study period.

Therefore, the shift in standard surveillance test procedures during the study period made it
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Figure 2.2: Distribution of the delays between annual PCR and culture samples in 2010 and
2011.

impossible to use either PCR or culture to define infected herds, instead, both tests should be
taken into account.
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Table 2.2: Summary of annual bulk tank milk test results in 2009, 2010 and 2011.

2009

PPPPPPPPPPCR
Culture

Positive Negative Not tested Total

Positive 178 132 0 310
Negative 20 3928 0 3948

Total 198 4060 0 4258

2010

PPPPPPPPPPCR
Culture

Positive Negative Not tested Total

Positive 131 133 1 265
Negative 11 94 3721 3826

Total 142 227 3722 4091

2011

PPPPPPPPPPCR
Culture

Positive Negative Not tested Total

Positive 159 59 3 221
Negative 0 0 3675 3697

Total 165 75 3678 3918

2.2.7 Comparison of bacteriological culture and PCR tests

Sensitivity and specificity of both tests were assessed in [Mweu et al., 2012]. The real-time
PCR assay showed higher sensitivity but lower specificity than the culture test. Which, in
turn, implied the preference of PCR over culture as a conventional BTM test for detection of
Streptococcus agalactiae. However, confirmation by bacteriological culture was advisable
for herds with high Ct values [Mweu et al., 2012].

Even though PCR is more sensitive and can detect growth-inhibited and nonviable bacteria,
both methods can yield negative results for true positive herds. Bacteriological culture is
also not 100% specific (e.g. it can occasionally detect other bacterial species). These facts
corroborate the idea that both tests should be used in conjunction to provide a more reliable
case definition.

2.2.8 Carry-over during sample collection

Cross-contamination of BTM samples can occur during milk sample collection as a result of
milk residues in the sampling equipment from a previously sampled infected herd [Andersen
et al., 2003]. This may lead to false positive (FP) results when BTM samples are tested at
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the laboratories (especially using very sensitive tests such as PCR). In order to minimise this
kind of errors, a number of herds that fell under suspicion (based on previous test history
and subsequent test results) were scrutinised by people from the Danish Knowledge Centre
for Agriculture. Milk collection routes were recovered, which allowed to identify the order
of sampled herds and, ultimately, establish pairs: a suspected carry-over herd and its source.

Corrections for carry-over

First round of corrections for carry-over had been introduced to the Danish Cattle Database
before the data for this project were extracted, thus I will at first discuss how it changed the
data, and then I will report on the corrections that were made specifically for this thesis (by
myself) given the availability of strain typing data.

A previous report [Mweu, 2013] had different numbers of PCR positive herds in 2009–2011:
310 (out of 4258), 270 (out of 4091) and 243 (out of 3918), respectively. This was before
the carry-over issue was addressed by the Danish researchers, but subsequently 5 herds in
2010 and 22 in 2011 were confirmed as false positives and removed from the dataset, thus
the drop to 265 in 2010 and to 221 in 2011 (see Table 2.2). However, strain typing data
were not used to verify potential carry-over events. But the presence of the same strain in
BTM samples from subsequent herds could corroborate the fact of carry-over, similarly two
different strains indicate unlikely carry-over.

Confirmation by strain typing data

Here, previously unavailable MLST results were incorporated to confirm several potential
FP herds due to carry-over. Note that only pairs of herds that had isolates available were
assessed.

The decisions that I made to include/exclude data are summarised in Figure 2.3. We ex-
pect PCR Ct values to be higher for false positive herds than for the sources of cross-
contamination (less pathogenic content, thus more cycles needed to detect the DNA). Also,
cross-contaminated samples should hold the same strain of bacteria (i.e. the same sequence
type (ST)). Herds that did not meet any of these criteria were assumed to be true positives
(see Table A.1). For the remaining herds, those that were persistently infected with the same
ST in other years (herds 8 and 188) were excluded from the list of false positive herds. On the
other hand, if the source farm was persistently infected with the same strain (herds 217, 304,
323), the next herd (in the milk truck pick-up route) was treated as a likely carry-over. Herd
303 was also treated as FP, despite its source had ST0 in 2011 (ST could not be identified).

These corrections resulted in the exclusion of 14 herds from the list of positive herds in 2009,
one herd in 2010, and four in 2011 (see Table A.1). The four herds (297, 303, 304, 323) that
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TP (include) FP (exclude)

1. Is Ct value less for the source herd?

No

2. Do both herds have the same ST?

Yes

No

3. Is the source herd persistently infected?

Yes

No 4. Is the destination herd persistently infected?

Yes

Yes No

Figure 2.3: Decision flowchart to include/exclude annual surveillance data for potentially
false positive herds due to bulk tank milk carry-over. A pair of source–destination herds is
assessed based on the PCR and MLST results for particular year.

are now confirmed for 2011 were amongst the previously excluded 22 herds: 6 PCR positive
(including the aforementioned four) and 16 PCR negative herds.

2.3 Molecular data

2.3.1 Data generation

At first, collected BTM samples were cultured in Denmark. Then, isolates were sent to the
Moredun Research Institute, where conventional MLST was performed [Jones et al., 2003]
or material was prepared for high-throughput MLST (HiMLST) at Streeklab Haarlem, The
Netherlands [Boers et al., 2012].

There are potential failures at almost every stage in the process of identification of strain
type. MLST can be performed only on cultured isolates, hence we can not process growth-
inhibited or nonviable bacteria. Also, bacteria can die during transportation or in the lab.
Furthermore, even the process of allele sequencing can be unachievable that will restrict us
from getting one of the allele numbers and, in turn, the final sequence type (ST) number2.

2As it was discussed previously, sequence type (ST) is defined based on 7 allele numbers that represent
sequences of 7 conservative house-keeping genes.
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2.3.2 Consistency of sequence types

Potential within-herd variability of bacterial strains implies that several STs can be identified
from the same BTM sample; and individual animal milk samples can be of use to test the
hypothesis of multiple STs in one herd. However, in this study, one sequence type was
assumed to be representative for the whole herd based on the ongoing work on analysis of
within-herd distribution of ST in dairy herds in Denmark and Finland (Ruth Zadoks, personal
communication).

Furthermore, in this study 6 herds had two BTM samples collected in 2009 (in October–
November and then in the end of December). And all of them showed consistent MLST
results: same ST for both isolates (one ST1, three ST23 and two ST103).

Also, for several arbitrarily chosen herds, repeated MLST results in 2011–2012 were as-
sessed (Figure 2.4). The BTM samples were collected in February–June 2011 and in February–
March 2012. Only one of 16 herds failed to show consistent ST for both samples, this in-
dicates that late BTM sample collection for MLST analysis in 2011 is unlikely to impose
biases on the results presented in this thesis.

The only herd that had different MLST results is potentially a subject to carry-over in the lab,
because previously processed isolate had the same rare ST (it was given temporary number
999 as it had not been observed before this study), and the observed herd had consistent
ST23 in 2009 and 2010, thus was assigned with ST23 for 2011.

2.3.3 Available strain typing results for 2009–2011

The distribution of collection dates of BTM samples used for MLST is presented in Figure
2.5 and is different from the distribution of sample collection dates for the national annual
surveillance (Figure 2.1). The differences can be attributed to:

• Delay in collection of samples for MLST in 2011.

• Several samples for MLST from the same herd within the same year.

The summary of available MLST results is given in Table 2.3. Calendar years were used here
to differentiate herds based on the sample collection dates because year assignment based on
farming seasons might be ambiguous, e.g. result from sample collected in May 2010 can be
used to assign ST for 2009 or 2010.

‘Not existent’ entries are records where an isolate was reported to exist at some point, but it
wasn’t sent to the laboratory. For ‘No growth’ records an isolate could not be obtained (e.g.
because it was dead), also one isolate from 2011 with incomplete allelic profile (sequencing
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Figure 2.4: Repeated strain typing results for 16 herds in 2011. Only one herd (in green) had
inconsistent results due to suspected carry-over in the lab.
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Figure 2.5: Distribution of bulk tank milk samples taken for strain typing in 2009–2011.
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of one of the alleles failed) was put into this category. ‘Not S. ag.’ records mean that
the cultured material contained some other bacterial species, not Streptococcus agalactiae.
Hence, for these three categories ST0 was used to account for positive herds with unidentified
strains.

Some of the molecular data had to be discarded as it arrived from false positive herds (due
to carry-over during the sample collection).

Table 2.3: Available strain typing data.

Calendar year 2009 2010 2011
Total records (one per herd) 198 198 183

Not existent 5 3 -
No growth 1 6 5
Not S. ag. 1 - 4

Removed as FPs 14 1 9
Known ST 177 188 175

Unknown ST (ST0) 7 9 9

New sequence types

The public MLST database [Jolley and Maiden, 2010] (available at http://pubmlst.
org/sagalactiae/) is mainly used by scientists to determine allelic profiles of previ-
ously observed STs. If a new allelic profile that is not present in the database is identified, it
can be submitted to assign an ST number that will be used in the future.

Several STs obtained from the MLST results were absent from the public MLST database
at the time of their detection, and thus had no officially assigned ST. They were assigned
temporary ST numbers (Table 2.4) that will be used for further analysis. Most of the new
STs were single locus variants (SLVs) of one of the previously reported STs (i.e. their allelic
profiles differed in only one position).

Table 2.4: Newly observed sequence types in the course of this study. SLV is a single locus
variant (one allelic position is different), DLV is a double locus variant.

Temporary ST Year Herds with ST Relationship with observed STs
801 2010 1 DLV of ST1
923 2010 1 SLV of ST23
908 2011 2 SLV of ST8
910 2011 1 SLV of ST10
919 2011 1 SLV of ST19
926 2011 1 SLV of ST26
999 2011 1 completely new type

http://pubmlst.org/sagalactiae/
http://pubmlst.org/sagalactiae/


2.4. The principal dataset 23

2.4 The principal dataset

2.4.1 Case definition

Both bacteriological culture and PCR tests can be used (independently or in combination) to
determine herd infectious status.

Case definition for a particular year was based only on the annual surveillance test results.
Additional samples were taken occasionally and mostly from previously infected herds (for
confirmation or after farmer’s request aiming to get negative result to get rid of the positive
infection status), and therefore can introduce undesired biases (because the fraction of herds
that have additional results is potentially biased).

Coverage of the bacteriological culture test in 2010 and 2011 was quite low (9% and 6%
of registered dairy herds, respectively), suggesting that it can only be used as additional
indicator of Streptococcus agalactiae infection.

There are three straightforward ways to define cases for further analysis (based on the official
annual surveillance results only):

1. Herds confirmed by both PCR and culture

2. Herds that were tested positive by PCR (regardless the culture results)

3. Herds confirmed by at least one test (PCR or culture)

The summary of the three potential datasets is given in Table 2.5 (note that corrections for
carry-over were taken into account).

Table 2.5: Three possible datasets based on various case definitions. Note that corrections
for carry-over were taken into account in contrast to Table 2.2.

Year PCR and culture PCR only PCR or culture
2009 168 300 316
2010 130 264 275
2011 159 221 221

The case definition that relies on positive results of both tests provides a relatively small
dataset, unnecessarily leaving out a large amount of molecular data.

In 2009, all the registered herds were tested by both, PCR and culture, unlike in further years.
In 2010, coverage of bacteriological culture was far from 100%, but around 100 PCR neg-
ative herds were tested. In 2011, only PCR positive herds were tested using bacteriological
culture (and also several months after the official annual surveillance). Thus, the information
on the number of culture positive PCR negative herds was incomplete. Previous statements
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confirm that PCR had consistent coverage for the whole study period (unlike culture) and
might be used on its own as the evidence of Streptococcus agalactiae infection [Mweu et al.,
2014].

However, use of herds with culture positive but PCR negative results is important because,
while PCR is a more sensitive test [Mweu, 2013], culture’s specificity was almost 100%,
making it almost a definite proof of bacterial presence in the sample and, thus, confirmation
of infection.

Therefore, it was decided to use the ‘PCR or culture’ dataset that added to the ‘PCR only’
dataset 16 and 11 herds for 2009 and 2010, respectively. Notably, most of added herds (i.e.
PCR negative but culture positive) had meaningful (not ST0) MLST results (16 out of 16 for
2009, and 9 out of 11 for 2010).

For the dataset based on the ‘PCR only’, biases (under-reporting) are expected to be consis-
tent for three years. For ‘PCR or culture’ dataset, the number of ‘missing’ (those that could
have been included if the culture coverage was 100%) herds increases from 2009 to 2011
(from zero in 2009). However, the ‘PCR or culture’ dataset (compared to the ‘PCR only’)
increases the number of defined cases, thus, will provide more power for further analysis.

2.4.2 Assignment of sequence types

There can be cases when ST was not obtained, but there was enough evidence to count
the corresponding herd as positive (culture positive or PCR positive). All these herds were
assigned with ST0 that will be treated as a different ST (from ST1, ST2, etc.) in further
analysis. Although, ST0 could have been assigned to herds that have one of the previously
observed STs.

Assignment of sequence type for positive herd can be ambiguous if BTM samples for MLST
and annual testing (by PCR) were collected at different dates: there is a possibility that at the
time of annual screening ST associated with the observed herd can be different. However,
based on the previously mentioned evidence that ST is usually persistent for a herd, it was
decided to use available information on ST even if it was from a different date. This also
applies for 2011 when samples for MLST were collected several months after the annual
screening.

Negative herds that had MLST records were converted to positive (based on the fact that
presence of MLST record implies the positive result of bacteriological culture: bacteria had
to be grown in the lab to obtain an isolate) and added to the dataset (9 herds for 2010 and
one for 2011, see column (1) in Table 2.6). Also, for herds with no molecular data from the
annual BTM samples, additional MLST results based on samples collected between annual
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surveillance periods were used. Thus, extra 25 herds (for the whole study period) were
assigned with STs (column (2) in Table 2.6).

Table 2.6: Additional sequence type assignments: (1) herds that were negative by both PCR
and culture (during the annual surveillance) but had MLST results were added to the dataset;
(2) additional MLST results outwith annual surveillance were used to treat missing STs for
positive herds; (3) for some persistently infected herds with only two MLST results, the
missing ST was inferred.

Year Negative herds with MLST (1) Additional ST used (2) Inferred ST (3) New number of herds
2009 - 9 14 316
2010 9 15 8 284
2011 1 1 8 222

Inferring missing sequence types

For some herds and for some years, STs could not be obtained in the lab, which led to the
assignment of ST0 (that is an indication of unidentified strain type). In some cases, missing
data could be inferred based on the molecular results from other years, given that for Danish
dairy herds the median duration of infection with S. agalactiae was previously estimated to
be 2 years [Mweu et al., 2012].

For herds that were confirmed positive for each of three years but had MLST results only
for two of them, I attempted to infer the missing ST. It appeared that for herds that had two
(out of three: 2009–2011) consistent STs among ST1, ST23 and ST103, it was common to
observe the same ST for the third year. The same did not apply to ST2, ST19, ST314, ST461
and ST627 (see Table 2.7). It was decided to substitute missing data for herds with consistent
ST1, ST23 and ST103. And also for herds with two consistent results of ST314 and ST461,
because for them the missing ST was in 2010 (the middle year). Herds with two consistent
results of ST2, ST19 and ST627, as well as herds with inconsistent STs were not corrected
and remained to have ST0. The numbers of inferred STs are presented in column (3) in Table
2.6.

The number of herds with inferred STs was small enough to affect the clustering tests results
(in Chapter 3) and also did not bias the network analysis results (in Chapter 4). More details
can be found in the next section.

Table 2.8 describes the final version of the principal dataset.

2.4.3 Sensitivity analysis

Although the process of preparation of the principal dataset was described and justified in
the previous sections, the sensitivity analysis was performed to reveal if results of further
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Table 2.7: Observed sequence type combinations to support inference for missing strain
typing data: for each yearly ST pattern (e.g. [?, 1, 1]) the numbers of herds with particular
ST are presented (e.g. for pattern [23, ?, 23], 11 out of 16 herds had [23, 23, 23] profile).
NA for ST was used if the herd was negative in a particular year, and ST0 if the ST was not
identified but the herd was positive. Most of herds infected with ST1, ST23 and ST103 in at
least two out of three years, had the same ST in the third year, suggesting that missing data
can be substituted with consistent ST (from the other two years). The same did not apply to
other strains: ST2, ST19, ST314, ST461, ST627.

?, 1, 1
ST Number
NA 4
0 3
1 12

1, ?, 1
ST Number
NA 2
0 4
1 12

1, 1, ?
ST Number
NA 5
0 4
1 12

26 1
103 1

?, 23, 23
ST Number
NA 3
0 4

23 11

23, ?, 23
ST Number
NA 1
0 3

23 11
630 1

23, 23, ?
ST Number
NA 1
NA 2
0 1

23 11
999 1

?, 103, 103
ST Number
NA 1
0 1

103 5
588 1

103, ?, 103
ST Number
NA 3
0 5

103 5

103, 103, ?
ST Number
NA 1
0 3

103 5
296 1

2, 2, ?
ST Number
NA 1
0 1

23 1

19, 19, ?
ST Number
NA 4
0 1

19 1

314, ?, 314
ST Number
NA 1
0 1

314 1

461, ?, 461
ST Number
0 1

627, 627, ?
ST Number
0 1
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Table 2.8: The principal dataset.

Year Number of herds Known ST Unknown ST (ST0) Percentage known
2009 316 195 121 61.7%
2010 284 185 99 65.1%
2011 222 163 59 73.4%

analyses depend on the choices made.

For this purpose, the conservative dataset (cases were defined by PCR only, no corrections
for STs were made) was used. Results of K-function analysis (methods are described in the
next Chapter 3) for the conservative dataset are presented in Figure A.1 and show significant
clustering of ST103 throughout the whole study period, which is in agreement with the
results for the principal dataset shown in Figure 3.4.

Results of the network analysis (Chapter 4) depended on a small number of “effective” links,
i.e. links corresponding to contacts between source farm that was infected with a particular
strain in the previous year and newly infected farms (farms infected with the same strain
in the current year that were not infected in the previous year). Therefore, inferred and
assigned STs might have changed the results dramatically. However, closer investigations
on which herds were affected by the inference of missing STs showed that they could not
change the final results. For the movement network only one herd with ST profile (461,?,461)
participated in the “effective” link in 2010. Hence, the results on ST level for major STs (1,
23, 103) stayed the same, and for CC103 the “effective” link was one of four and could not
change the outcomes significantly. The veterinary networks were denser and, thus, there
were more cases when herds with inferred STs participated in “effective” links: one for
ST23, one for ST103, three for ST314 and two for ST461 (all in 2010). But they also
could not affect the results as their contribution in the number of “effective” links was not
significant: one out of 11 for ST23, one out of 10 for ST103, and five out of 22 for CC103
(i.e. ST103, ST314 and ST461 combined together).

2.5 Molecular characterisation of isolates

Population composition of Streptococcus agalactiae isolated from annual BTM samples in
2009–2011 was consistent between years with respect to the three predominant strains: ST1,
ST23 and ST103 (Figure 2.6). Also, it shows a steady decrease of ST10 and ST19. Note that
the graphs only show identified STs (i.e. ST0 was not included).

eBURST diagrams [Feil et al., 2004] are used to visualise genetic similarities between STs:
nodes (STs) are connect if they are closely related and numbers on edges represent the num-
bers of differences in allelic profiles of corresponding STs. eBURST diagram of available
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Figure 2.6: Population composition of Streptococcus agalactiae isolated from bulk tank milk
in 2009–2011.

isolates is shown in Figure 2.7.

2.5.1 Clonal complexes

A considerable proportion of bacterial populations belongs to a limited number of clusters of
closely related genotypes, referred as clonal complexes [Feil and Spratt, 2001]. Historically,
clonal complexes are defined by a CC founder (the most representative ST) and its SLVs.
However, in this thesis slightly altered definition will be used to account for other relevant
STs that are not SLVs.

Clonal complexes are particularly of interest in this study as transmission properties are
expected to be shared between bacterial subpopulations with similar genotypes (i.e. members
of the same CC).

CCs used in this study are described in Table 2.9. It was decided to assign DLVs and TLVs
(two and three differences in allelic profiles, respectively) to existing CCs3 to minimise the
number of subpopulations but preserve the biological relevance of the definition. Eight
groups of closely related STs were identified, only ST999 was not classified into any of
the clonal complexes.

3In case they were not SLVs to other STs that were CC founders.
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Figure 2.7: eBURST diagram of the bovine Streptococcus agalactiae isolates obtained from
Denmark in 2009–2011: 41 previously observed STs, 7 new STs are not shown. Numbers on
the edges show distance between isolates (number of different allele numbers in their allelic
profiles: one is SLV, two is DLV, etc.). Primary STs of connected groups are in green.

2.6 Discussion

In this chapter, the process from the data collection to the choice of the dataset for further
analysis was discussed. The explicit case definition allowed us to treat inconsistent (between
study years) infection data based on two different testing techniques. The final dataset ade-
quately summarises the available data, account for known errors and maximises the amount
of the data taken into account.

2.6.1 Data preparation

Rarely raw data are suitable for analysis and have to go through substantial cleaning and
editing first. It takes time to scrupulously go line by line and check the data for errors and
inconsistencies, but if done properly it minimises the risk of introduction of manual errors.
All the data manipulations must be transparent and well-documented. However, careful data
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Table 2.9: Definition of clonal complexes used in the analysis.

Clonal complex SLVs DLVs TLVs Infected in 2009 Inf. in 2010 Inf. in 2011
CC1 2, 4, 460, 602, 606 196, 588, 603, 605, 628, 801 66 64 54
CC7 41, 625 255, 604 4 8 3
CC10 8, 9, 12, 629, 910 296, 908 130 15 16 13
CC17 32, 291, 631 22 1 3 1
CC19 121, 164, 919 11 6 4
CC23 88, 325, 627, 630 626 51 46 39
CC26 923, 926 3 5 3

CC103 461 314 42 34 43

manipulations do not guarantee the absence of errors, the data can have imperfections that
could have been introduced earlier, in the process of data collection and data management.
In most of the complex cases, there can be no single perfect decision. But whatever decisions
are made by a researcher, they must be corroborated by evidence, and all the potential biases
or errors must be acknowledged.

Two pieces of data that did not entirely match each other were used in this study: the annual
surveillance test results and MLST data on the collected isolates.

At first, the annual surveillance data were used to make a decision on how to classify the
status of the herds: herd that tested positive by either PCR or bacteriological culture was
considered positive. This allowed for consistent case definition that maximised the data
available for the strain-specific analysis.

The list of positive herds was complemented by molecular data to determine what strains
were present on farms. Evidence of the ST consistency over time allowed to make use of
MLST data based on samples that were collected outwith the official annual surveillance
periods.

Some of the data had to be corrected. Herds that had negative PCR and culture test results
along with identified ST were added to the dataset. Also, for some cases, STs were inferred
based on the observation that predominant STs stayed consistent for most of the herds.

2.6.2 Potential biases

It is important to acknowledge the potential biases.

Errors can be introduce from the very first stage of data collection. The issue with carry-over
during BTM sample collection had been addressed before but here extra data (MLST) were
used to classify true and false positive herds.

Growth-inhibited and nonviable bacteria were assigned with ST0 that is treated as different
to any other ST. However, this is not strictly correct, ST0 can potentially contain known STs
(e.g. if for some reason culture with ST103 failed to grow, it will be treated as ST0).
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2.6.3 Conclusion

The process of data cleaning and data preparation was explained in this chapter. The final
dataset is consistent regarding the use of annual surveillance data and maximises the use of
strain typing information. The latter is important given the strain-specific focus of the overall
research questions.
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Chapter 3

Spatial clustering of Danish dairy
cattle herds infected with various
strains of Streptococcus agalactiae

3.1 Introduction

Epidemiological studies are often focused on spatial components of the distribution of dis-
ease.

The spatial distribution of cases depends on transmission mechanisms of the pathogen. In the
simplest case, infected individuals appear close to each other, forming distinctive groups (i.e.
clusters), due to the point-source nature of the disease, however more complex dissemina-
tion strategies can also result in unusual occurrences of cases. For example, the spread of an
infectious disease such as foot-and-mouth disease (FMD) is better described by a network of
contacts, however, Gerbier and Chadeouf [Gerbier and Chadoeuf, 2000] determined cluster-
ing of cases within 1–3 km for retrospective data from the 1967 to 1968 UK foot-and-mouth
disease outbreak.

Clusters of disease can occur at various levels: e.g. in animal populations, transmission via
a wildlife or human reservoir implicates clustering at larger scale than localised common-
source exposure.

Therefore, it is important to identify clusters of cases or other anomalies in the spatial dis-
tributions of infected individuals, which might be useful in determining the mechanisms
that drive the spread. The clustering of disease events may help in identifying a common
environmental factor or source of exposure.

In veterinary epidemiology, the unit of interest is often not an individual animal but a herd
or a farm, which can be represented by a point on a plane.
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Spatial clustering analysis was previously used in epidemiological studies for a number of
pathogens and disease systems, including BVDV in Danish cattle [Ersbøll and Ersbøll, 2009]
and Staphylococcus aureus in British cattle [Garcı́a Álvarez et al., 2011].

In this study, spatial distributions of herds identified with particular strains of S. agalactiae

were assessed. Differences between strains regarding their spatial clustering will support the
hypothesis of presence of strain-specific transmission patterns [Zadoks et al., 2011].

3.1.1 Objective

The focus of this study is to determine whether different strains of S. agalactiae are associ-
ated with specific and distinct spatial patterns.

3.2 Materials and methods

3.2.1 Data

The principal dataset described in the previous chapter was used here. Information about
locations of dairy herds was also extracted from the Danish Cattle Database.

Given that the population composition of Streptococcus agalactiae isolated from annual
BTM samples in 2009–2011 was dominated by three strains: ST1, ST23 and ST103 (Figure
3.1), the further analysis will be focused on them and the corresponding clonal complexes.

For positive herds with no assigned ST, it was decided to treat them as unidentified STs
(i.e. ST0), different from all known Danish STs. Effectively, they were excluded from the
strain-specific analysis.

3.2.2 Spatial clustering methods

Here I focus exclusively on spatial clustering, i.e. non-random spatial distribution of objects
where Euclidian distance is used (opposed to social and network clustering, where proximity
of objects is defined as a network distance between two nodes). It was decided not to focus
on other distance metrics here because:

1. Euclidian distance measures are available, and they are easy to work with. Measures
of other metrics are rarely available (in our case, network distance can be used for two
available networks, but this will be addressed in the next chapter and using a different
approach).
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Figure 3.1: Predominant strains in the population composition of Streptococcus agalactiae
isolated from bulk tank milk samples in 2009–2011.

2. Euclidian distance may be significant (and has been previously used) for those pathogens
that can spread locally (e.g. FMD). Thus, we are testing for potential local transmis-
sion of S. agalactiae or transmission mechanisms that are effectively equal to local.

3. Even though landscape features (coastal line, lakes, urban areas) might be a problem
(as herd loactions do not follow a homogeneous Poisson process), most of cluster-
ing methods take into account the underlying spatial structure (we are not simulating
random point process but reassign STs between study herds, thus restricting possible
spatial distributions).

Most of clustering detection methods test the null hypothesis that there is no clustering in the
spatial data. The corresponding test statistic is measured and if it is significantly large (or
small, depending on the statistic used), the null hypothesis is rejected.
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Several clustering tests were compared in [Song and Kulldorff, 2003]. Most of them evaluate
the presence of clustering, but do not have the ability to identify the locations of clusters.

It is important that tests for spatial randomness adjust for inhomogeneous background pop-
ulations, i.e. spatial clustering should be measured relative to the population, not to the
landscape features. This is accomplished by selecting appropriate controls for the cases. A
similar cluster would be expected for the controls and cases under the null hypothesis, i.e. if
there is no spatial disease-association.

The choice of methods for this study was based on the following considerations:

• Tests for spatial randomness should adjust for inhomogeneous background populations
(because Denmark has substantial and irregular coastline).

• The tests should reflect several different paradigms rather than be modifications of one
approach.

• Preference was given to the tests that were used previously for epidemiological analy-
ses.

Here, the spatial clustering will be analysed using three tests that adjust for the underlying
population at risk: Cuzick–Edwards’ kNN test, K-function and the spatial scan statistic.

A comprehensive review of spatial clustering methods can be found in [Carpenter, 2001].

Cuzick–Edwards’ kNN test

The Cuzick–Edwards’ k nearest neighbours (kNN) test [Cuzick and Edwards, 1990] is a
significance test to detect the possible clustering of groups formed by a particular node (the
cluster centre) and its k nearest neighbours within the overall population.

The test statistic is the overall number of cases when two herds belong to the same class (e.g.
have the same ST) and one of them is among another’s k nearest neighbours and it is given
by:

Tk =
n∑
i=1

δid
k
i , (3.1)

where δi equals 1 if i has the considered ST, and 0 otherwise; dki is the number of herds with
the same ST among k nearest neighbours of i.

In order to test the clustering hypothesis, the test statistic of the observed distribution is
compared against those of the randomly simulated ones, for different numbers of k. Spatial
clustering for a particular k is indicated if Tk for the observed distribution is higher than for
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the 97.5%1 of the simulated distributions. Random distributions were obtained by reassign-
ing STs and infection statuses for the dairy herds.

The kNN test does not implicitly use spatial distance between nodes, and is not restricted
to circular clusters. There is no obvious connection between neighbours and kilometres: it
depends on the density of points. Therefore, the kNN test and other spatial clustering tests
that are based on explicit Euclidian distance (e.g. K-function) measure different kinds of
clustering, and agreement/disagreement of their results will be an indication of clustering
consistency or clustering features (e.g. spatial distance is not important for likelihood of
transmission, it is more likely to get infected from the nearest neighbour than any other
farm).

As it was previously mentioned, one of the advantages of this test is that it adjusts for the
presence of heterogeneously distributed population at risk. It also performs well in detecting
multiple clusters [Song and Kulldorff, 2003].

The kNN method was previously used by Garcı́a Álvarez et al. [Garcı́a Álvarez et al., 2011]
to test spatial clustering of dairy cattle herds infected with particular STs of another bacterial
pathogen causing bovine mastitis Staphylococcus aureus.

K-function

TheK-function is another measure of global2 clustering. It is defined as the expected number
of events (i.e. cases; in our case, herds with a particular strain) within a certain distance, di-
vided by the density of the points (or nodes). Usually, clustering is detected by the difference
between the observed K-function and completely spatially random point process. But for
countries with irregular coast lines and other landscape features (e.g. lakes, urban areas), the
underlying population at risk cannot be simulated using the random process. This is a case
for Denmark, where dairy herds are situated heterogeneously throughout the country. In such
conditions, a generalisation of the K-function for inhomogeneous point patterns, proposed
by Baddeley et al. [Baddeley et al., 2000], can be used. Here, I used the inhomogeneous
K-function implemented in the spatstat R package [Baddeley and Turner, 2005] to define
the difference between inhomogeneous K-functions for cases and the entire population at

1The standard way to report results of Cuzick–Edwards’ kNN test is to plot Tk for the observed distribution
along with the 95% envelope of Tk for simulated distributions. Thus, if the observed distribution is significantly
different from the simulated ones (i.e. Tk is outside of the 95% envelope), there are two options: significant
clustering (if the observed Tk is higher) or dispersal (if the observed Tk is smaller). Hence, the cut-off threshold
for significant clustering was 97.5%. The threshold of 95% will not guarantee that the observed distribution is
significantly different from the random.

2Here by global I understand a measure for the whole population, rather than for individual cluster (like in
the spatial scan statistic). For K-function it is a measure of all groups of nodes within a particular distance.
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risk (as proposed in [Ersbøll and Ersbøll, 2009]):

D(s) = Kcase
inhom(s)−K

pop
inhom(s), (3.2)

where s is distance (scale of clustering).

Monte Carlo randomisation was used to permute locations of cases (implemented by ran-
domly reassigning STs for the considered herds using rlabel function) in order to generate
random distributions. The observed difference function D(s) and 95% simulation envelopes
for random simulated distributions are plotted against the distance s to detect clustering. De-
viations from the null hypothesis can be detected by distances where D(s) lies outside the
95% simulation envelope, in this case the null hypothesis of no clustering is rejected.

K-function has been used in a number of epidemiological studies [Ersbøll and Ersbøll, 2009,
Ahmed et al., 2010, Mweu et al., 2014].

Spatial scan statistic

The spatial scan statistic [Kulldorff, 1997], contrastingly to previously mentioned methods,
is able to locate a cluster and test its significance. It identifies the most likely clusters over
all circular windows, which vary in radius and the circle centroid position.

If Lj(i) is the likelihood under the alternative hypothesis that there is a cluster for circular
window3 with centre in i and radius of j, and L0 is the likelihood under the null hypothesis
(no cluster), then:

Lj(i)
L0

=

(
Dj(i)

Uj(i)
C
N

)Dj(i)
(
C −Dj(i)

C − Uj(i) CN

)C−Dj(i)

, (3.3)

where C is the total number of cases, Dj(i) is the number of cases within circular window of
i, N is the total population size and Uj(i) is the population size within circular window of i.

The null hypothesis of no clustering is rejected when the test statistic4:

T = max
i,j

(
Lj(i)
L0

Ind

(
Dj(i) > C − Uj(i)

C

N

))
(3.4)

is large. As for the kNN method, 97.5% of the simulated distributions was used to determine
the threshold for significant clustering.

The spatial scan statistic is good at detecting localised clusters [Song and Kulldorff, 2003].

3Alternatively, circular window can be substituted by node i and its j closest neighbours, which will make
this method similar to Cuzick–Edwards’ kNN. But in this thesis the definition with circular windows was used.

4Ind() is an indicator function, i.e. equals 1 if the condition is true, and 0 otherwise.
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3.3 Results

3.3.1 Spatial clustering of all infected herds

At first, the total population of infected herds was tested for spatial clustering (using K-
function method). Cases of Streptococcus agalactiae in the total population of dairy cattle
herds were mostly unclustered (Figure 3.2) with indication of clustering in 2010 for distances
between 15–45 km.

3.3.2 Spatial clustering of individual sequence types

Here we test if spatial distributions of particular STs are different.

For spatial clustering analysis of individual STs only positive herds identified in the previous
chapter (those that showed evidence of bacterial presence by either PCR or culture test during
the national bulk tank surveillance) were used, i.e. spatial clustering within the infected
population was tested.

Alternatively, one can consider distributions of herds with a particular ST among all the herds
regardless their infection status (the results for K-function analysis are presented in Figure
A.2 in the Appendix).

The two approaches usually yield the same results, the differences may appear only if the
case population is clustered (thus, subpopulations for individual strains might be clustered
within the total population while not clustered within the case population). In our case, the
case population is not clustered (Figure 3.2), hence the two methods are effectively equiv-
alent. The choice of the approach to use in this thesis was motivated by the fact that in
previous studies [Garcı́a Álvarez et al., 2011] clustering of particular strains was also tested
against the infected population.

Locations of herds infected with strains that dominated in the study population (i.e. ST1,
ST23, ST103; see Figure 3.1) were tested for spatial clustering in the population of other pos-
itive herds (herds with the selected individual ST were considered as cases and other herds
were considered as controls). Other STs (that had enough cases for the analysis) showed no
significant clustering (see Figure A.3 in the Appendix). Some of the most infrequent types
did not allow tests to be performed due to the small case population size.

Cuzick–Edwards’ kNN

The Cuzick–Edwards’ kNN test was implemented as a program in Java. 500 random ST
distributions (preserving the same ST composition) were generated to compare their test
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Figure 3.2: Results of K-function method for all infected herds: positive herds were not
clustered in the overall population (apart from 2010 at a certain scale). Clustering is detected
when the estimation of the difference function D(s) for the observed distribution of cases
(red line) is significantly higher than for the randomly generated distributions (dark gray
envelope). Numbers on top represent the number of cases and the total population at risk.
Light gray area defines extreme values of D(s) over all simulated distributions.
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statistic against the one for observed ST distribution for number of neighbours k from 1
to 50 (given the case population size). Results of Cuzick–Edwards’ kNN test (Figure 3.3)
showed that only herds infected with ST103 were clustered for all three years. Herds with
ST1 were also clustered in 2010, but not in other years. Spatial distribution of ST23 was not
significantly different from random.

K-function

Results of K-function analysis presented in Figure 3.4 corroborated those of the kNN test:
among the observed strains, ST103 was the only strain that was clustered in 2009–2011. And
ST1 once again was clustered at a relatively small scale (around 10 km) in 2010.

The spatial scan statistic

Locations of clusters were identified using the spatial scan statistic implemented in SaTScan
software (Figure 3.5). Only ST103 has clusters with log-likelihood greater than 10 for each
year. ST1 has a significant cluster in 2010 (21 out of 60 herds), and ST23 in 2010 (although
quite small — 4 herds). Other clusters have small values of log-likelihood (less than 6) and
can be treated as insignificant.

3.3.3 Spatial clustering of clonal complexes

Clonal complexes (CCs) defined in the previous chapter were also tested for spatial clustering
(using K-function). Case was defined if ST form the herd belonged to the considered CC.

No significant spatial clustering was observed for either of 8 CCs5 (see Figures A.4 and
A.5 in Appendix). Small number of cases for some CCs made it impossible to run the
analysis (e.g. one herd for CC17 in 2009). Interestingly, CC103 showed no significant
clustering, while ST103 and a strain that combined ST103 and ST461 (SLV of ST103) did
(see Figure 3.6). Although, contribution of ST461 was limited (1, 2 and 3 cases in 2009–
2011, respectively) and this was mainly due to the clustering of ST103.

5CC19 did show the evidence of spatial clustering, but this was on a very small scale only and due to the
fact that two herds were close to each other in some sparse region (the overall population was 4 cases).
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Figure 3.3: Results of Cuzick–Edwards’ kNN test for three predominant STs: clustering
is detected when the test statistic for the observed ST distribution (red line) is significantly
higher than the values of the test statistic for randomly generated ST distributions (shown in
light gray, 95% confidence intervals are in dark gray).
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Figure 3.4: Clusters of predominant STs (ST1, ST23, ST103) detected using K-function
in 2009, 2010 and 2011. Clustering is detected when the K-function estimate for the ob-
served ST distribution (red line) is significantly higher than those for randomly generated ST
distributions (shown in light gray, 95% confidence intervals are in dark gray).
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Figure 3.5: Clusters of herds with the three predominant STs detected using the spatial scan
statistic (SaTScan) in 2009–2011. Density plots in the background show densities of all
positive herds. Colours used for clusters: ST1 (cyan), ST23 (red), ST103 (blue). Numbers
in circles indicate the rank of clusters according to their log-likelihood and refer to the table
(top right corner of each figure) with information on clusters: number of cases in cluster, size
of cluster and the log-likelihood.
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Figure 3.6: Results of K-function method for clonal complexes of ST103: spatial clustering
was detected for ST103 + ST461, but not for CC103 (ST103, ST461, ST314). Clustering is
detected when the estimation of K-function for the observed distribution of cases (red line)
is significantly higher than for the randomly generated distributions (dark gray envelope).
Numbers on top represent the number of cases and the total population at risk.
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3.4 Discussion

3.4.1 Statistical power

Certain minimum number of cases among herds is needed to answer the question if they
are spatially clustered or not. If the set of considered cases is too small (e.g. for relatively
infrequent ST) then the results of clustering methods will be meaningless (some software
for spatial clustering will not even work in this case). Therefore, use of CC level analysis
(inclusion of genetically closely related strains) is a way to increase statistical power of the
outputs.

3.4.2 Multiple testing problem

Cuzick–Edwards’ kNN and K-function tests may suffer from multiple testing if the test is
repeated for different numbers of k: the null hypothesis can be rejected for some numbers of
k by chance. However, our results for ST103 show significant clustering for almost all of the
k values, suggesting that effect of the multiple testing does not change the conclusions about
the clustering of herds infected with ST103.

3.4.3 Comparison of different clustering methods

The three clustering methods are conceptually different (use relatively different paradigms).
K-function is based on Euclidian distance, whether Cuzick–Edwards’ kNN takes into ac-
count a preset number of nearest neighbours regardless the actual distances. SaTScan as-
sesses properties of individual circular windows rather than global overall statistics. There-
fore, it allows identification of clusters positions.

There are difficulties in comparing the results of clustering tests. K-function cannot be
directly compared with the kNN method because they use different scales (explicitly spatial
and “in nearest neighbours”, respectively). For dense/sparse regions the results will be the
most different because the kNN disregards density of points, it takes into account only their
order from the centre of the considered cluster. SaTScan, unlike the other two methods,
measures its test statistic for one cluster only, not the total measure for all the clusters of
the same scale. This leads to detection of small localised clusters that are missed by other
methods. They might be interesting in outbreak investigations but are not very helpful to
determine overall transmission mechanisms of the considered strain.

However, all the three considered methods confirm spatial clustering of ST103 throughout
the study period. Also, the methods agree in clustering of ST1 in 2010 for certain scales
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(although the scales were incomparable). This agreement of several methods affirms that
detected clustering is not due to an artefact of the data that was incorrectly captured by one
of the test.

3.4.4 Spatio-temporal clustering

Temporal components of the distribution of disease are also of interest in epidemiological
studies. And spatio-temporal clustering can be assessed using the extensions of the discussed
methods [Ahmed et al., 2010]. However, this is more relevant to disease outbreaks rather
than endemic diseases like bovine mastitis. And since the temporal data for this project
are restricted to the yearly periodicity due to the annual surveillance scheme, this chapter
focused on spatial aspects only.

3.4.5 Spatial clustering of ST103

The results show that ST103 is different among three other frequent sequence types, because
it was persistently clustered for the study period, while others were not. It is not clear what
this difference can be attributed to, but these findings suggest that ST103 has transmission
mechanisms that are different from those of other major STs.

Interestingly, ST1 and ST23 are quite common in humans, whereas ST103 was previously
rarely reported in humans, but was common in some cattle studies [Yang et al., 2013]. One
might hypothesise that transmission of ST103 is based on cattle movements, however it is
not clear how movements result in spatial clustering, and further investigations are needed to
test this hypothesis.

3.4.6 Spatial clustering of clonal complexes

Use of CCs for spatial clustering analysis does not only increase statistical power but is also
biologically reasonable. STs that have closely related genotypes are expected to share trans-
mission properties. Another evidence to use CC level analysis is that in a number of cases ST
and its SLVs were recovered from the same herd (Ruth Zadoks, personal communication).

However, none of the 8 CCs that were considered in this study showed significant spatial
clustering. Interestingly, even CC103 was not clustered in any of the study years, in contrast
to its founder ST103. Exclusion of ST314 (DLV of ST103) from the analysed CC leads to
detectable clustering for ST103 and ST461 grouped together, but this is due to the limited
contribution from ST461. To conclude, spatial clustering analysis has not revealed matching
transmission patterns for ST103 and its closely related ST314, suggesting that transmission
properties of S. agalactiae are more likely to be ST specific rather than CC specific.
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3.4.7 Further analysis

Spatial clustering tests enable researchers to identify non-randomness in the distribution of
pathogenic subpopulations. However, these tests could not reveal the mechanisms that led
to these spatial distributions, and other methods should be utilised for explanation of the
observed patterns.

Differences in spatial clustering for ST103 suggest that its possible transmission routes via
cattle movements or other mechanisms should be investigated using appropriate methods.
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Chapter 4

Contact patterns between Danish
dairy cattle herds and their role in
the spread of various strains of
Streptococcus agalactiae

4.1 Introduction

Heterogeneity of contacts between individuals complicate the nature of disease transmission:
it is harder to predict outcomes of an outbreak and, therefore, control the disease.

One of the most important types of contacts within livestock populations are described by
trade networks or, more generally, movement networks. Relocation of live animals between
agricultural holdings is an important driver for spreading infectious diseases [Keeling et al.,
2001, Green et al., 2006, Ortiz-Pelaez et al., 2006].

Traceability of livestock is implemented via registration of animal movements. Recorded
movements of animals compose a directed complex network that can be used in epidemio-
logical studies.

However, contact networks (in epidemiological context) are not restricted to live movements
and can, for example, represent associations between neighbouring farms, between farms
sharing equipment, between farms having common on-farm visitors, etc. Basically, any kind
of contact that can be potentially associated with infection transmission.

Network analysis is a widely-used approach for investigating the properties of such contact
networks. It has been used to estimate the potential size of epidemics [Kao et al., 2006],
investigate the course of previous outbreaks [Ortiz-Pelaez et al., 2006], inform mathematical
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models of outbreaks [Dubé et al., 2009] and to assess the effect of interventions [Robinson
and Christley, 2007].

The structure of live movement networks (as well as other contact networks) is not constant
and can change over time due to a multitude of things (e.g. legislative restrictions to move
animals, disease outbreaks, fluctuations in farmers’ behaviour). Dynamics of changes in
networks can also be addressed using network analysis.

4.1.1 Network terminology

The terminology of network analysis is very similar to that of graph theory. Individuals of
interest are usually called nodes or vertices, and contacts between them are referred as edges
or links. Edges can be directed or undirected, depending on the nature of the network. We
assume that Eij = 1, if there is a link from i to j, and Eij = 0 otherwise.

Two nodes are connected if there is a path between them (i.e. it is possible to move from one
node to the other by following one or more edges). Direction of edges might be taken into
account to define a directed path (note that the fact that B is reachable from A by a directed
path does not necessarily mean that A is reachable from B).

4.1.2 Network measures

Contact networks are mainly analysed through descriptive network measures. The basic
ones include graph density (frequency of edge presence between any two nodes), degree
distribution (distribution of number of edges for each node), clustering coefficient (frequency
of triangles of edges) and average path length (average number of edges that are needed to
reach one node from another).

For undirected networks, the size of the largest connected component (every node is reach-
able from any other) is another useful measure. Two similar definitions are used for directed
networks. A weak component is a part of a network where all nodes are in contact with each
other either directly or via other nodes, not taking the direction of the contact into account.
A strong component is a part of the network where all nodes can reach each other through
directed links, either directly or via other nodes. The giant strong component (GSC) is the
largest strong component in the network. The giant weak component (GWC) is the largest
weak component in the network. GWC and GSC have previously been used to estimate
upper and lower bounds of the potential epidemic size, respectively [Kao et al., 2006].

More information on network measures relevant for disease control can be found in [Nöremark
et al., 2011].
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4.1.3 Network methods in veterinary epidemiology

Application to bacterial infections of dairy cattle

Garcı́a Álvarez et al. [Garcı́a Álvarez et al., 2011] used a network-based approach to test if
the distributions of individual sequence types of Staphylococcus aureus (a bacterial pathogen
that also causes mastitis in cattle) can be explained by movements and other contact net-
works.

Nodes for the network were dairy cattle herds from the study population (a cluster of 44
farms in Somerset, UK). Milk samples were collected from each study herd at two time-
points (May 2007 and October 2007) and then analysed using MLST to identify sequence
types (ST) of S. aureus.

Cattle movements related to the study cluster were used to construct a network for the
analysis. A link between two nodes (study farms) was added to the network if:

• One study farm bought cattle that previously had been on another study farm (type I
link).

• Two (or more) study farms bought cattle that previously had been on a common loca-
tion outside the study population (type II link).

Also, non-reportable local contacts collected via questionnaire (on-farm visitors, sharing
agricultural equipment, etc.) were used to construct other risk-potential networks where two
nodes were connected by a link if there was a particular relationship between the nodes (e.g.
two farms shared a veterinary practice).

Then, the constructed networks of risk-potential linkages between the study farms were
tested to explain the transmission of individual bacterial strains.

If transmission of a particular strain is indeed associated with one of the risk-potential net-
works (a significant proportion of new cases are connected through the observed network
with herds infected at the previous surveillance period), it is expected that newly infected
(NI) herds with this strain were exposed (i.e. connected) to the herds infected with the same
strain more than the persistently susceptible (PS) herds considered. It is also expected that
the observed network was different from the random ones regarding the exposure to infection
of NI farms.

In order to test the hypothesis that risk-potential networks can be used to predict strain dis-
tributions, random networks with the same number of nodes and edges as the observed one
were generated. Then, the mean exposure to infection of NI and PS farms was measured
for the observed and simulated networks, to test if the observed network is different from
random (i.e. can explain the distribution of the considered strain).
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This study by Garcı́a Álvarez et al. found that constructed movement network played a role
in the transmission of two out of three most predominant STs of S. aureus between the dairy
farms in the study population.

4.1.4 Objective

In the previous chapter it was shown that the spatial distribution of herds infected with ST103
was different from other STs, which suggests diverse transmission patterns between the
bacterial strains. Here, the aim was to assess differences between strains of Streptococ-

cus agalactiae regarding the relatedness of their distributions to the networks of contacts
between the Danish dairy cattle herds.

Thus, the objective is to identify the role of cattle movements and other between-herd con-
tacts in the spread of certain strains of S. agalactiae and to determine whether there is a
difference between specific bacterial subpopulations.

4.2 Materials and methods

4.2.1 Epidemiological data

The same principal dataset as in previous chapters was used.

Based on two consecutive annual testings (t1 and t2) and for a particular strain of S. agalac-

tiae, each dairy cattle herd that was registered for both years can be categorised into one of
four groups (see Table 4.1).

Table 4.1: Definition of herd states based on bulk tank samples at two time-points t1 and t2.

Strain in BTM at t1 Strain in BTM at t2 Herd state
No No Persistently susceptible (PS)
Yes No Recovered (R)
No Yes Newly infected (NI)
Yes Yes Persistently infected (PI)

Since the information on strain types for herds that were infected before 2009 or after 2011
was not available, only states of herds in 2010 and 2011 (based on testings in 2009–2010 and
2010–2011, respectively) could be defined.

It is also possible to consider the overall bacterial population (all strains, including unknown
ST0) and obtain the strain-unspecific information on how many herds of each type there were
in 2010 and 2011. Although, these NI herds will be only those that were susceptible in the
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previous year, e.g. a herd that was previously infected with another strain will not be treated
as NI (as opposed to the strain specific definition given by Table 4.1).

Strain specific definition of NI herds (based on the presence of particular ST in the BTM1)
yields the numbers of herds given in Figure 4.1. This is not equivalent to the classification
of strain-unspecific NI herds by ST they acquired.
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Figure 4.1: Number of newly infected herds with different sequence types in 2010 and 2011.

1For example, if herd was infected with ST23 previously, but obtained ST103 this year, it will be NI for
ST103, although it was previously infected (but with another strain).
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4.2.2 Movement data

Cattle movement data were obtained from the Central Herd Register (Danish Veterinary and
Food Administration, Glostrup, Denmark) that captures all cattle movements within Den-
mark on a daily basis. This includes movements between all types of cattle herds: dairyand
non-dairy.

Exclusion of movements that do not impose risk of infection is a common practice before
network analysis. In this case, only movements recorded as “sold alive” were kept for further
analysis. Intensity of farm-to-farm movements is presented in Figure 4.2.
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Figure 4.2: Intensity of farm-to-farm cattle movements in Denmark (sold alive).

4.2.3 Veterinary practice data

Information on affiliation of dairy cattle herds with registered veterinary practices is recorded
in Denmark. Each herd has a list of veterinary practices and corresponding start and end
dates. Data on veterinary practices were used to construct a contact network where a link
connects to nodes if the corresponding herds shared the same veterinary practice during the
time period of interest.
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Although veterinarians can potentially play a role in transmission of S. agalactiae, this con-
tact network was primarily considered as a marker of other important connections between
dairy herds such as sharing farming equipment, pastures, milk hauliers, etc. that were as-
sumed to coincide with sharing of veterinary practice [Olofsson et al., 2014].

4.2.4 Analysis method

Only registered dairy cattle herds (i.e. those that deliver milk to the factory) were of interest
in this study. However, for movement network analysis, it was also important to incorporate
the information about all the cattle that moved between two dairy herds via other agricultural
holdings to account for possible indirect transmissions.

The aim was to build networks with nodes that represent registered dairy herds and:

• Directed links that represent if there were any cattle moved from one herd to another
regardless of the exact route (whether it was a direct farm-to-farm movement or via
intermediate nodes, e.g. markets).

• Undirected links that connect herds that shared veterinary practice at some point during
the study period.

Movement network construction

Here, we are focused on data that can potentially be associated with disease transmission
routes. In this case, it is the number of cows that were in one herd and then appeared in
another herd (potentially travelling via intermediate dairy or non-dairy farms, markets, etc.)
within a time period of interest.

Dates of first PCR samples in each year (19 October 2009, 18 October 2010, 30 August 2011)
determined two time periods used for construction of movement networks. The networks
for 2009–2010 and 2010–2011 were defined by the following rule: we add an edge to the
network if during the considered period there are records that a cow left one herd (start
node) and entered another one (end node) with the additional condition that these events
should be ordered chronologically. Thus, we capture potential transfer of bacteria from one
herd to another taking into account cases when a cow could have visited other intermediate
agricultural premises.

It was assumed that the chance that a cow gets infected with Streptococcus agalactiae outside
a dairy herd (e.g. when on a market or communal pasture) is negligible.
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Veterinary practice network construction

The veterinary network has the same nodes as the movement network — all the registered
dairy cattle herds. The same time periods were used to define two networks for 2009–2010
and 2010–2011: a link connects two herds if they shared veterinary practice at some point
during the specified period. Thus, the networks were undirected, as opposed to the movement
networks.

Network analysis

The constructed networks were used to address the following questions:

• Can distributions of any of the S. agalactiae subpopulations be explained by the struc-
ture of the contact networks?

• Are there any consistent patterns for the S. agalactiae strains that are associated with
either contact network?

The overall hypothesis behind this was that some strains are mainly transmitted by cattle
movements while others spread via other routes.

The approach by Garcı́a Álvarez et al. [Garcı́a Álvarez et al., 2011] was adopted to test this
hypothesis.

Let Eij represent the pairwise exposure within the observed contact network (i.e. Eij = 1
if there is a link from i to j, and i was infected at t1; otherwise Eij = 0). Then, the mean
exposure to infection of NI farms is given by:

ENI =

n∑
j=1

n∑
i=1,i 6=j

Eijδj

n∑
j=1

δj

, (4.1)

where δj = 1 if farm j is NI at t2, otherwise δj = 0.

The numerator is the total “amount” of potential infections received by NI herds via net-
work edges: it is the number of all edges from infected at t1 farms to NI farms at t2. The
denominator is the number of NI farms at t2.

Similarly, the mean exposure to infection of PS farms (EPS) is:

EPS =

n∑
j=1

n∑
i=1,i 6=j

Eijγj

n∑
j=1

γj

, (4.2)
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where γj = 1 if farm j is PS at t2, otherwise γj = 0.

The next step is to simulate random networks. In the original paper, the number of nodes and
edges stayed the same but edges were shuffled within the network. The states of nodes were
also kept the same. However this approach generates perfectly random networks, it would be
useful to preserve some other graph properties (particularly, degree distribution) so that the
random sample reflects the structural traits of the observed network (i.e. generated random
networks are similar to the real-world network). For this purpose, the method to generate
random networks was based on re-shuffling of nodes rather than edges, which obviously
allowed for keeping the same degree distribution.

The criteria for the significance of a particular network was motivated by several observa-
tions. If a strain is indeed transmitted from infected farms via contacts in the network, it
would be expected that the study farms that are newly infected at t2 were exposed to more
infection than those that remained susceptible (i.e. ENI > EPS). In addition, NI farms at t2
would be expected to be more exposed to infection in the observed than in the random net-
works. Similarly, the PS study farms at t2 should be less exposed to infection in the observed
than in the random networks.

In contrast with approach by Garcı́a Álvarez et al., here type II links (i.e. those connecting
study farms that purchased cattle from a common location outside the study population)
were not considered, because the study population included the total dairy population. Plus
the assumption that cattle was unlikely to get infected on premises different from registered
dairy farms.

Outputs of the method by Garcı́a Álvarez et al. [Garcı́a Álvarez et al., 2011] are presented in
the form of two-dimensional plot (mean exposure to infection of NI and PS herds as x- and
y-axis, respectively). Simulated random networks usually form a cluster of points on the plot
(around the mean value of mean exposures to infection of NI and PS herds). The decision
to accept or reject the initial hypothesis depends on the position of the point representing the
observed network.

If the contact network explains the distribution of cases (or a certain strain) we expect the
point representing the observed network:

1. To be below the y = x line (for the observed network, mean exposure to infection of
NI is expected to be higher than the one of PS herds).

2. To be outside the cluster of points for randomly generated networks (the observed
network is expected to be different from the simulated).

3. To be below the cluster (mean exposure to infection of NI herds is expected to be
higher for the observed network than for the simulated).
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4. To be to the right of the cluster (mean exposure to infection of PS herds is expected to
be lower for the observed network than for the simulated).

Formally, the null hypothesis was that a contact network of interest is not different from
random networks with the same properties (in this case, the same number of nodes and
edges) in explaining distribution of the considered bacterial subpopulation (determined by
the two-dimensional plot of mean exposures to infection of NI and PS herds). Thus, if the
point for the observed contact network is outside the cloud of the random networks and
satisfies all of the expected conditions, we can reject the null hypothesis and, thus, report
significant association between the observed network and the distribution of the considered
bacterial subpopulation.

4.3 Results

4.3.1 Characteristics of contact networks

Cattle movement networks

Two networks for 2009–2010 and 2010–2011 summarised movements of cattle between
dairy herds for the specified time periods (between starting dates of the annual national
surveillance in 2009–2011). The network measures (Table 4.2) were calculated using igraph
R package [Csárdi and Nepusz, 2006]. Not all the nodes (defined as herds registered in both
considered years) were active, i.e. moved animals to or from other dairy herds (allowing for
several intermediate movements).

The degree distribution is presented in Figure 4.3 and indicates scale-free properties (power
law degree distribution) of the observed networks.

The movement networks were relatively sparse but had low average path length within con-
nected components.

Veterinary practice networks

The same measures are presented for the veterinary networks (Table 4.3). Degree distribu-
tions are presented in Figure 4.4.
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Table 4.2: Characteristics of cattle movement networks for 2009–2010 and 2010–2011.
Herds registered in both years were treated as nodes.

2009–2010 2010–2011
Herds registered in either year 4284 4114

Nodes (herds registered in both years) 4065 3895
Active (connected) nodes 2579 2203

Edges 4674 3420
Giant weak component size 2341 1940
Giant strong component size 25 9

Average path length 4.65 4.11
Diameter 14 15

Clustering coefficient 0.038 0.036
Density 7.02× 10−4 7.05× 10−4
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Figure 4.3: Degree distributions of the observed movement networks (log scale).
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Table 4.3: Characteristics of veterinary networks for 2009–2010 and 2010–2011. All the
nodes were active, i.e. had at least one edge.

2009–2010 2010–2011
Nodes 4041 3859
Edges 304198 281354

Giant connected component size 2943 2164
Average path length 8.05 4.89

Diameter 17 12
Clustering coefficient 0.981 0.987

Density 3.72× 10−2 3.78× 10−2
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Figure 4.4: Degree distributions of the observed veterinary practice networks (log scale).
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4.3.2 Distribution of particular sequence types among Danish
dairy herds

Here, the addressed question was whether distributions of any of the individual STs present
in infected dairy herds can be explained by either of the considered contact networks. Only
frequent STs that were present in NIs for both years 2010 and 2011 (ST1, ST2, S23, ST103
and ST314) were used (see Figure 4.1).

Cattle movement networks

Even for frequent STs among NI herds there were little incoming cattle movements from
other herds infected with the same considered ST (see Table 4.4).

Table 4.4: Number of risk potential contacts in movement networks for herds newly infected
with predominant sequence types.

2010

ST Contacts with infected herds Number of NI herds Mean exposure
1 1 16 0.0625
2 1 6 0.1666
23 1 10 0.1

103 0 6 0
314 0 5 0

2011

ST Contacts with infected herds Number of NI herds Mean exposure
1 0 15 0
2 1 2 0.5

23 1 12 0.0833
103 3 14 0.2143
314 0 3 0

1000 random networks (with the same nodes and the same number of edges) were generated
by reassigning edges to test if they result in different mean exposures for NI and PS herds.

Individual outputs for STs can be found in Figures A.6 and A.7. Graphs are less informative
for more infrequent STs.

In Figure 4.5, the summary of the network analysis is presented. For each of the outputs of
the method by Garcı́a Álvarez et al. [Garcı́a Álvarez et al., 2011], the difference between
the observed “mean exposure to infection of NI/PS herds” and the average “mean exposure
to infection of NI and PS herds” for simulated random networks was computed in standard
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deviations (SD) of simulated outputs. Thus, outputs for different STs could be compared
against each other.
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Figure 4.5: Summary of the sequence type specific network analysis for the movement net-
works: differences in standard deviations (SDs) for NI and PS mean exposure to infection
of the observed and the mean of the simulated networks. Solid line indicates the equality of
the mean exposures, dotted lines show their mean values for the simulated networks, and the
ellipse is used to show the position of the simulated cloud of random networks.

Veterinary practice networks

For the veterinary practice networks, there were more risk potential links that could lead to
infection of NI herds (see Table 4.5).

Individual graphs with mean exposures to infection for major STs in the networks of veteri-
nary practices can be found in Figures A.8 and A.9.

The summary of outputs for considered STs is presented in Figure 4.6.

4.3.3 Distribution of clonal complexes among Danish dairy herds

The same analysis was performed on CC level: strains defined by clonal complexes were
used to assess the role of contact networks in their distributions. In Figure 4.7, numbers of
NI herds for CCs are presented.

There were no newly infected herds with strains from CC19 in 2009 and from CC7 in 2010,
so they were not included in further analysis.
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Table 4.5: Number of risk potential contacts in veterinary networks for herds newly infected
with predominant sequence types.

2010

ST Contacts with infected herds Number of NI herds Mean exposure
1 19 16 1.1875
2 1 6 0.1666
23 5 10 0.5

103 8 6 1.3333
314 0 5 0

2011

ST Contacts with infected herds Number of NI herds Mean exposure
1 8 15 0
2 1 2 0.5

23 11 12 0.9166
103 10 14 0.7143
314 3 3 1.0
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Figure 4.6: Summary of the sequence type specific network analysis for the veterinary prac-
tices networks: differences in standard deviations (SDs) for NI and PS mean exposure to
infection of the observed and the mean of the simulated networks.
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Figure 4.7: Number of newly infected herds with strains from different clonal complexes in
2010 and 2011.

Cattle movement networks

The number of incoming risk potential links due to movements for CC level NI herds can be
found in Table 4.6). Despite the softer criteria of group definitions (CC is broader than ST),
the number of contacts with previously infected herds was still low: only four CCs (1, 10,
23, 103) had them.

The summary for risk-potential analysis on CC level for the cattle movement networks is
presented in Figure 4.8. Individual graphs can be found in Figures A.10 and A.11.

Veterinary practice networks

For the veterinary practice networks, (just as for ST level analysis) there were more risk
potential links that could lead to infection of NI herds (see Table 4.7).

The summary for risk-potential analysis on CC level for the veterinary networks is presented
in Figure 4.9. Individual graphs can be found in Figures A.12 and A.13.

4.4 Discussion

Two types of contact networks were assessed in this chapter: cattle movement networks
summarised all the risk-potential linkages via cattle relocations from one herd to another
during the yearly periods, while veterinary networks represented sharing of veterinary prac-
tices (and potentially other resources that can be attributed to the risk of infection). These
two types of networks were different: directed weighted and quite sparse, and undirected
unweighted and relatively dense, respectively.
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Table 4.6: Number of risk potential contacts in movement networks for herds newly infected
with predominant clonal complexes.

2010

CC Contacts with infected herds Number of NI herds Mean exposure
1 3 24 0.125
7 0 5 0
10 1 8 0.125
17 0 3 0
19 0 0 0
23 1 15 0.0667
26 0 3 0

103 0 12 0

2011

CC Contacts with infected herds Number of NI herds Mean exposure
1 1 19 0.0526
7 0 0 0

10 0 9 0
17 0 1 0
19 0 3 0
23 1 14 0.0714
26 0 3 0

103 4 19 0.2105
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Figure 4.8: Summary of the clonal complex level network analysis for the cattle movement
networks: differences in standard deviations (SDs) for NI and PS mean exposure to infection
of the observed and the mean of the simulated networks.
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Table 4.7: Number of risk potential contacts in veterinary networks for herds newly infected
with predominant clonal complexes.

2010

CC Contacts with infected herds Number of NI herds Mean exposure
1 37 24 1.5417
7 0 5 0
10 4 8 0.5
17 0 3 0
19 0 0 0
23 13 15 0.8667
26 0 3 0

103 15 12 1.25

2011

CC Contacts with infected herds Number of NI herds Mean exposure
1 18 19 0.9474
7 0 0 0

10 2 9 0.2222
17 0 1 0
19 1 3 0.3333
23 15 14 1.0714
26 0 3 0

103 22 19 1.1579
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4.4.1 Network characteristics

The constructed networks of cattle movements for 2009–2010 and 2010–2011 were not
dense. In contrast, the veterinary networks were quite dense but had no scale-free properties.

As a consequence, more NI herds had were connected with previously infected herds in the
veterinary networks (see Tables 4.4 and 4.5). However, this was taken into account for the
simulated networks (they had the same number of edges) when risk-potential links were
assessed.

Limited number of potentially infective contacts due to cattle movements might be the in-
dication that legislative restrictions to sell cattle infected with S.agalactiae are effective in
decreasing the dissemination of the pathogen.

4.4.2 Streptococcus agalactiae distribution and cattle movements

ST level network analysis was restricted to major STs: less frequent strains result in zero
mean exposure to infection of NI herds in the observed network (there are no potentially
infective links). Distributions of ST2 and ST23 showed significant association with cattle
movements (consistent for both periods, 2009–10 and 2010–11) ST1 in 2009–10 and ST103
in 2010–11 also showed some evidence that their distributions could be explained by cattle
movements.

On CC level, CC1 and CC23 were significantly associated with cattle movements, which is
in agreement with ST level analysis. Results for CC10 and CC103 were not consistent for the
two periods. Other strains defined by CCs showed that their distributions were equally de-
pendent on the observed cattle movement networks and the randomly simulated, suggesting
that their transmission mechanisms could not be associated by cattle movements.

4.4.3 Streptococcus agalactiae distribution and veterinary net-
works

For the veterinary networks, only ST103 showed significant results that were consistent for
two years. Also, the distribution of ST314 in 2010–11 could be associated with the veterinary
affiliation network.

Similarly, the considered clonal complexes showed no significant associations between their
distributions and the observed veterinary networks, apart from CC103.
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4.4.4 Comparison with spatial clustering results

Consistent and significant spatial clustering of ST103 reported in previous chapter could
be attributed to specific transmission patterns. The network analysis showed that the vet-
erinary networks could explain the transmission of ST103 throughout the study period, but
the movement networks were associated with ST103 distributions only for the second time
period 2010-11. This might suggest that ST103 was introduced to danish dairy cattle pop-
ulation just recently and spreads primarily through veterinary networks. This means that
its transmission mechanisms have more complex nature as it was previously expected, and
they should be investigated further to establish the main driver of the transmission (on-farm
visitors, farming equipment, etc).

4.4.5 Possible extensions

Original method [Garcı́a Álvarez et al., 2011] was extended here by using a different sam-
pling technique to generate random networks. Instead of changing edges, we changed nodes
and, thus, kept the same degree distribution, which is an important characteristic of complex
animal movement networks.

Other potential improvements of the method are discussed further.

Relaxation of assumptions

It was assumed that the chance that a cow gets infected with S. agalactiae outside a dairy herd
(e.g. when on a market or communal pasture) is negligible. This is a very strong assumption
and might be relaxed in further studies. In this case, links should be added between herds
that received cattle that could have got infected on some premises different from registered
dairy farms (analogue of type II links from [Garcı́a Álvarez et al., 2011]).

Weighted edges

Number of cattle moved can be used in calculation of mean exposure, e.g. Eij can become
the number of cattle that arrived from farms infected with the same strain. This would pro-
vide a better estimate of infection risk potential, but at the same time would complicate the
generation of random networks (to simulate the random weighted graphs is not straightfor-
ward).
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More precise dates

Dates of samplings for first annual PCR tests in each of the study years determined two
time periods for aggregation of movement data (and also veterinary data). An alternative
approach could be to take into account date of PCR sampling of each herd. In this case we
include edge between herds A and B if there was a movement of cattle during the time period
specific for this pair of herds (annual sample date for A in previous year and annual sample
date for B in this year).



70

Chapter 5

Estimation of possible transmission
trees: application to the Darlington
cluster within the 2001 FMD epidemic
in the UK

5.1 Introduction

In this chapter, I observe the existing methods to reconstruct transmission trees based on
epidemiological data, and then introduce an alternative approach that can extend one of the
previous methods to account for temporal constraints between transmission links within a
transmission tree.

5.1.1 Transmission trees: background

A transmission tree is a directed tree1 that represents directions of disease spread between
individuals during an outbreak. It is one of the key concepts in epidemiology, which can
be used to gain greater insights into mechanisms of pathogen transmission [Spada et al.,
2004], estimate epidemiological parameters [Haydon et al., 2003] and inform intervention
strategies. One of the major obstacles blocking more extensive use of epidemic histories in
epidemiological analysis is the difficulty of reconstructing transmission trees in the absence
of contact tracing data. Nevertheless, other types of data can be used to estimate transmission
routes of a pathogen.

1Assuming that there is only one index case within the study population. Otherwise, a set of transmission
trees, one for each index case, should be used instead.
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Typically, an outbreak of a certain disease affecting farm animals provides us with data on
locations of farms, reporting and culling dates, and, occasionally, genetic samples of the
pathogen. Estimations of possible transmission trees based on different types of data and
assumptions can be inconsistent with each other. Combination of data types used could
potentially tackle this issue.

5.1.2 Previous work on reconstruction of transmission trees

Reconstruction of transmission trees is straight-forward when reliable contact tracing data
are known. However, in most cases, estimation of transmission routes is based on other
available data sources.

Historically, detailed epidemiological data can be used to deduce ‘who infected whom?’
pathways. While this can sometimes be done with great success, it is almost inevitably
laborious and resource hungry, and extremely difficult to do on a mass scale. In contrast,
epidemiological models have also been used to understand contact processes that generate
epidemics but these are usually used to fit broad, population level parameters and are not
intended to exactly reconstruct particular transmission trees.

In one effort that partially bridged the gap between these two paradigms, Haydon et al. pro-
posed an heuristic algorithm for construction of possible epidemic trees [Haydon et al., 2003]
to assess R0 and control policies during the 2001 foot-and-mouth disease (FMD) epidemic
in the UK. The algorithm generated a putative source of infection for every infected farm
from contact-tracing data or chosen from a list of ‘candidates’ based on reporting dates and
spatial proximity (when contact data were unavailable). Several trees were then used to es-
timate case-reproductive values and to model alternative control scenarios. The estimated
values were consistent with those estimated previously by fitting dynamical models [Fergu-
son et al., 2001a].

Since 2001, the rapid development of mass scale next generation sequencing has provided
the opportunity to use mutations in the pathogen itself as a means of tracking an epidemic
from farm to farm. Cottam et al. [Cottam et al., 2008] observed a relatively small cluster
of infected farms in Durham county during the same 2001 FMD epidemic. The authors
did not consider proximity of the farms but used genetic samples of the virus to restrict the
possible tree structures. Cottam et al. enumerated all the possible transmission trees that
were consistent with the collected genetic data and then assessed the likelihood of these
trees. The addition of the epidemiological information to the genetic data allowed for a
substantial reduction in the number of transmission trees supported by the data, with only
four trees accounting for 95% of the sum of the individual tree likelihoods. Also, the authors
examined the next most likely sources of infection for each farm, and the most likely tree
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was confirmed to be robust as it appeared that for most cases an alternative candidate source
was at least 80 times less likely.

The most common structures to deal with genetic data are phylogenetic trees that repre-
sent estimated evolutionary history of the pathogen. However, phylogenetic trees cannot be
directly used as transmission trees given that the direction of pathogen evolution does not
necessarily coincide with the direction of the pathogen’s spread between individuals [Pybus
and Rambaut, 2009].

Jombart et al. [Jombart et al., 2011] proposed a graph approach which is conceptually dif-
ferent from estimation of phylogenetic trees and is promising as it aims to reconstruct trans-
mission trees without identifying unobserved ancestral genotypes. Genetic sequences and
collection dates were used to find ancestors directly from the sampled isolates (rather than
attempting to reconstruct unobserved and hypothetical ancestral genotypes). Each observed
isolate has one and only one ancestor that always precede their descendants in time. Among
all possible ancestries of a given isolate, some are more likely than others, and this likelihood
can be inferred from the genetic divergence between isolates. Having taken into account
these observations, the authors proposed the SeqTrack algorithm [Jombart et al., 2011] that
assigns weights to each possible ancestry and then finds the spanning tree that maximises the
overall weight.

It is likely that using several data types will provide more robust trees than any individual
data type alone. To this end, Ypma et al. [Ypma et al., 2012] proposed that for integration of
several types of data one can use a likelihood function that combines individual likelihoods
based on each type of data. This idea was used to implement a Bayesian framework to
reconstruct transmission trees for an epidemic of avian influenza in poultry farms in The
Netherlands in 2003. The authors combined in one likelihood function temporal, spatial and
genetic data (assuming that all three types of data are independent):

L = Ltemporal · Lspatial · Lgenetic

Markov Chain Monte Carlo (MCMC) simulations were performed to sample from the space
of all transmission trees and parameters of the likelihood function (allowing the simultaneous
estimation of both). The likelihood of a tree was defined as a product of the likelihoods of
its links and the result was presented as a weighted average over the set of possible transmis-
sion trees. The combined approach estimates the transmission tree with higher confidence
and resolution than analyses based on genetic and epidemiological data alone. Furthermore,
the approach can handle missing genetic data — if a farm was not sampled, the ancestor’s se-
quence is used. However, the assumption that the three types of data are independent should
be relaxed in further studies as epidemiological and genetic data are evidently correlated.
Also, the authors mentioned that more sophisticated evolutionary model (that depends on
time and infection events) would be a desirable improvement.
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Several Bayesian frameworks [Morelli et al., 2012], [Jombart et al., 2014] have been im-
plemented recently to combine epidemiological and genetic data to reconstruct most likely
transmission patterns and infection dates. Morelli et al. relaxed the assumption of indepen-
dence between the information sources and defined the likelihood of a transmission tree as a
joint likelihood that depends on both spatiotemporal and genetic data. The results included
posterior probabilities of pairwise transmissions and inferred infection dates. Several sim-
ulated and real datasets were used against this approach, including the data from [Cottam
et al., 2008] on the Darlington cluster within the 2001 UK FMD epidemic. More coherent
use of genetic data and more advanced scheme to obtain the posterior distribution of un-
known parameters (transmission tree and infection dates) improved the previous results by
Cottam et al., suggesting higher role of a hub in the FMD transmission (farm K became in-
fectious very early in the outbreak and was estimated to have seeded the infection to other
premises) and the likely incompleteness of the dataset (the presence of unobserved premises
that could be part of the transmission chains) indicated by the unrealistically long latency
periods.

In [Jombart et al., 2014], a similar Bayesian approach with the joint likelihood was imple-
mented and helped to identify likely transmission events, infection dates, unobserved cases
and separate introductions of infection. One of the main differences was that the distribution
of the generation time was used to define the epidemiological likelihood of a transmission
tree (in contrast with [Morelli et al., 2012], where empirically characterised distributions of
infectiousness were used).

5.1.3 Epidemiological context: the 2001 foot-and-mouth disease
epidemic in the UK

In this chapter, I consider the spread of FMD — one of the most contagious and econom-
ically important animal diseases worldwide [Bachrach, 1968, Haydon et al., 2004]. It has
low associated mortality but can decrease livestock productivity and therefore represents a
serious threat to farming. Countries with circulating FMD in their livestock populations are
subject to considerable international trade restrictions on animals and animal products.

The causative agent of FMD is a single stranded RNA virus that has a genome 8500 bases
long [Domingo et al., 2002] is subject to rapid evolution due to its high mutation rate
[Domingo et al., 2003]. The rapid change in the virus makes the use of genetic informa-
tion a marker of disease transmission feasible even over short timeframes.

In 2001 an FMD epidemic occurred in the UK. The first cases were confirmed in an abattoir
in Essex in February, followed by an epidemic that lasted for seven months with 50 newly
infected premises per day at its peak in late March [Gibbens et al., 2001]. Sequentially
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applied culling policies seriously affected populations of cloven-hoofed animals (including
sheep, cattle, pigs and others): more than 6.5 million animals were culled on 9900 premises
(2030 of them were infected) [Haydon et al., 2004, Kao, 2002], with an estimated cost of
£3–5 billion to the national economy.

An unprecedentedly large and detailed dataset collected for the 2001 FMD epidemic in the
UK enabled epidemiologists to create number of epidemiological models and investigate
their applicability. Despite the significant improvements in the understanding of the un-
derlying epidemiological processes, there remain many issues in developing more complex
methods of analysing disease outbreaks and predicting its consequences.

5.1.4 Independence of individual links of transmission tree

In [Cottam et al., 2008] possible transmission links between farms were considered to be
independent of each other. The likelihood of a tree was defined as a product of the likeli-
hoods λij of its links. This independence assumption is quite common, e.g. in [Wallinga and
Teunis, 2004] Wallinga et al. considered pairs of cases rather than the entire infection net-
work to obtain likelihood-based estimates of effective reproduction number R during SARS
epidemics in Hong Kong, Vietnam, Singapore and Canada.

In reality, the likelihood of a link depends on previous events. Let us consider a transmission
chain for three farms: A → B → C. The likelihood of infection from A to B ( λAB) is
computed by marginalising over all possible days of infections regardless the timing of B →
C transmission and vice versa. Therefore, the product of λAB and λBC will be the probability
of all infection dates combinations. In other words, cases when B was infected after C are
taken into account, although these are impossible cases and they should be excluded when
computing the probability of the overall chain A → B → C. Ultimately, if there is a
substantial overlap in link probabilities over time, conditional probabilities should be used to
marginalise over the particulars of A→ B when computing the probability of A→ B → C.

To come up with an approach of the transmission tree estimation that takes into account mu-
tual dependence of individual links, one should consider timings of infection transmissions
along with their order. Thus, an epidemic scenario (a transmission tree with associated dates
of infection) is considered here.

In the next section I discuss the assumptions made by Cottam et al. in [Cottam et al., 2008]
and propose an extension to their approach for estimation of possible transmission pathways.
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5.2 Materials and methods

5.2.1 Data

In this study, the data from the well-studied Darlington cluster within the 2001 FMD epi-
demic were used. This group of infected premises was relatively isolated from other infec-
tions and was believed to have a monophyletic origin, which made it suitable for transmis-
sion tree analysis [Cottam et al., 2008, Morelli et al., 2012]. The cluster contained 15 farms
that were infected in Durham county in April–June 2001 after the national movement ban
(implemented in February 2001).

Following the work by Morelli et al. [Morelli et al., 2012], farms A and N were removed from
the dataset as they were confirmed to be a distinct branch of transmission from the rest of the
cluster. However, it was decided to keep farm B as it was within the spatial cluster of other
farms. Premise K was assumed to be the only index case. The first day of the outbreak in
the study population was assumed to be the most likely day of infection of common source
of A and K: examination date (24 February 2001) minus lesion age (4 days) minus mean
incubation period (5 days), i.e. 15 February 2001.

The estimated date of infection for each farm was defined as the examination date, minus
the age of the oldest lesion, minus the mean incubation period (5 days). The latest possible
date of infection was the examination date minus 2 days, to allow for a minimum incubation
period. These two dates (see Table 5.1) were used to define probabilities of infection events
over time.

Table 5.1: Epidemiological data for the 13 farms used in this analysis with the most likely
estimated date of infection and the latest possible infection date. The dates are given since
the first day of the outbreak (15 February 2001).

Farm Examination Cull date Lesions Estimated infection Latest
K 46 49 1 40 44
B 47 48 2 40 45
L 55 55 2 48 53
O 59 60 2 52 57
C 65 65 3 57 63
E 68 69 7 56 66
F 68 69 4 59 66
P 75 76 4 66 73
D 86 86 1 80 84
G 89 89 4 80 87
M 92 96 5 82 90
I 103 103 3 95 101
J 109 110 2 102 107



5.2. Materials and methods 76

For each of the 13 farms the available data consisted of geographical location and three dates:
the day when a farm was reported to be infectious, the day when all the animals on a farm
were culled and the most likely infection date (the time at which clinical disease began on a
farm estimated from lesion dating performed by the experts onsite).

5.2.2 Likelihood estimates of transmission trees

Starting with replicating the maximum-likelihood approach from [Cottam et al., 2008] to
estimate transmission trees based on reporting dates only, later in this chapter it will be
discussed how this approach can be extended to account for timing constraints between the
potential links.

In [Cottam et al., 2008] genetic and temporal data were used sequentially to identify trans-
mission pathways of FMD virus. Firstly, the set of all the possible transmission trees was
substantially reduced to 1728 trees that were consistent2 with the genetic data. Then, Cottam
et al. used a maximum-likelihood approach to assess the rest of the probable transmission
trees. It was assumed that farms only have a single source of infection and are possible
sources of infection immediately after the incubation period and up to (and including) the
day the last animal on the farm was culled. The likelihood of a transmission tree was as-
sumed to be the product of the likelihoods of its links, which were calculated using two
auxiliary functions: Lk is the probability that the first infected individual on a given farm
incubates the virus for k days prior to becoming infectious (i.e. distribution of incubation
periods), and Ii(t) is the probability that farm i was first infected at day t.

The probability L(k) (see Figure 5.1) that the first infected individual on a farm incubates
virus for k days prior to becoming infectious was assumed to follow a discrete form of the
gamma distribution with scale and shape parameters of 3 and 1.67, respectively. This was in
agreement with the previous estimates [Gibbens and Wilesmith, 2002].

Function Ii(t) described the probability that farm i was infected at time t (see Figure 5.2). It
had a form of the beta distribution: scale parameter was 10 and shape parameter was chosen
to make the mode the same as the most likely date of infection.

Functions L(k) and Ii(t) can be used to obtain Fi(t) — the probability that farm i is a source
of infection on day t:

Fi(t) =


t∑

τ=0

(
Ii(τ) ·

(
t−τ∑
k=1

L(k)

))
t ≤ Ci

0 t > Ci

(5.1)

2The authors built the maximum parsimony tree using TCS software package that inferred history of nu-
cleotide changes between isolates from the farms. This made it possible to enumerate all the feasible transmis-
sion trees that were in agreement with the genetic data.
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Figure 5.1: The distribution of incubation periods used in the analysis. The mean incubation
period was assumed to be 5 days.
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Figure 5.2: Probability profiles of infection over time for the study farms (calculated as
in [Cottam et al., 2008]). For every farm, the most likely days of infection and the culling
dates are indicated using dashed lines.



5.2. Materials and methods 78

where Ci is the day at which farm i was culled. Fi(t) (see Figure 5.3) increases towards one
(which means that any farm will eventually become infectious), but drops down to zero after
the day when all the animals on the farm are slaughtered.
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Figure 5.3: Probability profiles of the study farms to be infectious on a given day (calculated
as in [Cottam et al., 2008]). Dashed lines indicate the culling dates.

The probability of infection between certain farms i and j on day t is proportional to:

Pi→j(t) = Fi(t) · Ij(t). (5.2)

And finally, the likelihood that farm i infected farm j on some day is given by:

λij =

∑
t

Pi→j(t)∑
k 6=j

∑
t

Pk→j(t)
, (5.3)

where the denominator is used to normalise λij .

In Cottam et al., reconstruction of transmission trees was based on two-dimensional matrix
λij . It is summed up in Figure 5.4 as likelihoods of pairwise transmissions. Note that genetic
data were used in [Cottam et al., 2008] to limit the space of possible trees in the first place.
Therefore, the most likely tree that was identified is not the most likely tree structure that
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could have been obtained from temporal data alone.
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Figure 5.4: Probabilities of pairwise transmissions by Cottam et al. method are represented
as the size (area) of gray circles. Red circles indicate the most likely tree structure reported
in [Cottam et al., 2008] amongst the trees that were consistent with genetic data (hence, not
all the possible trees).

Cottam et al. did not infer infection dates, and did not use them for the calculation of the tree
likelihood function. To get the overall likelihood of a given tree, one has to multiply prob-
abilities of individual links (assuming that the individual links are independent). Therefore,
implicitly, all the possible combinations of infection dates are considered. Although it might
be a reasonable approximation, combinations of infection dates that are not feasible (when
a farm is infected after it infects other farms) are also taken into account in [Cottam et al.,
2008]. In order to account for the temporal restrictions and exclude impossible scenarios,
here we consider timings of infection events and define the likelihood of a tree as the sum of
all the likelihoods of scenarios with fixed tree structure and the dates of infection that are in
agreement with each other.

5.2.3 Likelihood of epidemic scenario

Here, it is described how the approach by Cottam et al. can be modified to account for
timing constraints between potential transmission links. The concept of transmission trees
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will be extended by taking into account dates of actual infection events. Therefore, infection
dates are additional random variables to estimate, which increase the dimensionality of the
parameter space.

Let us consider a discrete time epidemiological model that uses a three dimensional matrix
M that holds likelihoods of infection for every pair of farms on each day of a simulated
epidemic. Every element of the transmission matrix M (mijt) is proportional to Pi→j(t)

(the probability of i infecting j on day t). The likelihood of an epidemic scenario can be
obtained by multiplying the probabilities of corresponding likelihoods of transmissions of
disease. However, to account for inter-dependance of transmission events, the matrix needs
to be updated after every infection.

Recalculation after infection event

If farm i was infected at day dinf , then:

Ii(t) =

{
1 t = dinf

0 t 6= dinf
, (5.4)

which implies that:

Fi(t) =
t∑

τ=0

(
Ii(τ) ·

t−τ∑
k=1

L(k)

)
=

t−dinf∑
k=1

L(k). (5.5)

This will affect all the Pi→j(t) that need to be recalculated for t > dinf .

In other words, extra information on days of infection that becomes available during simula-
tions is used to correct probabilities of infection for still susceptible farms.

Normalisation of likelihoods in transmission matrix

In order to treat elements of the transmission matrix as probabilities, they need to sum up to
one. In [Cottam et al., 2008] where probabilities of transmission do not change over time,
elements of the matrix M are normalised so that every farm i will be eventually infected:∑

j

∑
t

mijt = 1. (5.6)

This is already embedded in the calculation of λij as it has normalising denominator:

λij =
∑
t

mijt =
∑
t

Pi→j(t)∑
k 6=j

∑
t

Pk→j(t)
. (5.7)
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If probabilities of transmission now depend on the current date and the state of epidemic,
different normalising procedures are needed to update the transmission matrix after another
infection event.

Let us consider a running forward simulation of disease spread between several farms. The
current day is t = dcur, I is a set of already infected but not yet culled farms, S is a set of
still susceptible farms. Before the next infection event all the probabilities that “some farm
from I will infect some farm from S” should sum up to one. More formally:∑

i∈I

∑
j∈S

∑
t>dcur

mijt = 1. (5.8)

Thus, until I and S change, elements of Mshould be normalised:

mijt =
Pi→j(t)∑

k∈I

∑
l∈S

∑
t>dcur

Pk→l(t)
(5.9)

Hence, the next infection event and its timing can be stochastically drawn according to the
elements of the matrix. Then transmission matrix is recalculated and renormalised before
the next step of simulation.

5.2.4 Likelihood distribution of epidemic scenarios

In order to obtain the likelihood of a particular transmission tree, one should sum up all
the possible transmission scenarios, which might be computationally difficult. Alternatively,
one might estimate the likelihood of a transmission tree given a sample from the overall
distribution of transmission scenarios.

Forward simulations can be used to get the infection dates and sources of infection, which
in turn will allow to calculate the likelihood of an epidemic scenarios. But it takes to sum
up all the relevant scenarios to obtain the likelihood of a particular transmission tree. Thus,
even for a fixed tree structure to generate the full probability density function over all possible
timings would require an exhaustive calculations and is therefore computationally intractable
(assuming that there are E links in a tree, the timing of every single epidemic event can
change within k days, then there are about kE different scenarios3).

Markov Chain Monte Carlo (MCMC) methods can be used to sample possible dates of in-
fection events and obtain a distribution of the likelihoods of epidemic scenarios associated

3Impossible timing combinations should be excluded, which will lead to a bit lower estimates. But when
possible timings of infections between different farms do not overlap a lot, the order of magnitude will stay the
same.
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with a fixed transmission tree without considering every possible combination of timings of
infection events.

In particular, because it is possible to compute all of the necessary conditional distributions,
Gibbs sampling (a common MCMC technique) can be used to sample infection scenarios
variable in both tree structure and infection dates.

Sampling of epidemic scenarios using Gibbs sampler

Gibbs sampling is a MCMC algorithm for obtaining a sequence of samples from a specified
joint probability distribution of several random variables, when direct sampling is difficult.
This is achieved by generating a new sample by changing one random variable at each step
by drawing it according to a specified distribution.

Gibbs sampling allows for dealing with high-dimensional parameter space. In our case,
possible sources and infection dates are the random variables. Also, the dates when farms
started being infectious were taken into account and thus also became random variables.

At every step of Gibbs sampling, all the transmission events but one are fixed. For the
considered link the three values are sampled: source farm, date of infection and date of
becoming infectious.

For each possible source of infection, the date of infection (γ) can vary from the day when
the source farm became infectious (the lower limit) until the upper limit that is the minimum
of:

• Cull dates for possible source and the recipient.

• All the dates of next infections caused by the recipient.

The date of becoming infectious (δ) can vary from γ to the upper limit.

For any possible combination of γ and δ the likelihood will be:

L(i, δ, γ) =
δ∑
t=γ

Ii(t)L(δ − γ), (5.10)

because Fi(t) will be 1 for t ∈ [dinf , dcull], and 0 otherwise.

Since all other links and dates are fixed, it is guaranteed that all other farms became infec-
tious. Therefore, those that became infectious before the recipient of the considered link was
culled are selected. For each of them, the upper and lower limits, and likelihoods for every
valid combination of γ and δ are defined. Then, a triplet (source, γ, δ) is drawn using Monte
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Carlo method and according to the defined likelihoods. Therefore, the new sampled scenario
is obtained. The described process is continued until enough number of samples is reached.

Having taken the likelihood approach for estimation of transmission trees by Cottam et al.
[Cottam et al., 2008] as a starting point, two steps were made to extend this method.

Firstly, the overall likelihood of infection between two farms was stratified by considering
all the possible dates of this infection. This allowed us to write down transmission matrix
and consider timings of infection events in a transmission tree.

The second step was to take into account dependence of sequential infection events. It was
done by adjusting the transmission matrix in order to calculate the likelihood of a certain epi-
demic scenario. This enabled us to obtain a posterior distribution of likelihoods of epidemic
scenarios with varying transmission tree structures and infection dates.

Gibbs sampling was implemented in Java. 16 simulation runs were performed for three
different starting points. Each of 48 sets contained 10000 samples, and each first 1000 of
them were removed as a burn-in period.

5.3 Results

5.3.1 Likelihood distribution of epidemic scenarios

Distribution of the log-likelihoods of sampled epidemic scenarios is presented in Figure 5.5.
Even though individual runs could be different from each other, their distributions had similar
shapes and means. The distributions have a long tail due to a large number of epidemic
scenarios that have low likelihood (unlikely transmission trees and/or dates).

5.3.2 Likelihoods of transmission links

For each observed transmission link in the obtained samples, all the sampled scenarios that
contained this link were summarised to comprise the posterior probabilities of individual
links (Figure 5.6). The pairwise likelihood distribution of links was different from that de-
fined by Cottam et al. (Figure 5.4), which reflects the differences in two approaches (i.e.
accounting for temporal restrictions between individual transmission links).

5.3.3 Distribution of possible dates of infection

Distribution of possible dates of infection for a particular farm can be multi-modal, given
several possible source farms. For example, for farm M the distribution was bi-modal (see
Figure 5.7).
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Figure 5.5: Results of the Gibbs sampling: distribution of posterior log-likelihoods of the
sampled epidemic scenarios. For each of three starting points (represented by different
colours), 16 threads of the program generated 10000 samples each, 1000 samples were
discarded as a burn-in period. Dashed lines represent means of three overall distributions
(combining results of respective 16 threads).
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Figure 5.6: The most likely transmission links based on sampled epidemic scenarios. The
size of circles (area) is proportional to the posterior probabilities of corresponding transmis-
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Figure 5.7: Distribution of possible infection dates for farm M. Coloured bars represent
proportions of sampled scenarios for different infection sources.

5.4 Discussion

In this chapter, a sampling approach to determine most likely transmission trees was pro-
posed, which allowed to account for temporal restrictions between individual transmission
links.

The search space was multi-dimensional (source for each but one farm, plus the same number
of infection dates), which made it extremely complicated to write down the likelihood func-
tion that would take into account all the temporal dependencies and restrictions. However,
Gibbs sampling was applicable in this case to draw a posterior distribution of epidemic sce-
narios and, ultimately, investigate this distribution to understand the nature of transmission
trees that are in agreement with temporal data.

The main difference from the previously published likelihood-based method of transmission
tree comparison [Cottam et al., 2008] is that the dependence of links in a transmission chain
was taken into account. Which means that to compute the likelihood of a tree one cannot
just multiply likelihoods of its individual links. The necessary recalculation procedure for
transmission matrix was described, which allowed to calculate the likelihood of epidemic
scenario.

The results of Gibbs sampling show that the resulting likelihoods of individual links are dif-
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ferent from those computed by the method of Cottam et al. Which highlights the importance
of taking into account this interplay of timings of individual transmission events.

The aim here was not to identify the best epidemic scenario which would represent the most
likely direction and timing of infection spread. Timings of infection events were considered
only for precise computation of likelihoods (to take into account dependence of transmission
links). Furthermore, identification of the best epidemic scenario, considering that it is com-
putationally problematic (it cannot be guaranteed that the most likely epidemic scenario was
not missed unless all of them were considered), would not lead to a better understanding of
the mechanism of infection transmission. Thus, the whole posterior distribution drawn using
Gibbs sampling is of interest.

The results of this analysis cannot be directly compared with earlier work (as the whole
posterior distribution is more informative as the most likely tree). Also, in other methods
genetic data were used, which affected the final outcome. The purpose of this analysis was
to show the importance of considering the whole tree structure rather than identifying the
most likely tree.

5.4.1 Limiting the search space

The number of all possible transmission trees even for a relatively small number of farms is
enormous. However, most of these trees are not feasible. Mainly, due to the time constraints,
that can be estimated using collected temporal data (i.e. reporting dates). Other types of data
can also be used to limit the search space of possible transmission trees. In [Cottam et al.,
2008] the search space was limited at the first step of the algorithm that enumerated only
the trees that were consistent with genetic data. This study focused on approaches based on
temporal data only, and genetic or spatial data were not used to limit the number of possi-
ble transmission trees. Nevertheless, the integration of genetic and temporal data identifies
useful criteria for restricting the number of likely transmission trees, and is therefore an in-
valuable aid to the understanding of the underlying processes. But additional data should
be used with caution, because potential errors might lead to exclusion of feasible transmis-
sion trees from further analysis. Thus, this can only be done if the data are trustworthy and
relevant to the transmission mechanisms of the considered disease.

Incorporating additional data

The approach discussed in this chapter can be extended to allow for using additional data.

In the simplest case, to take into account information that farms are not equally susceptible
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to infections from each other, one can add to the likelihood function a multiplier Kij:

Pi→j(t) = Fi(t) · Ij(t) ·Kij. (5.11)

For example, Kij can be the distance kernel function that shows at which rate an infectious
farm i could have infected a susceptible farm j according to the distance between them. The
addition of spatial component, as found in prior models of FMD transmission, would be a
natural extension of the presented approach.

Information about number and species of livestock presented on farms can also be incorpo-
rated (e.g. parameters for the functions representing probabilities of infection depending on
the present animals were estimated in [Tildesley and Keeling, 2009]).

Genetic data possess valuable information about the observed pathogen and can be used to
inform assessment of transmission trees. However, more complicated approaches will be
needed to update the likelihood function [Ypma et al., 2012, Morelli et al., 2012, Jombart
et al., 2014].

For ongoing outbreaks, understanding of the transmission history can be vital in targeting
further control. Methods that report only one (the most likely under certain assumptions)
transmission tree are limited in advising further targeting of the efforts to control the spread
of the pathogen.

During the real outbreaks, some of the transmission links might be confirmed by other
sources of data (e.g. closely related genetic samples, contact tracing, etc.) as well as the
timing of these links. This information can be taken into account by assessing only those of
sampled scenarios that are in agreement with these data.

5.4.2 Conclusions

The presented approach to compare transmission trees is a logical extension of a method
previously published by Cottam et al. [Cottam et al., 2008]. It was shown that using con-
ditional probabilities that account for temporal dependence of individual transmission links
causes differences in the outcomes of the analysis. This, in turn, allows for more detailed
interpretation of posterior distributions of possible epidemic scenarios, which ultimately is
useful during outbreak investigations.

Temporal data alone can provide important insight in the transmission histories. However,
use of spatial and genetic data can provide extra evidence for situations when several trans-
mission trees are equally supported by reporting dates.
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Chapter 6

The effect of rapid contact tracing
using movement recording systems
for controlling disease outbreaks

6.1 Introduction

Animal movements between agricultural holdings play a vital role in the transmission of
many infectious pathogens at regional and national scales. In addition to local spread, long-
distance movements complicate the nature of transmission, requiring sometimes relatively
complex control measures in order to stop the spread of infection without overly restricting
commercial trade.

One of the most notable examples is that sheep movements (via markets) prior to the national
movement ban played an important role in the initial spread of FMD in 2001 [Gibbens et al.,
2001]. By the time when the index case was identified, the epidemic had gone out of control
and further control policies included intensive culling of animals in several regions.

Contact tracing is considered to be one of the key components in controlling infectious dis-
eases. It is effective if infected animals are detected before clinical signs are obvious (i.e.
the farm can be reported earlier than without contact tracing procedures). In turn, movement
records obtained from animal movement databases play crucial role in locating potentially
infected premises.

Tracking of all the farm animals is what everyone would like to have. In reality, this is rarely
implemented. In sheep industry, historically, movements are poorly recorded (potentially,
because of the relatively smaller price of individual animals, e.g. compared to cattle). This
leads to delays in contact tracing when it takes up to several days to identify each sheeps
movement history.
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There are two major animal movement tracing systems in the UK that record sheep move-
ments: AMLS (Animal Movements license System), SAMS (Scottish Animal Movement
System).

AMLS records movements of sheep, goats, pigs and deer within England and Wales and
cross-border movements to and from Scotland. Each data record consists of: date, batch
size, departure and destination. For movements via markets, the two legs of the movement
are captured completely independent, thus there are two records for each movement in the
database. This can be problematic to trace individual animals moved from one farm to an-
other via a market (in case the batches are split or merged at the market).

SAMS that is Scottish analogue of AMLS captures each market movement as a single record.
The database holds a separate record for each pair of departure and destination farms with
an indication of the market involved (if applicable, i.e. not direct farm-to-farm movement).
Thus, even if the group of animals was split on a market, it is possible to say that the animals
moved from the departure farm to the market are the same animals that moved from the
market to the destination farm.

SAMS data provide more information due to the finer batch sizes. However, animal tracing
procedures at markets are imperfect, with delays in recording of data and notable errors [Kao
et al., 2008].

Most of programmes of FMD control include national or local movement bans because it is
important to localise infected premises and disallow long-distance transmissions. Imposed
movement restrictions make it easier to control FMD that spreads only locally, but move-
ments that happened during the silent spread of the disease should be recovered and used to
identify distant hotspots before they go out of control.

Local spread of FMD is usually controlled by culling [Gibbens et al., 2001] or vaccination
of infected animals [Hutber et al., 2011]. However, if the outbreak goes out of control these
measures can be applied to potentially infected farms without actual confirmation of infec-
tion status (as in the 2001 UK epidemic [Gibbens et al., 2001]). This reduces the efficiency
of control programmes.

Examination of animals potentially infected with FMD involves observations by experienced
veterinarians: if they observe characteristic lesions, the disease is diagnosed. However, FMD
affects different species differently, e.g. clinical signs in sheep are not usually as evident as
in cattle or pigs [Kitching and Hughes, 2002]. Thus, examination of farms is performed
using ELISA tests [Ma et al., 2011].

The advantages of animal movement tracing for the control of FMD were previously assessed
in [Mardones et al., 2013], where a spatial stochastic individual-animal-based model was
used against data on Californian farm animals (cattle, sheep, pigs and goats) to compare
paper-based (slow) and electronic animal (fast) tracing. For the electronic animal tracing,
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Mardones et al. assumed that all IPs linked with the diagnosed herd become diagnosed the
day after the initially diagnosed herd. Number of traced herds was not limited by manpower
constraints. All the herds that were not diagnosed through tracing become diagnosed after
two days of the first clinical case in the herd. After being diagnosed, IP no longer sends
or receives animals and will be depopulated in 1–2 days. Paper-based tracing was another
scenario considered in [Mardones et al., 2013]. The efficiency of this kind of tracing was
determined by the number days of animal shipments that could be traced in a single day. It
starts with the index case and goes backward to determine all shipments (trace-outs) during
the past 28 days. The same procedure is repeated for every diagnosed IP.

The simulations performed by Mardones et al. suggested that an electronic tracing system
would reduce the median number of infected premises (IPs) by 8–81%, depending on size of
the index case herd compared with the results expected from identifying IPs based on clinical
signs alone.

After the 2001 UK epidemic, a standstill policy was implemented, which restricted farmers
from moving newly bought animals off their premises for several days after the purchase.
This aimed to reduce the probability of disease dissemination: the standstill period was cho-
sen to be long enough for most of the infected animals to show clinical signs, and thus be
detected. But the standstill policy restricts farmers from frequent trading and is sometimes
violated, imposing an ongoing debate on whether implementation of traceable movement
recording systems will allow for relaxation of the standstill policy (http://www.nfus.
org.uk/news/view-from-the-top/presidents-blog-15-october-2013).

6.2 Materials and methods

6.2.1 Objective

Here, efficiency of rapid contact tracing in relation to disease control is assessed. The fi-
nal epidemic size was measured for the simulated outbreaks as a characteristic of epidemic
severity and efficiency of control measures.

If there is a difference in the final epidemic size for various contact tracing delays, then it
will be possible to determine the threshold delay, which might be used as a recommended
standard for implementation of control measures. If, on the other hand, there is no effect
of faster or slower contact tracing, this will imply that other control measures should be
considered to limit the epidemic burden.

http://www.nfus.org.uk/news/view-from-the-top/presidents-blog-15-october-2013
http://www.nfus.org.uk/news/view-from-the-top/presidents-blog-15-october-2013
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6.2.2 Data

Two datasets were used as sources for the inputs: Agricultural Census data from 2010 and
SAMS movements in 2011 to derive input data for the model:

1. Farms data (on Scottish farms: CPH1, location, numbers of cattle and sheep according
to Agricultural Census measures in December 2010).

2. Markets data (locations of 32 markets operating in Scotland).

3. Movements (sheep movements between Scottish farms in 2011).

4. Initial infections (list of farms that could be index cases in the probable FMD outbreak
was obtained by extracting sources of sheep movements on each day of the study
period).

Several adjustments were made to the data, including: exclusion of movements outwith Scot-
land, addition of farms missing in the census data but present in movement data. The final
dataset consisted of 25219 farms and 103357 movements (77996 through markets) between
them in 2011. Distribution of number of movements by month within the year 2011 is shown
below (see Figure 6.1).

In order to consider only scenarios where presence and quality of movement recording sys-
tems can actually affect the control of epidemic, only situations when the disease spread
started after the initially infected sheep moved through a market were modelled.

6.2.3 Transmission model

The disease transmission was modelled using an individual based (at the level of holdings)
stochastic simulation model that was inspired by previous work [Green et al., 2006]. Infec-
tions were possible via direct farm-to-farm movements, via movements through markets (in
addition to point-to-point transmission, uninfected sheep can pick up infection when being
on market with infectious sheep) and via local spread. Each farm during the simulations
belongs to one of the compartments:

• S — premises with only susceptible animals.

• H — restricted farms, i.e. farms that have exposed animals on them, but these animals
are subject to isolation for 13 days after they came to the farm. There is no risk for
transmission (through movements or locally) to other farms. Owners of these farms
are not allowed to move animals off the farm within next 13 days.

1CPH number is a unique farm identifier in the UK, it consists of three numbers that correspond to unique
numbers for county, parish and holding, respectively.
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Figure 6.1: Intensity of sheep movements within Scotland in 2011 shown as a density plot
indicates a prominent yearly pattern.
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• E — farms that can infect other farms by off-movements (of exposed animals) only,
not by local spread. A latent (incubation) period of five days was used here.

• I — farms with infectious animals (after incubation period), are possible source of
infection.

• R — farms that are either culled or under control, thus do not cause risk of further
spread of infection.

The compartmental model is visually summarised in Figure 6.2.

S

H

animal movements

E

local spread

C

control

local spread

I

standstill period

control incubation period

control

control detection

R

latency in removing

Figure 6.2: The transition diagram of the model. Susceptible farms (S) can get infected via
local spread (E) or animal movements (H), and then become infectious (I) after a certain
period of time. Susceptible or infected farms can be removed (culled or taken under control)
by going via the (C) compartment to (R). Farms with clinical signs in animals (I) can be
detected during or contact tracing. Farms that were confirmed to be infected are placed to
the confirmed compartment (C) and will be moved removed (R) within a short period of
time. Only farms from (I) and (H) (after having passed the incubation period) can infect
others.
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Most of the previous models of FMD spread used daily time-steps. And although differ-
ence of several hours in control procedures can potentially have a significant impact, it was
decided to follow previous authors and consider only delays in days.

While disease spread via direct movements was implemented as described in [Green et al.,
2006] (the probability of farm infection caused by a movement of a batch of sheep of size b
was set to 1 − (1 − µ)b, where µ = 0.02), several changes were made while computing the
probability of a farm to be infected by on-movements from markets when one considered the
impact of precise knowledge of movements from IPs.

It was assumed that restricted farms (in H state) could not get infected locally (if a farm was
infected by movement, it must have infected animals, thus local infection will take more time
for virus to develop, so it can be assumed that effectively the farm cannot be infected locally).
Also, in the model, restricted farms can infect other farms locally after the incubation period
has passed.

When the information about the source farm for a batch of sheep was unavailable, the proba-
bility that a batch of animals containing at least one infected sheep can transmit an infection
when entering a farm was set to ptrans = 1− (1− µ)b, where b is the batch size and µ is the
probability of a sheep to become infected and is assumed to be the same for all sheep sold
on the same day (since AMLS does not record individual batch movements through market).

If the movement recording system allows to track route of every single batch (e.g. SAMS),
the probability of transmission can be corrected to account for higher chance of infection via
batches coming from infected farms, and, accordingly, lower chance of infection via those
coming from susceptible farms. This was implemented by setting the new probability of
transmission to ptrans = 1 − (1 − µF )

i(1 − µ′)s, where i is the number of sheep moved
from infected farms, s is the number of sheep moved from susceptible farms, and µF is the
probability of infection through known movement from infected farm for one sheep (which
is higher than µ). Thus, the increase of infection probability via sheep coming from an IP
must be counterbalanced by a decreased probability of infection from susceptible farms (µ′)
that can be explained by a baseline risk of infection due to contact with infectious sheep
from other batches at the market. To ensure consistency with the previous model [Green
et al., 2006], µF was set to be the same as for direct farm-to-farm movements (0.02), µ
was the same as for off-market movements regarding the source farm (0.004), and µ′ was
fitted so that the overall force of infection via markets for each market should be the same as
previously (in other words, the same as the average overall number of IPs generated via one
market by the passage of sheep from IPs found in previous work [Green et al., 2006]).

For the local spread, the same constant rate of generation of new cases was used as in [Green
et al., 2006] (β = 0.065 per day per infectious holding). On each simulation day, a number
of infectious contacts were sampled from a Poisson distribution (without replacement) inde-
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pendently for each infectious farm. Then infectious contacts are chosen from all susceptible
farms within 10 km, weighted according to the distance d by p ∼ e−ad, where a = 0.5

km−1. However, the likelihoods of infectious contacts can be weighted differently, e.g. one
might use previously estimated distance kernels or even take into account species-specific
parameters as in [Tildesley et al., 2008].

6.2.4 Control strategies

Control programmes are often complicated and include various parts from pre-emptive culling
to vaccination. In 2001 in the UK, control policies changed with the course of the epidemic
and were also different from region to region.

Previously, detection of dangerous contacts (DCs) in simulation models was stochastic and
based on the actual infection [Tildesley et al., 2008]. The assumption was that the probability
of tracing matched the probability of infection in terms of distance. In [Mardones et al.,
2013], after the primary case was diagnosed, IPs that were not diagnosed through tracing
became diagnosed 2 days after the first clinical case in this herd. In [Boklund et al., 2013],
simulated control measures included imposition of protection and surveillance zones (within
3 and 10 km from an IP) and contact tracing.

Here, control measures were simulated using two mechanisms:

1. Detection of infectious premises after a certain number of days with clinical signs.

2. Contact tracing of on- and off-movements to target serological examinations at farms
that could have received infected animals from other farms.

In this model, it was assumed that after seven days of clinical signs farm would be reported
to be infectious by the owner, which then in turn implies diagnostic and removal.

Implementation of contact tracing

Contact tracing is simulated using the following assumption: once a farm is confirmed to be
an IP, all the animals on it will be culled within 24 hours. The next task (both, in modelling
and in reality) is to identify dangerous contacts (DC) and examine farms that were at risk of
infection.

3km and CP culls were used during the 2001 epidemic in the UK [Keeling et al., 2001,
Kao, 2002, Haydon et al., 2004], but are unlikely to be immediately applied in the future
FMD outbreaks in Scotland (according to the “Foot and mouth disease control strategy for
Great Britain”, available at https://www.gov.uk/government/publications/
foot-and-mouth-disease-control-strategy-for-great-britain).

https://www.gov.uk/government/publications/foot-and-mouth-disease-control-strategy-for-great-britain
https://www.gov.uk/government/publications/foot-and-mouth-disease-control-strategy-for-great-britain
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Thus, it was assumed that there would be no pre-emptive culling, only diagnosed farms
would be removed (i.e. culled or put under restrictions that will allow for no further spread
of the infection). Actual implementation of the culling procedures is beyond the scope of
this paper, and the number of culled animals was not assessed. Confirmed IPs are transferred
to the (R) compartment and cannot infect other farms.

Figure 6.3 summarises all the possible cases of dangerous contacts with a farm that was
confirmed to be infectious (IP).
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Figure 6.3: Schematic explanation of farms that are considered to be dangerous contacts
(DCs) with infected premises (IPs): gray circles are DCs, while white ones are not. Green
solid and blue dotted edges are used to show different batches of sheep moved on and off
market (e.g. batch from A was moved to X, while batches from B were moved to Y and IP).

To obtain farms that traded sheep with an IP, the contact tracing window was set to 21 days,
which is in agreement with current policies in the UK.

During simulations, for all the movements on and off the IP that happened within 21 days
preceding the identification:

1. Direct contacts (via farm-to-farm movements) are put into the investigation queue so
that they will be examined after 1 day (to simulate latency in contact tracing).

2. For movements through markets, after identifying dangerous markets (i.e. those that
received or sent animals from/to the IP) for the days of contact with the IP, all the
recipients of animals on those days are put into the investigation queue to be examined
after 4 days.

Further in the text, these delays of 1 and 4 days will be referred as tracing delays (or latencies
in tracing) for direct and market movements, respectively. It is assumed that they are higher
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than zero reflecting the time needed to obtain movement records (which will vary for direct
and via market animal movements).

In case of using more advanced movement tracking systems (e.g. EID systems), the delay
of obtaining contacts via markets will decrease and become close to the one for direct move-
ments. Different values for the delay in movement tracing for markets will be explored later,
but the delay for direct movements was constant.

The contact tracing procedures are performed iteratively, starting at the farms that were di-
agnosed by clinical signs first. Once the examined farm (from the investigation queue) is
confirmed to be infectious, it becomes an IP and the same procedures are performed for its
contacts. If the farm is not infectious, further contact tracing is not triggered.

6.2.5 Modelling strategy

In order to choose index case(s) for the simulated outbreak, one should think about the most
feasible and realistic scenarios of disease introduction, setting initial conditions by choosing
index farm(s) arbitrarily is not always sufficient.

Given the focus of this analysis, it was decided to seed the simulations at farms that have
sold sheep, allowing for the dissemination of the pathogen.

The number of initially infected farms was set to 5, and choose them from the list of all the
Scottish farms that sell sheep within 3 days after the start of simulations.

Index cases are put into I (infectious) compartment, and the disease spreads unnoticeably
for 20 days (after the start of simulations), which is in agreement with 2001 UK outbreak
[Gibbens et al., 2001]. Then, national movement ban is applied, so that the infection can
only spread locally. Together with movement restrictions, other control efforts (examination
and culling of suspicious farms) are also put into place.

The simulation finishes when there are no infected (E, H or I) farms in the population, and the
investigation queue is empty. Simulations were set to start at different time points throughout
the year (first and fifteenth days of each month). The parameters used in the model are
summarised in Table 6.1.

Absence of EID tagging system or high read failure can indirectly affect contact tracing
procedures, which will result in increased time needed to identify farms that received/sent
animals from/to confirmed infected premises. Therefore, different parameter regimes for
varying movement tracing delays were considered, and outputs of the simulations were in-
vestigated with a focus on the final epidemic size: the total number of infected farms (both:
locally and through movements), which is the same as the number of removed (including
five index cases).
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Table 6.1: Summary of parameters used in the model.

Parameter Value (days)
Number of index cases 5

Latent (incubation) period 5
Control measures delay 7

Movement ban delay 20
Movement restrictions 13
Contact tracing depth 21

Delay for direct movements 1
Delay for market movements 4

Detection time 7

6.3 Results

Figure 6.4 presents the number of infected farms (through local spread and movements)
against starting points of simulations for different tracing delays. Latent period was set to 6
days, every infectious farm was detected after 4 days of clinical signs and index cases were
fixed between repeated simulations.

The epidemic size follows the same annual pattern as in previous studies [Green et al., 2006,
Orton et al., 2012]. Which is due to the fact that mainly the intensity of sheep movements
determines the final size of the affected population. Although it was expected to observe
an increase of the number of infected farms for the increasing movement tracing delay, it
was not present. This can be explained by the presence of standstill policy: the movement
restriction period is long enough for clinical signs to appear in infected animals, and hence
to make the disease visually detectable.

Then the aim was to assess how detection time and tracing delays are connected. Thus, the
regime when standstill period (13 days) was less than incubation plus detection was taken
into consideration. Simulation outputs for latent period and detection time of 7 days, and
tracing delays of 1 and 10 days are presented in Figure 6.5.

Outputs for unrealistic set of parameters

Exploration of parameter space with realistic values (those that were not far away from pre-
viously estimated) did not yield in simulation results that showed dependence on the tracing
delays. Therefore, to show that such parameter sets exist, unrealistic values for parameters
were chosen.

Local transmission was disabled, probability of infection through movements was raised to
100%, and index cases were fixed for each starting point. Therefore, the results were the
same for any run of the simulations. The incubation period was 7 days, detection time was
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Figure 6.4: Effect of movement tracing delay on epidemic size for detection delay of 4 days
and tracing delays of 2 or 4 days (red and green colours used, respectively). The graph shows
mean number of farms (along with 95% envelopes) that were infected during simulations
that started at different time points throughout the year. There is no significant effect of
movement tracing delay on epidemic size.
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Figure 6.5: Results of simulations for the situation when latent period (7 days) and detection
time (7) summed up are higher than standstill period (13 days). There is no significant
difference in final epidemic size for tracing delays of 1 and 10 days.
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7 days, control measures delay was 7 days. The results for this unrealistic set of parameters
are presented in Figure 6.6.
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Figure 6.6: Epidemic size for simulations with unrealistic parameters (no spatial spread,
100% chance of infection via movements, detection after 7 days). The raise of the number
of affected premises (for certain starting dates) caused by the increase of tracing delay for
movements through markets (1 and 10 days, shown in cyan and blue, respectively). This
can be explained by the presence of farms with on- and off-movements that are close in
time and compose infection chains that can be broken by the contact tracing procedures with
sufficiently small delays.

These results confirm that, for some parameters, tracing delays can influence the course of
the epidemic. However, for realistic (for FMD) parameters the effect of faster contact tracing
gets lost due to the implementation of standstill policies.

6.4 Discussion

The purpose of contact tracing is to find and examine infectious farms before they are notified
by the owner (and thus facilitate the control of the disease). Thus, detection time and delays
in tracing (direct/markets) counter-balance each other regarding the efficiency of contact
tracing. When delay in contact tracing is much higher than the detection time, the purpose
of additional investigations is absent (farms will be diagnosed earlier anyway).
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In [Mardones et al., 2013], the tracing procedures were implemented differently: firstly, there
were no standstill policies that restrict farmers to sell animals shortly after purchasing them
elsewhere; secondly, all IPs linked with the diagnosed herd through a network of traced ship-
ments become diagnosed the day after the initially diagnosed herd. In the model presented
in this thesis, examinations and tracing are performed iteratively (first order contacts are
examined, which triggers further actions only if the infection has been found).

The whole point of restricting farmers from selling is to increase probability of identifying
the disease on farm, before the infected part of the herd is divided and moved to a number of
farms. Thus, the choice of timing (13 days for sheep in Scotland) that allows the infection
to develop and become obvious. Mathematically, this can be expressed as: tstandstill >

tincubation + tdetection.

The impact of tracing speed on epidemic size can be mitigated by the noise added by the
stochasticity of local spread. Although the effect of rapid tracing is here, the resulting epi-
demic sizes may vary to a larger extent.

Also, the effect is easier to observe in the simulations that started during the period with
higher level of animal movements (August–October). This is due to availability of more
transmission chains that lead to higher epidemic impact and can be broken during rapid
contact tracing.

Other species that would be involved in the spread of FMD were not taken into account. The
assumption was made that transmission between sheep and other species (and within other
species) will not change the modelling results, as transmission in other species is likely to
result in a movement ban (clinical signs would be rapidly seen in either cattle or pigs). Imple-
mentation of control policies was also assumed to be perfect, in reality it can be implemented
with errors but these jitter/noise effects were neglected.

The purpose of this study was to estimate the effect of latency in tracing. The effect of
possible vaccinations was not assessed here, because it has never been used in the UK to
control FMD.

6.4.1 Data issues

In the initial dataset, there were premises that were in different counties from those specified
by their CPH numbers. Also, a certain amount of movements did not fall into two categories
of considered movements: direct movement from farm to farm, movement through market
(e.g. movement from market to another market and then to farm). It was assumed that
elimination of the data entries that were inconsistent with the models description did not
affect the results.
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6.5 Conclusion

The final epidemic size was reported to be dependent on the intensity of movements that
happened in the initial (silent) period of the outbreak. However, the effect of faster contact
tracing was not evident due to high variance of the final epidemic size. The results of the
simulations suggest that for FMD-like parameters, earlier detection of farms by movement
tracing does not appear to enhance control of post-silent spread.

This might seem as an unexpected result, given that on the level of farm earlier detection
of the disease usually results in isolation of infected animals from others, and therefore
decreases the epidemic burden for farm. Contrastingly, on the national level this was not
observed: epidemic size was not affected by the changes in contact tracing delays. Primarily,
this was due to the fact that by the time of examination all the traced DCs have already
progressed to infectious stages and had enough time to infect large numbers of potential
sources for farms in almost all areas, which in turn implied a farm is not infected by another
farm that was detected by movement tracing, there is a number of alternative sources that will
infect the initial farm in any case. Here, it should be noted that this “demographic surplus”
is dependent on the transmission parameters of the modelled disease and is not just an effect
of high farm density in certain areas.

It was demonstrated that for the unrealistic set of parameters increase of the tracing delay is
positively correlated with the final epidemic size.

On the other hand, for extremely high levels of local transmission, any affected region will
become saturated with local cases of FMD. This is an indication that there are two types
of parameter sets that capture disease transmission: those that are sensitive to delays in
movement tracing, and those that are not.

Further studies should be focused on broader explorations of parameter sets that are sensitive
to variable contact tracing delays. Knowledge of these parameter sets will lead to a better
understanding of whether the implementation of particular control strategies is worthwhile
or not.

Additional considerations of logistics could however, increase the benefit of early detection
— should the initial number of cases post-silent spread rise more slowly as a result of rapid
detection, this may provide the opportunity for control teams to “get ahead” of the epidemic,
an effect not considered in this study, but that could be added with additional data.
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Chapter 7

General discussion

7.1 Data in epidemiology

The central component of any epidemiological research is data: quality, resolution and
amount of available data define the range of scientific questions that can be addressed.

Density of veterinary data is increasing at a vast pace. This includes detailed information
on the contact structure amongst livestock units, spatial locations as well as densely sampled
disease datasets which increasingly include information about the relatedness of the sampled
pathogen itself.

The increased availability of these data is only gradually being accompanied by methodolog-
ical advances to fully explore it.

In this thesis, I have considered different angles to these methodological questions, consider-
ing two exemplars of disease systems for which dense data were available: FMD in the UK
and Streptococcus agalactiae in Denmark.

7.1.1 The role of centralised databases

Movement recording systems provide invaluable help to the understanding of the dynam-
ics of livestock populations. They have undergone significant developments in the recent
decades: from paper-based versions to large-scale databases holding information on all an-
imal relocations within a whole country. In countries, where there are no such databases or
they are used only on the regional level, it is difficult to control major outbreaks that might
happen on the national scale.

Centralised databases that hold genetic data are also extremely useful nowadays when molec-
ular data are generated in vast amounts worldwide. For example, the public MLST database
[Jolley and Maiden, 2010] (available at http://pubmlst.org/sagalactiae/) that

http://pubmlst.org/sagalactiae/
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was used in chapter 2 helped to relate the population composition of S. agalactiae from the
Danish dairy cattle to the data collected from other places.

7.1.2 Data cleaning

Usually collected data can not be used directly for the epidemiological analysis: it should be
verified and cleaned first. In certain cases, some data should be eliminated for consistency
of the dataset, even if it will decrease the statistical power of the analysis. For example, in
chapter 2, it was decided to exclude passive surveillance data on S. agalactiae, because it
was collected at different dates throughout year and obviously did not guarantee a necessary
coverage of dairy herds.

Large datasets need good systematic approaches of handling data issues. Translating from
qualitative assertions and expert opinions to quantitative approaches is therefore important
and nontrivial.

Case definition plays a central role in forming the principal dataset for epidemiological anal-
yses and is normally based on one standard method. However, in this thesis, several possi-
bilities were considered to define a herd that is infected with S.agalactiae. The study period
overlapped with legislative transition and changing of standard surveillance method (switch
from bacteriological culture to PCR in Denmark in 2010).

In chapters 4 and 6, adjustments were made to the animal movement data by exclusion of
those datelines that do not impose risk of disease transmission. This is critical for movement
data as the final datasets are large and inclusion of extra data can slow down the network
analysis methods. Also, the approaches used must be relevant to specific diseases rather than
just generic.

7.1.3 Contribution of genetic data

Genetic data provide another source of information about a particular pathogen. However,
genome sequences or their fragments should be treated differently for different pathogens.
For example, for fast-evolving pathogens like FMD virus, genetic data can provide additional
information regarding the relationship between isolates [Cottam, 2007]. On the other hand,
bacteria usually have slow mutation rate and can not fix mutations at the rate that would
allow for the necessary discriminatory power to use it as a marker for transmission [Spratt,
1999, Spratt and Maiden, 1999]. Furthermore, such techniques as MLST [Enright et al.,
2001,Jones et al., 2003] only consider small parts of the genome (conservative genes that do
not change fast), which makes it inapplicable for phylogenetic analysis.
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Genetic data are not perfect — recombination and reassortment can cause interpretation dif-
ficulties [Spratt and Maiden, 1999,Feil and Spratt, 2001], thus the results of genetic analyses
should be handled with caution.

Usefulness of strain data

However, strain typing data provide invaluable information on bacterial population compo-
sition, which can be used to investigate features of transmission specific to different subpop-
ulations [Garcı́a Álvarez et al., 2011].

In this thesis, bacterial subpopulations of S. agalactiae were considered on two different
levels: sequence type (ST) and clonal complex (CC, that was defined as a set of genetically
closely related STs).

Use of CC instead of ST level analysis can refine the relationship regarding spatial clustering
or contact patterns (if transmission properties are indeed shared between closely related STs).
It also increases the statistical power as more herds can be included in the same group for
analysis (e.g. CC1 is bigger than ST1).

Aggregation of STs into CCs for strain-specific analysis will be meaningful only if the mem-
ber STs share similar transmission features, otherwise distinctive patterns of member STs
will interfere with each other and it would be harder to identify consistent patterns for the
overall CC. Therefore, by amalgamating one can lose strain-specific differences (e.g. how it
happened in chapter 3, when CC103 showed less spatial clustering than ST103).

7.1.4 Analysis of strain-specific transmission patterns

The strain-specific features of transmission of Streptococcus agalactiae between Danish
dairy cattle herds were assessed in this thesis.

Spatial clustering analysis revealed differences between some of the strains of S. agalactiae:
ST103 was significantly clustered among other strains throughout the whole study period,
unlike other predominant strains ST1 and ST23. The fact that ST103 was associated with
cattle as its primary host (while ST1 and ST23 were common in humans) supports the hy-
pothesis of significant role of humans in spreading the pathogen. Results of CC-level analysis
suggested that specific transmission properties are likely to be linked with STs rather than
broader subpopulations defined by CCs (several STs grouped together).

Network analysis performed in chapter 4 helped to identify that cattle movements between
dairy farms could be associated with the spread of major STs. Notably, cattle movements
could not explain the distribution of ST103 in 2010, unlike in 2011. Accompanied by the
fact that ST103 was the only strain, which distribution was linked with sharing of veterinary



7.1. Data in epidemiology 108

practices, it is reasonable to suggest that ST103 was just recently established in Danish dairy
population andm thus the switch in potential transmission routes.

Further analysis is required to determine drivers of strain-specific transmission mechanisms.
This might include studies of the S. agalactiae populations isolated from human carriers
(mainly, on-farm visitors and farm workers) and their association with the bovine isolates
from the same area.

Further investigations of Streptococcus agalactiae transmission might consider joint meth-
ods for looking at spatial and network clustering at the same time. Future analyses should not
be limited to computational analysis of herd-level data. Clinical experiments can also play
vital role and validate the hypothesis of the role of humans in the spread of the pathogen.

7.1.5 Estimation of transmission trees

Initial likelihood-based approaches [Cottam et al., 2008] to reconstruct transmission trees
have considered only the timing of individual events rather than attempting to fit the entire
tree simultaneously. This process is technically challenging as one has to account for tem-
poral constraints between subsequent infection events, and therefore it was proposed to use
a Gibbs sampling approach which is demonstrably efficient.

The most likely trees identified in the previous approach and in this thesis depict several
differences between them, suggesting that the evaluation of the tree as a whole can be im-
portant.

Alternative bayesian approaches [Morelli et al., 2012, Jombart et al., 2014] have advantages
of incorporating genetic data. And the approach presented in this thesis might be extended
to account for possible transmission patterns that are in agreement with observed genetic
samples.

7.1.6 The role of earlier detection of highly infectious pathogens
by movement tracing

In chapter 6, mathematical modelling revealed that for FMD-like parameters, earlier detec-
tion of farms by movement tracing does not appear to enhance control of post-silent spread.

However, other sets of parameters showed that there is a correlation between the delays in
contact tracing and the final epidemic size. Therefore, investigation of what sets of parame-
ters are sensitive to contact tracing delays possesses a significant interest as it will allow to
design more relevant control policies.
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7.2 Future perspectives

7.2.1 Whole genome sequencing

Typing techniques like MLST are based only on several conservative fragments genomes,
whereas whole genome sequencing (WGS) can capture even slightest changes in pathogen
genomes on a relatively small time scale.

WGS data hold a vast amount of information that can be used not only to identify differ-
ent strains (like MLST or serotyping), but also to pursue questions on pathogen evolution,
virulence and antimicrobial resistance (AMR).

WGS is becoming more affordable nowadays. However, MLST techniques are well-established
for most of bacterial pathogens and structures of their populations can be characterised with
sufficient level of detail.

In this thesis, the questions of evolutionary changes in S. agalactiae were not addressed.
The timing of sample collection (annual periodicity) did not allow for this. However, further
studies that will involve intensive sampling of individual cows might reveal some fine-grain
properties of within-herd and between herd transmission.

7.2.2 Methodological improvements

The recent trends in availability of data for epidemiological research can be summarised into
several points:

1. Modern animal surveillance systems are capable of collecting large amount of high-
resolution data on a daily basis.

2. National and regional control programs ensure the sufficient coverage of collected
data.

3. Amount of available genetic data has also increased recently, given the advances in
next-generation sequencing. And WGS analysis can reveal epidemiological features
at multiple scales.

All of the above increases the level of requirements for methods used in analysis and mod-
elling of infectious pathogens. They should be more efficient in working with large datasets,
robust in their performance for different disease systems, but at the same time capable to
account for distinctive features of a considered pathogen.

This thesis is yet another attempt to reconsider existing methods regarding their applicability
for a range of epidemiological questions related to spatial and network aspects of livestock
disease transmission.
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7.3 Conclusion

In this thesis, methodological aspect of dealing with spatial and network data were consid-
ered and discussed. Given the increasing importance of novel, more efficient methods in
epidemiological analyses, the purpose of this thesis was to make another step forward in the
direction of understanding and improving existing methods.
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Appendix A

Additional graphs and tables
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Table A.1: Summary of corrections for carry-over: confirmed false positive herds are in gray.
The table summarises information for potential FP herds (column “FP herd”) and respective
potential sources of contamination (“Src herd”). Ct values (“PCR” for potential FP, and
“PCR-1” for source) were assessed: we expected “PCR-1” to be lower than PCR for true FP
herds (i.e. “PCR diff” > 0). Also MLST data were used: we expected the same ST for true
FPs (“Same ST”).

Year FP herd Src herd PCR PCR-1 ST09 ST10 ST11 ST09-1 ST10-1 ST11-1 PCR diff PCR consist. Same ST
2009 8 9 28.2 26.2 1 1 1 1 - - 2 YES YES
2009 9 284 26.2 17.3 1 - - - 0 1 8.9 YES NO
2009 12 11 40 29.9 88 - - 1 1 - 10.1 YES NO
2009 19 20 35.9 26.1 23 - - 23 23 23 9.8 YES YES
2009 23 22 40 22.2 1 - - 1 1 1 17.8 YES YES
2009 64 62 26.8 22.5 23 23 - 314 314 314 4.3 YES NO
2009 79 80 40 30.5 1 - - 1 1 1 9.5 YES YES
2009 88 86 19.9 20.1 103 - 103 103 - 103 -0.2 NO YES
2009 89 90 40 31.2 103 - - 103 - - 8.8 YES YES
2009 90 88 31.2 19.9 103 - - 103 - 103 11.3 YES YES
2009 92 93 40 28.4 1 - - 1 1 0 11.6 YES YES
2009 95 94 34.8 25.9 314 - - 314 - 314 8.9 YES YES
2009 99 144 24.2 22 103 103 - 1 1 1 2.2 YES NO
2009 103 101 31.3 20.9 10 - - 10 - 103 10.4 YES YES
2009 112 113 30.7 31.5 103 - 103 23 23 - -0.8 NO NO
2009 113 114 31.5 31.5 23 23 - 625 1 - 0 NO NO
2009 129 75 30.9 21.9 103 - - 103 103 103 9 YES YES
2009 130 332 30.9 37.5 1 1 - 0 - - -6.6 NO NO
2009 133 132 20.8 31.3 103 1 - 8 8 314 -10.5 NO NO
2009 134 135 32.5 35.9 103 - - 103 - - -3.4 NO YES
2009 135 133 35.9 20.8 103 - - 103 1 - 15.1 YES YES
2009 139 138 29.3 30.2 23 23 - 88 0 - -0.89 NO NO
2009 144 100 22 35.1 1 1 1 103 - - -13.1 NO NO
2009 153 192 28 32.9 588 103 103 103 - 103 -4.9 NO N
2009 162 159 31.3 29.3 1 - - 41 41 41 2 YES NO
2009 167 170 33.7 27.8 103 - - 103 - - 5.9 YES YES
2009 169 233 18.3 27.7 103 103 0 - 103 103 -9.4 NO NO
2009 170 169 27.8 18.3 103 - - 103 103 0 9.5 YES YES
2009 173 177 25.4 25.6 1 1 103 1 0 1 -0.2 NO YES
2009 176 175 40 39.9 23 23 23 1 - 1 0.1 YES NO
2009 177 174 25.6 37.3 1 0 1 1 1 - -11.7 NO YES
2009 186 184 28.3 19.6 103 - - 103 103 0 8.7 YES YES
2009 188 189 30.3 22.9 103 103 103 103 103 103 7.4 YES YES
2009 189 190 22.9 37.8 103 103 103 103 - - -14.9 NO YES
2009 192 180 32.9 21.2 103 - 103 103 103 296 11.7 YES YES
2010 30 24 26.16 21.4 0 23 1 0 88 23 4.72 YES NO
2010 35 247 40 28.4 23 8 - - 23 23 11.6 YES NO
2010 43 96 40 21.7 2 2 - 88 88 88 18.34 YES NO
2010 99 144 24.2 22 103 103 - 1 1 1 2.2 YES NO
2010 112 267 30.7 28.3 103 - 103 - 103 103 2.35 YES NO
2010 114 112 40 38.9 625 1 - 103 - 103 1.1 YES NO
2010 144 100 22 35.1 1 1 1 103 - - -13.1 NO NO
2010 177 174 25.6 37.3 1 0 1 1 1 - -11.7 NO NO
2010 217 22 32.17 22.2 - 1 - 1 1 1 9.97 YES YES
2010 238 78 28.22 24.1 - 7 628 9 9 - 4.18 YES NO
2010 333 30 36.19 26.2 - 1003 - 0 23 1 10.03 YES NO
2011 197 34 37 36 - 1 1 23 23 23 1 YES NO
2011 297 298 38 32 - - 103 - - 103 6 YES YES
2011 298 180 32 21.2 - - 103 103 103 296 10.8 YES NO
2011 303 169 37 18.3 - - 103 103 103 0 18.7 YES NO
2011 304 233 32 27.7 - - 103 - 103 103 4.3 YES YES
2011 316 315 35 29 - - 628 - - 26 6 YES NO
2011 323 124 31 23 - - 103 103 103 103 8 YES YES
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Figure A.1: Results of K-function test for predominant STs (ST1, ST23, ST103) in 2009,
2010 and 2011 using the conservative dataset (cases were defined by PCR only, no cor-
rections for STs were made). Clustering is detected when the K-function estimate for the
observed ST distribution (red line) is significantly higher than those for randomly generated
ST distributions (shown in light gray, 95% confidence intervals are in dark gray).
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Figure A.2: Results of K-function test for predominant STs (ST1, ST23, ST103) in 2009,
2010 and 2011 using the total population at risk as denominator. Clustering is detected when
the K-function estimate for the observed ST distribution (red line) is significantly higher
than those for randomly generated ST distributions (shown in light gray, 95% confidence
intervals are in dark gray).
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Figure A.3: Results of K-function method for less frequent sequence types. Clustering is
detected when the estimation of K-function for the observed distribution of cases (red line)
is significantly higher than for the randomly generated distributions (dark gray envelope).
Some of the results are not present (NA) because the number of cases was insufficient to run
the clustering algorithm.
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Figure A.4: Results ofK-function method for clonal complexes. Clustering is detected when
the estimation of K-function for the observed distribution of cases (red line) is significantly
higher than for the randomly generated distributions (dark gray envelope). Some of the
results are not present (NA) because the number of cases was insufficient to run the clustering
algorithm.
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Figure A.5: Results ofK-function method for clonal complexes. Clustering is detected when
the estimation of K-function for the observed distribution of cases (red line) is significantly
higher than for the randomly generated distributions (dark gray envelope).
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Figure A.6: ST specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) movement networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale red
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .



119

2009–2010 2010–2011

ST23

ST103

ST314

Figure A.7: ST specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) movement networksand simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale red
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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Figure A.8: ST specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) veterinary networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale green
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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Figure A.9: ST specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) veterinary networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale green
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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Figure A.10: CC specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) movement networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale red
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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Figure A.11: CC specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) movement networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale red
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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Figure A.12: CC specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) veterinary networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale green
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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Figure A.13: CC specific mean exposure (E) of infection of newly infected (NI) and persis-
tently susceptible (PS) herds for observed (red) veterinary networks and simulated random
networks (black). Space below the diagonal line is where ENI > EPS . Areas in pale red
are 95% confidence intervals for simulated ENI and EPS . Blue dashed lines indicate mean
values of simulated ENI and EPS .
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