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Abstract

Imaging systems play a crucial role in shaping understanding of our surroundings.

Modern imaging systems enable the acquisition of images of objects at length-scales

and resolutions previously deemed impossible. However, as the drive for better images

and novel applications increases, several questions fundamental to our understanding

of imaging are being raised. We are familiar with images containing many millions of

photons, but how many photons does it take to form an image? In scenarios requiring

covert imaging, or where high-light levels damage the sample being imaged, is it

possible to image a sample with a very small number of very low-energy photons?

This thesis will focus on answering these two questions.

In order to answer these questions I developed a heralded quantum imaging system.

The strong spatial correlations inherent between down-converted twin photons have

been utilised in many quantum imaging techniques for the past 25 years. Thus far,

standard quantum imaging techniques have relied on scanning a fibre detector across

the field of view in order to measure the spatial information in the image. However,

the scanning mechanism fundamentally limits the detection efficiency of the imaging

system.

Recent years have seen an increased interest in using the latest camera technology

within quantum imaging systems. The advent of single-photon-sensitive cameras has

opened up new possibilities within the quantum imaging field. It is now possible to

obtain images of objects by detecting very low-light illumination across the full scene

simultaneously.

In the heralded quantum imaging system presented in this thesis, a combination

of quantum mechanics and a high-sensitivity camera was employed to obtain high



ii

contrast images containing very few photons. This was the first such system built.

Using the correlations between the twin photons generated by our down-conversion

source, and our development of compressive sampling techniques to post-process the

acquired data enabled the acquisition of an image containing an average of only 0.5

photons per pixel. This represents a significant reduction when compared with a

conventional image that contains of order 105 photons per pixel.

I also developed this imaging system to use twin photons at vastly different wave-

lengths. The object was probed with low-energy infrared photons whilst the image

was developed on a camera using the correlated visible photon. This disparity in

energy between the two photons enabled the acquisition of images using only several

thousand photons, corresponding to an energy deposition on the sample of only a

few pJ.
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Chapter 1

Introduction

1.1 Preamble

Imaging systems fundamentally shape the way we perceive, understand and describe

our surroundings. From the very early experiments investigating optical phenomena

through to the development of microscopes and telescopes which allow measurements

at extreme length scales, the ability to image an object and record the results has

been pivotal to furthering our understanding of the universe.

Imaging apparatus have developed in tandem with human society, from the appar-

ent use of pinhole cameras in the Palaeolithic era [1], through lenses in the great

civilisations of antiquity [2, 3], on to more recognisable optical instruments such as

spectacles from the early 12th century [4] and to the ubiquitous high quality cameras

of today. With each technological advance, the applications of these technologies to

the field of imaging have become increasingly ingenious, enabling a myriad of mod-

ern imaging techniques. It is now possible to image at very low light levels [5, 6],

at extremely high resolutions [7], across a wide frequency bandwidth [8] and even

without the camera actually “seeing” the object being imaged [9–11].

1
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The advancement of detector technology has placed imaging at the heart of modern

society. Most people now carry a smartphone with an integrated multi-megapixel

camera, whilst easy internet access ensures images can be shared quickly and easily

via a wide range of platforms. Given the plethora of imaging technologies, speed of

technological advance and ubiquitous use of imaging apparatus, one could be forgiven

for thinking the field of imaging had advanced beyond fundamental physics research

and was now the preserve of materials scientists and engineers.

However, as the technological level of cameras increases, questions of a different scale

are being raised. Cameras contain an ever increasing number of pixels, but is it

possible to image using just one pixel? An average image contains approximately 105

photons per pixel [12], but how many photons are needed to create a distinguishable

image? As we push the boundaries on what we wish to measure and sample in the

drive to discover and understand more about our surroundings, is it possible to utilise

novel quantum imaging techniques to probe even smaller length scales, using even less

energy? These questions have inspired a range of interesting and exciting research

areas, throwing up some unexpected answers [6, 13–15].

The research presented in this thesis predominantly addresses two of these questions:

- “How many photons does it take to form an image?”

- “Is it possible to image a sample with a very small number of very low-energy

photons?”.

In order to answer these questions, my coworkers and I have developed an imaging

technique that uses a combination of quantum mechanics and the latest camera

technology. We utilise spatial correlations between twin photons to develop an image

of a sample using photons that have not themselves directly interacted with the

sample. In this thesis I shall present the development of this imaging technique and

the results obtained thus far, with reference to answering the above questions. The

experimental work in chapters 2, 3 and 6 was carried out alongside Dr. Daniel Tasca,
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the work in chapter 4 with Peter Morris and the work in chapter 5 with Peter Morris

and Nathan Gemmell. In this thesis I shall distinguish between work performed solely

by myself and work performed as part of a team by the use of “I” and “we”.

In chapter 3, I shall show that it is possible to image using both the position correla-

tions and momentum anti-correlations inherent in a quantum source, and in chapter

4 show that using statistical techniques enables the acquisition of an image with

fewer than 0.5 photons per pixel. Using the same heralded imaging technique, chap-

ter 5 presents the transfer of image data from infrared wavelengths to visible, thus

enabling the use of standard cameras in the acquisition of images beyond their con-

ventional technological capabilities. I shall also explore the theoretical considerations

concerning optimising this imaging experiment in chapter 6.

In this introductory chapter I shall detail the historical background of the heralded

quantum imaging technique, the previous work which inspired this thesis, and some

of the theoretical background.

1.2 Correlations and Entanglement

The experiments presented in this thesis rely on strong transverse spatial correlations

between two photons. These correlations are inherent in the entangled photon pairs

generated through the spontaneous parametric down-conversion (SPDC) process. In

this section I shall discuss what is meant by correlations and entanglement and the

role they play in the imaging process.

Whilst it is not uncommon to encounter strong correlations in everyday life - if

I see a wet umbrella in the corridor I can be fairly convinced it’s raining outside

without having to go and check - entangled states exhibit strong correlations in

complementary variables and it is these correlations that led to Einstein’s famous
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“Spooky action at a distance” and various other counter-intuitive phenomena [16–

19].

Following reference [20], we describe an entangled state by first defining a pure state

of two quantum systems, a and b,

|ψ〉 = |λ〉a|φ〉b . (1.1)

According to the superposition principle, any superposition of product states (i. e. com-

posite states that are described by the product of two pure states, such as those in

equation 1.1) is also an allowed state of our two systems. We can therefore consider

the two qubit state, a two-state quantum-mechanical system,

|ψ〉 =
1√
2

(|0〉a|0〉b + |1〉a|1〉b) . (1.2)

This particular superposition of product states cannot be expressed separately as a

product of one state for system a and a separate one for system b, as in equation

1.1. States which have this property are entangled. It is important to note that

being a superposition of states alone is not sufficient to guarantee entanglement,

rather it is the condition that it is impossible to express the state as a product of

pure states that makes a state entangled [20]. Intuitively, this can be understood by

considering an interaction between two states. A system containing states that have

never interacted with each other will always be able to be expressed as a product of

pure states. However, if there is an interaction between the two states such that some

form of indistinguishability is introduced (i. e. a beam splitter that erases information

about the source of the photon emerging from each output port), the overall system

after this interaction could no longer be expressed as a product of pure states and so

would be entangled.



Chapter 1. Introduction 5

When confronted with an entangled state, such as the one described by equation 1.2,

one sees that the measurement of one part of the system gives information about

other, non-local parts of the system. It was this aspect of entanglement that led to

the famous paper by Einstein, Podolsky and Rosen (EPR) [16] where they argued

that this quantum mechanical description of reality must be somehow incomplete.

Assuming locality, they argued that the ability to infer the state, for example position,

of one particle based on the measurement of a spatially separate particle meant that

both the position and the momentum of these particles were simultaneous realities

- a violation of the Heisenberg uncertainty principle. This was later formalised as

the EPR-paradox, and is resolved by relaxing the insistence on realism or locality.

Correlations which violate the inequality

∆2
min(x1|x2)∆2

min(p1|p2) >
1

4
(1.3)

where ∆2
min(x(p)1|x(p)2) is the variance of the position (momentum) of particle 1

based on a measurement of the position (momentum) of particle 2, are described

as EPR states and violating this inequality is the weakest (and easiest to perform)

measure of entanglement [21–23].

The entangled nature of SPDC sources has provided a rich test bed for demonstra-

tions of the EPR paradox and quantum entanglement [22]. However, in this thesis

the entangled nature of the photons produced in the SPDC process is largely re-

dundant. The heralded nature of our imaging system requires strong temporal and

spatial correlations between a pair of photons, such that the detection of one photon

gives precise spatial information about the other photon, detected at a well defined

relative time. Were a reliable, highly position-correlated, twin-photon classical source

available, it could also fulfil these criteria.
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The above spatial and temporal criteria are valid for the majority of experiments pre-

sented in this thesis. However, the experiment presented in chapter 3 also requires

strong correlations between the momenta of the two photons. These additional cor-

relations are accessible through using the EPR nature of a quantum source. This

additional feature, and the absence of a classical source that displays all the nec-

essary correlations, promote the use of a quantum source for the heralded imaging

system.

1.3 Spontaneous Parametric Down-Conversion

The parametric nature of the SPDC process and the phase matching conditions mean

the joint quantum state of the generated photons is highly entangled [22–28].

The experiments presented in this thesis, and the quantum ghost imaging technique,

rely on the transverse spatial correlations inherent between the twin photons gener-

ated through the SPDC process. The spatial and temporal correlations between the

optical fields generated through SPDC were first observed by Burnham and Weinberg

[29]. Since then, there has been a rich thread of research investigating the strength

of these correlations, both temporal [30, 31] and spatial [17, 19, 32, 33], and the

relationship between the angular spectrum of the pump beam and the observed spa-

tial correlations between the down-converted photons [34]. Given the commonplace

application of SPDC sources in many different areas of optics, it is remarkable to

consider that such methods were only first observed a little over 25 years ago. I will

present a brief overview of the important features in SPDC within the remit of this

thesis here; a more detailed overview of spatial correlations in SPDC is available in

the review by Walborn et al. [22].

Parametric down-conversion is a process whereby a high energy photon undergoes a

non-linear interaction in a medium, generating two lower energy photons called the
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signal and idler. This is a second-order interaction, governed by the X (2) component

of the non-linear Hamiltonian for the electromagnetic field [22, 24], where X (2) is

the second-order non-linear susceptibility of a medium and is a term of the induced

dipole moment per unit volume, P . This is described by [35]

P = ε0[X (1)E + X (2)E2 + X (3)E3 + ...] (1.4)

where E is the electric field amplitude. For condensed matter, X (1) is of order 1

m/V, where as the second-order non-linear susceptibility is approximately 12 orders

of magnitude smaller at ∼ 1 pm/V, and it is therefore clear that SPDC occurs

predominantly for large electric field amplitudes. It is also worth noting that X (2)

effects occur only in noncentrosymetric crystals, as symmetry considerations require

that the second-order component of P vanishes identically [35].

For the SPDC process to occur momentum and energy must be conserved,

kp = k1 + k2 (1.5)

ωp = ω1 + ω2 (1.6)

where kp,(1,2) and ωp,(1,2) are the wavevectors and angular frequency of the pump

and signal and idler photons respectively. These are known as the phase-matching

conditions [29]. Ordinarily, the energy of the pump photon is split evenly, giving

degenerate signal and idler photons with ω1 = ω2 = ωp/2, although it is also possible

to work with correlated photons far from degeneracy, as presented in chapter 5 of

this thesis and references [36, 37].
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Figure 1.1: Phase Matching: a) Collinear and b) Near-collinear phase
matching. In order for SPDC to take place the vector sum of the wavevectors of
the down-converted photons must equal the wavevector of the pump. There is a
certain allowed wavevector mismatch, ∆kz that determines the emission angle, α.

Within the phase-matching criteria there is a certain permissible wavevector mis-

match, ∆kz, between the wavevectors of the pump, signal and idler fields, as shown

in figure 1.1. The efficiency of the down-conversion process depends on this axial

mismatch and scales as sinc2(L∆kz/2) [38]. As well as determining the efficiency

of the down-conversion process, ∆kz also determines the angle of emission of the

down-converted photons. The experiments in this thesis work in a near-collinear

phase-matching regime, which means that the photons are emitted over a narrow

range of angles, L∆kz . π [38], where L is the length of the non-linear crystal. In

the near collinear regime, the phase mismatch can be written

∆kz = kp − 2cos(α)ks ,

' kp − kpcosα ,

' α2kp
2

.

(1.7)

This leads to a maximum emission angle for the down-converted photons of

α2 .
2π

kpL
. (1.8)
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The phase-matching criteria are dependent on the refractive index of the crystal

due to the refractive index dependence of the frequency, ω = ck
n

, and are most

commonly met by exploiting the birefringence displayed by many crystals. Where this

is not possible, for instance when a crystal does not display birefringence, quasi-phase

matching is achieved by periodically inverting one of crystalline axes [35]. There are

two commonly used non-linear crystals for the SPDC process, both exhibiting a high

X (2) component; β−barium borate (BBO) crystals and periodically poled potassium

titanyl phosphate crystals (PPKTP). The birefringence of BBO crystals allow phase-

matching whereas PPKTP crystals rely on quasi-phase-matching. PPKTP sources

have a higher brightness than BBO sources; indeed, using PPKTP crystals in SPDC

has achieved a generation rate of 273000 pairs s−1 mW−1 nm−1 [39]. In our system,

using a pump power of ∼ 100 mW, a BBO crystal and a detection bandwidth of 10

nm, we generated approximately 250000 photon pairs per second. In comparison, for

similar experimental parameters the above quoted SPDC pair generation rate using

PPKTP crystal would be 2.73× 108, three orders of magnitude higher.

Phase matching is typically accomplished by either angle tuning or temperature tun-

ing. Angle tuning is commonly used to achieve phase-matching with BBO crystals.

By rotating the crystal around an appropriate axis [40], the relative contributions to

the refractive index from the ordinary and extraordinary axes can be changed until

the phase-matching refractive index is matched. This carries the drawback that, aside

from when the crystal is oriented at 0◦ and 90◦, the Poynting vector and propagation

vector are not parallel for extraordinary rays. Therefore, ordinary and extraordi-

nary rays diverge from each other during propagation through the crystal leading to

walkoff effects. This is particularly problematic if using a long crystal [35]. Tem-

perature tuning does not induce walkoff effects, and is commonly used with PPKTP

crystals where the refractive index has a strong temperature dependence [41, 42].

SPDC processes fit into two categories: type I, where both down-converted photons
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have orthogonal polarisations to the pump photon, and type II, where the down-

converted photons have orthogonal polarisations to each other. These two categories

arise from the phase matching criteria, and are particularly intuitive when considering

phase-matching in birefringent crystals where the refractive index depends on the

direction of polarisation of the incident optical radiation. The experiments in this

thesis used type-I down-conversion.

In the experiments presented in this thesis, we worked in a very low-light regime (� 1

generated SPDC pair per pump laser pulse) and as such did not need to consider the

brightness of the source. The ease of phase matching and pair-generation when using

BBO crystals therefore made BBO an ideal source of down-converted photons for use

in the lab.

1.4 Ghost Imaging

In 1995 Pittman et al. [43] demonstrated the first instance of a novel coincidence imag-

ing technique, dubbed “ghost imaging” (GI) due to its counter-intuitive, “spooky”

characteristics. Using an entangled photon pair, they created a system where one

photon probed an object and was detected by a single pixel detector, whilst the

other photon, which never interacted with the object was detected by a detector

which scanned across the scene, as shown in figure 1.2. Although neither detector

alone was capable of resolving the object, a 2D image was retrieved from the sum of

many coincidence measurements made between these two detectors.

Presumed initially to be a feature of entanglement, it was therefore believed GI was

fundamentally reliant on quantum mechanics. In the years that followed, the reliance

on entanglement in GI was heavily debated and these discussions led to subsequent

demonstrations utilising purely classical correlations. In these systems the SPDC

source was replaced with a thermal source, and the correlations were detected between
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the classical fields detected at each detector [44, 45]. Rigorous analysis has shown

that classical GI systems can recreate almost all aspects of quantum GI. Indeed, it

is now commonly accepted that the only distinctive feature of quantum GI is the

ability to acquire high-visibility images in both the near and far-field of the source

[25, 46–49].

More recently, a new branch of classical GI has evolved utilising programmable

devices, such as spatial light modulators (SLM’s) or digital micromirror devices

(DMD’s), capable of spatially modulating light fields [9, 14, 50, 51]. As the spatial

modulation applied to the incident light field is programmed and therefore recorded

on a computer, there is no longer any need to record the intensity distribution of

the light field on a CCD. Therefore, one can utilise the correlation between the light

measured by only one single-pixel detector, and the spatial information of the inci-

dent light field stored in computer memory to reconstruct the image using the same

statistical process as implemented in classical GI. This is termed computational GI.

The rapid modulation rates of such devices and ever increasing computer processing

power has opened the door for the development of novel imaging solutions, useful for

instance in cases where existing detector arrays are limited [52].

The advances in classical and computational GI have evolved to answer several of

the questions raised in section 1.1. They cannot, however, answer the questions that

form the aim of this thesis, and the rest of this thesis will therefore focus solely on

quantum GI and related heralded imaging techniques.

1.5 Quantum Ghost Imaging

The first GI experiment [43] utilised quantum entangled photons generated through

the spontaneous parametric down-conversion (SPDC) process. A simplified schematic

of the experimental setup used is shown in figure 1.2. A pump beam was incident
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Figure 1.2: Schematic of the first ghost imaging experiment [43]:
Correlated photons generated in the SPDC process were split at a polarising
beam splitter (PBS). The signal photon probed an aperture, a binary mask
displaying the letters UMBC - the intials of their institution - and was detected
by a bucket detector, the idler photon was detected by a scanning single mode
fibre. An image of the object was obtained in the coincidence counts.

on a β-barium borate (BBO) crystal which generated a down-converted pair of pho-

tons, termed the signal and idler. A polarising beam splitter (PBS) sent the signal

and idler photons into two separate optical paths. The signal photon was incident

on a transmissive object and, if transmitted, was subsequently collected by a large

area single-pixel detector, often referred to as a “bucket detector”. The detector

registered the presence of the photon but was not capable of resolving spatial infor-

mation. Meanwhile, the idler photon, which did not propagate along the path of

the object, was recorded by a scanning fibre detector. This detector recorded the

spatial distribution of the idler photon, but clearly measured no information about

the object. Whilst it was impossible to obtain an image of the object using the

measurements from each detector alone, by summing many photon pairs measured

in coincidence a reconstruction of the object was deduced.
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In general, subsequent investigations of quantum GI can be categorised by two dif-

ferent research objectives: performing fundamental tests of quantum mechanics or

the development of novel imaging applications. Investigations of the former include

demonstrating entanglement by going beyond the well known EPR bound, as de-

scribed by equation (1.3) [23, 25], as well as utilising alternative variables as the

measurement basis [53, 54]. In the pursuit of novel imaging applications, some ex-

periments have sought to enhance the optical efficiency by using compressive tech-

niques to reduce the number of measurements required [5, 15, 55]. By replacing

the scanning detector with a bucket detector and patterning the incident light field

collected by the two bucket detectors using programmable devices, they exploited

characteristics of real images to statistically reconstruct an image using significantly

fewer measurements than ordinarily required by the Nyquist limit.

Although ghost imaging was one of the first imaging systems that utilised the spatial

correlations in down-converted light, many other notable quantum imaging examples

have also been developed. These include a non-local Young’s double slit experiment

[17], a type of advanced quantum interference [19, 36] and detection of non-local

optical vortices [56]. However, whilst each of these systems demonstrates fascinating

quantum effects, not one of them is able to answer the questions raised in section 1.1.

All of the aforementioned GI techniques have utilised systems based on a scanning

fibre detector to detect the spatial information of the correlated photons. This is

a result of the historical development of the technique from a simple coincidence

system common to many quantum optics laboratories, to point-to-point correlation

measurements by scanning a single-mode fibre. It was a solution to detecting orthog-

onal spatial states in the absence of single-photon-sensitive cameras. However, this

scanning approach fundamentally limits the detection efficiency of the technique to a

maximum of 1/N , where N is the number of pixels in the final image. When wishing

to image with a very low number of photons, this fundamental limit in detection
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efficiency renders such imaging systems impractical. In the work presented in this

thesis, I utilised a camera which can detect across the full field of view (FOV) of the

system, thus removing the need to sequentially sample each pixel in the scene. This

was used in a heralding system such that it only imaged a photon when triggered

by the detection of a photon in the other arm of the system. Using this heralded

imaging technique enabled full-field, low photon number, low noise imaging, as I shall

describe in the following chapters.

1.5.1 Theoretical background

I shall now formulate the theoretical background to quantum ghost imaging. The

initial theoretical framework presented here is applicable to an imaging system sim-

ilar to the original Pittman et al. [43] experiment where a bucket detector collects

all transmitted photons through the object and a scanning detector measures the

correlated photons propagated along a separate optical path. I shall then expand on

this framework to describe the heralded imaging system used throughout this thesis.

We assume frequency degenerate SPDC, pumped using a beam with a large Gaussian

transverse profile and use the thin crystal approximation, an approximation that

allows us to ignore birefringent walkoff effects in the crystal. In this case the spatial

structure of the two-photon field can be described as

|Ψ〉 =

∫
dη1dη2Ψ(η1,η2)|η1〉|η2〉 , (1.9)

where η1 and η2 are the transverse coordinates at the SPDC source and |η〉 is the

pure state of a single photon in transverse position η [22, 34, 57].
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If we assume an EPR, non-separable state [58] we can write the transverse wavefunc-

tion Ψ in the form

Ψ(η1,η2) = T (η1 + η2)Γ(η1 − η2) , (1.10)

where T is the transverse beam profile and Γ is the Fourier transform of the phase-

matching function, γ(H) =
√

2L/Kπ2sinc
(

L|H|2
4K

)
, where L is the length of the

crystal, K is the wave number of the pump beam, H is the Fourier transform of η

and sinc(x) = sin(x)/x. As Γ is much narrower than T , the transverse positions of

the photons are correlated [22, 34, 59]

The generated photon pair described by equation (1.9) is split at a beam splitter

(BS) such that photon 1 propagates along the path containing the object and bucket

detector, and photon 2 propagates along the path containing the spatially resolving

detector.

The photon in the object path is incident on a transmissive object with an aperture

function described by A(η1) where A = A∗, i. e. the function is real (an intensity

mask). It is collected by a multimode bucket detector which records photons across

all spatial modes. Thus the detected spatial state of the photon in the object path

at the bucket detector is described by

|φ1〉 =

∫
dη1g1(η1)|η1〉 , (1.11)

where g1(η1) is the transfer function of the spatial properties of the beam from the

crystal to the detector in the object arm, and is a convolution of the aperture function

and the relay optics.

The photon in the detector path propagates through the system and is detected by

a scanning single mode detector. The detected spatial state in the detector path is

therefore described by
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|φi
2〉 =

∫
dη2fi(η2)|η2〉 , (1.12)

where fi(η2) is a function of the spatial properties of the beam at each detection

point i and a subset of the transfer function of the spatial properties of the beam in

the camera arm, such that
∑N

i fi(η2) = g2(η2), where N is the number of detection

points over the full field of view.

The probability of a coincidence detection at the ith detection point is then given by

Pi = |〈φ1|〈φi
2|Ψ1,2〉|2 =

∫∫
dη1dη2Ψ(η1,η2)g

∗
1(η1)f

∗
i (η2) . (1.13)

It is clear when one considers the individual measurements at each detector in both

paths, described by equations (1.11) and (1.12), that no image of the object is ob-

tained as there is no spatial resolution in the object path and no object in the detector

path. In coincidence detection however, described by equation (1.13), there is a clear

dependency on both the aperture function from the object path and the spatial in-

formation from the detector path.

In order to reconstruct an image using the coincidence counts at each detection point,

we describe the average number of photons detected at the ith detection point as

〈Di〉 = DQiPi , (1.14)

where D is the number of photon pairs generated and Qi is the probability of the

detector being in position i. In the case of a scanning fibre, Qi = 1/N . The obtained

image is described by
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G(η) =
N∑
i

〈Di〉δ(η − ηi) (1.15)

When one considers the question raised in section 1.1, “How many photons does

it take to form an image?”, it is clear from the above equation (1.14), that the

scanning element within the imaging system fundamentally limits the efficiency of

the system, and thus increases the number of photons required to illuminate the

sample. The experimental strategy discussed in this thesis increases the maximum

efficiency of the system by a factor of N by utilising a time-gated camera in place of

the scanning detector. This camera is triggered based on the detection of a photon in

the object arm, thus resulting in a heralded detection system. The time delay between

measurements in the object and detector arm can be accomodated within the system

design and as such the measurements are still described as simple coincidences. Using

a multi-pixel camera means that each measurement, rather than asking a binary

question (are you in this pixel?), asks a high-dimensional question (which pixel are

you in?). This increase in dimensionality of the detector enables the detection across

all pixels simultaneously, thereby removing the dependence on Qi in equation 1.14.

Thus the average number of photons detected in the ith pixel of the image is described

by

〈Di〉 = DPi (1.16)

Whilst the probability of a coincidence detection at each detection point is unchanged

and described by equation 1.13, removing the dependence on the probability of the

detector being in the ith position results in a 1/N increase in detection efficiency.
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1.6 Walkthrough

Having presented the historical and theoretical background to the quantum heralded

imaging technique, chapter 2 will summarise the experimental setup and method-

ology. I will describe salient features of each of the main pieces of apparatus and

highlight key aspects of their function within the imaging system. I will also dis-

cuss how the system is aligned, including a description of Klyshko’s advanced-wave

picture.

Chapter 3 presents the first experiment performed with a camera-enabled, heralded

imaging system. I will present the images obtained with this system in both the

image plane and far-field of the source, and discuss how these images highlight the

EPR nature of our source.

In chapter 4, the use of this imaging system in low-light imaging applications is

discussed. I will present an image processing technique that allows the reconstruction

of an image from a very sparse data set, and show how the combination of this

technique and our imaging system allows the acquisition of images using very few

photons.

Chapter 5 presents a further advancement to the imaging system, where the sample

is probed using infrared photons but the image is developed using correlated visible

photons. This imaging system demonstrates the ability to image a sample with very

few, very low energy photons.

Having presented several experiments which work towards answering the questions

posed at the beginning of this thesis, chapter 6 considers the design and implemen-

tation of the system, and how to design an optimum system for maximising image
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resolution, contrast and acquisition efficiency. I will discuss the influence of the non-

imaging heralding detector design, and the source characteristics and how these effect

the signal detected at the camera.



Chapter 2

Experimental Methods

2.1 Introduction

All the experiments presented in this thesis, whilst investigating different aspects

of the heralded imaging technique, share many common experimental methods and

apparatus. In this chapter I will describe these features, including the technical

aspects of the equipment and descriptions of techniques that have been developed to

aid with building and aligning the system. Aspects of the system that are unique

to individual experiments, and variations on this standard setup will be presented in

the relevant chapters.

A reduced schematic of the experimental setup is presented in figure 2.1. The imaging

system relies on the spatial correlations inherent between the twin photons generated

through the SPDC process, as described in chapter 1. The twin photons generated

through the SPDC process are split at a BS into two spatially distinct arms of the

experiment. In the heralding arm, the photon is incident on a transmissive object be-

fore being detected by a single-pixel detector - the heralding detector. The correlated

photon is re-imaged through a free-space, image-preserving delay line before being

20
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Figure 2.1: Basic experimental setup: Collinear down-converted photon
pairs at 710 nm were generated by pumping a BBO crystal with a UV laser at
355 nm. The yellow planes are all conjugate image planes of the BBO crystal
(lenses are removed for clarity). The down-converted photons were split at a
beam splitter (BS). One photon probed the object and the transmitted photons
were detected by a single-pixel heralding detector. The correlated twin photon
passed through an image-preserving delay line before being detected by an ICCD
camera. The camera was triggered based on the detection of a photon by the
heralding detector. The electronic delay in the trigger mechanism was accounted
for by the image-preserving delay line (DL), such that the photon imaged by the
camera was the correlated twin of that detected by the heralding detector.

detected by an intensified charge-coupled device (ICCD) camera. The magnification

in both arms is M = 3, therefore the size of the image on the camera matches that

of the object in the heralding arm. In the following section I shall describe the char-

acteristics of our source and equipment, and shall then proceed to discuss building

and aligning the system and how we acquired images.
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2.2 Experimental Apparatus

2.2.1 Down-conversion source

Our down-conversion source, shown in figure 2.2, consisted of a high-repetition rate

laser and a BBO crystal. We used a JDSU Xcyte laser at 355 nm, pulsed at 100

MHz with a temporal pulse width of ≈ 10 ps. The average output power at the laser

head was 150 mW. The 355 nm beam was generated through frequency-tripling an

ND:YAG pump and so we used a dichroic mirror to filter the spurious laser lines.

The beam was then spatially filtered using a 20 µm pinhole at the focus of a 150 mm

lens and recollimated to ensure a pure Gaussian mode at the BBO crystal. Our BBO

crystal was cut for type-I phase matching, generating a near-collinear down-converted

photon pair. We selected the down-converted wavelength through the use of 10 nm

bandpass interference filters. SPDC is polarisation dependent and so we were able to

attenuate the process on a continuous scale by the use of a neutral density filter and

half-wave plate in the pump beam path. This down-conversion source is the same for

each experiment presented in this thesis and so in future experimental setup figures

the source will be depicted simply as the laser and BBO crystal.

2.2.2 Intensified CCD camera

We captured our images using an ICCD camera. ICCDs use an intensifier tube to

multiply the signal from each detected photon, before detecting the signal on a CCD

chip. The intensifier mechanism enables a wavelength dependent peak quantum effi-

ciency (QE) (an efficiency describing the percentage of incident photons that generate

charge carriers) of up to ≈ 50% [60]. We used an ICCD for our heralded imaging

system rather than other types of single-photon sensitive cameras, e. g. electron mul-

tiplying CCDs (EMCCDs), as they have the ability to utilise a very high timing
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Figure 2.2: SPDC Source: The 355 nm pump laser was spatially filtered at
the focus of a 150 mm lens by a pinhole and recollimated in order to produce a
pure Gaussian mode at the BBO crystal. The power of the pump beam was
attenuated on a continuous scale by using a neutral density (ND) filter and a
half-wave plate (HWP).

resolution [60, 61]. There are two timing measures of note in an ICCD: the exposure

time, which determines the time for which a signal is accumulated on the chip before

being read out - typically of order several seconds; and the intensifier gate width,

which is the time the intensifier fires during each exposure time and is typically of

order nano-seconds. The intensifier can be set to fire multiple times during a single

exposure. In this case the signal read out from the camera at the end of the exposure

time is the signal accumulated on the CCD chip during each gating of the intensifier.

The intensifier can be triggered either internally using a digital delay generator

(DDG), or externally using a transistor-transistor logic (TTL) trigger pulse. When

triggering the intensifier using an external trigger signal, two different mechanisms

can be used to determine the intensifier gate width. The gate can be controlled so

as to be ON when the input TTL pulse is high, meaning the gate width is set by

the width of the trigger pulse: direct gate mode. Alternatively, the rising edge of the

input TTL pulse can be used to trigger the DDG such that the pulse profile is set
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Figure 2.3: ICCD trigger timings: The blue pulse is a 15 ns TTL trigger
pulse from the SPAD. The insertion delay of the camera means the camera
intensifier fires later. In the case of Direct Gate triggering, the insertion delay is
19 ns and the pulse width is equivalent to that of the input trigger pulse. For
External Triggering, the insertion delay is 34 ns but the intensifier gate width can
be set manually, in this case 5 ns.

internally on the camera: external trigger mode. Inherent in both external trigger

mechanisms is the electronic delay time associated with inputting a trigger pulse - the

insertion delay. In direct gate mode this is ∼ 19 ns, whereas in external trigger mode

this insertion delay is ∼ 35 ns. The timing associated with these trigger mechanisms

are shown in figure 2.3. The experiments presented in this thesis utilise both trigger

modes as will be stated in the relevant chapters.

The ICCD contains 1024× 1024 pixels of pitch 13 µm, giving a FOV of (13.3 mm)2.

Due to the size of the down-converted beam we were detecting, we typically utilised

a smaller region of interest (ROI) within each acquisition. This allowed for detection

across the full spatial extent of the illuminating beam, whilst decreasing both the

readout time and file size of the acquired images.
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Two different ICCD cameras were used for the experiments in this thesis, an Andor

iStar Gen2 intensifier model and an iStar Gen3 intensifier camera. Both cameras

were air cooled to reduce the read-out noise inherent in the camera electronics, the

Gen2 intensifier was cooled to −15◦ and the Gen3 camera was Peltier-cooled to −30◦.

The maximum external trigger rate for the Gen2 camera was 50 kHz compared with

500 kHz for the Gen3 model and the QE at 710 nm improved from ≈ 10% for the

Gen2 model to ≈ 35% for the Gen3 model.

2.2.3 Heralding detectors

The external trigger signal used to trigger the ICCD came from the single-pixel

detector in the heralding arm of the imaging system. This heralding detector gave a

signal for each detected photon that was transmitted through the object but recorded

no spatial information. The characteristics of the heralding detector played a large

role in determing both the efficiency and FOV of the acquired heralded images, as

will be discussed in chapter 6. In this section I shall describe the properties of the

detectors we used for our experiments.

Three different detectors were used as heralding detectors in our experiments: a

fibre-coupled, free running single-photon avalanche detector (SPAD); a free-space,

triggered SPAD; and a fibre-coupled detector based on a super-conducting nanowire

(SNSPD). Each of the fibre-coupled detectors utilised a 4× magnification objective

lens to focus the incident light onto the input facet of the fibre.

When detecting photons with a wavelength of 710 nm we used an SPCM-AQR series

SPAD from Perkin Elmer. This SPAD was fibre-coupled with an active area of 175

µm2, a QE of ≈ 70% at 710 nm and a dark count rate of ≈ 1000 counts per second.

The output pulse was a TTL pulse of width 15 ns. We used this SPAD in free-running

mode, where the SPAD was constantly gated.
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The triggered SPAD was based on InGaAs/InP (Indium Gallium Arsenide/Indium

Phosphate) and designed to detect telecoms bandwidth infrared (IR) photons. It was

a free-space detector, with a square active detection area of 625 µm2 and a numerical

aperture (NA) of ∼ 0.7. We used a trigger signal from the pump laser to trigger the

gate of the SPAD. This correlated the gating of the SPAD with the pulses from the

pump, and so allowed us to set a narrow gate width of 1.4 ns, thus reducing dark

counts. Within the detection mechanism of a SPAD, there is a small probability

that the avalanche detection mechanism is triggered again by the signal from the

previous photo-detection. This leads to a double pulse for a single photo-detection.

Known as after-pulsing, this can be negated by setting a hold-off time, a period after

each detection where the SPAD is blind. In order to determine the optimum hold-off

time we acquired several heralded images with hold-off times between 20 µs and 5

µs and varying count rates, as shown in figure 2.4. For each image I also calculated

the heralding efficiency (HE), the ratio of photons detected at the camera during

the trigger window of the intensifier to photons detected at the heralding detector,

shown in table 2.1. The HE is highest for the configuration used in figure 2.4-e).

However, by considering the cross-sections of the images it is clear the background

in this image is also much higher than in the other images and so, according to this

subjective analysis, the optimum configuration is that used to acquire figure 2.4-c) -

a hold-off time of 10 µs with 9000 counts per second. A more detailed description of

the role of the pump power with respect to the contrast of the heralded image will

be discussed in chapter 6. The SPAD was cooled using an inbuilt Peltier system to

230 K and had a QE at 1555 nm of approximately 25 %.

The SNSPD detection mechanism is based on a perturbation of the superconducting

state in a nanowire by an incident photon. A nanowire is cooled below its supercon-

ducting transition temperature and biased just below the critical current. Absorption

of an IR photon triggers the formation of a resistive hotspot followed by an increase
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Figure 2.4: Comparision of InGaAs/InP SPAD hold-off times: The
hold-off time of the InGaAs/InP SPAD determines the time the SPAD is blind
after each photo-detection. This reduces the probability of after-pulsing effects.
These images show the effect of changing the hold-off time and pump laser power.
A hold-off time of 10 µs and count rate of 9000, as used to acquire the image in
c), subjectively gives the best heralded image with highest quantum efficiency.
The Gaussian profile of the down-converted field is apparent in the intensity
profile of the heralded images.
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Image Hold-off time (µs) Trigger rate No. Phot. Image HE %
a 20 4500 174× 103 2.1
b 10 4500 372× 103 4.6
c 10 9000 1× 106 6.2
d 5 10600 673× 103 3.5
e 5 20600 2.757× 106 7.4

Table 2.1: Comparison of heralding efficiencies for changing InGaAs
SPAD hold off times: The number of photons and heralding efficiencies for each

hold-off time and trigger rate used to acquire the images in figure 2.4.

in current density in the surrounding region of the wire. This change in state allows

a detectable voltage pulse to be read across the device and amplified using room

temperature low-noise amplifiers. Current is shunted out of the wire, which returns

to the superconducting state permitting the return of the bias current and another

possible detection event. The SNSPD used in the experiment presented in this the-

sis consisted of a 6 nm thick, 10 nm wide meander NbTiN wire (10 µm × 10 µm

area) patterned on a 225 nm SiO2 layer on top of a silicon substrate, forming a half

optical cavity designed for increased absorption at telecom wavelengths. The device

was optically coupled via a 9 µm diameter core single mode fiber and housed in a

Gifford-McMahon closed-cycle refrigeration system operating at ≈ 3 K. The practical

single-photon system efficiency from the fiber input was measured to be ≈ 20% at

1550 nm with ≈ 1 kHz ungated dark count rate.

2.3 Building the System

2.3.1 Delay line

Our imaging system utilised the detection of a photon by an ICCD camera within a

precise trigger window, determined by the detection of the correlated twin photon at

a single-pixel detector. Inherent in the triggering process was a non-trivial electronic
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delay resulting from the readout electronics within the single-pixel detector and the

insertion delay of the ICCD. This had to be accounted for so as to ensure the photon

detected by the ICCD was the correlated twin of the heralding photon.

In order to fully characterise this electronic delay I initially coupled the camera arm

photons into a multimode fibre. The output facet of the fibre was placed beside the

camera window and the camera was triggered using the signal from the heralding

detector. I changed the length of fibre until I detected a beam on the camera. Using

this technique, the total electronic delay of the read-out from the SPAD and insertion

delay of the ICCD was found to be ∼ 70 ns, corresponding to ∼ 23 m free space

propagation of a photon.

Our imaging system relies on measuring the spatial distribution of the camera arm

photon and therefore the delay line must be image preserving. In order to achieve

this we built a free-space, folded imaging system, shown in the full experimental

schematic in figure 2.5. We used a type-I down-conversion source with the optical

axis of the BBO crystal orientated horizontally, thus generating vertically polarised

down-converted photons. The polarisation of the photons in the camera-arm was

rotated by 90◦ using a half-wave plate at 45◦, so they were transmitted through the

PBS. They were then imaged through the PBS to the input mirror of a telescopic

imaging system with unit magnification constructed with 1 m focal length lenses.

The photons propagated through this imaging system and were back-reflected along

the same path, double-passing through a quarter-wave plate set at 45◦, thus rotating

the polarisation of the photons back to horizontal. They were therefore reflected

when incident again on the PBS and re-imaged on to the camera.

Whilst this form of delay line is long and cumbersome it was the most practical

solution we could find after considering various options. For example, we initially

used two bespoke curved mirrors. Each mirror had a small hole where the photon

could enter/exit the cavity. The mirrors were arranged such that they formed an
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Figure 2.5: Full experimental setup: Collinear down-converted photon pairs
at 710 nm were generated by pumping a BBO crystal with a UV laser at 355 nm.
The down-converted beam was Fourier transformed onto the beam splitter. A
300 mm focal-length lens was used after the beam splitter in each path to Fourier
transform the down-converted fields at the beam splitter onto the planes of the
object and the input plane of an image preserving delay line respectively. The
image-preserving delay line consisted of 7 telescopic imaging systems, 4 with 1000
mm focal length lenses and 3 with 500 mm focal length lenses. The total length
of the image-preserving delay line was 22 m. The yellow planes indicate image
planes of the BBO crystal.

image preserving cavity. However, the radius of curvature of the mirrors gave a

cavity focal length of only 30 cm and the 2 inch diameter mirrors supported only

≈ 10 round trips [62], giving a total free space length of ≈ 6.2 m. I also investigated

using a fibre based delay line, such as an endoscope. However, the need to preserve

the spatial information contained in the photon made this unfeasible, as coupling

light into many fibres is very lossy and all commercial fibre based imaging systems

I could find had a camera at the input to a fibre, with an electronic signal then
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transmitted through the length of the endoscope fibre.

2.4 Aligning the System

2.4.1 Klyshko Advanced Wave Picture

The imaging system had a total free-space optical path-length of 23.4 m; 700 mm in

the heralding arm and 22.7 m in the camera arm, as described previously. In order to

aid alignment of this system we used a continuous wave (CW) diode laser, emitting at

the same wavelength as our down-converted photon pairs, and the Klyshko Advanced

Wave Picture (AWP). What follows is an introduction to the AWP, and a description

of how we used it in the full alignment process. It is worth noting that as the relay

optics and ICCD in the camera arm were multi-mode in nature and we built the

system using highly stable mounts, the system only required the full re-alignment

process after several weeks of imaging at a time.

2.4.1.1 Introduction to the AWP

The twin photons generated in the SPDC process are highly entangled, and as such

have very strong spatial correlations between them, as discussed in section 1.2. How-

ever, despite the inherent quantum nature of these correlations, Klyshko showed

that the spatial distribution of these correlations could be predicted from a simple

argument based upon geometrical optics [63].

The photons generated in the SPDC process are correlated in position and anti-

correlated in momentum. Thus simultaneous measurements of signal and idler pho-

tons in a re-imaged plane of the crystal show strong correlations in position, whereas
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if measured in the far-field of the crystal their positions, corresponding to their mo-

menta, are anti-correlated [22]. Additional optical components or objects placed in

either signal or idler beam change the strength or form of the correlations in a manner

that can be calculated from the two-photon wavefunction, equation (1.9) [58, 64].

Klyshko recognised that the form of these correlations could be predicted by a classical

analogue [63]. Rather than using two detectors, one detector is notionally replaced

by a light source. Light emitted from this source and directed back towards the

down-conversion crystal is in essence the time-reversal of the parametric emission.

After transmission through any optical elements, this light is reflected from the down-

conversion crystal towards the other detector, i. e. the crystal is replaced by a mirror.

The detected intensity at this second detector is proportional to the anticipated

fourth-order correlation when the experiment is run in down-conversion mode.

This classical configuration is analagous to the quantum system in many respects.

For example, a converging or diverging pump beam at the down-conversion crystal

corresponds to making the back reflecting mirror curved, changing the direction of

the pump beam corresponds to tilting the mirror[34, 65–67]. Beyond the pump beam

and back-reflecting mirror, the detailed nature of the detectors (area and numeri-

cal aperture) map directly onto the emission properties of the light source that is

substituted.

2.4.1.2 Demonstration of the AWP

A demonstration of the Klyshko AWP is shown here by replacing the single-pixel

detector in the heralded imaging system with a laser diode at 710 nm as shown in

figure 2.6-b). This laser diode was coupled to the end of the multimode fibre and the

light back-propagated through the heralding arm to the BBO crystal. A fraction of

this back-propagated laser light was reflected at the crystal facet and redirected to the
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Figure 2.6: A comparison between the heralded and advanced wave
picture imaging configurations: a) The experimental setup in the heralded
imaging configuration. b) The experimental set up for a demonstration of
Klyshko’s AWP. The heralding detector was replaced by a laser diode which
back-propagated through the object arm and used the BBO crystal as a mirror,
before propagating through the camera arm and being detected by the camera.

camera arm, propagating through the delay line before being recorded on the ICCD.

The overall transformation undergone by the back-propagated light from the object to

the ICCD was given by an unity magnification imaging system with MPC = −MMC

for the position and momentum configurations respectively. The images recorded in

the AWP configuration are shown in figure 2.7-b). The spatial distribution of the

images taken in the back-propagated configuration match the corresponding heralded

images.

The back-propagated beam couples into multiple guiding modes within the multi-

mode fibre and the relative phase and polarisation of each mode is not preserved

along propagation. Additionally, there is mode coupling between the different modes
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Figure 2.7: AWP results: (a) Heralded images obtained in the position and
momentum configurations respectively. (b) Images obtained using the position
and momentum configurations in the Klyshko AWP setup. The displacement of
the momentum image is due to the inclination of the BBO-crystal and the
speckle arises from mode-coupling in the multi-mode fibre. (c) Images using the
position and momentum configurations in the Klyshko AWP whilst shaking the
fibre to time average the speckle.
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within the fibre. These effects give rise to a speckle pattern which is evident in the

AWP images. Figure 2.7-c) shows AWP images taken whilst twisting the multi-mode

fibre. In this case, the mechanical bending of the fibre throughout the acquisition

changed the mode-coupling conditions within the fibre and thus degraded the spatial

coherence of the illumination. This resulted in a time averaging of the speckle pattern

and we obtained smooth images comparable to the heralded images taken with the

down-converted light.

In order to work in the near-collinear phase matching regime discussed in section

1.3, we slightly tilted our BBO crystal relative to the pump beam normal. In

the AWP, this tilt corresponded to the crystal acting as an inclined mirror to the

back-propagated light, thus changing the mirror normal. In contrast, in the down-

conversion configuration this tilt did not affect the effective mirror normal, which was

set by the orientation of the pump beam. When imaging in the position configura-

tion, the BBO crystal was in the image plane of both the source and camera in the

AWP. Therefore, whilst changing the mirror normal resulted in the back-propagating

light arriving at the camera at a different angle to the down-converted photons, it

did not affect the spatial distribution of the image detected, as shown in figure 2.8-a).

In this case the images recorded in the heralded and AWP configurations have the

same intensity distribution and are registered at the same position on the camera, as

shown in the left hand column of figure 2.7.

In the momentum configuration however, changing the mirror normal of the back-

propagated light did result in a displacement of the back-propagated image, shown in

figure 2.8-b). The measured offset of the far-field back-propagated image on the ICCD

(figure 2.7-b) right image) due to the BBO crystal inclination was approximately 400

pixels or 5.2 mm. Using the effective focal length fe = 300 mm of the Fourier system,

we calculated the angle of the crystal in relation to the pump beam to be θ = 5.2

mm/fe ≈ 1◦, which corresponded to the inclination angle measured with the rotation
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Figure 2.8: Phase matching angles in the AWP: The effect of the
phase-matching inclination of the BBO crystal on the (a) beam propagation
through the system when imaging the crystal and (b) the spatial location of the
back-propagated image when in the far-field of the crystal. The angle of the
crystal’s inclination with respect to the optical axis is set by the orientation of
the c-axis in the BBO crystal with respect to the facet normal and is a small
angle of order one degree.

stage. A key advantage of using a camera to detect the full FOV is apparent in this

context as it detects the image which would ordinarily be lost when using a scanning

fibre.

Using a camera gave the ability to detect high resolution AWP images in both posi-

tion and momentum configurations regardless of the BBO crystal orientation. This

allowed the utilisation of the AWP for the alignment of coincidence-count experi-

ments which had not previously been possible when using scanning fibre detectors

[68].

2.4.2 The AWP and alignment

When aligning our system, we not only required that the beam pass through the

middle of all optical elements in the optical path, but that the FOV of the single-pixel
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detector overlapped with the center of the down-converted beam profile. This meant

that the spatial distribution of the coincidence counts in both position and momentum

configurations had to be centred around the same position. As shown above, when

working in the position configuration, the image of the beam acquired on the camera

using the AWP was exactly equivalent to that obtained in the heralded imaging

configuration. However, the displacement of the beam obtained in the momentum

configuration made full alignment using the AWP slightly harder.

There were several steps in the alignment process to ensure the entire system was

fully aligned. We initially marked the path of the pump beam using pinholes before

and ∼ 1 m after the BBO crystal. We then forward propagated our alignment laser

such that it overlapped exactly with the pump beam, and aligned the camera arm

optics using the alignment laser.

With the camera arm aligned, we captured an image of the down-converted photons

that were incident directly on the ICCD using the internal trigger mechanism of the

camera. Backpropagating the alignment laser in the manner described in the AWP,

allowed us to predict the full FOV of the correlated measurement on the camera.

The fibre facet on the single-pixel detector was mounted in a translation stage with

6 degrees of freedom, allowing us to fine tune both the relative angle of the fibre

facet to the coupling lens, and also the position of the coupling lens and fibre facet

ensemble. In the AWP when adjusting the position of the ensemble, the position

of the beam on the camera in the position configuration changed. Similarly, when

we moved the angle of the fibre facet relative to the collection lens the position of

the beam on the camera in the momentum configuration moved. We adjusted the

position of the fibre facet and collection lens ensemble until this overlapped with the

position of the directly imaged down-converted photons. We then adjusted the angle

of the fibre facet with respect to the collection lens such that the back-propagated

beam passed directly through the pinhole behind the crystal.
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Repeating this process iteratively enabled the full alignment of the relay optics in

both arms of the system, and the position and angle of the single-pixel detector. This

ensured maximum detection efficiency of the down-converted fields at both detectors

and therefore optimised the detection efficiency.

2.5 Image Acquisition

We used an ICCD camera to acquire our images. A great advantage when using an

ICCD camera is the very high timing resolution, coupled with the ability to fire the

intensifier of the camera conditional on an external trigger signal, as discussed in

section 2.2.2. The combination of these two camera properties allowed the detection

of only the desired photons on the camera, thus enabling the acquisition of very

high-contrast images with a very low background. It was also possible to count the

number of photons acquired in the image and thus calculate the energy deposition

on the sample.

In this section I will describe how images were obtained and how the signal from the

ICCD was interpreted and analysed. A more detailed discussion on image contrast

and the various contributing signals to the camera readout signal follows in chapter

6.

During each acquisition by an ICCD, a charge is built up on each pixel regardless of

any signal incident on the CCD chip, leading to a readout signal per pixel which is

dependent on the exposure time and trigger rate but not any external factors. We

characterised this signal by blocking the shutter of the camera and acquiring an image

using the same trigger signal as for the data acquisition. This “dark image” was used

to plot a histogram of signal output per pixel on the ICCD, as shown in figure 2.9-a).

We used this histogram to determine a threshold, a signal over which was considered

to be a real photon. For each threshold we could then calculate a noise probability
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Figure 2.9: Signal threshold on ICCD camera: a) A histogram of the
output counts from a “dark” image acquired on the ICCD camera. b) The noise
probability per pixel based on a certain threshold.

per pixel, shown in figure 2.9-b), and thus calculate the expected number of noise

events per image. There was a trade off between setting a very high threshold so as

to avoid labelling spurious noise signals as real photons whilst ensuring that all real

photons detected were labelled as such. We typically set the threshold such that the

probability of a false reading per pixel, ξ ≈ 2× 10−4.



Chapter 2. Experimental Methods 40

The duration of the exposure time per frame was set as a function of down-converted

photon flux. As our photon counting methodology did not distinguish between one

and many photon events per pixel per frame, we set the exposure time such that the

probability of multiple photon detection per pixel within a single frame was very low.

We determined this by acquiring triggered images of the beam for equivalent total

acquisition times but with varying exposure times per frame. The exposure time

for which the total number of photons in the final image began to decrease was the

maximum exposure time for which we could be sure we detected only one photon per

pixel. A sample graph and images showing the change in number of photons with

exposure time for the trans-spectral imaging system described in chapter 5 is shown

in figure 2.10. For the trans-spectral imaging system we typically used an exposure

time of 0.1s, for the other experiments in this thesis we used an exposure time of 2 s.

2.6 Conclusion

I have described the key components in our optical setup, and how to build and

align the heralded imaging system by making use of the AWP. The system and the

techniques described here were developed and refined over 3 years of working with

the system, and allow for the quick and efficient alignment of the imaging system and

acquisition of images. Chapters 3, 4 and 5 describe imaging experiments conducted

using this and similar systems, while chapter 6 provides a more detailed study of the

aspects of the system that most affect the acquired image resolution and contrast,

and how these can be optimised.
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Figure 2.10: Camera exposure times: a) The number of photons in the
triggered images of the beam for varying exposure times. b)-d) The acquired
triggered images of the beam for varying exposure times. For exposure times of
more than 0.1s we detect more than one photon per pixel and so our photon
counting methodology discards many real photo-events and the total number of
photons in the images decreases.



Chapter 3

EPR-enabled Imaging

3.1 Introduction

Quantum imaging is a term commonly used to describe imaging with single photons.

However, a more rigorous definition of quantum imaging would require the utilisation

of distinctly quantum properties of light within an imaging system. A hallmark of

quantum entanglement is strong correlations between complementary variables, as

discussed in section 1.2. When considering imaging, a natural set of complementary

variables is position and momentum, measured by detecting the light field in the

image plane or far-field of the source respectively. In this chapter, I shall present

heralded images acquired using both position and momentum correlations between

the photons generated in the SPDC process. This was the first experiment to utilise

a camera within a heralded imaging system, and improved on the HE of a scanning

system by 3 orders of magnitude. I will firstly discuss the source of the position and

momentum correlations and present the high-resolution, high-contrast images of the

object obtained using these correlations in both the image plane and far-field of the

source - a utilisation of the EPR-type correlations of the source.

42
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3.2 Image Plane and Far-field Imaging

To obtain in-focus heralded images, the ICCD camera and the object must be located

in planes where the down-converted photons exhibit strong intensity correlations

[23, 58]. Therefore, it is the location of the object and the camera relative to each

other, rather than to the source, that is crucial for this experiment. This stipulation is

particularly intuitive when one considers the system according to the AWP, discussed

in section 2.4.1. The AWP describes a simple classical imaging system, and as such

the position of the light source (the plane of the bucket detector) and the position

of the mirror (the plane of the crystal) are irrelevant when considering the focus

of the resultant images; what is critical is the relative position of the object and

the camera. This condition was demonstrated for ghost imaging in the first such

experiment, where Pittman et al. placed the object and detector in imaging planes of

each other in the AWP, whilst not being in any specific plane of the crystal [43]. This

experiment was followed by a similar one demonstrating interference and diffraction

by placing the scanning detector in the far-field of the object according to the AWP

[69].

Down-converted photons exhibit maximum intensity correlations in either the near-

field or the far-field of the source, corresponding to position correlations and momen-

tum anti-correlations. These intensity correlations can be described by the following

derivation, following ref. [58].

Assuming a polarised, nearly monochromatic pump and down-converted beams, we

use the description of the transverse wavefunction, Ψ, generated in the SPDC process

shown previously in equation 1.10, Ψ(η1, η2) = T (η1 + η2)Γ(η1 − η2), where η1(2) are

the transverse coordinates at the SPDC source.

Assuming a Gaussian pump beam profile and approximating γ(H) and T as Gaus-

sians, the position-space wave function takes the form
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where σ± are the standard deviations of two Gaussian functions that describe the

strength of the position and momentum correlations respectively. Equation 3.1 has

a Fourier transform given by
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In the SPDC process, σ− � σ+, giving correlations in the near-field of the crystal

(position) and anti-correlations in the far-field of the crystal (momentum).

In order to utilise the maximum intensity correlations described by equations (3.1)

and (3.2), we placed both the camera and the object in either image or far-field planes

of the crystal respectively. We switched between these two configurations through

the use of an interchangeable lens system located between the BBO crystal and the

beam splitter, as indicated in figure 3.1.

3.3 Experimental Methods

In order to perform image-plane and far-field imaging, we used the system shown in

figure 3.1, which was very similar to that described in chapter 2. We pumped a 3

mm long BBO crystal with a Gaussian pump beam of waist 1.5 mm FWHM as a

down-conversion source, and split the down-converted photons into the camera and

heralding arm respectively using a pellicle BS. Between the BBO crystal and the

BS we placed two sets of interchangeable lenses, thereby either imaging or Fourier

transforming the down-converted field from the plane of the crystal onto the plane
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of the BS. Changing the plane of the crystal relative to the BS also changed the

plane of the camera and the object with respect to the crystal - allowing us to image

either the image plane or far-field of the source. The interchangeable lens system

set a relationship between the crystal and object/camera planes characterised by

either an imaging system with a magnification of M = 3, or a Fourier system with

an effective focal length of fe = 300 mm. Crucially for this experiment, the object

and the camera remained in the same plane relative to each other regardless of the

lens configuration. The pump power was attenuated to ∼ 2 mW, and we used a

multi-mode fibre with a FOV that extended across the full scene as the input to

our heralding detector. The Andor iStar Gen2 camera therefore received a trigger

signal at a rate of approximately 15 kHz in the image plane configuration and 10 kHz

in the far-field configuration. The camera was operated in direct triggering mode,

described in section 2.2.2, with a gate width of 15 ns, equivalent to the width of the

TTL output from the SPAD.

3.4 Image Acquisition

An image preserving delay line was necessary in the setup to ensure that the camera

imaged the correlated twin of the photon detected at the bucket detector, as discussed

in section 2.3.1. The theory of the heralded imaging system presented in section

1.5.1 has no explicit time dependence despite the timing discrepancy between the

measurements made by the two detectors on the assumption that the delay line is

tuned correctly so as to account for these delays. However, were this delay not

optimised then the coincidence nature of the detections, and therefore the image,

would be lost. It was possible to demonstrate experimentally the coincident nature of

the image by detuning the electronic delay between the bucket detector and camera.

This was done by changing the length of trigger cable between them. Figure 3.2
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Figure 3.1: EPR-enabled imaging experimental setup: An
interchangeable lens system was inserted between the BBO crystal and the beam
splitter (BS). Lenses 1 and 3 imaged the down-converted source onto the plane of
the BS, thus placing the object and ICCD camera in the far field of the source.
Lens 2 Fourier transformed the down-converted photons onto the plane of the BS,
such that the object and ICCD camera were both in an image plane of the BBO
crystal. Importantly, the object and ICCD camera remained in the same plane of
the crystal as each other regardless of the lens configuration.

shows a set of heralded images taken in both the position correlated and momentum

anti-correlated configurations for several different values of the delay of the triggering

pulse. As the timing of the triggering pulse was changed relative to the time of arrival

of the correlated photon on the ICCD, the coincidence was lost and therefore no image

was recorded.

In order to demonstrate the inversion of the image that occurs as a consequence of

imaging using momentum anti-correlations, we acquired long single-exposure images

of a transmission mask depicting a chain link. Rather than using the photon counting

methodology described in section 2.5, we simply summed many long exposure frames

on the CCD chip before reading out a single image. We therefore obtained an image

of the recorded intensity distribution without subtracting camera readout noise or

calculating the number of photons recorded in the images. We positioned the object
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Figure 3.2: Detuning the trigger window: A demonstration of the
coincidence nature of the heralded imaging system. When the timing of the
trigger window was detuned by changing the length of the trigger cable, the
coincidence image was lost in both a) position correlated and b) momentum
anti-correlated configurations.

off-centre from the optical axis, such that when using momentum anti-correlations

the image was inverted about the optical axis and so was recorded in a spatially

distinct area of the CCD chip. The images obtained in the position and momentum

configurations are shown in figure 3.3-a). We then switched the imaging configuration

midway through the acquisition, thus obtaining an image of the intertwined links

shown in figure 3.3-b). It is interesting to note again that when imaged in a single

exposure in the AWP configuration the momentum is offset and thus, for the reasons

described in section 2.4.1.2, the images do not intertwine, as shown in figure 3.3-c).

Within the 1024× 1024 pixels on the CCD chip, we worked with a ROI of 500× 500

pixels, equivalent to an area of 6.5 × 6.5 mm. Figures 3.4-a) and 3.4-b) show the

optimum ghost images in the two configurations, both with a contrast in excess of

90%, where contrast is defined as

C =
Imax − Imin

Imax + Imin

. (3.3)

All images were obtained by summing 1800 accumulations of 2 s duration. Using the
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Figure 3.3: Image inversion due to momentum anti-correlations: The
heralded images of a chain link positioned off-centre from the optical axis
obtained in a) position correlated and momentum anti-correlated imaging
configurations in separate exposures. b) Position correlated and momentum
anti-correlated imaging configurations where the configuration was switched
half-way through the acquisition. c) The same acquisiton as b) but in the
Klyshko AWP configuration. In the heralded imaging system the image obtained
using momentum anti-correlations is inverted relative to that acquired using
position correlations and so the link is formed with the optical axis in the centre.
In the AWP imaging configuration the image obtained using momentum
anti-correlations is offset due to the inclination of the BBO crystal and so the link
is not formed.
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Figure 3.4: EPR-enabled imaging results: The heralded images obtained in
a) position correlated and b) momentum anti-correlated imaging configurations.
In both images the contrast is over 90 , with no background subtraction. The
colorbar displays the number of photons detected per pixel in the image.

photon counting methodology described previously in section 2.5, the average num-

ber of detected photons per frame was approximately 70 in the position-correlated

configuration and 40 in the momentum anti-correlated configuration. The intensity

scale of the displayed images is the summed number of detected photons per pixel.

Importantly, no background subtraction was applied to any of the images.

In the position-correlated configuration the image is upright, figure 3.4-a). In the

momentum anti-correlated configuration the resulting image is inverted, figure 3.4-

b). As the optical magnification in each arm is the same, the size of both images

on the ICCD match the actual size of the object. The resolution of the two images

is comparable and is set by a combination of the correlation length of the down-

converted photons and the resolving power of our optical system. These factors will

be discussed in chapter 6.

The ability to obtain high-resolution, background-free images in both the position

correlated and momentum anti-correlated configurations is enabled by utilisation of
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the EPR-like correlations in the spatial variables of the down-converted photons. By

deconvolving the cross section of the transition shown by the dotted line in figure

3.4 with a Gaussian, I obtained point-spread-functions (PSF) for the system with

σx = 90 µm in the position configuration and σp = 80 µm in the momentum con-

figuration. These standard deviations are indicative of the strength of the position

and the momentum correlations in the photon fields in the plane of the object and

the resulting image. They relate to the standard deviations, ∆x and ∆p, of the

down-converted field at the source by

∆x =
1

M
σx (3.4)

∆p =
~k
fe
σp (3.5)

where M is the magnification of the system from source to ICCD, fe is the effective

focal length of the Fourier system, k is the wavenumber of the photon. The variance

product is therefore described by

∆2x∆2p =
~2

M2

k2

f 2
e

σxσp . (3.6)

Although not strictly equivalent to a conditional probability distribution across the

whole field, the variance product is a good measure of the strength of the correlations.

It should be noted that their variance product of 0.005~2 is smaller than ~2/4, in-

dicative of the EPR nature of the source and quantum nature of this imaging system,

as discussed in section 1.2.

The total number of photons detected in the images in figure 3.4 using our photon

counting methodology was 1.26 × 105. This gave a HE of η = 0.2%. The HE of

the system is a function of the detection optics, thresholding methodology and dark
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counts, which will be discussed in chapter 6. It is worth noting, however, that for a

similar 500× 500 pixel image obtained using a standard GI system with a scanning

detector, the maximum HE would be η = 1/N ≈ 10−4%.

3.5 Conclusion

This experiment was the first demonstration of a camera-enabled heralded imaging

system [59]. The major advantage of full field-of-view detection, compared with a

scanning system, is the dramatic increase in efficiency in the measurement of high-

dimensional spatial entanglement. Recent works have demonstrated the potential

of the multi-pixel detection of spatial entanglement [61, 70–74] and, albeit for mul-

tiple photons, quantum imaging [75]. However, the experiment described in this

chapter was the first to combine multimode detection and single-photon sensitivity

across an entire field of view, demonstrating an image-based utilisation of the EPR

phenomenon. This suggests applications in low-light imaging systems and quantum

information protocols [76–78].

The images obtained using this system were an improvement on previous imaging

techniques, despite the fact that a relatively long acquisition time and a high photon

flux at the sample were required. The next chapter will describe image processing

techniques aimed at reducing both of these factors, bringing the heralded imaging

system into a truly low-light imaging regime.



Chapter 4

Compressive Imaging

4.1 Introduction

Chapter 3 described an experiment which demonstrated the ability to acquire im-

ages of an object utilising both the position and momentum correlations of an SPDC

source in a heralded, single-photon imaging system. When considering such an imag-

ing system however, it is natural to ask the question: “What purpose does it serve?”.

Considering the long acquisition times for each image, the very low detection effi-

ciency and the cost of building such a system, one could be forgiven for appreciating

the science and then simply placing an efficient camera directly behind the sample

and acquiring a conventional image.

One advantage of our heralded imaging system over a conventional camera is the

ability to acquire images photon-by-photon on a negligible background, as shown by

the images in figure 3.4. This characteristic, and the fact that a typical conventional

camera captures approximately 1012 photons per image [12] again raises the question

posed in section 1.1: “How many photons does it take to form an image?”.

52
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In this chapter, I shall seek to answer this question by using the heralded imaging

system to investigate ultra-low photon flux imaging regimes. I shall do this by adapt-

ing the system presented previously to explore different imaging configurations and

image processing techniques. I shall show that the configuration presented in the

previous chapter is a useful configuration for considering low-photon imaging. I will

also describe how to utilise the Poissonian statistics of our acquired data to recon-

struct an image from significantly fewer photons than there are pixels in the image,

and will apply these techniques to both binary and biological objects, presenting an

image of a biological sample acquired with less than one photon per image pixel. I

will then discuss image analysis criteria and place objective bounds on the subjective

question of what constitutes an image.

4.2 Low-light imaging configurations

Chapter 3 investigated a heralded imaging system where the object and camera were

in separate arms of the experiment. However, it is equally plausible to consider the

system in a more simple configuration, where the object and camera are in the same

arm as each other. In this chapter I shall compare three different imaging configura-

tions referred to as the “Ghost imaging” (GI) configuration due to its similarity with

the initial ghost imaging experiment [43], the “Triggered imaging” (TI) configuration,

and the “Direct imaging” (DI) configuration.

The GI configuration is the same configuration as presented in chapter 3, where the

object was placed in the heralding arm, and the camera was triggered externally by

the signal from the heralding detector. Thus an image of the object was formed on

the camera, despite none of the imaged photons having interacted with the object.

For the TI configuration, the camera was again triggered by the external trigger

pulse, but the object was placed in an intermediate imaging plane in the camera
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arm. The camera was therefore triggered for each single photon detected by the

heralding detector, yet the image consisted only of the correlated photons that passed

through the object. For comparison, I also show DI, where the camera was triggered

using its internal trigger mechanism. In this last configuration the image consisted

only of the subset of photons that passed through the object and arrived at the

camera during the camera trigger window by random chance. These three system

configurations are illustrated in figure 4.1 and a more detailed description of the ICCD

camera trigger mechanisms was presented previously in section 2.2.2. The experiment

was performed using the same camera settings and methodology as the position

configuration experiment described in section 3.4, while the intensifier trigger rate

and gate width were the same for each imaging configuration. For this experiment

we used an Andor Gen3 iStar camera, as described previously in section 2.2.2.

4.3 Comparing Imaging Configurations

The images shown in figure 4.2 were formed from the sum of 900 frames, each of

2 s exposure, during which time the camera intensifier fired for every trigger pulse

received, either from the heralding detector or the internal trigger mechanism. We

worked with a ROI of 600× 600 pixels, covering an area of (7.8× 7.8) mm2 and used

the photon counting methodology described in section 2.5.

As shown in figure 4.2, for both the GI and TI configurations we obtained a clear

image of the test target with an image contrast of ' 0.7. By comparison, only a

very faint image with a contrast of ∼ 0.2 was obtained in the DI configuration. This

reduced contrast for the DI configuration is a consequence of the independence of the

repetition rate of the laser and the periodic nature of the intensifier trigger. There-

fore, the arrival of the down-converted photon and the regular firing of the camera
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Figure 4.1: A comparison of low-light imaging configurations: a) Ghost
imaging (GI) configuration as described in chapter 3. b) Triggered imaging (TI)
configuration. The object is in the same arm as the camera and the intensifier of
the ICCD is triggered by a signal from the heralding detector. The image is
acquired by the detection of those correlated photons which passed through the
object. c) Direct imaging (DI) configuration. The ICCD intensifier fires
periodically and the image consists of those photons which passed through the
object and arrived at the camera during one of these periodic windows.

Figure 4.2: Low-light imaging configuration results: The images obtained
for a) GI, b) TI and c) DI configurations. GI and TI give high contrast, high
resolution images, whereas DI gives a very low contrast due to the only
intermittent overlap of photon arrival time and intensifier trigger window.
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intensifier window only occasionally coincided. This sporadic overlap of photon and

detection window led to a very low detection efficiency.

Closer inspection of the GI and TI data reveals a slight difference in scale resulting

from the magnification in the two arms not being quite the same. One also notes

that although the total number of image photons is similar in the two cases, the

GI configuration was obtained with fewer triggers of the intensifier than that of the

TI configuration. This difference arose because although the photon pair generation

rate in the two configurations was the same, when the partially transmitting object

was placed in the heralding arm the trigger rate was reduced in proportion to the

transmission of the object. For high flux rates the GI configuration may therefore

prove to be advantageous since it places a lower technical demand upon the ICCD

camera.

4.4 Compressive Sampling

Having compared possible low-light imaging configurations, I return to the question

“What is the minimum number of photons that it takes to form an image?” A

rough approximation would assume many photons per pixel (typically of the order of

10,000s photons/pixel for a conventional imaging system) are required, to ensure that

the intensity of each pixel is not unduly subject to the Poissonian statistics associated

with the quantisation of the number of detected photons [79]. It is, however, possible

to store or even reconstruct an image using a much smaller data set than implied by

this simplistic statement by using the techniques of compressive sampling.

The number of samples required to accurately reconstruct a signal was initially de-

fined by Shannon [80]. For bandlimited signals, this corresponds to at least twice

the maximum frequency, the Nyquist rate. For non-bandlimited signals such as

images, the sampling rate is not explicitly dictated by the Shannon theorem, the
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limiting factor in the sampling rate in this instance being the desired spatial reso-

lution. Therefore, quantum imaging experiments utilising a scanning detector must

scan each pixel individually and so are limited to a detection efficiency of 1/N , where

N is the number of pixels [17, 32, 43, 69]. However, despite this understandable and

intuitive sampling limit, the theory of compressive sensing states that it is possible

to reconstruct a signal using far fewer samples than traditionally required.

Typically, when imaging using raster scanning, to acquire a full image containing m

pixels one must scan through all values of k (number of pixels) to k = m, but what

if one only measures k = n samples, where n� m? The reconstruction of the image

would then require the solving of an underdetermined linear system of equations [81].

This has many possible solutions, but the concepts of compressive sampling can be

used to distinguish the optimal solutions, and also inform how small n can be relative

to m.

Key to compressive techniques is the concept of sparsity, the idea that when expressed

in a carefully chosen basis, the desired signal has far fewer components than the

bandwidth (or spatial sampling limit) would suggest [81–84]. If one expresses the

signal in this desired basis one sees that most of the coefficients are very small and can

thus be discarded. This enables the measurement of a signal using far fewer samples

than initially expected. In the case of imaging, a natural basis to choose is the discrete

cosine transform (DCT) basis. The DCT is the real part of the Fourier transform

and describes the spatial frequency components of the image. The spatial frequencies

present in an image describe the speed of variation between neighbouring pixels: low

spatial frequencies describe very gradual changes across an image whereas high spatial

frequencies indicate the presence of rapid changes between pixels. Real images, when

expressed in the DCT basis are very sparse, as shown in figure 4.3. Therefore a

solution to the linear system of equations that minimises the DCT is likely to be

a good solution. Using compressive sampling techniques, one can both store data



Chapter 4. Compressive Imaging 58

Figure 4.3: Photograph and corresponding DCT: a) Photograph of
Glasgow skyline 1. b) DCT of the photograph showing the spatial frequencies,
where the log of the intensity in each spatial frequency is displayed. Very few
spatial frequencies contribute significantly to the image, and these are centred
around 0.

efficiently, as in JPEG compression, or by designing the sampling system effectively

can significantly reduce the number of samples needed to effectively measure the

desired signal [52, 85].

1Photo credit: Claire Aufhammer
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4.5 Optimisation of the Reconstructed Image

Reconstruction techniques utilising compressive sampling techniques have been shown

to enhance efficiency in applications requiring the exploration of a large state space,

for example in quantum state tomography [85] and more recently in quantum imag-

ing. This latter use of compressive techniques in a quantum imaging system allowed

an image to be reconstructed using single-pixel detectors. Far fewer samples than

required by the limit of the number of pixels within the image were acquired, albeit

whilst still requiring many photons per pixel [5, 15].

Our heralded images, despite the long acquisition times, have a very small (typically<

20) number of detected photons per pixel, and thus, even for a uniform transmittance

region, the difference between neighbouring pixels in the acquired images show a large

variation; a feature of the Poissonian statistics of the shot-noise. Therefore, despite

a high signal to background ratio (SBR), our images have a low signal to noise ratio

(SNR). The noise contributions in our images are, however, well-defined both in terms

of the Poissonian characteristics of photon counting and a known probability of noise

events, calculated using the photon counting methodology described in section 2.5.

As mentioned previously, real images are usually sparse in the spatial frequency

domain, meaning they contain comparatively few significant spatial frequency com-

ponents. We used the concepts of compressed sampling to utilise this sparsity to

infer an image from fewer photons than necessary in standard imaging techniques.

Here I will describe the process whereby the image data is modified to maximise the

sparsity of the contributing spatial frequencies, whilst maintaining the likelihood of

the resulting image within the bounds set by the Poissonian statistics of the original

data.

We denote the measured number of photons for each of the N image pixels to be

an integer, nj, and the fractional intensity of each pixel of the modified image to be
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Ij. Given an estimated dark count rate of ε per pixel, the Poissonian probability

distribution of measuring n photons, given a pixel intensity of I, is

P (nj; Ij) =
(Ij + ε)nje−(Ij+ε)

nj!
. (4.1)

We can therefore state the log likelihood, ln(L), of a modified image Ij, based on

data nj, to be [53]

ln (L(Ij;nj)) =
N∑
j=1

njln(Ij + ε)− (Ij + ε)− ln(nj!). (4.2)

Before any modifications, the intensity is equal to the measured values, Ij = nj.

However, we know that this data is subject to Poissonian noise, described by the

square root of the measured number of photons. This well-defined noise allows us

to modify the value of each pixel, provided it stays within the bounds set by this

noise, giving a large range of statistically plausible alternative images. Within this

range, we choose to select the image which has the sparsest discrete cosine transform

(DCT). By defining the coefficients of the spatial frequencies of the whole image as

ai we can define a measure of sparsity through the number of participating spatial

frequencies DCTp as

DCTp(Ij) =
(
∑
|ai|)2∑
|ai|2

. (4.3)

The log likelihood and DCTp are then combined as a merit function M, defined as

M = lnL(Ij, nj)− λ×DCTp(Ij) , (4.4)
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where λ is a regularisation factor defined in order to set a balance between a solution

that satisfies the recorded data and a solution that satisfies the sparsity condition.

The intensity components of the image Ij are optimised based on an iterative max-

imisation of this merit function.

Each iteration of our optimisation routine makes a random change to the intensity

value Ij of a pixel selected at random. The merit function is calculated for this

modified image, and repeated iterations are performed until the image corresponding

to a maximisation of this merit function is found. If λ is set to zero, the reconstructed

image corresponds exactly to the data recorded, whereas if λ is set to a very high

level, the reconstructed image corresponds to a uniform intensity distribution.

We used our imaging system in the GI configuration, as shown in figure 4.1-b), where

the object, the USAF test target, was placed in the heralding arm of the system

and the photons detected by the heralding detector were used to trigger the ICCD

camera. We acquired images based on the accumulation of an increasing number of

frames and hence of an increasing number of photons and optimised each image using

varying values of λ. Due to the point spread function (PSF) of the intensifier in the

ICCD and other factors discussed later in section 6.5.2, the observed resolution of

the images was worse than the pixel size on the CCD. To better match the resolving

power of our system to the pixel size in our reconstructed image and increase image

processing speed, we downsampled our image by summing over adjacent pixels. The

600× 600 pixels of the CCD were therefore processed as a 300× 300 image.

The reconstructed images, shown in figure 4.4, highlight the effect of changing the

value of λ and thus the balance between the solution that optimises the log likelihood

of the reconstructed image and participation of spatial-frequencies within the merit

function. As λ increases, the image becomes smoother due to increasing sparsity in

the spatial frequency domain, but for high values of λ the resolution is degraded.

Figure 4.4 shows the original data and images for a low-value, optimum-value and
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Figure 4.4: Reconstructed images using an increasing number of
photons and different regularisation factors: The original data for an
increasing number of photons is shown in the left hand column. The
reconstructed figures for a low, optimised and high regularisation factor are
shown in columns b)-d) respectively. With the correct choice of regularisation
factor, one can reconstruct an image of the USAF test target using only 7000
photons. Scalebar=400 µm.
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high-value of λ. The lower values of λ give images that retain the sparse characteris-

tics of the original data, whereas the high values of λ give overly smooth images with

associated loss of fine structure. The weighting factors for the central values of λ give

subjectively the best images. We see that we are able to form a reconstructed image

of the test target using an accumulated total of < 7000 photons, which corresponds

to less than 0.2 photons per image pixel.

Having established that the system can be used in conjunction with a reconstruction

technique to produce images from low numbers of photons we applied the system to

the imaging of a biological sample, in our case the wing of a household wasp. The

data from this wasp wing for both low and high photon number acquisitions along

with their reconstructed images are shown in figure 4.5. The low photon number

image comprises only 40419 detected photons over a field of view of 90,000 image

pixels, corresponding to 0.45 photons per pixel. This image has a higher number

of photons per pixel than the test target due to the greyscale nature of the object:

whereas the test target was a binary object that had sharp edges, the wasp wing was

semi-transparent leading to a greater transmission.

4.6 Image Analysis

This chapter has sought to answer the question “How many photons does it take to

form an image?”. Many images have been presented in order to answer this question,

and the evaluation of the optimum image in a set has been performed based on the

subjective analysis of a small number of image parameters. In this section I will

briefly discuss these parameters and some of the subjective decisions necessary when

evaluating images.

Recognising an object within an image of a scene is an active area of research [86–89].

There are arguably three distinctive characteristics an object must posess in order
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Figure 4.5: Reconstructed wasp wing: Raw data (left column) and
reconstructed images (right column) of a wasp wing. Image b) shows the
reconstruction of the wing using only 0.5 photons per image pixel. Scalebar=400
µm.

to be recognised as an object within a scene [88]: (a) a well-defined closed boundary

in space; (b) a different appearance from its surroundings; (c) a saliencey that gives

the object a degree of uniqueness within the image. Whilst these criteria are used to

identify an object within a standard image, they can be adapated to illuminate our

discussion of very low-light images, as presented in this thesis.

For the following discussion I will assume a binary object and an image containing

very few photons such that the distribution obeys Poissonian statistics.

One method of image analysis that would detect an object fulfilling criteria a) and b)

mentioned previously is to analyse the contrast across a cross-section of the image.
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Figure 4.6: Image analysis parameters: Images of the test target with 6966
photons, as presented in figure 4.4. The vertical cross section is the average
cross-section across the 5 columns indicated by the dotted line, and the transition
analysed is marked in red. The DCT of the cross section is shown below the
image, the red line indicates the spatial frequency of the PSF of the system. a)
Optimised image. The contrast across the transition marked in red is 0.59 and
59% of the spatial frequencies in the image fall within the threshold set by the
PSF. b) Original data. The contrast across the transition marked in red is 1 and
31% of the spatial frequencies in the image fall within the threshold set by the
PSF. c) High λ optimised data. The contrast across the transition marked in red
is 0.16 and 93% of the spatial frequencies in the image fall within the threshold
set by the PSF.
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Images of a binary object that fulfil these criteria will have a sharp transition between

the object and the background. Whilst analysing this contrast may be sufficient to

determine whether or not an object is present, it is not easy to objectively determine

the quality of an image simply using this transition. The contrast required to de-

termine when an object is present in an image is a subjective decision that is made

depending on the situation; for instance, in standard imaging one would recognise

an object in an image of a very foggy day with a much lower contrast than on a

typical summers day. However, whilst an analysis of the contrast across a transition

is a subjective measurement, it is possible to place bounds upon the measurement.

In the low-light regime, the number of photons per pixel is subject to a Poissonian

uncertainty of
√
D photons per pixel, where D is the number of measured photons. It

is therefore justifiable to assume that where the background falls within this measure-

ment uncertainty leading to a contrast of less than C = D−
√
D

D+
√
D

, this data set would

not constitute an image of an object. Whilst this represents the fundamental limit,

a more feasible limit for an optimum low-light binary image would be a transition

contrast of approximately 50%.

When analysing criteria c) above, it is instructive to consider the spatial frequencies

present within the image. As discussed in section 4.5, the noise associated with single

photon counting gives rise to high spatial frequency noise in the acquired images. It

is possible to threshold these spatial frequencies, working on the assumption that real

images contain very few, predominantly low spatial frequency components. However,

in a similar way to JPEG compression, the level of thresholding applied is a sub-

jective measure dependent on the image and the amount of information required in

the image. It is possible however to consider a minimum objective threshold. The

PSF describes the minimum resolvable feature size of an imaging system, and has

an associated spatial frequency. Therefore, it can be assumed that any real object

information is contained in a data set that has spatial frequency components less



Chapter 4. Compressive Imaging 67

than or equal to this threshold. The extreme of this criteria would require all spa-

tial frequencies to be smaller than the spatial frequency of the PSF. However this

would only apply to an image with no shot noise and would therefore no longer be

a low-light image. A more realistic bound would suggest that the image data should

contain at least 50 % of spatial frequencies below the threshold of the PSF.

Figure 4.6 shows the optimised data for 3 of the images presented previously in

figure 4.4. For each image, the contrast along a cross section of the image is analysed

and the DCT of this cross section is analysed with respect to the threshold spatial

frequency of the PSF. It is clear that when using a high value of regularising factor

λ, 93 % of the spatial frequencies present in the image are below the PSF threshold,

but the contrast across a transition is only 0.16. For the original data, there is a

very high contrast of 1 across a transition but only 31% of spatial frequencies fall

below the PSF threshold. For the optimised image, figure 4.6-a), the contrast across

a transition is 0.59 and 59% of spatial frequencies fall below the PSF threshold.

Analysing the quality of an image is a subjective question that is dependent on

many factors including the type of object being imaged, acquisition environment,

and desired information content within the image. However, it is possibly to apply

a measure of objectivity to the process by considering the contrast across a sharp

transition within the image and the contributing spatial frequencies within the image.

4.7 Conclusion

For certain imaging applications, a low photon flux is essential; for instance in covert-

imaging and biological-imaging where a high photon flux would have detrimental

effects. In this chapter I have presented an image processing technique whereby we

can utilise our heralded imaging system to acquire images using a very low number

of photons. By characterising different imaging configurations, I have shown that the
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GI imaging configuration is optimum for acquisition of low photon flux images with

low readout noise from the camera and low technological demand on the camera. I

then also described how one can exploit the natural sparsity in the spatial frequency

domain of typical images and the Poissonian nature of the acquired data to apply

image enhancement techniques that subjectively improve the quality of our images.

I showed that it is possible to retrieve an image of a USAF test target using just

7000 detected photons. These image enhancement techniques, combined with the

photon-counting, low-light imaging system, enable the reconstruction of images with

a photon number of less than one photon per pixel. As an example of low intensity

imaging of biological samples, I presented an image of a wasp wing, obtained using

the time-gated ghost imaging configuration and consisting of an average photon-per-

pixel ratio of 0.45. The use of compressive techniques to reconstruct images using

very few samples is a burgeoning area of research [5, 15, 83, 90], although this was

this first example of using these techniques to reconstruct a full-field image using

very sparse data acquired by a camera [6].

Using these statisical techniques provides an answer to the question “How many

photons does it take to form an image?”. The precise answer to this question depends

on how one determines what constitutes an image, and whilst this is inherently a

subjective decision I have presented criteria based on contrast and spatial frequencies

that provide an objective framework for image analysis. Within the context of these

criteria, in this chapter I have presented an imaging system that allows the acquisition

of images using far fewer photons than ordinarily assumed necessary.

However, whilst demonstrated using a heralded imaging system, it is clear that such

techniques could also be applied to images acquired using high efficiency cameras,

placed behind the sample in a conventional imaging setup at visible or near infrared

wavelengths. The next chapter will further investigate practical applications of the

heralded nature of this imaging system by describing an experiment which utilises
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our heralded imaging system to acquire images from very few photons at wavelengths

that are undetectable by standard cameras.



Chapter 5

Trans-spectral Imaging

5.1 Introduction

In the previous chapters I have described the development of a single-photon sensitive

heralded imaging system, through which I have sought to answer the question “How

many photons does it take to form an image”. Thus far, the presented imaging system

has used degenerate, 710 nm wavelength, photon-pairs generated through the SPDC

process. This is useful for development and demonstration purposes, but the potential

for application of such a system is limited due to ubiquitous low-light imaging systems

in the visible and near IR wavelengths. However, low-light imaging at shortwave

infrared (SWIR) wavelengths has many applications within both the technological

and biological sectors. These applications span covert security systems, the imaging of

light-sensitive biological samples and imaging within semiconductor samples/devices.

However, given that the majority of single-photon sensitive, large-format detector

arrays are silicon-based and therefore ineffective at wavelengths greater than 1 µm,

the technological difficulties with such applications are readily apparent: crafting

a camera with high quantum efficiency and low noise at infrared wavelengths is

challenging and prohibitively expensive.

70
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The SPDC process, whilst commonly used for degenerate photon pair generation,

can produce correlated photon pairs where the signal and idler photons are at vastly

different wavelengths. In this chapter I shall seek to answer the second question

raised in section 1.1: “Is it possible to image a sample with a very small number

of very low-energy photons?”. In order to do so, I shall briefly discuss previous

trans-spectral imaging systems, and then describe the heralded imaging experiment

that we developed where the down-converted photons were at 460 nm and 1.55 µm

respectively. I shall present images acquired for a range of exposure times and discuss

the amount of energy deposited on the object during the imaging process.

5.2 Background

The ability to transfer image information between two disparate wavelengths is an

interesting, if not entirely new area of research. There have been several different

approaches to achieving this, including parametric upconversion, double SPDC in-

terference systems and quantum GI.

Wavelength upconversion is a form of sum-frequency generation and is a second-order

nonlinear interaction, acting in a similar manner to down-conversion [35]. In upcon-

version, a weak infrared signal is mixed with an intense beam in a non-linear crystal

and is thus converted to a visible frequency. Demonstrations of upconversion were

achieved as far back as the 1960’s, although research into the technique was largely

abandoned around a decade later as the QE of the process proved prohibitive to

practical application [8, 91–93]. Recent years have, however, seen a resurgence in in-

terest in upconversion, with demonstrations of high-resolution images obtained using

upconversion and very efficient upconversion processes [94–97]. There is, however,

a trade-off between efficiency and resolution in the upconversion process. In order

to have a highly efficient upconversion process, long non-linear crystals are required.
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However, the spatial bandwidth of the imaging system is inversely proportional to

the length of the crystal, and so a longer crystal limits the resolution of the acquired

images. These systems have therefore limited utility when wishing to obtain high

resolution images with a very small number of infrared photons.

In 2014 an ingenious approach to imaging by transforming the wavelength between

the illumination and recording light was demonstrated [36], based on induced coher-

ence without induced emission [19]. In that work a combination of two separated

SPDC sources was configured such that their infrared idler outputs overlapped and

could no longer be distinguished. The object was placed in the idler path between

the SPDC sources while an interferometer was formed using the two correspond-

ing visible signal outputs from the SPDC sources. Whenever the object introduced

absorption in the idler, the source of the idler became distinguishable and the inter-

ference between the signal beams changed such that a visible image was formed at

the interferometer output. However, the photon flux in such a system needed to be

maintained at a modest level such that the image was detectable with a low-light

camera.

Traditional quantum GI systems using a non-degenerate SPDC source have also been

proposed. In these systems the object is probed with an IR photon and a scanning

fibre detects the correlated visible photon. As in standard GI systems, the image

information is contained in the coincidence measurements between the two detections

[98–100]. This has been demonstrated for a probe photon at 1550 nm and correlated

photon at 810 nm [37]. However, as with the standard GI system, the reliance on

a scanning detector limits the detection efficiency to a maximum of 1/N , thus also

limiting the practicality of such a system.

We used the same heralded imaging system described previously in this thesis, but

replaced our source with a non-degenerate SPDC source, producing correlated pho-

tons at 460 nm and 1.55 µm. The combination of the full FOV heralded imaging
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system and illumination of the sample with very low numbers of infrared photons

allowed for the acquisition of an image with very few low-energy photons. Thus the

imaging system presented in this chapter is the first trans-wavelength imaging system

that has the potential to acquire images with a very small energy deposition in the

sample. This provides a positive answer to the question raised at the beginning of

this thesis, and restated at the beginning of this chapter: “Is it possible to image a

sample with a very small number of very low-energy photons?”

5.3 Experimental Setup

The heralded imaging system used for trans-spectral imaging, shown in figure 5.1,

shares many important characteristics with the system described in section 2. How-

ever, within this framework the differing wavelengths necessitated various changes,

which I shall describe here.

The 50/50 beam splitter was replaced by a cold mirror, a dichroic mirror that reflects

incident light at λ / 700 nm and transmits longer wavelengths, with ≈ 95% reflec-

tion at 460 nm and ≈ 90% transmission at 1.55 µm. There are two main types of

single-pixel detectors at SWIR wavelengths, as described previously in section 2.2.3

- InGaAs/InP SPAD’s or SNSPD’s. The images shown in this chapter were acquired

using the InGaAs/InP SPAD, but the system was designed such that both detectors

could be used interchangeably, and a comparison between the detector types and

corresponding acquired images will be presented in section 6.7.1.

In the experiment described in chapter 2, both the camera and heralding arms of the

system had a magnification of M=3. However, in order to couple the maximum pos-

sible signal into the smaller aperture of the heralding detector in this non-degenerate

system, we changed the magnification in both arms of the system such that the mag-

nification from the BBO crystal to the sample was Mcs = −1/2, from the sample
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Figure 5.1: Full experimental setup for trans-spectral imaging: The 460
nm and 1.55 µm photons were split at a cold mirror. The IR photons probed the
sample, with the transmitted photons detected by the InGaAs/InP SPAD. The
visible photons passed through a 25.2 m delay line before being detected by the
ICCD.

to the detector was Msd = −1/10, and from the crystal to the ICCD was Mcc = 5,

giving a total magnification from the sample to the ICCD of M = −10. This enabled

the imaging of samples on microscopic length scales.

The electronic delay associated with the IR detectors was longer than that from the

SPAD used in the degenerate system. To compensate for this we extended the delay

line in the system from the 22 m used in the degenerate system to 25.2 m. This

was predominantly achieved by increasing the number of telescopic imaging systems

within the double-pass telescopic imaging line from 4 to 5, as shown in figure 5.1, the

full experimental system for this chapter.
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5.4 Image Acquisition

To illustrate the trans-spectral capabilities of our system we used two samples formed

from a polished silicon wafer onto which was written a microscopic gold test pattern

(created by electron beam lithography, electron beam deposition and lift off at the

James Watt Nanofabrication Centre by Robert Kirkwood), shown in figure 5.2. The

refractive index of silicon is ≈ 3.5 [101], which is significant when considering the

signal detected by the heralding detector. The reflection at a refractive index step

change is described by

R =

∣∣∣∣n1 − n2

n1 + n2

∣∣∣∣2 ,
where n1(2) is the refractive index of the material on each side of the boundary.

At each boundary between air (n ≈ 1) and silicon therefore ∼ 30% of the light is

reflected, giving an overall transmission through the silicon of ∼ 50%. This loss due

to reflection can be minimised with the application of an anti-reflection (AR) coating.

By way of comparison, we had the chip in figure 5.2-b) AR coated for 1.55 µm, while

the chip in figure 5.2-a) was uncoated.

The Greek letters on the chip have a height of 120 µm surrounded by a framing

box of width 160 µm. This is within the 250 µm FOV of the heralding detector.

At 1.55 µm the silicon is transparent whereas the gold is not. This means that any

residual λ ∼ 460 nm signal photons that are in the idler path will be fully absorbed

by the silicon substrate and therefore cannot trigger the heralding detector. In a

similar fashion, any λ ∼ 1.55 µm light in the signal path will not be detectable by

the ICCD camera as it lies outwith the detection bandwidth of the photocathode of

the intensifier.
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Figure 5.2: Microscope images of gold deposited silicon wafers: The
yellow colour is gold, deposited onto a polished silicon wafer. The length of the
boundary square is 160 µm. Chip a) was uncoated and chip b) was anti-reflection
coated for 1.55 µm.

The ICCD camera was operated in external trigger mode as described in section

2.2.2, with an intensifier gate width of 10 ns. The exposure time per frame was 0.1

s and the pump laser was attenuated such that the trigger rate from the SPAD was

≈ 10 kHz. The SPAD was run using the settings described in section 2.2.3.

5.5 Results

In order to determine the minimum number of photons, and corresponding minimum

exposure time, required to acquire an image using the trans-spectral imaging system,

we summed an increasing number of frames acquired using our photon counting

methodology, as outlined in section 2.5. Figure 5.3, shows the resulting images for

exposure times of between 30 s and 10 minutes. It is clear that an image starts

to appear after just 8500 detected photons, whilst the clarity of the image improves
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Figure 5.3: Image of the letters IR with an increasing number of
photons: An image of the letters IR, shown in figure 5.2, for an increasing
number of photons. The images were acquired for, from a)-e) respectively, 30 s,
60 s, 120 s, 300 s and 600 s.

with time as the higher number of photons detected in the image mitigates shot noise

effects.

The spatial resolution of our system was calculated by imaging the squares shown in

5.2, with side lengths of 10 µm, 20 µm and 50 µm respectively. The acquired images

are shown in figure 5.4. The deconvolution of the sharp transition between the gold

and silicon squares with a step function results in a PSF with a 2σ width of 18 µm at

the plane of the object. This is illustrated by figures 5.4-b) and c), where the 20 µm

squares are faintly visible above a high background and there are no distinguishable

features in the image of the 10 µm squares.

The high noise in the short exposure images resulting from the discrete counting of

photons makes rigorous analysis of such images challenging. To overcome this we

acquired a long, 30 min, exposure of the silicon λ and gold IR depicted in figure

5.2. These images and cross-sections, shown in figure 5.5, were used to calculate

the contrast of the acquired trans-spectral heralded images. Using the definition
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of contrast in equation (3.3), the contrast of the images was determined to ∼ 70%,

where the maximum and minimum intensities were measured along the cross-sections

shown.

As mentioned previously, the change in refractive index at the boundary of the object

results in only 50 % transmission of the IR photons. In order to compare the effect

this loss of signal has on the acquired heralded images, we acquired 5 min exposure

images of an uncoated gold bass clef symbol and silicon camera symbol, and an AR

coated gold π and silicon Ψ, shown in figure 5.6. It can be seen that there is very little

difference in contrast between the images of the AR coated and uncoated objects.

The trigger rates from the heralding detector for the AR coated and uncoated objects

were 10000 Hz and 8000 Hz respectively, and there is a corresponding slight increase in

the total number of photons in the image of the AR coated object. The difference is,

however, not unduly noteworthy, due predominantly to the difference in transmission

area of each object.

In all the analysis of the images presented thus far in this thesis, I have considered

the number of photons in the acquired image. However, when considering low-light

imaging, the number of photons detected by the camera is not the most pressing

consideration. Rather, the important characteristic is the number of photons incident

on the sample in the duration of the acquisition. I calculated this by measuring the

number of photons detected by the heralding detector with no object present. Given

the detection efficiency of this heralding detector, I inferred the number of infrared

photons at the plane of the sample within the boundary box of the object to be

2 × 105 per second. This photon flux corresponded to an illumination power of 25

fW, and an energy deposition on the sample of approximately 40 pJ cm−2 s−1. The

images in figure 5.7 were acquired for 30 s, 2 mins and 10 mins respectively, and

thus the total energy deposition on the sample within the boundary box was 800 fJ,

3 pJ and 15 pJ respectively. There is an obvious trade-off between a long exposure
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Figure 5.4: Resolution test: Squares of size 50 µm, 20 µm and 10 µm with
associated cross sections. The spatial resolution of the system was calculated by
deconvolving the transition in the cross section of the image of the 50 µm with a
step function. The PSF of 18 µm (2σ) is highlighted by the low visibility 20 µm
squares and indistinguishable 10 µm squares. The cross-sections are an average of
the 5 rows surrounding the white dotted line in the image.
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Figure 5.5: Long exposure trans-spectral images: 30 min acquisitions of
a) a silicon λ on a gold background and b) a gold IR on a silicon background.
The normalised cross-sections are the average intensity of the 10 pixels centred
along the dotted line. The images have a contrast of ∼ 70%.

time resulting in high image quality, and a shorter exposure time and lower energy

deposition, but lower quality images. However, whilst the total energy deposition in

the sample is very low, the relatively long image acquisition times in our system still

limit potential live-cell imaging applications.

5.6 Conclusion

In section 1.1, I raised the question “Is it possible to image a sample with a very

small number of very low-energy photons?” In this chapter I have gone some way

to answering this question by demonstrating that it is possible to obtain microscope

images from visible photons at 460 nm, by illuminating the sample with position-

correlated infrared photons at 1.55 µm.
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Figure 5.6: Comparison of images acquired using an uncoated and an
anti-reflection coated silicon chip: Images from an a) uncoated and b)
anti-reflection coated silicon chip.
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Figure 5.7: Images with a very small energy deposition on the sample:
Images for 30 s, 2 mins and 10 mins exposures, corresponding to energy
deposition on the sample of 800 fJ, 3 pJ and 15 pJ.

This system demonstrates that is possible to image a sample with energy depositions

of several orders of magnitude less than typically used in live-cell imaging. Whilst this

provides a positive answer to the question posed, the long acquisition times needed

to acquire the images still suggest a practical application is some way off. Due to the

heralded nature of the system, it is not possible to simply increase the illumination

power to acquire an image, and any improvement on the system must therefore

come from decreasing the inefficiencies currently present within the system. In the

next chapter I shall discuss the origins of these inefficiencies, and the corresponding

influence on the acquisition time and resolution of the acquired images.
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Detector Design

6.1 Introduction

The experiments presented thus far in chapters 3, 4 and 5 have all used multimode

single-pixel heralding detectors. Multimode detectors, in order to have the capacity

to detect many orthogonal modes, have a large FOV and NA. Detecting many modes

clearly allows for a greater collection efficiency and thus enables a higher trigger rate.

However, what is not immediately clear is whether or not a single mode heralding

detector can be used for imaging, and what effect the FOV and NA of the heralding

detector has on the efficiency and contrast of the acquired heralded images.

In this chapter I shall discuss aspects of heralding detector design with reference

to images acquired for each detector type. I shall investigate interference effects,

the resolution and contrast of the heralded images acquired on the camera and the

influence of the heralding detector on the contributions to the camera readout.

83
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6.2 Comparison of Single and Multimode Detec-

tors

The modal bandwidth of the heralding detector is set by the input facet to the

detector. In fibre-coupled detectors this may be limited by the collection optics or the

fibre properties and in free space detectors is ordinarily limited by the input window

to the detection area. By definition, only photons in the fundamental Gaussian mode

are able to couple to a single mode detector whereas multimode detectors detect many

different spatial modes - the number being dependent on the aperture size and NA

of the detector. The NA of an optical component describes the maximum angle of

incidence for which the beam is able to be detected and further propagated through

the system. The NA of a fibre is determined by the step change in refractive index

between the core and cladding within the fibre, given as

NAfibre =
1

n0

√
n2
core − n2

cladding (6.1)

where n0 is the refractive index of the medium around the fibre. Typical values for

NA and FOV of a single mode fibre at 710 nm are NA = 0.1 and dcore = 5 µm,

whereas multimode fibres typically have NA > 0.22 and dcore > 50 µm.

In free space optics the NA is defined as the sine of the half angle of collection of the

optics. In the small angle approximation the NA for a lens is thus defined as

NAlens =
rlens
f

(6.2)

where rlens and f are the radius and focal length of the optic respectively.
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6.3 Theory of Heralded Single Mode Detection

The mathematical description of heralded imaging provided in section 1.5.1 consid-

ered a multimode heralding detector in the object arm. I shall now adapt this theory

to describe the detected state at the camera when using a single mode heralding

detector.

The state detected by the multimode heralding detector, derived in equation (1.11),

is |φ1〉 =
∫
dη1g1(η1)|η1〉. However, the single mode detector only detects those

photons which, after diffraction by the aperture function, are in the fundamental

Gaussian mode, TEM00. This change in modal composition within the detected

state is expressed mathematically by replacing, g1(η1), the expression representing

the transfer function for all spatial modes present in the beam, with s1(η1), a subset

of g1(η1) which represents the transfer function for only the fundamental mode within

the beam. The state detected by the single mode detector is therefore expressed as

|φ1〉 =

∫
dη1s1(η1)|η1〉 . (6.3)

The coincidence measurement, rather than being across all spatial modes, detects only

those photons at the camera that are correlated with photons that were diffracted

into the fundamental mode and detected by the heralding detector. This limits the

state detected by the coincidence measurement to

Pi = |〈φ1|〈φi
2|Ψ1,2〉|2 =

∫∫
dη1dη2Ψ(η1,η2)s

∗
1(η1)f

∗
i (η2) , (6.4)

where Ψ(η1,η2) is the transverse wavefunction of the down-converted photons, de-

scribed by equation (1.10).
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Despite the multimode nature of the ICCD, the coincidence image acquired is much

smaller than the full FOV of the imaging system due to the restriction on the FOV

imposed on the coincidence measurement by the heralding detector. The single mode

restriction at the heralding detector not only results in a much lower collection ef-

ficiency over a smaller area, but also changes the coincidence state detected at the

camera from a mixed state to a pure state. When considered according to the AWP,

this is modelled by replacing the incoherent source with a source displaying coherence.

Whilst it is possible to acquire an image using both source types, it is critical to have

a coherent source if one wishes to measure a diffraction pattern. The different spatial

modes in the multimode case interfere and so effectively wash out any interference

pattern, whereas in the single mode case it is possible to obtain a heralded image of

the diffraction pattern. In this chapter I shall discuss the full ramifications of single

and multimode heralding detection in terms of imaging capabilities and resolution of

the acquired images.

6.4 Imaging and Diffraction

The experimental apparatus and methodology used to investigate the effect of mul-

timode and single mode heralding detectors on the heralded images and diffraction

patterns largely follows that described previously in section 3.3, with the following

minor modifications. Rather than using the interchangeable lens system between the

BBO crystal and the BS, an interchangeable lens system was placed after the delay

line to re-image or to Fourier transform the down-converted field at the output plane

of the delay onto the ICCD. The transformation from the SPDC source to the ICCD

was therefore characterised either by an imaging system with magnification M = 3

or a Fourier system with an effective focal length of fe ≈ 167mm. We also replaced
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Figure 6.1: Imaging and diffraction experimental setup: An
interchangeable lens system was placed after the delay line before the camera.
Lenses 1 and 3 Fourier transformed the output of the delay onto the camera, such
that the camera was in the far-field of the object. Lens 2 imaged the object onto
the plane of the ICCD. The object was displayed on a spatial light modulator
(SLM).

the object with a spatial light modulator (SLM) which displayed a binary intensity

object. The reduced experimental setup is shown in figure 6.1.

Our SLM was a LCOS-SLM from Hamamatsu with an array of 600 × 800 pixels of

pitch 20 µm. SLM’s use liquid crystals which can be individually addressed with a

voltage, causing them to rotate. This rotation can be used to imprint any arbritrary

phase or amplitude modulation onto the impinging light field. In order to investigate

imaging and diffraction effects, we programmed the SLM to produce an amplitude

modulation with the shape of a chess board, i. e. a pattern of alternate opaque and

transparent squares. The aperture function A(ηo) associated with this modulation

assumed only the values “0” or “1”, such that A2 = A = A?. The side length of each

square was 300 µm, corresponding to 15 pixels of the SLM.
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6.4.1 Results

We used four different configurations in order to fully characterise the system: single

mode or multimode heralding detector, with the ICCD in either the image plane or

far-field of the object for both heralding detector types. We used the same trigger

mechanism and image acquisition settings as those used in chapter 3. The trigger

rate of the ICCD when using the single mode heralding detector was 1.3 kHz where

as the trigger rate when using the multimode heralding detector was 104.7 kHz. In

both instances the dark count rate from the SPAD was ≈ 1 kHz.

We worked with a ROI on the ICCD comprising 600 × 600 pixels, giving a FOV of

(7.8 × 7.8) mm2. Figure 6.2 shows the resulting images acquired using the single

mode and multimode heralding detectors. Horizontal cross-sections of the acquired

images are shown in figure 6.3. The strip over which the cross-sections were taken is

displayed over the top of each, and consists of the average of the 20 central rows for

the images taken in the image plane and the 120 central rows for the images taken

in the far-field. It is clear from the images that it is possible to acquire an image of

the object with either a single mode or multimode heralding detector, albeit with a

marked difference in imaging efficiency. It is also clear from the cross-sections in figure

6.3 that despite the difference in imaging efficiency, the contrast in the multimode

and single mode images is the same, ≈ 75%. However, it is only possible to obtain

a diffraction pattern of the chess board pattern when using a single mode heralding

detector, due to the requirement for coherence in the detected coincidence state.

I shall now discuss the aspects of the imaging system which affect the resolution,

contrast and detection efficiency of the acquired heralded images, with reference to

both single mode and multimode heralding detectors.
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Figure 6.2: Images and diffraction pattern obtained using single and
multimode heralding detectors: The images (left hand column) and
diffraction patterns (right hand column) of the object using single mode (top
row) and multimode (bottom row) heralding detectors. Whilst both detectors can
be used to acquire an image, albeit with differing efficiencies, only the single
mode detector enables the acquisition of the diffraction pattern. This is due to
the requirement for coherence within the detected coincidence state.
Scalebar=1.3 mm.



Chapter 6. Detector Design 90

Figure 6.3: Cross-sections of the images and diffraction patterns for
single and multimode detectors: The contrast and resolution in the images
(left hand column) obtained with single and multimode detectors is comparable.
The diffraction pattern obtained using a single mode heralding detector has a
high contrast whereas the image obtained with the ICCD in the far-field of the
multimode heralding detector has no internal structure beyond that of the
down-converted field.

6.5 Discussions on Contrast and Resolution

There are several factors which determine the resolution of the acquired images on

the ICCD. These factors rely on the characteristics of 3 parts of our system: The

source, the detectors and the relay optics. In the following section, I shall describe

the influence each of these components has on the acquired heralded image and how

they combine to give the overall image resolution. In the first instance, the strength
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of the correlations and the correlation length between the down-converted photons

will be discussed. I shall then look at the heralding detector and compare single

and multimode detection with regard to modal composition and then discuss the

limiting factors of the detection mechanism within the ICCD. I will show that whilst

the source places fundamental limitations on the resolving power of our system, the

resolution of the acquired image is often limited by the relay optics and ICCD camera.

6.5.1 Source characteristics

The strength of the correlations between the photons in the down-converted pho-

ton pairs not only allows the acquisition of high-resolution, high-contrast heralded

images in both the image plane and far-field of our source, as shown in chapter 3,

but also places a fundamental limit on the resolution of the imaging system. The

degree to which the measured position of the visible signal photon recorded by the

ICCD camera corresponds to that of the idler probe photon is set by the width of

the correlations between the twin photons, a function of the phase-matching within

the SPDC process. This correlation length can be estimated from the two-photon

wave function, equation (3.1). As mentioned, in that equation σ± are the standard

deviations of two Gaussian functions that describe the strength of the position and

momentum correlations respectively. The strength of the momentum correlations be-

tween the down-converted photons is described by σ−1+ , the inverse of the transverse

width of the pump beam. However, given that the imaging experiments presented in

this thesis predominantly have the object and ICCD in an image plane of the crys-

tal, it is thus the width of the position correlation between the twin down-converted

photons that fundamentally determines the resolution of the imaging system. This

length at the plane of the object is described by σ− [71] and is calculated according

to
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σ− ≈M

√
αL

kp
, (6.5)

where α is an adjustment constant taken to be 0.455 such that the sinc function

in the phase-matching term can approximated by a Gaussian [71, 102] and M is

the magnification between the crystal and the imaging plane. For the experiment

described above in section 6.4.1, the correlation length is σ− = 8.8 µm. Whilst

this is the fundamental limit to the resolution of the system, it is clear that this

number is lower than the acquired resolution in the imaging experiments presented

thus far, suggesting the detectors and relay optics play a limiting role in determining

the resolution of the imaging system.

6.5.2 Relay optics and detectors

The size of resolvable feature in the imaging system can never be smaller than the

size of the mode generated in the SPDC process. However, a more obvious limiting

factor to the resolution of the acquired images is the relay optics and imaging detector.

Imaging systems can be characterised by a PSF, a function that describes the response

of the system to an infinitely small point source. An acquired image can thus be

described as the convolution between the object being imaged and the PSF,

I(x, y) = O(x, y) ∗ PSF (x, y) . (6.6)

The PSF is ordinarily described by a Gaussian function, the width of which is de-

termined by the imaging optics. In our imaging systems, I calculated the PSF by

deconvolving a sharp binary transition in the image with a step function, giving a
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Figure 6.4: Multi-pixel islands on the ICCD: Due to blooming effects in
the intensifier, each photo-detection appears on the camera as a multi-pixel
island, as shown in the enlarged section of the single mode diffraction pattern.

Gaussian described by a standard deviation, σPSF , which is used to describe the res-

olution of our imaging system. The PSF of the system described in section 6.4.1 is

σ = 38 µm at the plane of the BBO crystal.

The PSF in the camera arm of the system is a function of the optics used in the delay

arm, and the intensifier of the ICCD. The photo-detections on the CCD chip of an

ICCD happen after the amplification of the input photons on the intensifier. This

amplification process spreads the signal resulting from a single photon over neigh-

bouring pixels on the CCD chip, reducing the resolution of the detection mechanism.

Thus whilst the size of the pixel on the ICCD is (13 µm)2, the actual resolution of

the camera is more readily approximated as an “island” with a 2 × 2 pixel extent,

as shown in figure 6.4 [103]. The effect of this blooming in the intensifier on the

resolution can be reduced by suitable magnification of the down-converted beam in

the camera arm.
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6.5.3 Modal bandwidth of the heralding arm

The correlation length of the generated down-converted photons and the PSF of the

imaging system sets the resolution of the imaging system. However, the relay optics

and choice of single-pixel detector in the heralding arm can limit the modal capacity of

the system, in turn limiting the FOV and detection efficiency of the imaging system.

The modal capacity of a system is quantified by the optical etendue of the imaging

system [104], defined as

N ≡ AΩ

λ2
(6.7)

where A is the effective area of the source and Ω is the effective solid opening angle,

proportional to α, the emission angle of the source in equation (1.8).

For the above experiment, working in a near-collinear regime set a maximum emission

angle of ≈ 0.01 rad from the BBO crystal. The effective area of the source was set

by the waist of the pump beam, 1.5 mm FWHM. For maximum collection efficiency

at both detectors, the relay optics and heralding detector must be selected such that

the system has a greater etendue than the source at all points.

Assuming relay optics which fulfil this criteria, the choice of single-pixel detector

becomes the limiting factor in the heralding arm. The down-conversion source used

in the imaging system is clearly multimode, with associated etendue. As such the

etendue of a single mode heralding detector will always be less than that of the

source, with corresponding impairment of collection efficiency. The correct choice of

multimode detector allows etendue matching throughout the heralding arm and thus

removes this fundamental limit to efficiency.
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An estimation of the coupling efficiency of the heralding arm can be calculated as the

ratio between the number of modes generated at the source and the modal capacity

of the detector. As a trivial approximation, the number of modes in the source is the

square of the ratio between the correlation width of the down-converted photons and

the waist of the pump beam. Approximating the detector with a square collection

area of size D, the modal capacity of the heralding detector can be estimated as

MD ≈
(

2NA×D
λ

)2

. (6.8)

Using the above approximations, the multimode detector in the above experiment

had a collection efficiency of ∼ 50 times that of the single mode detector. This is

evident in figure 6.2 and figure 6.3. One sees that the number of photons in the

multimode image of the chess board is ∼ 50 times that of the number of photons

in the single mode image, but one also sees that the resolution and contrast in both

images are comparable.

When considering the question raised in section 1.1, “Is it possible to image a sample

with a very small number of very low-energy photons?”, it is clear from the above

argument that, when considering position-correlated heralding imaging, a large mul-

timode heralding detector is advantageous. It is only when considering imaging

applications that require a coherent source, i. e. phase imaging [53, 105] or diffractive

effects as shown in section 6.4.1, that using a single mode heralding detector becomes

appealing.

6.6 Camera Readout

In previous chapters I have made passing mention of the various background contri-

butions in the images, and discussed how to remove some of these in section 2.5. In
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this section I will detail the components of the readout from the camera and discuss

how to maximise the SBR of the acquired images.

The camera is gated by a trigger signal from the heralding detector, and the signal is

read out after a certain exposure time, ordinarily 2−3 seconds as discussed in section

2.2.2. The gating time is short (several ns) in order to detect only the correlated

photon. This short gating time not only reduces much unwanted noise from the

surroundings, but makes each contribution to the camera readout signal quantifiable.

The gate of the intensifier is fired for each detection at the heralding detector, and

this heralding signal per second is described by

SHD =
U∑
x

V∑
y

gx,yηHANsec , (6.9)

where U(V ) is the number of pixels in x(y), g is the transfer function of the down-

converted field from the crystal to the detector, including the relay optics and object

transmission function, ηHA is the detection efficiency of the heralding arm, including

the relay optics and detector efficiencies and Nsec is the average number of down-

converted photon pairs generated per second.

The total readout signal from the ICCD camera per second summed over all pixels

consists of 4 terms: 1 signal term and 3 noise terms. The signal term is described by

Ssignal = SHD(P (Npul, 1)×R)ηHE , (6.10)

where P (Npul, 1) is the Poissonian probability of one down-converted pair per pulse

given an average number of pairs generated per pulse, Npul, R is the repetition rate

of the laser, and ηHE is the heralding efficiency of the system.
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Figure 6.5: The effect of increasing pump power on the noise in
heralded images: Images obtained using a) attenuated by a factor of 3 and b)
full pump power. The image in b) has a much lower SBR as a result of detecting
uncorrelated photons generated through double pair production in the SPDC
process.

The first noise term arises from the probability of detecting an uncorrelated photon

due to double pair production in one pulse, given by

Sdouble = SHD(P (Npul, 2)×R)ηCA , (6.11)

where P (Npul, 2) is the Poissonian probability of 2 down-converted pairs per pulse and

ηCA is the detection efficiency of the camera arm. This noise contribution is illustrated

in figure 6.5, where the image on the left is attenuated to reduce the probability of

double pair production, and the image on the right is the image obtained using the

full pump power.

The heralding detector also triggers the intensifier of the camera with each dark

count, leading to the detection of uncorrelated photons being detected during these

trigger windows. This noise term is given by
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SDC = DC(τ ×R)Npul , (6.12)

where DC is the number of dark counts from the heralding detector and τ is the gate

width of intensifier. The final noise term is independent of the trigger rate of the

heralding detector and is the probability of registering a false count from read-out

noise on the camera. This probability can be calculated within the photon counting

methodology described in section 2.5, and is given by

SRN = (N ×M)ξ , (6.13)

where ξ is the probability of a read-out noise count per pixel. Figure 6.6-a) demon-

strates this noise contribution by showing the total number of photons in an image

of a λ for different threshold values, and also the total number of photons once the

noise events, calculated from the noise probability per pixel, have been subtracted.

It is clear that the acquired images, when using a low threshold in the photon count-

ing methodology, have a substantial noise contribution. However, for high threshold

values the effect of camera read-out noise becomes negligible. Sample images of the

λ for a threshold of 20, 40 and 60 are displayed in figure 6.6-b)-d) with associated

cross-sections. Whilst the lower threshold image is clearly noisier, the contrast in the

two higher threshold images is comparable. There is however a noticeable decrease

in the number of photons detected in the threshold of 60 image and it is therefore

important that not too high a threshold is set so as to avoid the unecessary discarding

of real photons in the image.

By combining these terms, I derive a total readout per second from the camera,

summed over all pixels,
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Figure 6.6: The effect of changing the photon counting threshold on
the noise in heralded images: a) The summed total number of photons in the
heralded image and number of photons in the heralded image after subtracting
the number of noise photons calculated using the noise probability per pixel.
b)-d) Images obtained for threshold values of b) 20, c) 40 and d) 60. The noise
decreases significantly up to a threshold value of approximately 30, care must be
taken not to set too high a threshold so as to avoid unnecessarily discarding real
photo-events in the acquired image. For the data shown here, the optimum
threshold is 40.
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S = Ssignal + Sdouble + SDC + SRN . (6.14)

From equation (6.14), one can describe the SBR of the acquired image,

SBR =
Ssignal

Sdouble + SDC + SRN

=
SHD(P (Npul, 1)×R)ηHE

SHD(P (Npul, 2)×R)ηCA +DC(τ ×R)Npul + (N ×M)ξ

(6.15)

By careful choice of parameters within each experiment, it is possible to reduce the

noise terms in equation 6.15, thus maximising the SBR per frame.

In order to minimise double pair generation per pulse (equation (6.11)), it is impor-

tant to ensure Npul < 1, i. e. there are fewer than one down-converted photon pairs

generated per pump laser pulse. SPDC is a non-linear process, and so the number of

down-converted photons generated scales with the square of the power of the pump

beam [106]. Assuming degenerate SPDC, the maximum power conversion from pump

frequency, ω, to down-converted pair frequency, 2ω, is given by

P (2ω)

P (ω)
= 1.068

(
128π2ω3

1d
2
effL

c4n1n2

)
P (ω) (6.16)

where deff is the optical non-linear coefficient of the BBO crystal, L is the length

of the crystal, n1(2) are the refractive indices of the BBO crystal for pump (1) and

signal (2) frequencies respectively.

Using equation (6.16), one can calculate the average number of down-conversion

photons per second, and it is therefore trivial to determine the average number of

down-converted photons per pulse of the pump laser. In the single photon regime,

Poissonian statistics are used to calculate the probabilities associated with generating
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k photon-pairs per pulse, based on an average number of down-converted photon pairs

per pulse, Npul.

P (k,Npul) =
N k

pule
−k

k!
, (6.17)

where k is the desired number of photons and Npul is the average number of down-

converted photon pairs generated per pump laser pulse. We attenuate the power

of the pump laser such that the average number of down-converted pairs produced

per pump laser pulse is small enough that the probability of generating two down-

conversion pairs per pulse is negligible.

The probability of a false detection arising from read-out noise on the camera, ξ,

is determined by the photon counting methodology presented in section 2.5, and is

typically of order 10−4 per pixel. The dark counts from the heralding detector are

detector dependent. Typical values however are ∼ 1000 Hz for a SPAD and ∼ 50 Hz

for a SNSPD.

6.7 Trans-spectral Imaging with Single Mode and

Multimode Heralding Detectors

The trans-spectral images presented in section 5.5 were acquired using a multimode

SPAD as the heralding detector. We also performed this experiment using a single

mode fibre-coupled SNSPD. I shall now briefly discuss the differences between these

detectors, with associated results.
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6.7.1 Comparison of detector types

There are advantages and disadvantages to using either an SNSPD and a SPAD

for SWIR single photon detection, related to the detection mechanisms described in

section 2.2.3.

The nature of the superconducting transition and the biasing of SNSPDs mean they

are very sensitive to fluctuations in the ground of the system and thus fluctuations

in the power supply to the lab can arbitrarily lead to large spikes in the dark counts

from the detector. However, the bias can be controlled such that the dark count rate

is minimal - ∼ 50 Hz for our experiment - and the dead time of the detector is only of

order pico-seconds with no possibility of double-pulsing, the phenomemon whereby

the pulse from the detected photon also gives an output signal. These allow very fast

photo-detection with a minimal probability of dark count detection.

In contrast, the InGaAs/InP SPAD is much easier to use as it is not so dependent

on a perfectly stable power supply and does not require bulky compressors and other

apparatus to cool it to superconducting temperatures. However, the dead time and

trigger rate must be carefully controlled so as to avoid potential double-pulsing, and

this dead time places a fundamental limit to the number of detections which can be

made per second. The SPAD also has a much higher dark count rate, > 1kHz, which

leads to a higher background signal in the images on the camera, as described in

section 6.6.

Figure 6.7 shows a direct comparison between the image of the λ acquired using

the multimode SPAD as heralding detector, and the image acquired using the single

mode fibre-coupled SNSPD. It is clear that the FOV using the single mode detector is

smaller, as is the overall efficiency - the multimode image has five times more photons

across the wider FOV. The resolution in the single mode image is also noticeably less

than the resolution in the multimode image.
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Figure 6.7: Trans-spectral images using single and multimode
heralding detectors: Images obtained using a multimode (left) and single
mode (right) heralding detector. The efficiency of the imaging system is greatly
improved by using a multimode heralding detector. The difference in resolution
between the two images is an experimental defect resulting from poor alignment
due to very low signal.

The modal capacity of the heralding detector does not have an affect on the acquired

resolution of the images, as shown previously in figure 6.2. Rather the difference

in resolution between the two images in figure 6.7 is a consequence of the relative

detection efficiencies and thus usability of each detector. When using the single

mode heralding detector it was much harder to detect a meaningful level of signal,

particularly when dramatically attenuating the pump laser in order to reduce double

down-converted pair generation within one pump pulse. This made it very hard to

align and image the object at precisely the correct focus.

The experiment was initially performed using the single mode heralding detector,

and a further consequence of changing heralding detector to a multimode detector

was the realisation of the possible resolution of the system. Initial tests when using
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the single mode detector suggested a resolution limited to that shown in figure 6.7-

b). However, the increased efficiency and signal when using the multimode heralding

detector highlighted the achievable resolution of the system. In view of this, and

in order to circumvent the need to acquire large amounts of data before evaluating

the focus of the image, we built an alignment “spotter” using a standard CCD and

white light illumination. Viewing the sample on this spotter enabled the quick and

easy alignment of the object such that it was no longer necessary to wait for an

accumulated image to see the precise alignment in all 3 dimensions.

The PSF of the trans-wavelength system, determined by analysing the sharp transi-

sition between the gold boundary of the sample and the silicon internal box on the

image of the λ, figure 6.7, was 2σ = 18 µm at the sample plane. By considering this

PSF and the size of our sample we calculate that our acquired images in chapter 5

contain ∼ 9 effective pixels within the boundary box in each transverse direction.

6.8 Conclusion

As described in this chapter, there are many diverse elements to the heralded imaging

system presented in this thesis, all of which contribute in some measure to the resolu-

tion, contrast and efficiency of the acquired images. In this chapter I have discussed

the influence of the heralding detector on the acquired images, discussing the superi-

ority of multimode detection when imaging a transmissive object, but acknowledging

the requirement of single mode detection when wishing to image phase objects or

diffraction patterns. I have also presented an analysis of the resolution of the system

and the various contributions to the data acquired on the camera. Optimisation of

each of the factors discussed in this chapter allows efficient acquisition of low photon

flux heralded images.
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Discussion and Conclusion

7.1 Discussion

At the beginning of this thesis I posed two questions:

- “How many photons does it take to form an image?”

- “Is it possible to image a sample with a very small number of very low-energy

photons?”.

In order to answer these questions, my colleagues and I developed a heralded quan-

tum imaging system. This system, described in chapter 2, used an ICCD camera

to obtain images of an object with very few photons, none of which had themselves

interacted with the object. It did this by exploiting the strong spatial correlations

between the twin photons generated through the SPDC process. One of these pho-

tons probed the object and was detected by a single-pixel heralding detector. The

signal from this heralding detector triggered the intensifier of the ICCD to detect the

correlated photon. The high sensitivity and short gating time of the camera allowed

the acquisition of images with a very small number of photons and a low background

signal. The use of a camera allowed the detection of the photons across the full image

105
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scene simultaneously and thus enabled the acquisition of images with a significantly

higher detection efficiency than previous scanning imaging systems.

High-sensitivity, multi-megapixel cameras typically acquire images containing many

millions of photons. However, one can imagine several scenarios where imaging using

very small numbers of photons would be beneficial, for instance in covert imaging,

or the imaging of light-sensitive samples. It is considerations such as these which

encourage a definitive answer to the question of the number of photons needed to

acquire an image. Compressive sampling techniques and our heralded imaging system

provided an ideal test bed for searching for an answer to this question. We showed

that it is possible to acquire an image using an average of only 0.5 photons per pixel.

There are, however, several further considerations contained within this simplistic

statement, that require further thought.

We used compressive sampling techniques to reconstruct an image from a sparse

data set by exploiting sparsity in the DCT basis. However, calculating the DCT of

an entire image for each iteration was computationally intensive and time consuming

leading to questions of efficiency: Is the DCT basis the optimum for all images or are

there certain situtations where an alternative basis would be sparser? Under what

circumstances can one divide the images into smaller sections (as done in JPEG

compression) so as to only calculate the DCT of a small section? In order for this

compressive technique to find application in a practical application, these questions

would need to be answered such that it became possible to reconstruct images in

timescales approaching real-time.

A significant advantage to using our system for low-light imaging is the ability to

image at disparate wavelengths; probing the object with SWIR whilst developing the

image using visible photons. This circumvents the need to use inefficient and expen-

sive multi-pixel SWIR-sensitive detector arrays. In chapter 5, I showed that one can

acquire images using an illumination power of only 25 fW, and an energy deposition
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on the sample of 40 pJ cm−2 s−1. This is of order 8 orders of magnitude lower than

typical cellular damage thresholds [107, 108]. Any live-cell imaging application must

naturally fall below this threshold, and typical live-cell microscopy systems have an

energy deposition on the sample of order mJcm−2. Even beside this lower limit,

the trans-spectral imaging system presented here deposits ∼ 3 orders of magnitude

less energy in the sample. However, whilst the energy deposition in the sample is

significantly smaller than current live-cell imaging techniques, there are a number of

challenges to overcome before this system could be realised in practical applications.

The resolution of our system is fundamentally limited by our down-conversion source.

However, in our current system the relay optics degrade the resolution significantly.

The acquisition time for each image is also long, of order minutes, and is therefore

impractical for any live-cell imaging. Both of these factors are influenced by the length

of the image-preserving, free-space delay line in the camera arm of the experiment.

This both degrades the resolution and efficiency of the system. In order to bring the

system closer to a practical application, this delay line would need to be reduced,

possibly by using an alternative method such as techniques currently being developed

that reconstruct an image from the signal emerging from a multimode fibre using the

transmission matrix of the fibre [109].

In this thesis, the two questions stated above have largely been treated as separate

questions. However, longer term development of both compressive techniques and the

trans-spectral imaging system would invite the combination of both within a single

imaging system. Real-time compressive imaging of a biological sample would enable

live-cell imaging at energy levels significantly below current state-of-the-art systems.
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7.2 Conclusion

In this thesis I have sought to quantify the number of photons required to form an

image, and develop a system that enables the acquisition of an image of an object

using very small numbers of low-energy photons.

Chapter 1 discussed previous developments of the quantum ghost imaging technique

and the theoretical framework that underpins my imaging system. I then described

the necessary equipment for building the system and the methods used for aligning

the heralded imaging system in chapter 2.

Having laid the foundations for building and aligning the system, I then presented

images acquired using this imaging system in chapter 3. The efficiency of the imaging

system was shown to be 3 orders of magnitude higher than previous scanning systems,

and an image based utilisation of the EPR-type correlations of the source was also

presented.

Whilst this imaging system allowed for the acquisition of images using a very small

number of photons, the images still contained several photons per pixel, measured

over a long exposure time. In chapter 4, I characterised the imaging system for several

low-light imaging configurations and determined the optimum experimental setup. I

then presented an image processing technique based on compressive sampling which

enabled the reconstruction of an image with less than 1 photon per image pixel. This

technique utilised the Poissonian statistics inherent in the detection of individual

photons, and the sparsity of real images in a spatial frequency basis, to iteratively

make changes to the acquired sparse data set and thus reconstruct an image. Using

the combination of the heralded imaging system and these compressive techniques, I

acquired an image of a wasp wing reconstructed using only an average of 0.5 photons

per pixel.
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Having answered the first question, “How many photons does it take to form an im-

age?”, chapter 5 presented an adapted heralded quantum imaging system, such that

the generated correlated twin photons were at significantly different wavelengths -

460 nm and 1.55 µm respectively. This meant that the object could be probed using

the low energy infrared photon whilst the image was developed using a standard

silicon-based ICCD camera. The sample was probed with ∼ 2× 105 photons per sec-

ond, corresponding to an illumination power of 25 fW. The images shown in chapter

5 demonstrate that it is possible to illuminate an object with very few infrared pho-

tons whilst developing an image using visible photons on highly sensitive silicon-based

cameras.

There are many different facets to the heralded imaging system, each of which affects

the resolution and efficiency of the image process. In chapter 6 I discussed the

influence the non-imaging detector had on the efficiency of the acquired images. I

showed that, other than for specific applications such as phase imaging, a large area

multimode heralding detector allows for the highest efficiency image acquisition. I

then also discussed the resolution of the acquired images based on characteristics of

source and detectors: Whilst the resolution is fundamentally limited by the width of

the correlations in the source, the relay optics and detectors have a larger influence on

the resolution of the acquired heralded images in this thesis. The camera acquisition

settings were also then considered in order to minimise readout noise and dark counts

in the image and thus enhance image contrast.

Imaging techniques that are enabled by quantum correlations have been utilised over

the past 25 years. The system developed here was, however, the first imaging system

to utilise a camera in a single-photon, heralded imaging configuration. This allowed

the acquisition of images using a very small number of photons, demonstrating that

one requires only 0.5 photons per pixel in order to reconstruct an image, and that
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images can be acquired with illumination energy depositions of only several pico-

Joules. The development of this system, and the images obtained represent a notable

step forward in the development of low-light imaging techniques.
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