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Abstract

Nanostructured ferromagnetic materials have gained considerable attention re-

cently for use in novel devices in the areas of data storage, microwave signal processing

and propagation of electromagnetic waves. Structural modifications allow a control

over the internal magnetic properties of the system down to the nanoscale. Lateral

confinement gives rise to a distribution of demagnetisation fields in the plane of

the thin film which can create interesting effects on static and dynamic magnetic

properties.

In the context of this dissertation, nanostructuring is used as a means to engineer

the static and dynamic response of magnetic systems. In particular, periodic arrays

of holes embedded in continuous films are studied. With patterning one observes the

emergence of an anisotropic field dependence as well as the emergence of non-uniform

spin precession modes due to the dipole distribution at the film interfaces. These

properties were probed primarily using a technique called broadband ferromagnetic

resonance, whereby a microwave field drives the local spin dynamics of the magnetic

system.

A way to further modify the magnetic properties induced due to the symmetry

of the periodic structuring is by introducing an unidirectional field contribution

which is characteristic of an exchange biased system. It was found that the magnetic

pole distribution in antidots is particularly sensitive to the effects of exchange bias,

giving rise to an asymmetric frequency response with respect to the applied field.

The asymmetric microwave properties of an exchange biased FeMn/NiFe system

with antidot structuring, obtained using electron beam lithography, are investigated.

The ferromagnetic resonance (FMR) spectra exhibited several magnetostatic spin

wave modes with 8-fold and 4-fold anisotropy components. Brillouin light scattering

measurements showed the presence of a magnonic band gap as expected for this type

of structure. To interpret these observations, the spin precessional modes obtained

experimentally are correlated with localised mode profiles obtained by micromagnetic

simulations.

The prospects of using patterned exchange biased systems to engineer microwave

properties is greatly increased if one goes beyond the 2-dimensional perspective. In

multilayered structures, one can modify the magnetic properties layer-by-layer to



achieve the desired response. This concept is demonstrated here by using a three

dimensional structure in which an exchange biased and a free magnetic layer are

stacked upon one another and patterned with an antidot configuration. The exchange

bias acts as a pinning field for one layer, while the free layer reverses, promoting

a zero net moment state. Interlayer dipole interactions are found to result in the

partial cancellation of the microwave response. Micromagnetic simulations support

the existence of a diminished microwave response which was confirmed by FMR

measurements of an equivalent structure. The net moment cancellation, indicative

of the antiparallel alignment, was observed on a Lorentz differential phase contrast

scanning transmission electron microscope equipped with an FMR probe, which

was designed and built for the purpose. This unique tool allows access to complex

microwave response while the ground state of a nanostructured film is imaged via

Lorentz microscopy. From the magnetostatic viewpoint, our results differ greatly

from previous studies in a way that this sample shows distinct magnetic history and

the near remanence states exhibit unique magnetic textures: magnetic vortices.

The applicability of the TEM in-situ FMR probe was extended to the mapping

of radio frequency electromagnetic (EM) fields using low angle diffraction (LAD)

imaging. The electron beam, propagating in a sample free environment, experiences

the field distribution generated by the microstrip waveguide, which alters the electron

amplitude and phase, as described by the Aharonov-Bohm effect, and results in

different intensity profiles at the detector. As the microwave frequencies were varied,

the different polarisation states are imaged directly. Microwave simulations allowed

the EM field distribution to be calculated, which was used to reproduce the LAD

results. A knowledge of the near field distribution in antennas is often a challenging

task so this technique opens up new opportunities for planar devices operating in

high vacuum conditions.
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Chapter 1

Thesis overview

Nanomagnetism research is devoted to the understanding and application of

magnetic structures with nanometric features in material science and technology. In

patterned materials consisting of a periodic lattice of holes (Fig. 1.1), also known

as antidot lattices (ADL), the emergent magnetic properties span static and slow

magnetisation processes at one extreme, up to fast dynamics, in the GHz to THz

frequency range at the other extreme [1]. Due to structuring, the ground state of

the magnetisation can be affected near the holes and the response to applied fields

modified. Investigations of the static properties of ADL are carried out, mainly to

further two important applications: (1) the incorporation of ADL in data storage

technology [2] and multi-state magnetic logic, due to the possibility of achieving well

controlled switching [3, 4] and (2) to use effects of magnetic domain configurations

on the dynamic properties for microwave applications. In recent years, several spin

wave based devices were proposed, covering applications in the field of microwave

signal manipulation [5–8]. The feasibility of a spin wave logic gate is discussed in [9]

by Kostylev et al. where a Mach-Zender type curent controlled interferometer is used

to perform logical operations with spin waves propagating in a ferromagnetic film.

Spin wave multiplexers controlled via current switching in bifurcated nanostripes

was proposed in [10], magnon transistors in [11].

Antidots are seen as viable for use as non-volatile memory elements, due to

the stability with which magnetic states are pinned by the effective anisotropy at

the hole-to-hole sites [12, 13]. The tailoring of static magnetic properties such

as coercivity and anisotropy is achieved by modification of the lattice parameters
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[14–17].

Figure 1.1: Schematic illustration of an ADL, i.e., a periodic lattice of holes.

Further modifications to the spin configuration can be achieved with exchange bias

(EB). Exchange bias emerges due to interface coupling between an antiferromagnet

(AF) and a ferromagnet (FM), where an exchange anisotropy can be achieved if the

heterostructure is allowed to cool from above the Néel temperature (TN) of the AF

[18–20]. This phenomena was first observed and described by W. H. Meiklejohn and

Bean [21] in Co/CoO (shell) particles. While the spins in the FM are strongly pinned

by an external field, the temperature should be raised to allow a phase transition of

the AF, from anti-parallel to disordered state. At this stage, the spins at the interface

of the AF couple to those of the FM layer. The AF phase is restored by lowering the

temperature below TN and the pinned interface spins provide the reference for the

anti-parallel alignment. In this way, an interface anisotropy can be achieved. Because

the AF can only be modified with very strong applied fields (due to high anisotropy),

the interface spins remain pinned, even when the FM layer undergoes reversal. This

is the reason as to why exchange bias is unidirectional. Experimentally, the effect of

exchange bias is seen through a field displacement of the hysteresis and enhanced

coercivity can also be obtained, depending on the degree of magnetic disorder of

the domain structure at the interface and the AF anisotropy [20, 22]. The effect of

exchange bias is illustrated in Fig. 1.2.

Exchange bias has been applied in spin valves [23–25] and is applied in microwave

engineering [26–29]. While the effect of EB in isolated nanostructures is reported

in the literature [30–34], in particular for AF/FM dots [35–37] and AF/FM stripes

[38–40], there are few reports on the effect of EB on ADL structures. Those available

mostly focus on the reversal behaviour and on the effect of patterning on the AF

domain size, which ultimately defines the strength of the EB field [41–43].
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Figure 1.2: Illustration of the lateral displacement of an hysteresis loop, due to exchange

bias, which can be determined as Hb = (Hc1 −Hc2)/2.

In the context of exchange biased ADL, several phenomena are still to be un-

derstood, such as the enhancement of the bias field with structuring, the domain

reversal in the ADL and how EB can in general provide advantages in such structures.

An understanding of the reversal mechanisms in ADL is relevant as the dynamic

properties greatly depend on the static spin configuration. For this purpose, high

resolution imaging techniques, such as Lorentz microscopy and magnetic force mi-

croscopy allow an understanding of some features of the domain reversal, namely

the extent to which domains extend and rotate within the lattice [44, 45] while the

magnetisation undergoes reversal. This field has room for improvement, following

the increase in the resolution of the imaging techniques [46] and the development of

in-situ excitation experiments, such as the TEM in-situ technique reported in this

thesis.

By modifying the ground state via structuring and exchange bias, the fast dy-

namic magnetisation processes are also affected [47]. The magnetisation dynamics in

ferromagnetic materials are described by the Landau-Lifshitz (LL) torque equation,

introduced in 1935 [48], in which precessional and damping terms were considered.

Neglecting the damping, the dynamic component of the magnetisation ~M(r, t) is

written in the form of
∂ ~M(r, t)

∂t
= γµ0

~M(r, t) × ~Heff (r, t), where γ is the gyromag-

netic ratio and µ0 is the vacuum permeability. The effective field can be written as

~Heff (r, t) = ~Hex(r, t) + ~Hd(r, t) + ~H0, where the term ~Hex(r, t) corresponds to the

exchange field, the term ~Hd(r, t) corresponds to a general form of the magnetostatic

field, which is discussed ahead, and ~H0 can be seen as a static uniform bias field. In

the limit of linear excitations, the term ~M(r, t) may be written in the form of the
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dynamic component, ~m(r, t), assumed to be orthogonal to the direction of ~M(r, t)

and simultaneously | ~M | � |~m|. In the solution to the linearised LL equation for

an ADL, and following the more general theory of electrons in crystals, introduced

by Bloch in 1930 [49, 50], the dynamic magnetisation ~m(r, t) assumes the form of a

Bloch wave δ ~mk = δm̃ke
ik.r, where k is the Bloch wavevector associated with the

periodicity of the ADL , and δm̃k is a spin wave [51, 52] – a magnetic fluctuation

intrinsically associated with the excitation of the magnetic configuration away from

equilibrium [53, 54].

A particularity of the ADL is that further constraints are imposed on the spin

textures and spin dynamics due to the emergence of inhomogeneities in the de-

magnetisation fields, ~Hd(r), which are a direct consequence of the magnetic pole

distribution around the hole interfaces. The calculation of the demagnetisation

fields, explicitly for ADL, can be found in Refs. [55–59]. Often, the distribution of

the demagnetisation field is accessible via micromagnetic simulations. Figure 1.3

shows the distribution of the static magnetisation ~M(r) (left) and the distribution

of the demagnetisation fields, ~Hd(r). The deformation of both ~M(r) and ~Hd(r), in

particular near the holes, is rather noticeable.

Figure 1.3: Illustration of the distribution of the magnetisation (left) and demagnetisation

fields (right).colour code follows the arrow code. Results obtained from micromagnetic

simulations. Results obtained from an ADL with 280 nm diameter holes, and a periodicity

of 420 nm. the magnetic parameters used are: Ms= 1 T, Aex= 13e−12 J/m, α= 0.02 and

static field H= 0.04 T.

Spin wave modes may be considered as localised, if the spin precession amplitude

is confined to the interfaces between holes, or as extended modes, if the spin precession

extends through the ADL. This sort of artificially created spin wave band structure
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is referred to as a magnonic crystal [6, 60, 61]. The localisation of magnetostatic

spin wave modes will be discussed in the context of chapter 5. The direction of the

spin wave propagation is also important, since group velocity (vg) is also affected

by ~Hd(r) and the direction relative to ~M(r). Spin waves which propagate along the

direction perpendicular to the static magnetisation ( ~M(r), in plane) are considered

Damon-Eshbach modes, ~k⊥ ~M , and backward volume modes if ~k‖ ~M(r). In the latter,

the frequency of the spin waves decreases with increase in k due to negative vg (vg=

∂ω/∂k < 0)[55, 62].

When it comes to the classification of spin waves, it is convenient to establish

three regimes. The infinite wavelength excitation (k = 0) regime is often called

the ferromagnetic resonance limit. The first experimental evidence for resonant

absorption of microwave power, i.e. ferromagnetic resonance, was published by

Griffiths in 1946 [63]. Later in 1948, this observation was described in physical terms

by Kittel [64], which established the dependence of the resonance frequency as a

function of the applied field and the internal properties of the magnetic material.

Ferromagnetic resonance will be described in greater detail in chapter 2.

In the limit of finite wavelength excitations, the spin wave energy has contributions

from dipole-dipole interactions and exchange interactions. The dipole contribution

dominates in the µm range, at long wavelengths, while exchange interactions dominate

in the nm range, as illustrated in Fig. 1.4. For the case of short wavelength spin

wave excitations, the first results published date back to 1966, when Fleury et al.

observed light scattering induced by spin waves in antiferromagnetic (FeF2) films

[65]. A decade later, an array of grooves was patterned in yttrium iron garnet (YIG)

resulting in what is accepted as the first experimental study of magnetostatic spin

wave propagation in patterned materials [66]. The grooves were etched on the surface

of the material so that with modulation in thickness one would obtain a periodically

impedance mismatched transmission line for spin waves, enabling selective microwave

filtering behaviour. The theoretical work presented in Refs. [67–71] established a

theoretical basis for the origin of the dipole and exchange spin waves. Magnonics

has motivated renewed interest in the spin wave properties of YIG [72, 73] and also

in metallic materials [74, 75]. Metals are important in the sense that charge carriers

can also encode information through their spin properties [76–78].
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Figure 1.4: Illustration of the spin wave dispersion for both dipolar and exchange interaction

regime. Figure adapted from Ref. [79]. Note the k2 dependence of the frequency as the

wave number increases.

As for the materials employed, the most common are YIG, Ni80Fe20 [80] and

Co40Fe40B20 [61], in single layer configuration. Materials are required to have reduced

spin wave dissipation (low damping, α) in order to achieve decay lengths well above

the micrometer range (∼ 50 µm for Ni80Fe20), which would make them more useful

for device integration. The study of the fundamental properties can be performed

in a material such as Ni80Fe20 because is widely accessible, suitable for nano-scale

patterning and has a relatively low damping (α= 0.008 [81]). However, YIG (α=

0.0003) [81, 82] and CoFeB (α= 0.0042 [83]) may be better candidates for applications

since they have lower damping.

A series of experiments revealed the degree of confinement of spin wave modes

with respect to the ADL. In 2004 Yu et al. [84, 85] established the existence of

localised standing spin wave modes between adjacent holes and the spatial profile

of these modes was directly observed by Pechan et al. [86]. The degree to which

spin wave modes are confined or extended to the hole-to-hole spacing is explored

in the work by Neusser et al. [60, 87] as well as in several other Refs. [88–91].

It was found that localised and extended modes coexist in the ADL, as shown in

most cases by analysing the mode profile distribution obtained by micromagnetic

simulations. The configurations used were ADL with square symmetry, where the

spacing and hole diameter was varied in the range of 1000-100 nm. The main goals

were to understand the nature of the modes, in terms of the anisotropy induced in
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the static configuration as well as the effect of the demagnetisation and patterning

in the magnetostatic and exchange spin waves. Other lattice symmetries were being

studied, such as rectangular shape [86], hexagonal shape [92, 93], rhombic [94] and

octagonal [95]. The shape of the holes has also been extensively modified [15, 96–98].

These studies revealed the symmetry of the anisotropic behaviour and demonstrated

the possibility of tailoring magnonic band gaps. When the periodicity, d, of the

structuring is comparable to the wavelength , λ, of the spin waves (d ∼ λ), which

is the case for the ADL systems here discussed, scattering of spin waves can occur,

resulting in the emergence of frequency band gaps and mode crossing.

Band structure engineering in two dimensional structured magnetic materials had

only been demonstrated in 1996 by Vasseur et al. [56]. The early 2000’s marked the

beginning of the magnonics ‘race‘ with theoretical predictions that band gaps, would

be achievable in single ferromagnetic layers, with modulated structure [99] in the

plane of the film. This theoretical work was demonstrated experimentally in 2003 by

Gulyaev et al. [100], when it was found that ADL results in forbidden and allowed

energy states, regarding the propagation of spin waves. Since then, the development

of fabrication and characterisation techniques enabled the study of spin waves in well

defined nanostructures and revealed exceptional features and applications. Research

on the topic has been particularly focused on studying possibilities of tuning the

spin wave dispersion as a function of the structural parameters such as shape and

periodicity of the holes [52, 101–103]. A universal dependence of the spin wave

dispersion as a function of the ADL parameters has recently been introduced in S.

Tacchi et al. [104].

The vast majority of the literature is directed to single layered systems while

fewer reports were found approaching multi-layered ADL structures. These are

expected to have similar properties (layer-by-layer) but with an additional degree of

tuning provided by the inter-layer interaction, either through exchange coupling or

dipole-dipole interactions. In particular, two concepts are yet to be fully understood

and explored: the effect of exchange bias on the static and dynamic response of an

ADL and the effect of inter-layer dipolar interactions in multi-layered structures.

Similarly to the dipolar interactions occurring between magnetic poles, in the plane

of an ADL, in a multi-layered system, the distribution of the poles can also induce

7



coupling effects between adjacent layers.

Multi-layered ADL structures may be regarded as stacked layers of EB films (or

FM layers spaced by non-magnetic films) or hybrid structures comprised of single

ADL films with different magnetic materials filling the holes, also called bi-component

magnonic crystals (BMC) [105, 106]. In BMC, the spin wave channels can be rotated

over a wider rotation angle, relative to the symmetry of the lattice, when compared to

single film ADL [52, 107, 108]. Magnetic ADL systems, comprised of multiple layers

are studied in order to understand the effect layering in the spin wave properties [109].

In particular, one aims at understanding the effects the interlayer dipole interactions

in the spin wave response of the system [110, 111].

The focus of this thesis is the effect of the demagnetisation fields on the magneto-

static and dynamic properties of exchange biased ADL, in single and multi-layer

configuration. This thesis is structured as follows.

• In Chapter 2, the phenomena of magnetisation dynamics is discussed in detail.

Firstly, by describing the torque equation and then by presenting the solution

for the dynamic equilibrium, i.e. resonance condition, upon excitation with

microwave driving fields via: 1) magnetic susceptibility and 2) Smit-Beljers

method using the free energy. Finite wavelength excitations, spin waves, and

energy dissipation mechanisms are also discussed in the following sections.

• A description of the experimental techniques employed in the characterisation

of the magnetic structures is provided in Chapter 3. Special focus is given to

the broadband vector network analyser ferromagnetic resonance, VNA-FMR,

used in this work. In addition to the standard VNA-FMR method, an FMR

probe was designed and developed for transmission electron microscopy (TEM)

in-situ microwave experiments. The details of this experimental set-up can be

found in Sec. 3.3. Different Lorentz microscopy techniques used in this work,

are described in Sec. 3.4.

• The first of a series of antidot structures, produced using the hole template

method, is discussed in Chapter 4. A comparison is made between a simple

antidot film and an exchange biased film, to determine the effect of exchange

bias on the magnetic pole distribution at the hole sites. Ferromagnetic resonance
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experiments are presented and the discussion is supported by micromagnetic

simulations.

• The dynamic properties of an exchange biased antidot lattice structure, fabri-

cated using electron beam lithography, are investigated in Chapter 5. Fer-

romagnetic resonance experiments reveal a complex mode structure, which is

highly dependent on the direction of the applied field relative to the structuring.

Brillouin light scattering measurements show a magnonic band gap, as expected

for this type of structure. Micromagnetic simulations support the discussion

on the anisotropy and magnetostatic spin wave properties.

• In Chapter 6, a multilayered exchange biased antidot structure, fabricated

using focused ion beam, is investigated using Lorentz TEM and VNA-FMR. A

new characterisation method was used in this chapter, as some of the results

were obtained using Lorentz TEM with in-situ microwave excitation.

• Lastly, Chapter 7 deviates from the study of ADL in a way that it concerns

the characterisation of the measurement technique that enables the TEM in-situ

microwave experiments, which can be applied for any type of structure. Here,

the concept of deflecting electrons due to the Lorentz force, while in the presence

of microwave fields, must be taken into account when considering the TEM with

in-situ experiments, since travelling electrons will experience the dynamic fields

in the region of the probe. An understanding of the electron interaction with

the microwave probe is needed so that direct waveguide-electron interactions

can be distinguished from effects due to the presence of the magnetic sample.

9



Chapter 2

Introduction

The concept of magnetisation dynamics is discussed by first describing the torque

equation and then solving it to obtain the dynamic susceptibility, upon excitation with

microwave driving fields. It is also demonstrated how the equilibrium condition, i.e.,

the resonance condition may be determined following the Smit-Beljers formulation

using the free energy of the magnetic system. Finite wavelength excitations, spin

waves, and energy dissipation mechanisms are also discussed in this chapter.

2.1 Magnetisation dynamics

The classical description of magnetisation dynamics follows the Landau Lifshitz

Gilbert (LLG) equation, LLG, which is shown in Eq. 2.1,

∂ ~M(r, t)

∂t
= −γ

[
~M(r, t)× ~H(r, t)

]
+

α

M

[
~M(r, t)× ∂ ~M(r, t)

∂t

]
, (2.1)

where γ is the gyromagnetic ratio, ~H an external field, M is the saturation magneti-

sation and α is a dimensionless parameter representing the LLG dissipation term

λ/M . The first term on the right hand side of Eq. 2.1 corresponds to the precessional

motion of the magnetisation around the equilibrium direction set by the free energy.

The second term corresponds to the damped motion, which tends to restore the

magnetisation towards the equilibrium direction. The damped precessional motion

of the magnetisation in the presence of a magnetic field is illustrated in Fig. 2.1. The

solution to Eq. 2.1 is obtained under the assumptions that the perturbations in both

magnetisation and applied field are subject to ~m(r, t)� ~M(r, t) and ~h(r, t)� ~H(r, t).
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2.1. MAGNETISATION DYNAMICS

Secondly the equation of motion must be solved when the system is at equilibrium.

The equilibrium condition can be expressed in the form of ~M(r)× ~H(r)= 0 or equiv-

alently via the energy minimisation condition,
∂E

∂θ
and

∂E

∂φ
= 0, where E represents

the free energy of the system which typically written as a function of the azimuthal

(φ) and polar (φ) components.

Figure 2.1: Schematic of the magnetisation precession around the direction of an effective

field (Heff ). Following the LLG equation, the motion is defined by a precessional and a

damping term.

In a ferromagnetic material such as Ni80Fe20, where µ0M = 1 T and anisotropy is

neglected due to its polycrystalline nature, the precession occurs in the gigahertz fre-

quency (109Hz) range. The dynamic susceptibility is calculated next, to demonstrate

the shape of the absorption of a ferromagnetic material, at resonance.

2.1.1 Dynamic susceptibility and resonance equation

Consider an oscillating magnetic field ~h(r, t) in the transverse direction relative

to a magnetic field ~H(r, t) (~h(r, t) ⊥ ~H(r, t)) applied along the x-axis. For a linear

response one assumes that the same transverse component of the magnetisation

will be driven, without changing the magnitude of ~M(r, t) (|~m| � | ~M |) [112]. The

components of the applied field and the magnetisation can be expressed as:

~H =


Hx −NxM

hy −Nymy

hz −Nzmz

 ~M =


Mx

my

mz

 (2.2)
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2.1. MAGNETISATION DYNAMICS

where Nx, Ny and Nz are the demagnetisation factors.

The linearised equation of Eq. 2.1 is as follows

iω~m+ γ ~m× ~H +
iαω

~M
~m× ~M = −γ ~M × ~h (2.3)

Considering the terms of eq. 2.2, the solution to Eq. 2.3 can be expressed asωH + ωM(Ny −Nx)− iωα iω

−iω ωH + ωM(Nz −Nx) + iωα

my

mz

 =

ωM

hy
hz

 ,

(2.4)

where ωM= γMs and ωH= γH.

To determine the susceptibility tensor, one modifies Eq. 2.4 in order to satisfy ~m

= ( χyy χzy
χyz χzz )~h [113, 114], resulting in

χ =
ωM

ω2
res − β

ωH + ωM(Nz −Nx) + iωα −iω

iω ωH + ωM(Ny −Nx) + iωα

 , (2.5)

where ω2
res and β are written as

ω2
res = (ωH + ωM(Ny −Nx))(ωH + ωM(Nz −Nx) (2.6a)

β = ω2(1 + α2) + iωα(2ωH + ωM(Nz +Ny − 2Nx)), (2.6b)

Assuming that the strongest component of the excitation field is aligned with the

y-axis, the dominant susceptibility term is χyy
1. The real and imaginary parts of

χyy = χ
′
yy + iχ

′′
yy can be determined conveniently from Eq. 2.5. Considering α� 1,

one can make the approximation 1+α2 ≈ 1 and consequently χ
′
yy and χ

′′
yy can be

written as

χ′yy ≈
ωM(ωH + ωeff )(ω

2
res − ω2)

(ω2
res − ω2)2 + α2ω2(2ωH + ωeff )2

(2.7a)

χ′′yy ≈
αωωM(ω2 + (ωH + ωeff )

2)

(ωres − ω2)2 + α2ω2(2ωH + ωeff )2
. (2.7b)

1Here, it is assumed that the magnetic specimen is smaller than the width of the signal line. If

the sample is larger than signal line, the susceptibility term χyz may also be considered due to the

out-of-plane field components near the edges of the signal line.

12



2.1. MAGNETISATION DYNAMICS

The real and imaginary parts of the susceptibility are plotted in Fig. 2.2. At

resonance, ω = ωres, the real part of χ is zero and the imaginary part reaches a

maximum. The real and imaginary components represent the in-phase and out-of-

phase components of my relative to the excitation field (hy). If only the precessional

motion was considered (α= 0) then χ= χ′. The imaginary part is proportional to

the damping term α. When χ′′ 6= 0, a continuous source of excitation is required to

maintain the precession of the magnetisation. This term can be seen as proportional

to the energy transferred from the excitation field to the magnetic system and follows

the shape of a Lorentzian function with a peak at ωres and frequency linewidth ∆ωres.

The expression for ωres shown in Eq. 2.6b corresponds to the well known Kittel

formula for the resonance frequency of an ellipsoid [115]. For the case of a thin film

magnetised in plane (Nx = Ny = 0, Nz = 1) the resonance equation and frequency

linewidth are given by

ω2
res = ωH(ωH + ωM) (2.8a)

∆ωres = α(2ωH + ωM) ≈ αµ0γM(forH �M), (2.8b)

Equation 2.8 is linearly dependent on the resonance frequency and on the damping

coefficient α. The resonance linewidth may also be obtained by finding the peaks of

χ′.

2.1.2 Smit-Beljers resonance equation

The resonance frequency can also be determined via the total free energy, U, of

the system. This method is more convenient for magnetic systems where the internal

field constrains the orientation of the magnetisation to a specific direction. The

equilibrium condition can be determined from an energy minimization condition and

thus should follow the condition that
∫
V
UdV reaches a minimum. As the energy is

treated as a whole, the term ~H shown in Eq. 2.1 may be considered an effective field

term related to the total free energy by ~Heff=
−∂U
∂M

.

A knowledge of which energy terms act upon the system allows to directly

determine the resonance equation by applying the method proposed by Smit and

Beljers [112]. To follow this method one has to convert the cartesian projection of the
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2.1. MAGNETISATION DYNAMICS

Figure 2.2: Plotted data represents the analytical calculation of the dynamic susceptibility

following Eq. 2.7. Parameters used: γ= 28 GHzT−1, µ0Ms= 1 T, µ0H= 0.03 T, α = 0.02.

magnetisation into a spherical coordinate system where ~M(θ, φ) = M cosφ sin θx̂+

M sinφ sin θŷ +M cos θẑ, where x̂,ŷ,ẑ are unit vectors. The only variables are the

azimuthal angle, θ, and the polar angle, φ. The resonance frequency can be obtained

directly from the Smit-Beljers equation as follows

ω =
γ

M sin θ0

(
UθθUφφ − U2

θφ

)1/2
(2.9)

where Uθ,θ=
∂2U
∂θ2

, Uφφ = ∂2U
∂φ2

and Uθφ= ∂2U
∂φ∂θ

. The angles θ0 and φ0 represent the

equilibrium direction which can be obtained by solving the conditions shown in Eq.

2.10.

(
∂U

∂θ

)
θ=θ0,φ=φ0

= 0

(
∂U

∂φ

)
θ=θ0,φ=φ0

= 0 (2.10)

As an example, consider the total free energy as

U = −µ0MH [cos(φ− φH) sin θ sin θH + cos θ cos θH ]−K1 cos2 φ sin2 θ+µ0
M2

2
cos2 θ,

(2.11)

where the first term corresponds to the Zeeman energy, the second term is the

uniaxial anisotropy energy and the third term corresponds to the out-of-plane shape

anisotropy. From Eq. 2.9 and Eq. 2.10, the resonance frequency can be determined
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2.2. SPIN WAVES

as

ω2
res = γ2µ2

0

[
(H cos(φ0 − φH) +Hk cos2 φ0 +M)(H cos(φ0 − φH) +Hk cos 2φ0)

]
(2.12)

where, for the case of magneto-crystalline anisotropy, Hk= K1/M , with K1 being

the uniaxial anisotropy constant. All ferromagnetic films are defined in terms of

their effective field, ~Heff . As each contribution to the effective field is of vectorial

nature, a closer analysis to the angular variation of the magnetic properties will

reveal a certain type of symmetry. Figure 2.3 illustrates the dependence of ωres on

the direction relative to the easy axis of an uniaxial anisotropy field, assuming the

magnetisation at equilibrium (φ0 = φH). In the φH= 0◦ condition, the applied field

is aligned with the easy direction and therefore at µ0H= 0 T one measures a net

precession as a result of the anisotropy field. If the φH= 90◦ direction is considered,

when the applied field is equal in amplitude to the anisotropy field (H= −Hk) the net

moment is reduced due to some disorder in the magnetic configuration and the torque

vanishes (ωres → 0). When H < |Hk|, the saturation condition is not satisfied (M=

Msat) so domain formation and rotation is expected. In this field region the coherent

precession is only partially restored due to the fact that the magnetic moment is

canted with regards to the magnetic field and also due to gradual rotation of the

magnetic domains towards the easy direction.

2.2 Spin waves

In magnetic systems at finite temperature, as well as systems where spins are

forcedly misaligned at interfaces, fluctuations between spins should be considered and

collective fluctuations of spins are called spin waves. Under the appropriate boundary

conditions, spin waves can be described by the propagation direction relative to ~M

and ~H. Figure 2.4 illustrates the difference between the uniform precession mode

where all spins precess with the same phase and the spin wave mode where deviations

between consecutive spins allow the emergence of a spin wave, with wavelength λS.

Due to the boundary conditions, only certain wavelengths are allowed. Spin waves

can be divided according to their characteristic wave number. For k < 1/10 µm−1

the origin of spin waves is related to dipole fields. These are also called magnetostatic
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2.2. SPIN WAVES

Figure 2.3: Resonance frequency as a function of applied field for the directions parallel

and perpendicular to the uniaxial anisotropy direction. The axis parallel to the anisotropy

is said to be the easy axis φH= 0◦, whereas the axis perpendicular to the anisotropy is

said to be the had axis, φH= 90◦.

Figure 2.4: Illustrations of a) uniform precession mode (k= 0), and b) emergence of spin

waves due to canting between consecutive spins. Spin waves have a characteristic finite

wavelength, λS and can be mediated by dipolar interactions and exchange interactions.

spin wave modes. In the configuration where ~k ⊥ ~M , the modes are called Damon

Eshbach modes [68] or magnetostatic surface waves. The limit where ~k ‖ ~M , the

waves are called backward volume waves. In a configuration where ~H is out-of-plane

and ~k lies in the plane of the film, the modes are denominated as forward volume

waves.

For k > 1/100 nm−1, exchange interactions become dominant, the dispersion

relation becomes proportional to k2 and independent of the propagation direction.

These are called exchange spin waves. A more detailed dispersion relation for these

types of spin waves can be found in Ref. [71], where all possible propagation directions

are discussed thoroughly.
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2.3. RELAXATION MECHANISMS

In a case where spin waves propagate along a direction perpendicular to ~M and

~H (~k ⊥ ~M), the solution to Eq. 2.1 is

ω2 = (ωH +
ωM
2

)2 − (
ωM
2

)2exp(−2kd). (2.13)

The last term accounts for the existence of spin waves of dipolar origin, with wave

number, k, and confined between two interfaces separated by d. The spin wave

dispersion, ω(k), in magnonic structures can be calculated following a theoretical

model as demonstrated in Refs. [53, 56]. Alternatively one can perform micromagnetic

simulations and process the time and space dependent magnetisation components

[116].

For the present work, dipole field dominated standing spin wave modes are

discussed in chapter 5. These were measured in the frequency range of 1-15 GHz

and characteristic wave number of k ∼ 1/300 nm−1. The localised resonance modes

arise in nanostuctured materials where the amplitude distribution of the excited

magnetostatic spin waves is equivalent to the periodicity of defects. Experimentally,

the VNA-FMR technique is used to determine the ω(H) dispersion relation. Brillouin

light scattering is used for the measurement of both ω(H) and spin wave dispersion.

ω(k).

2.3 Relaxation mechanisms

In the LLG equation (Eq. 2.1), the second term represents the damped motion

of the magnetisation which is associated with the exchange of energy between the

excitation field and the magnetic system. This energy then dissipates through the

magnetic system and ultimately to the atomic lattice in processes broadly designated

as relaxation. In an ordered magnetic system several relaxation mechanisms take

place. The primary distinction between mechanisms lies in whether the energy is

dissipated via: a) direct or defect mediated spin-spin relaxation and; b) spin-lattice

relaxation mechanism in which the spin system transfers energy in the form of heat

(phonons). The diagram shown in Fig. 2.5 illustrates the relaxation mechanisms.

Attention is given only to the relaxation mechanisms occurring in metallic thin

films. Following the convention in the literature, relaxation mechanisms can be

grouped as intrinsic or extrinsic. Intrinsic mechanisms are dominated by spin-lattice
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2.3. RELAXATION MECHANISMS

Figure 2.5: Energy dissipation mechanisms. Figure adapted from Ref. [112]. Spin-spin

interactions, spin-orbit (S-O) coupling and defects may promote the energy dissipation

through excitation of spin waves, but ultimately, the dissipation mechanisms end with

energy transfer from the spin system to the atomic lattice.

relaxation mediated by incoherent scattering of itinerant electrons with thermally

excited phonons and magnons. 2 This process initiates with coherent scattering

between a magnon (h̄ωq) and an itinerant electron (ε~k,σ) resulting in momentum

(~k) and spin (σ) transfer to the scattered electron (εq+~k,σ′). This event is followed

by incoherent scattering of the itinerant electrons with thermally excited phonons

and magnons, resulting in magnetic relaxation [117]. This scattering event may be

defined by characteristic spin-flip time τsf= τm/(∆g)2 which is proportional to the

momentum relaxation time (τm) and inversely proportional to the squared deviation

of the g-factor (g) from ∆= g-2, as a result of spin-orbit coupling. The Gilbert

damping constant (G= γMα) is therefore proportional to 1/τsf and thus scales

with the resistivity [117] (only at low temperatures). This is valid if the change in

energy (∆ε) involved in the scattering event is sufficient to allow interband transitions

(∆ε� h̄/τm). In cases where the latter is not verified (q � k), the Gilbert damping

is linearly proportional to the conductivity (G ' (∆g)2τm).

Less dominant contributions to the intrinsic relaxation may appear due to Eddy

currents and direct magnon-phonon scattering [118]. Moreover, if one considers

2In brief, the definition of itinerant electrons is associated with electrons which belong to

overlapping s-p orbitals, which is the case for metals such as permalloy.
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2.3. RELAXATION MECHANISMS

the existence of non-magnetic metallic layers adjacent to the precessing magnetic

film, two additional contributions to the damping are expected due to: 1) the spin-

flip mechanism at the interfaces due to electron-magnon interactions [119]. This

observation does not necessarily require the current to propagate in the non-magnetic

layer [118] and leads to an increase in the damping of the magnetic layer; and 2)

spin pumping may also occur when a ferromagnetic material is at resonance, as the

precessing spins dissipate energy by emitting spin currents which then transfer to

the non-magnetic metallic layer [117, 120]. This effect may be seen as the inverse of

current induced magnetisation dynamics, where currents in non-magnetic metallic

layer induce precession in ferromagnetic films. A more detailed description of these

mechanisms can be found in Refs. [112, 117, 121].

In real magnetic systems, it has been shown that inhomogeneities and defects

cause additional broadening of the linewidths as well as a zero-frequency linewidth.

Intrinsic relaxation mechanisms are not sufficient to explain the resonance linewidth

and therefore, extrinsic relaxation mechanisms must be considered.

Defects and periodic modifications in the magnetic texture may result in spin-spin

interactions whereby an uniform mode (k= 0) scatters to non-uniform spin wave

modes (k 6= 0) [122]. This process is also designated as two-magnon scattering. A

description of the two-magnon scattering mechanism can be found in Ref. [123] for

the case of ultra-thin films magnetised in-plane. This mechanism leads to changes in

the linearity with frequency of the linewidths as well as shifts in resonance frequency.

Consider that the uniform mode (k= 0) is excited. In the presence dipolar coupling

between spins, short wavelength spin waves with (k 6= 0) may emerge as degenerate

modes relative to the uniform mode. The inhomogeneities enable the transfer of

energy from the uniform mode to the degenerate modes. Subsequent to the excitation

of the degenerate spin wave modes, intrinsic relaxation mechanisms take part in the

dissipation of the energy to the lattice. Two-magnon scattering should only be seen

as a means to redistribute the energy between the several modes which leads to the

de-phasing of the transversal magnetisation component of the uniform mode [117,

124].

Ferromagnetic resonance is widely used to measure resonance linewidths as a

function of either the resonance frequency or the resonance field [118, 125–128]. The
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2.3. RELAXATION MECHANISMS

linewidths can therefore be expressed as

∆H(ω) = 1.16
ω

γ
α + ∆H(0) (2.14a)

∆ω(H) =
∂ω

∂H
∆H, (2.14b)

where the first term α accounts for the Gilbert-like damping contributions and

∆H(0) accounts for the extrinsic broadening. Obtaining the values for the linewidth

yields information regarding the quality of the structure and the symmetry of the

defects [129–132]. The primary interest in this work is to study the resonance peak

position so the analysis of the linewidth was not carried out.
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Chapter 3

Overview of the techniques

3.1 Introduction

Having discussed the physical principles of ferromagnetic resonance in chapter 2,

it is now relevant to explain how ferromagnetic resonance can be measured using a

vector network analyser (VNA-FMR) system.

All FMR results presented in this dissertation were obtained using a VNA-FMR

system developed at the University of Glasgow. The microwave excitation was

performed using mainly two waveguides in two distinct configurations: a two-port

VNA-FMR assembled with coplanar waveguide which was used to obtain the results

in chapter 5 and in Sec. 6.4. Details on the technique can be found in Sec. 3.2; a

single and a two-port VNA-FMR using a loop shaped microstrip which was designed

and assembled with the purpose of performing FMR experiments inside transmission

electron microscopes during imaging of the magnetic structure. The FMR results of

chapter 4 were obtained with the single-port setup and the FMR results shown in

Sec. 6.2 were obtained with the two-port system. Details on the technique and a

discussion on the performance of the waveguide in terms of the wavevector excitation

in the loop shaped microstrip region are presented in Sec. 3.3.

The Lorentz techniques used to study: 1) the magnetostatic properties of magnetic

nanostructures and 2) the interactions between the electron and microwave fields are

discussed in Sec. 3.4. The general concepts of Fresnel imaging, low angle diffraction

mode and differential phase contrast are also discussed.

Electron beam lithography, combined with reactive ion etching was used to
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fabricate the antidot structures discussed in chapters 5 and Sec. 6.4. Micromagnetic

simulations were used to assist the interpretation of the dynamic response of the

magnetic systems studied in chapters 4, 5 and 6. Microwave simulations using CST

microwave studio were carried out to design the waveguides for the in-situ FMR

experiments. The details on these techniques can be found in appendix Secs. A, B

and C, respectively.

3.2 VNA-FMR

Consider an electrical circuit constituted by a source/analyser of microwaves and

a coplanar (CPW) waveguide. These elements are connected by coaxial (RF) cables

to form a 50 Ω impedance matched circuit. When performing FMR experiments,

the sample is placed on top of the waveguide, so that the microwave fields associated

with the high frequency current (hmw) drive the precession of the magnetisation. The

coplanar waveguide is positioned between the poles of an electromagnet so that FMR

experiments can be performed as a function of static applied field (H). The static

magnetic field is induced by a current in the coils, which is supplied by a bipolar

power source. A Hall probe is used to measure the field strength in the region of the

sample. All equipment is controlled using a home-built Labview program, developed

in the context of the research work presented in this thesis. A schematic of the FMR

setup is shown in Fig. 3.1. Some elementary concepts of microwave theory applied

to the calculation of the characteristic impedance in a lumped-circuit model are now

introduced.

3.2.1 Transmission line and S-Parameters

The lumped-circuit equivalent to a transmission line may be represented, as in

Fig.3.2, by a series resistance (R) and inductance (L) as well as shunt capacitance

(C) and conductance (G). From Kirchoff’s voltage law one obtains a set of differential

equations (limit of dx→ 0) relative to the time variation of the voltage, V (t), and
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Figure 3.1: Microwave signal is generated in the VNA and propagates through the RF

cables to the coplanar waveguide to drive the precession in the ferromagnetic sample. Static

external field, H, generated as current circulates in a set of Helmholtz coils. The current is

supplied by a bipolar power source and the whole setup is controlled using Labview.

Figure 3.2: Equivalent lumped-circuit model of a transmission line. Voltage(v) and

current(i) in a section dx of the transmission with resistance (R), inductance (L), conduc-

tance (G) and capacitance (C) [133].

the current, I(t), also known as Telegrapher’s equations [133]

∂V (x, t)

∂x
= −RI(x, t)− L∂I(x, t)

∂t
(3.1a)

∂I(x, t)

∂x
= −GV (x, t)− C∂V (x, t)

∂t
(3.1b)

where the values for R, L, C and G may be determined from the magnetic perme-

ability µ, effective permittivity ε and the geometry of the transmission line. Defining

the voltage V (r, t) and the current I(r, t) as sinusoidal waves in the steady-state

condition, it comes that

Ṽ (x) = <
{
V (x)ejωt

}
(3.2a)

Ĩ(x) = <
{
I(x)ejωt

}
(3.2b)
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Given Eq. 3.2, a simplified version of Eq. 3.1a and b can be obtained as follows

dV (x)

dx
= −(R + jωL)I(x) (3.3)

dI(x)

dx
= −(G+ jωC)V (x) (3.4)

which can be rearranged to result in

d2V (x)

dx2
= −γ2V (x) (3.5)

d2I(x)

dx2
= −γ2I(x) (3.6)

where γ is a propagation constant defined by

γ =
√

(R + jωL)(G+ jωC) (3.7)

Solutions to Eq. 3.2.1 are propagating voltage and current waves along ±kx defined

as

V (x) = V +
0 e
−γx + V −0 e

γx (3.8)

I(x) = I+
0 e
−γx + I−0 e

γx (3.9)

where the term ∓ γx corresponds to the propagation direction along ±x. V ±0 and

I±0 are the amplitude of the travelling voltage and current waves, respectively. By

combining the Eq. 3.2.1 with the Eq. 3.2a an expression for the line impedance Z is

obtained as

Z =
V (x)

I(x)
=

√
R + jωL

G+ jωC
(3.10)

In the low loss limit, ωL� R and ωC � G, the line impedance may be approximated

by

Z =

√
L

C
(3.11)

To enable efficient transmission, impedance matched circuits are normally set to the

standard Z0= 50 Ω. The linearity of Z is not valid as ω → 0 since the resistance is

no longer negligible.

In transmission lines where the electro-magnetic (EM) wave modes are not pure

transverse modes and defining the corresponding voltage and current characteristics

is not trivial. In practice, the transverse components of the EM waves are dominant

so the modes are assumed quasi-transverse. To simplify the characterisation of
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transmission lines, a concept of incident and reflected standing power waves is

adopted [134]. The incident (ai) and transmitted (bi) power waves are defined

relative to the voltage and current applied to a known section of the circuit, known

as port i with impedance Zi.

ai =
Vi + ZiIi

2
√
|Zi|

(3.12a)

bi =
Vi − Z∗i Ii
2
√
|Zi|

(3.12b)

For the case where two ports, 1 and 2, are considered, these wave quantities are

expressed in terms of the input wave, the transmitted and reflected power at each

port. The most common representation is a matrix of four complex scattering

parameters.

b1

b2

 =

S11 S12

S21 S22

a1

a2

 (3.13)

Experimentally, the scattering parameters can be obtained directly from a vector

network analyser (VNA) with accurate measurement of both magnitude and phase.

Figure 3.3 illustrates the basic operating principles of the VNA. An oscillating wave

is generated in the VNA and launched into the circuit through port 1. Ignoring

reflection and losses in the RF cables, when the signal reaches the device under test

(DUT), because of the difference in impedance at the port Z0 to the impedance of an

unknown device ZD, part of the signal will be transmitted forward to port 2 and part

will be reflected back to port 1. The result, comparing the power wave quantities

(Eq. 3.13), yields the parameters S11 and S21. Reciprocity in the DUT is verified if

S21= S12 and the symmetry in the DUT is satisfied if S11= S22.

Figure 3.3: The scattering parameters correspond to the power wave ratios. The incident

waves are labelled as a1 and a2, and the reflected waves are labelled as b1 and b2.

Figure 3.4 shows the scattering parameters as a function of frequency for an

unloaded coplanar waveguide, measured in a Rohde & Schwarz ZVA40 (R&S). The
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degree of reciprocity of the circuit can be determined by comparing S21 to S12 and S11

to S22. Note that in some frequency regions (∼ 10 GHz) the signals are not reciprocal,

but in general the forward transmission coefficients are equivalent. Uncertainties in

the measurement of S11 and S22 are related to low signal amplitude being reflected,

since the signal is mostly transmitted, as well as non-reciprocities in the circuit.

Figure 3.4: Magnitude and phase of the S-Parameters S21, S12, S11, S22 as a function of

frequency. Traces obtained from the unloaded CPW used in the VNA-FMR measurements

while using standard flexible RF coaxial cables. Average trace noise in the frequency range

shown is 5 mdB. Normalised trace noise is of the order of 0.12 mdB, which is a useful

reference when performing FMR measurements since the data is normalised with a given

reference spectra.

It is important to perform a full port calibration of the electrical system for the

purpose of correcting all phase and amplitude variations due to the cabling and

connectors. In practise, this error correction is applied so that the reference phase

plane moves from the VNA ports to the connecting ports of the coplanar waveguide.

A full port calibration involves the use of standards open, short, match and through

connectors, which in our case were supplied by the manufacturers R&S. To further

improve the error correction, one could perform error correction up to the sample

level by using a probe station system combined with coplanar on-board calibration

standards that would moved the phase correction beyond the connector port.

For the calibration to be accurate, the VNA settings must be set prior to the
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correction. The output power, Pout, the integration bandwidth, ∆f , the frequency

window and the number of points are essential for the calibration to be implemented

correctly. Table 3.1 contains all the input parameters applied prior to the full port

calibration.

Output power Pout frequency range N points ∆f averaging

5 dB (1.7 mW) 1-16 GHz 500 1 KHz 5

Table 3.1: Settings used in the VNA calibration. Linear output power calculated assuming

that Pout[dBm]= 10 ln
Pout
PREF

, where PREF= 1 mW. The power level sits well within the

linear response of the VNA, the frequency of interest for the ferromagnetic materials is

coincident to 1-16 GHz and the detection bandwidth/averaging factor where chosen to

achieve optimal trace noise (0.12 mdB) while achieving a good measurement time (20

seconds per frequency sweep).

As a general rule one must choose Pout to be within the linear response of the

signal detection. The schematic diagram of Fig. 3.5 illustrates the power range over

which the detection system has non-linear sensitivity due to compression and noise

[135].

Figure 3.5: Characteristic power detection response of the VNA. High power values at

source will cause compression in the signal, adding uncertainty to the power detection.

Normally this is seen through spikes at low frequencies, as in this region typically more

power returns to the VNA.

3.2.2 Detection of the precessing magnetisation

In FMR experiments, the DUT consists of the uncalibrated section of the circuit:

the coplanar waveguide and the ferromagnetic sample. For the measurements
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performed, the coplanar waveguide was comprised of a signal line sitting between two

ground planes which are placed symmetrically one on each side. The ground-signal-

ground configuration is such that the oscillating electromagnetic fields are exposed

to air at the top surface of the waveguide. When placed on top of the CPW, the

ferromagnetic sample is exposed to the travelling oscillating magnetic fields, hmw(ω),

as illustrated in Fig. 3.6.

Figure 3.6: Illustration of the coplanar waveguide and the sample. Even though this circuit

is referred as CPW, its configuration is a co-planar circuit with an additional ground plane

at the opposite side of the substrate. The two ground planes are shorted near the edges of

the ground planes which are levelled with the signal plane.

The grounded coplanar waveguide used in the experiments has the following

dimensions: signal line is 2.54 mm long, the width is w= 355 µm, the gap between

signal line and ground is g= 128 µm, thickness of the substrate is 200 µm (ROGERS

RO4003C [136]). Considering that the thickness of the conducting layer is much

smaller than the width [137], w, the strength of the dynamic magnetic field on top

of the signal line can be approximated to µ0hmw∼I/(2w)= 0.14 mT, where the

current is obtained from I= (Pout/50Ω)1/2. This value is an overestimate as the

power attenuation in the electric system and the air gap between the sample and

the conductors are neglected. The air gap is essential to prevent shorting the signal

and ground lines. The excitation field is therefore expected to be well below the

limit for non-linear excitations [138]. When a ferromagnetic film is placed on top

of the waveguide, the precessing magnetisation component will cause a variation

in the magnetic flux, φ, which for an infinitesimal section of the sample dx, can be

expressed as

dφ'µ0my(t)tsdx, (3.14)
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where my(t)=mye
iωt is the magnetic component parallel to the driving field and ts is

the film thickness. Following Faraday’s law of induction, an equivalent voltage can

be determined (electromotive force) [139] as

∆V = −dφ
dt

= −µ0
dmy(t)

dt
ts∆x = −µ0jωmyts∆x (3.15)

Assuming that my= χyyh
1 (see Sec. 2.1.1) and h(t)= I(t)/2w it follows that

dV

dx
= −µ0jωχyy

ts
2w

I(t). (3.16)

Equation 3.16 is equivalent, in form, to Telegraph Eq. 3.1 and although it represents

the change in inductance due to the magnetic sample, it may not represent the total

impedance change as the circuit itself is also affected by external fields. The term

∆L = µ0χyy
ts
2w

(3.17)

may be interpreted as variation in the inductance of the microwave circuit due to

the ferromagnetic sample. Clearly the variation in inductance of the DUT will be

linearly proportional to the dynamic susceptibility of the sample. Since χ = χ
′

+

χ
′′

the impedance may also be seen as having both real and imaginary parts. The

change in the signal, as the sample undergoes resonance, is measured in the VNA

through the relative variation of the transmission and reflection coefficients, S21 and

S11, as a result of the variation in the impedance due to the magnetic sample. More

complex methods to the modelling of equivalent circuit relative to the ferromagnetic

sample and waveguide can be found in Ref. [140, 141].

3.2.3 FMR measurements and data acquisition

In order to access a wide range of ferromagnetic states, a Kepco BOP (100-10MG)

bipolar source supplies current to a set of coils to generate a DC magnetic field, H.

This external field is applied perpendicular to dynamic excitation field hmw(ω) as

illustrated in Fig. 3.1. The maximum field magnitude achievable in the setup is 200

mT, which is limited by the maximum voltage that the power source can supply

(100 V), the resistance of the copper coils (∼ 40 Ω) and the distance between the

pole pieces (∼4 cm).

1If the out-of-plane field at the gap between the ground and the signal line is considered, one

must also include the component χzy.
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In FMR experiments, a sample with a typical size of 2 mm×2 mm × 20 nm,

contributes only to a small variation in the impedance of the system (∼ %1) so

in order to obtain the resonance trace it is necessary to normalise the data with

a reference signal. This will allow for measurements in which the signal to noise

ratio is approximately 1 mdB. Moreover, the commercially available RF connectors

contain elements such as Nickel, which will also affect the experimental data. In

order to reduce the experimental artefacts, a reference measurement is obtained, S0
21,

at high applied fields, well above the range of the FMR in the experiment. These

spectra are used to correct the experimental data over the entire field range. Figure

3.7 shows the magnitude of S21/S
0
21 as a function of the applied field and microwave

frequency for an unloaded waveguide. As can be seen on both the surface plot (left)

and the line traces (right), even though the signal attenuation is largely reduced by

performing S21/S
0
21, a variation in the signal is still observed, especially at frequencies

between 1 GHz and 6 GHz, due to residual signal from the connectors.

Figure 3.7: Left: Colour plot showing the magnitude of S21/S0
21 as a function of frequency

(f) and field for an unloaded coplanar waveguide, normalized with reference spectra S0
21

taken at µ0H= 150 mT (trace noise of 0.12 mdB). Right: Traces corresponding to µ0H=

[80,60,40,20] mT and normalized with reference spectra taken at µ0H = 150 mT. The

change in signal does not follow any kittel-like dependence and may therefore be considered

an experimental artefact due to the connectors or RF cables.

Time fluctuations were also addressed in the data correction procedure. As

demonstrated in Fig. 3.8, there is a time dependence associated with the measurement

of the scattering parameters. Sources of variations include VNA instability, stress

in the coplanar waveguide due to the positioning of the sample and mechanical

vibrations on the platform that holds the experimental apparatus. To minimize

these effects, a dynamic signal acquisition procedure was implemented, whereby the
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reference signal S0
21 was reacquired for each applied field during the experiment.

Figure 3.8: Time dependence of S21/S21 at a time t= 0, 40, 80, 120 s. The noise levels

comply with the specifications provided by the manufacturer (10−4dB at room temperature),

except for the case of the sharp noise peak at 2.58 GHz.

A final correction procedure can be implemented (if necessary) to further reduce

the influence of the magnetic components and the variation in impedance due to

the shape and dielectric properties of the sample, on which the FMR measurement

is repeated using only a substrate with approximately the same dimensions as the

sample under study. This spectra is defined as S0S
21 . Ultimately, the sample can be

flipped upside down to have the substrate in direct contact with the waveguide. This

option should be discarded in case the measurements show any hints of resonance,

meaning that the microwave fields reaches the ferromagnetic layer. This improvement

in the signal is demonstrated by comparison of Fig.3.9a and b.

3.2.4 FMR Analysis

Figure 3.9 shows the normalised transmission parameter S21 as a function of

frequency and field of a FeMn(20nm)/NiFe(15nm) sample with an external field

applied perpendicular to the exchange bias direction. The spectra of Fig. 3.9a were

recorded with the dynamic background while in the spectra of Fig. 3.9b the data

was normalised with the substrate signal (S21/S
0S
21 ). A clear improvement in the

flatness of the resonance spectra is obtained by the full correction procedure. From

here on, the fully corrected spectra will be referred as S21.

To determine magnetic parameters from the FMR spectra, a fitting procedure
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Figure 3.9: a) Magnitude of the transmission parameter S21 as function of the frequency

and field of Ta(5nm)/FeMn(20nm)/NiFe(15nm)/Ta(5nm)/Si substrate. Direction of the

applied field is perpendicular to the exchange bias direction. b) Experimental data corrected

with the signal from the substrate.

was employed. This is demonstrated using the FeMn(20nm)/NiFe(15nm) data of

Fig. 3.9 in Fig. 3.10.

To investigate the resonance linewidths and the susceptibility a complex analysis

would have to be made. In particular, the magnitude and phase of all S-parameters

would have to be accounted for in order to correct for phase mismatches due to

positioning of the sample on the waveguide. References [128, 142–144] provide

methods that yield accurate measurements of the dynamic susceptibility. The

primary interest here of fitting the experimental data is to extract the resonance

peak position so the information extracted from fitting the magnitude of the forward

scattering parameter S21 is sufficient.

In order to find the resonance position and the resonance linewidths the first order

derivative of the experimental data, dS21/df , is applied to reduce the background

variations. The derivative of the Lorentz function, dL/df , is employed in the fitting

process. Figure 3.10 shows an example of dS21/df (a), the spectra relative to the

fitted function dL/df (b) and the residuals (c). The higher amplitudes in the residual

plot are coincident with the local maxima and minima of dL/df , indicating that the

resonance is asymmetric.
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Figure 3.10: a) Derivative of the experimental data shown in Fig. 3.9b, dS21/df . b) Fitted

derivative of the Lorentzian function. c) Residual plot. Field region between H = [-15,15]

mT was not fitted as it corresponds to the unsaturated region and appears here as a flat

region.

33



3.3. IN-SITU FMR ROD

3.3 In-situ FMR rod

In this section a description of the TEM in-situ FMR apparatus is provided. Two

configurations were developed: a single port VNA-FMR designed for operation in

a FEI Tecnai T20 and a two port system designed to operate in a JEOL ARM-

200F. To maximise the efficiency of the microwave excitation and detection near the

optical axis of the TEM, loop shaped microstrip waveguides [145, 146] were designed

and fabricated. At an early stage of the project, the microstrip was intended for

operation at fixed frequency (resonator). However, the tests carried out in the TEM

demonstrated that the impedance of the resonator was very sensitive to the tilt in

the TEM sample holder so it was decided to use the microstrip as a broadband

waveguide. The reason for having single and two port configuration was the space

available in the specimen holders to accommodate the RF cables and the microstrip

waveguides. To allow for transmission experiments in the TEM, a cylindrical section

of the microstrip substrate was etched, as illustrated in Fig. 3.11.

Figure 3.11: Schematic of the two in-situ apparatus for: a) single port measurements and

b) two port measurements; c) Illustration of the loop shaped microstrip fabricated for the

in-situ experiments. The regions labelled as TEM correspond to the section of the setup

that is inserted in the TEM.
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3.3.1 Single-port setup

Figure 3.11a shows a schematic of the single port configuration. The microwaves

are generated in the VNA which is connected to the TEM specimen holder via

an SMA vacuum tight connector. The vacuum connector and the microstrip are

connected using a coaxial cable which is 0.8 mm in diameter and 180 mm in length.

The cable launches the microwave signal to the microstrip via a mini-SMP board

launch connector.

Within the TEM, the holder stage is held at 1 V above ground to allow detection

in case the holder collides with the objective lenses which surround it. An inner-outer

DC block was used to decouple the ground of the TEM and the VNA to prevent the

holder being pushed to ground (0 V) resulting in a pole touch alarm, which would

prevent the stage movement2.

Figure 3.12: Microstrip loaded onto the TEM sample holder. The TEM sample holder

encloses the microstrip and the surrounding metal (brass) acts as the ground plane. The

specimen is then loaded onto the substrate in a flip-chip configuration. A careful alignment

is required, in order to ensure that the electron transparent window of the specimen is

coincident with the hole in the waveguide substrate.

Figure 3.12 shows the microstrip device assembled onto the TEM substrate holder.

The metal surrounding the microstrip acts as the ground for the microwave circuit.

The substrate size meets the TEM specimen carrier geometry and height limits

within the confinement of the pole pieces inside the TEM. The dimensions of the

waveguide will be presented along with microwave simulations performed using CST

Microwave Studio. The details of the simulation tool can be found in Sec. C. The

results of the simulations and the characterisation of the device via VNA are now

discussed.

2Inner-outer DC blocks have a DC capacitor on both signal and ground lines.
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Figure 3.13: Geometry of the loop shaped microstrip and the dimensions implemented.

Following the specifications of the substrate used in the experiments the resistivity of the

substrate was set to 2.500 Ω.cm.

Figure 3.13 shows the design implemented. The Si substrate is 4.5 mm wide, 20.5

mm long and 0.525 mm thick. The width of the loop shaped signal line is 80 µm

and the diameter of the hole in the inner part of the loop is 200 µm. The microstrip

feed line is 0.5 mm wide and 10 mm long on the input port side. The other side of

the microstrip is left as open, as the setup will operate in single port configuration.

The port impedance as a function of frequency is shown in Fig. 3.14, which shows

that Z0 ∼ 50 Ω over the whole frequency range.

Figure 3.14: Port impedance obtained from CST microwave studio.

Figure 3.15 shows the reflection coefficient S22 of the circuit measured using the

VNA, compared to the reflection coefficient obtained from the simulations. The VNA

trace was obtained after performing a single-port open, short, load calibration, which

moved the reference plane to the microstrip connector and allowed the response of

the microstrip itself to be measured. Both experimental data and simulation agree

in terms of the shape of the oscillation in the S22 parameter up 10 GHz. Above

this frequency, the results are rather different. The calibration failed to accurately
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account for all the RF connectors involved in the circuit, as well as the soldering

of the microstrip port, which is likely to be the cause for some of the reflection

peaks observed in the spectrum. The arrows in the plot identify some of the sharp

peaks separated by ∆f1= 2.1 GHz and ∆f2= 1.2 GHz, which can be associated with

structural reflections inherent to the waveguide. The oscillations observed in the VNA

Figure 3.15: Comparison between the magnitude of the reflection coefficient S22 as a

function of the frequency from the microwave simulations and VNA measurements. The

trace noise in the VNA data is 40 mdB.

spectrum S22 are in part related to the SMA vacuum connector, which causes periodic

oscillations resulting from an impedance mismatch (even though a calibration was

applied). The ripple observed throughout the whole frequency range is caused by an

additional mismatch between the reference impedance of the calibration standard and

the actual impedance of the coaxial cables and connectors. Moreover, the calibration

was performed outside the TEM environment, so further alterations to the ground

position cannot be accounted for whithout custom waveguide standards.

To test the performance of the vacuum through connector, a VNA measurement

was performed in transmission. These spectra were then compared to those of a

standard SMA-to-SMA through connector, which is known to have 50 Ω impedance.

In Fig. 3.16 a comparison is made between the magnitude of the forward scattering

parameter S21 and S12 relative the vacuum through connector and a the standard

connector. As can be noted, there are much higher losses in the transmitted signal

with increase in frequency for the case where a vacuum connector is used. This will
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Figure 3.16: Comparative measurement of the magnitude of the transmission S-Parameters

between the normal SMA (female-female) connector and the vacuum feed-through used

in the T20 experiments. Ripple like oscillations on the measurement of the vacuum

feedthrough have a periodicity of ∼500 MHz, which can be associated with the length of

the test cables.

have a direct effect on the power that reaches the microstrip waveguide, as well on

the power detected by the VNA while performing the calibration. This leads to a

large phase mismatch and poor error correction. This is likely to be the source of

the high amplitude peaks of S22 at frequencies around 17 GHz.

The FMR experiments discussed in chapter 4 were performed using this apparatus

with a large sample placed on the loop shaped region. The electromagnetic field

distribution produced in the loop shaped region is complex and determines the spin

wave modes that may be excited in the magnetic material. This will be discussed in

Sec. 3.3.3.

3.3.2 Two-port setup

As shown in Fig. 3.11b, the equipment used in the 2 port apparatus is essentially

the same as for the single port, except that two RF cables are fed up to the microstrip

port, enabling FMR measurements in transmission. As a consequence of having two

RF cables, it was not possible to accommodate the mini-smp board launch connectors,

so the signal lines of the coaxial cables were soldered directly onto the microstrip

board. The TEM holder enclosing the microstrip served as the ground plane. In this
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apparatus, the vacuum feed-through connectors were not used. Instead the solid

copper of the outer conductor of the coaxial cable was soldered to the vacuum seal

of the TEM rod, after verifying that this would not result in vacuum leakage. A

photograph of the end piece of the TEM rod is shown in Fig. 3.17. For the initial set

of experiments, the sample was fixed onto the substrate. The microstrip itself has

the same properties as for the single port configuration, but the signal line contains

90◦ bends on each side of the loop shaped region, to allow insertion of two ports

from the same edge of the substrate. The FMR experiments performed with this

configuration are presented in chapter 6.

Figure 3.17: Two port system designed to operate in a JEOL ARM-200F rod. A sample is

mounted and glued onto the loop shaped region of the signal line. In this configuration,

rigid RF cables were used.

The microwave response of the 2-port system is shown in Fig. 3.18. Note the

reciprocity of the circuit, given that S21 ≈ S12 and S11 ≈ S22, for most of the frequency

range. However, there is frequency region which is not suitable for broadband FMR

experiments. In particular, the frequency region between 3-4.2 GHz, where the

transmission is rather diminished, while the reflection coefficients are large.

3.3.3 Excitation spectra of spin waves

Given the loop shape of the signal line, it is anticipated that the microwave fields

driving the resonance in the magnetic material will be highly non-uniform. Figure

3.19 shows the electric field distribution from a cross-section of the loop shaped

region. The distribution of the electric and magnetic fields, around the loop shaped

region will be discussed in order to understand their effect on ferromagnetic resonance
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Figure 3.18: Magnitude of the scattering parameters relative to the u-bend loop shaped

microstrip. The trace noise of the transmission parameter is 25 mdB. It was not possible

to perform a VNA calibration so the measurement of the phase is misleading (not shown).

experiments.

Figure 3.19: Distribution of the electric field (f= 4 GHz) in a cross-section along the xz

plane of the loop shaped region (red dashed line in inset), obtained from CST microwave

studio. The contour lines represent the magnitude of the electric field at the sectional

plane relative to the centre of the loop shaped region. The dashed red line indicates the

position of the field section with respect to the loop shaped microstrip, shown on the

inset schematic. Shaded regions of the microstrip correspond to the conductive line (at a

perspective) and the substrate.

Following the electric field distribution, one can determine the magnetic field

components from ~H= 1/Zeff(~n × ~E), where ~n corresponds to the wave vector

propagation direction and Zeff the effective impedance [133]. The region just above
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the signal line (red dashed line in Fig. 3.19) corresponds to the position where the

sample would sit, in order to perform the FMR experiments. The magnetic field

components along the directions x, y and z are plotted separately so that different

excitation directions can be distinguished. From the real space components of the

excitation field, one can determine the excitation spectrum by performing a Fourier

transform of the field components. Figure 3.20 shows both field distribution and

excitation spectra relative to hx, hy and hz, obtained from the loop section indicated

in Fig. 3.19 by the red dashed line.

Figure 3.20: Distribution of the electric field at a frequency f= 4 GHz in a section of the

loop shaped region and excitation spectrum. The directions x and y correspond to the

in-plane direction and z corresponds to the out-of-plane direction.

Assuming that in the FMR setup the static applied field is set along the direction

x of the waveguide, the non-zero dynamic field components driving the precession will

be hy and hz. The wavevector excitation spectra for both hy and hz have different

amplitude but the peaks of both field components correspond to the same wavenum-

bers. The excitation spectra can be defined as a rapidly oscillating component with

periodicity of ∆k ∼ 104 radm−1. The term ∆k is associated with an effective width

w of the signal line [138], which can be estimated from w= 2π/∆k= 560 µm. The

value of w value is coincident with the region over which the magnetic field is highly

non-uniform as shown in Fig. 3.20a. In Refs. [138, 147], the spin wave excitation
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spectra is characterised in terms of the dynamic fields in the microstrip and coplanar

waveguides, respectively. In particular, the effect of the dynamic excitation spectra

on broadening of the linewidths in the FMR spectra are discussed. Considering the

loop shaped microstrip, unlike in a straight microstrip or coplanar structure, the wave

vector excitation is not exclusively along a fixed axis. Instead, the excitation will

have components along x, y and z. Due to the finite bandwidth and the excitation

of multiple wavevector directions, relative to the applied field, shifts in the resonance

frequency and linewidth broadening can be expected [138]. Following Ref. [138], a

more accurate expression for the resonance equation would have to account for the

angle θ between the wavevector direction and the applied field, and is approximated

by:

ω(k, θ)) = ω2
0 −

1

2
γ2µ2

0Meff (H0 − [H0 +Meff ] sin2 θ)kdf , (3.18)

where ω2
0 ' γ2µ2

0H0Meff in the limit of Meff � H0, the term k corresponds to the

wave number and df is the thickness of the film. This approximation is only valid

for kdf � 1, as the surface and magnostatic spin waves are degenerate. This implies

that spin wave excitation is also related to the dimensions of the loop structure itself.

The resonance shift and the linewidth broadening due to non-uniform (or multiple)

excitation wave vectors can be expressed as in Eq. 3.19a and Eq. 3.19b, respectively

[138].

δω0(kmax, θ) =
1

2
[ωs(kmax, θ)− ω0] (3.19a)

∆ω0(kmax, θ) = ∆ωint

√
1 +

(
ωs(kmax, θ)− ω0

∆ωint

)2

(3.19b)

where ∆ωint corresponds to the intrinsic linewidth broadening, which accounts for

all the Gilbert-like damping terms discussed in Sec. 2.3.

Given the considerations above, if FMR measurements are carried out using

a sample large enough to cover the entire microwave structure, the non-uniform

excitation can cause a linewidth broadening and enhanced spin wave excitation due

to the broad wave number excitation bandwidth.

Another aspect worth noting is the fact that in the single port setup, the mea-

surements were carried out in reflection mode. It is reported in literature that
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measurements in reflection, with appropriate phase correction, yield accurate mea-

surements of the resonance characteristics, for the case of linear excitations of the

uniform (k= 0) mode using a coplanar waveguide [148]. However, according to Ref.

[149] the detection of non-uniform modes may differ from reflection and transmission

experiments.

3.4 Lorentz microscopy

Imaging methods where the contrast is a result of electrons being deflected due

to the Lorentz force are described in this section and generally pertain to magnetic

information. These methods are accessible in the environment of a transmission

electron microscope (TEM) and belong to the research field of Lorentz microscopy.

The implications of propagating electrons in electric and magnetic fields, from both

classical and quantum mechanical perspectives will be discussed in chapter 7.

The main reasons for using Lorentz TEM are the high spatial resolution (1-20 nm)

and that by switching to conventional TEM (CTEM) one can also obtain structural

and compositional information.

There is a key difference between using the microscope for CTEM and for Lorentz

microscopy. In CTEM the specimen is immersed in a strong, out-of-plane, magnetic

field (1-3 T) created by the objective lenses, which dramatically affects the magnetic

properties of the sample. A necessary condition for Lorentz microscopy is that the

objective lenses are de-excited to levels where the out-of-plane magnetic field is of the

order of 0.2-0.3 T, allowing for the magnetic moment of the specimen to lie in plane.

When this condition is satisfied, it is possible to study the hysteresis behaviour of

the specimen by tilting it with respect to the applied field created by the objective

lenses. Alternatively, specimen holder rods can be modified to generate in-plane

fields [150, 151].

In the context of this thesis, the techniques used for magnetic imaging were

Fresnel, low angle diffraction (LAD) and Lorentz differential phase contrast (DPC).

These are described next.
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3.4.1 Fresnel

In Fresnel imaging, the contrast arises due to constructive or destructive inter-

ference between electron waves transmitted near the boundaries of the magnetic

domains. Consider a specimen with 3 magnetic domains, separated by domain

walls, as shown in Fig. 3.21. The magnetic contrast is achieved by moving the

object plane away from the specimen level, i.e. defocusing the image by ∆F . This

is done to enhance the contrast from constructive and destructive interference of

the electron waves experiencing the induction fields, near the boundaries of each of

the domains. From a classical perspective, the image is formed by regions where

deflection from two domains will converge and regions where deflections will diverge.

This method provides only qualitative information on the position of the domain

walls and the relative orientation of the domains due to fact that the intensity images

have a non-linear dependence on the defocus. Quantitative Fresnel imaging can be

obtained using the transport of intensity equation (TIE) formulation. Following

TIE, the projected magnetic induction can be determined from reconstruction of the

phase image [152, 153]. This requires the use of under-focused (+∆F ), in-focus and

over-focused (-∆F ) images.

3.4.2 Low angle diffraction

Low angle diffraction [154] (LAD) is an alternative to direct imaging of the

magnetic domains. In this method, the reciprocal space is imaged and the magnetic

contrast arises in the form of small deflections from the central diffraction spot. In

the context of electron scattering from nano-structured materials, this technique is

known as small angle electron scattering (SAES) [155].

Typically, the deflection due to the Lorentz force in a magnetic specimen (∼ 1 T

induction field) is of the order of 10−6 radians, whereas the diffraction patterns with

origin in the crystalline structure have typical angles of the order of 10−3 radians,

since the periodicity in crystal is of the order of angstroms. In order to detect such

small deflections, the diffraction pattern around the centre spot must be magnified in

order to be imaged. In LAD, this is achieved by using a long camera length, in the

order of 100-3000 metres [154, 155]3. One should be reminded that in conventional

3The camera length, corresponds to the magnification in diffraction mode and can be tuned by
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Figure 3.21: Simplified optics diagram of TEM Fresnel imaging. Specimen comprised of

three magnetic domains. The phase change due to the magnetic induction of each domain

will generate an image which results from the electron waves interfering constructively (on

each domain) and destructively, near the boundary of the domain walls. Schematic is not

to scale.
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diffraction experiments of crystalline structures, the camera length is of the order of

a few metres only. The long camera length enables an increase in the magnification

of the diffraction pattern. Moreover, one must ensure that parallel illumination is

obtained from the condition of Fraunhofer diffraction to be applied, i.e. for the

diffraction pattern to be formed in the back focal plane of the imaging lens.

The diffraction images are calibrated using a known structure at a given camera

length. Figure 3.22 shows the real space and diffraction space images of a gold cross

grating with a periodicity, d, of 463 nm and whose diffraction pattern was obtained

using a camera length of 720 metres. The diffraction angle per unit pixel can be

determined from β = λ/(2d×np)= 0.04 radp−1, where λ= 2.5 pm corresponds to the

wavelength of the electrons and np corresponds to the separation in pixels between

two adjacent spots.

Figure 3.22: Low magnification image (left) and Bragg diffraction pattern (right) of a gold

cross grating with 2160 lines per mm, which results in a grating line period of 463 nm. The

LAD pattern allows to obtain the Bragg scattering angle per unit pixel. The separation, in

number of pixels, between two consecutive diffraction spots is 64 (red arrow). Considering

the camera length used (720 m), a value of 0.04 µradians of deflection per unit pixel was

obtained.

Often LAD is combined with Fresnel imaging so that real and reciprocal space

images can be obtained iteratively. Figure 3.23 shows an example of how Fresnel

imaging and LAD can be combined to image domain structure and to extract

quantitative information. The images correspond to a Fresnel image and the LAD

pattern resulting from an antidot lattice (ADL) with a hole diameter of approximately

200 nm and a pitch of 690 nm, with the field (H) applied along the diagonal of the

ADL. The Fresnel contrast appears as vertical and horizontal dark/white domain

changing the current in the image forming lenses.
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walls. The closely spaced spots, labelled as ADL, correspond to the diffraction

from the structured material. In addition to the Bragg diffraction due to the nano-

structured film, four broad spots, encircled in red, are obtained as a result of the

Lorentz deflection due to magnetic induction. These spots are rotated by 45◦ relative

to each other as the magnetic moment is aligned along both axes of the ADL.

Knowing the film thickness, t= 40nm, and the deflection angle, β , the magnetic

induction can be obtained as Bd = βh/(λet)= 0.45 T, where e represents the electron

charge.

Figure 3.23: Fresnel and LAD pattern of Ni80Fe20 (t= 40 nm) ADL fabricated by focused

ion beam. Image acquired at remanence, while performing a field sweep which started

from saturation, with the applied field along the diagonal of the ADL. Note the that the

LAD image shows some effects of astigmatism (spots are slightly deformed). The Fresnel

image is highly defocused so the ADL geometry is not as obvious.

An obvious drawback of LAD is that this imaging method illuminates large areas,

so extracting local information can be challenging.

An alternative method to LAD is Foucault imaging [156]. The objective aperture

is inserted at the level of the back focal plane (diffraction plane) with the purpose of

partially blocking the diffraction pattern. This results in a selective reconstruction

of the contrast originated in a single domain, when changing to Fresnel mode. When

operating the TEM in low magnification (< 1850×) the selected area aperture swaps

function with the objective aperture due to de-excitation of the objective lenses and

the projection system.
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3.4.3 Differential phase contrast

Differential phase contrast (DPC) is the most complete of the magnetic imaging

techniques. It renders high resolution and quantitative information on a nanometre

scale. This method requires a sophisticated detection system implemented on a

scanning TEM (STEM). Unlike LAD, this technique makes use of a focused beam

probe which scans over the specimen generating a deflection cone at each step of

the raster movement, with the resolution limit being the probe size. Recently, a

resolution of 1 nm has been achieved with an aberration corrected STEM [46]. The

measurement of the deflected cone is performed using a segmented quadrant detector.

Assuming that the undeflected beam is equally distributed between all segments of

the detector, when a region with magnetic induction is probed, the deflection cone

will shift in accordance to the Lorentz force experienced locally. This is illustrated

in Fig. 3.24, where α is defined as the convergence angle of the electron probe as

it reaches the specimen and β the deflection angle experienced as a result of the

Lorentz force.

In operation, the segmented detector acquires four images simultaneously, each

one corresponding to a quadrant of the detector. Subtracting the components

opposite to each other allows mapping the deflection along the two orthogonal

directions so a complete map of the magnetic induction can be achieved. So far, it

was only mentioned that contrast is due to magnetic induction. However, contrast in

DPC imaging also arises due to variations in the electric potential due to the crystal

lattice, grain boundaries, defects and due to a variation in thickness at the edges of

nano-structures. These features emerge in the images as the high spatial frequency

components 4. At the other end, the low spatial frequency components emerge due to

the slow phase varying objects such as the magnetic induction distribution and the

stray fields of a specimen. As the whole spatial frequency range appears in the same

image, often the high spatial frequency components undermine the sensitivity to the

magnetic signal. To overcome some of these issues, each quadrant of the detector

was split into [157] an inner and an outer (annular) detectors. The inner quadrants

contain information on the structure (high spatial frequencies) and the outer detectors

4maximum spatial frequency is given by the α/λ, where α is the probe forming cone angle and

λ is the wavelength of the electrons
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contain information on the magnetic induction (low spatial frequencies). Nowadays,

and in particular for the equipment used, the detector consists on 8 components (4

outer and 4 inner), labelled from 0 to 3 in Fig. 3.24.

Figure 3.24: Schematic of the equivalent electron optics in DPC Lorentz microscopy. In

an aberration free system, the resolution is limited by the diffraction limit which is given

by 1.22λ/α, where α is the probe convergence angle and λ is the electron wavelength (2.5

pm at 200 kV). Annular quadrant detector comprises four inner and four annular (outer)

detectors. The inner detectors contain information regarding the high spatial frequency

components whereas the annular detectors are more sensitive to the low spatial frequency

components, as the magnetic induction for instance.

Figure 3.25 shows an example of the DPC image components obtained while

studying an ADL. The four outer annular components were subtracted to form the

data shown in Fig. 3.25a and b, which correspond to the diametrically opposed

quadrants, 0-2 and 1-3, respectively. These images correspond to orthogonal compo-

nents of the magnetic induction. A colour map can be produced, as demonstrated in

Fig. 3.25c, by computing the arctangent resulting from the ration of the 0-2 and 1-3

images. The sum of all components corresponds to a bright field image, shown in Fig.

3.25d, where the grain contrast of the films can be observed. The strong contrast at

the edges of the holes is associated with the electrostatic phase variations as a result

of the change in thickness and the presence of the edges. One would expect to map
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the stray fields at the hole regions. However, given the rather sloped edges of the

holes the electrostatic phase contrast appears to swamp the stray field variation.

Figure 3.25: Example of image operations in DPC which allow to obtain magnetic

contrast. a)-b) correspond to the subtracted components 0-2 and 1-3 of the exter-

nal (outer) annular detectors, respectively. c) Colour image, generated by computing

arctan(EXT0− EXT2,EXT1− EXT3), represents the direction of the magnetic induction

(colour code as inset). d) Sum image demonstrates the formation of a bright field image,

from which the grain contrast can be observed, as well as the clear change in contrast near

the edges of the holes.

From the example shown in Fig. 3.25 it is possible to draw a number of advantages

of this imaging method. The fact that the electron beam is focused (as opposed to

the Fresnel mode), one can recover the structural properties of the specimen, while

still being able to image the magnetic induction with unprecedented resolution.
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Chapter 4

Unbalanced magnetic pole

distribution on exchange biased

antidot templates

A single port VNA-FMR with a loop shaped microstrip was used to study the

magnetodynamic response of NiO/NiFe bilayers with antidot structuring. A large

frequency asymmetry with respect to the applied magnetic field is found across a

broad field range whose underlying cause is linked to the distribution of surface

magnetic poles at the antidot surfaces. This distribution is found to be particularly

sensitive to the effects of exchange bias, and robust in regards to the quality of

the antidot geometry. The template based antidot geometry studied here offers

advantages for practical device construction. The results demonstrate that the

template approach is suitable for broadband absorption and filtering applications,

allowing tunable anisotropies via interface engineering. This chapter has been adapted

from a manuscript published recently and can be found in Ref. [158].

4.1 Introduction

Periodic arrangements of non-magnetic holes (antidots) embedded in a continuous

film are of great interest for high frequency applications due to the versatility with

which microwave properties can be tailored. One can, for example, confine and direct

the propagation of spin waves [87, 102, 159, 160] for applications such as spin wave
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logic and interferometry [9, 161]. Antidots have proven to be extremely effective

in terms of modulating local effective anisotropies and coercivities by altering hole

diameter and periodicity [84, 162–167]. In this chapter, it is demonstrated that

anisotropies in template based antidots can be modified to allow an asymmetric

broadband absorption, whose frequency range is dependent on the direction of an

applied field.

Unidirectional anisotropy can be introduced into a ferromagnet through exchange

coupling with an antiferromagnet. This effect, called exchange bias, is often described

by an effective field which causes a shift in the hysteresis loop of the ferromagnetic

film, as well an increase in the coercivity [18, 20]. The induced anisotropy in exchange

biased antidots has been studied as a function of lattice geometry [14, 34, 41, 42, 168]

and the interplay between internal fields [32, 40, 169]. Patterning allows tailoring of

the magnitude and direction of the exchange bias field [43, 170]. Some interesting

applications are within reach, by making use of multi-state remanent processes

occuring in structures with combined positive and negative exchange bias fields [4].

Most important for the present work, the effective exchange bias field can modify

ferromagnetic resonance response[171]. Ferromagnetic resonance frequencies can

be shifted upwards or downwards, depending on the strength and polarity of the

exchange bias field. In this chapter, it is shown that the existence of a unidirectional

bias induced asymmetric microwave response with respect to an external applied

field, which is linked to an unbalanced distribution of the demagnetisation fields

around the holes of the antidot structure.

A scanning electron microscopy (SEM) image of an antidot lattice (ADL) com-

prising a bilayer of NiO and NiFe deposited on a template is shown Fig. 4.1a. The

existing holes create a non-uniform distribution of demagnetisation fields (Hd) arising

from local deformations in the spin configurations, as illustrated in the inset of Fig.

4.1a.

The details on the structure of the antidot template and the VNA-FMR exper-

iments are presented and discussed in section 4.2. The NiO/NiFe bilayer exhibits

a room temperature exchange bias field of -1.5 mT, as shown by the lateral field

displacement of the hysteresis loop in Fig. 4.2a. What is particularly interesting is

that the ferromagnetic resonance profile is highly asymmetric around zero applied
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field. Even for the small exchange bias observed here, the resonance frequency is

different for a positive field, +H0 (18 mT), and a negative field, −H0. This is seen

in Fig. 4.2c, for ferromagnetic resonance spectra acquired with the applied field

along a direction parallel to the lattice edge. In section 4.3 micromagnetic results

are presented in order to show that the asymmetry in the dynamics spectra provides

a quantitative measure of the extent to which the pole distribution at the holes is

pinned by the exchange bias.

Figure 4.1: a) Scanning electron microscopy image of the NiO/NiFe ADL under inves-

tigation: NiO(36nm)/NiFe(12nm) pitch: ∼ 100 nm, holes: 45/50 nm b) Bright field

transmission electron microscopy image of the cross-section. Note that some magnetic

material appears also at the bottom of the holes and on the side walls of the Si template.

c) Schematic of the silicon template and respective angle nomenclature: θ corresponds to

the angle between Happ and lattice edges; direction [10] collinear with θ= 0◦ and direction

[01] collinear with θ= 90◦. The ADL template consists of arrays hole etched on a silicon

substrate. Following the schematic, this sample consists of 600 × 600 µm2 arrays (region

A) spaced by non-etched regions (region B) which are 100 µm in width. The sample

was fabricated and characterized via TEM by Prof. Ko-Wei Lin and Ms. Shan Su from

National Chung Hsing University, Taiwan.

4.2 Experimental data and discussion

The NiO/NiFe bilayer was deposited onto a silicon ADL template substrate at

room temperature and zero field using a dual ion-beam deposition system [172]. The

substrate consisted of a silicon template in which the holes, with elliptical shape

(45/50 nm), are periodically spaced by 100 nm. In this deposition setup, a Kaufman
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ion source was used to focus an argon ion beam onto a Ni80Fe20 (at.%) and Ni targets,

while an End-Hall ion source was used to bombard the ADL template during the

deposition of the bottom NiO layer. A fixed voltage of 140 V at the End-Hall ion

source ensured a constant ion-beam bombardment energy. During deposition, the

Ar/O2 ratio in the End-Hall source was kept at 16% to ensure the formation of NiO.

Figure 4.1b shows a bright field transmission electron microscopy image of the

antidot cross-section, cut by focused ion beam. Note that the NiFe/NiO films were

sputtered uniformly onto the ADL silicon template so one should expect a finite

layer of the deposited materials at the bottom of the holes as well as at the side

walls of the template. The thickness of the NiFe film in the bottom of the holes

is negligible possibly due to masking of the template pillars. However, one must

account for the material deposited on the curved edges of the side walls as this will

add roughness to the edges of the antidots. Nevertheless this sample is, to a good

approximation, an ADL from which one should expect a ferromagnetic resonance

broadened by edge roughness. Also, as illustrated in Fig. 4.1c, the sample consists of

600 µm large arrays of holes spaced by 100 µm wide regions of continuous film. These

antidot arrays and the continuous film regions are labelled as A and B, respectively.

The magnetometry data shown in Fig. 4.2a were obtained with a Quantum Design

SQUID MPMS XL-5 from 5 K to 350 K within a field range of ±2 T after initially

field cooling the sample in a 2 T field from 400 K. The hysteresis loop acquired at

300 K exhibits a small exchange bias field and a rather uniform reversal process.

The inset loop, acquired at 10 K, shows a stepped magnetisation curve which is

attributed to reversals of the antidot region and continuous film region at different

applied fields. As expected, in the low temperature regime, both coercivity and

exchange bias field are enhanced.

For the VNA-FMR measurements shown here, a loop shaped microstrip operating

in a single-port configuration was used. The details of the experimental apparatus

can be found in section 3.3. Each measurement began well above the saturation

field, at HREF= 150 mT, where a reference spectra is acquired for background

correction purposes. Then, starting at a maximum applied field Happ= 60 mT, the

VNA signal is swept five times and averaged; the static field is linearly reduced once

the frequency sweep is completed. This procedure is repeated over the range Happ=
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±60 mT. Example results are shown in Fig. 4.2b (±80 mT field range),c and d.

The ferromagnetic resonance data shown in Fig. 4.2b corresponds to a single layer

of NiFe antidots, which shows no asymmetric behaviour as the exchange bias field

is zero. One should note the difference in effective anisotropy, Heff
k , by comparing

frequencies at θ= 0◦ (top) to those at θ= 90◦ (bottom), as the resonance frequency

fR(θ = 0◦)= 2.3 GHz is lower than fR(θ = 90◦)= 3.1 GHz, respectively, for µ0H ∼

40 mT. This change in effective anisotropy is attributed to a 5% deviation from

square of the lattice as can be seen from the Fig. 4.1a.

Figure 4.2: The hysteresis loops in a) correspond to the NiO(36nm)/NiFe(12nm) antidot

sample at the temperatures 300 K and 10 K (inset). b) The spectra (normalised magnitude

of S11) correspond to the ferromagnetic resonance spectra of NiFe (18nm) antidots acquired

with µ0H (HAPP ) applied along θ= 0◦ (top) and 90◦ (bottom). This sample does not

exhibit the asymmetric response as the system is not exchange biased. Ferromagnetic

resonance spectra of the NiO/NiFe antidots taken with the applied field at: c) θ= ±2◦ off

the lattice direction [10] and d) θ = 90◦, collinear with the direction [01]. Trace noise in the

FMR data is 0.25 mdB and the lowest signal to noise ratio is 1 mdB. The magnetometry

data was provided by Prof. J. van Lierop and Dr. R. Desautels from the University of

Manitoba, Canada.
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Figures 4.2c and d correspond to frequency versus µ0H traces of the NiO/NiFe

sample measured relative to the main axes of the ADL, with θ= ±2◦ and θ= 90◦. In

Fig. 4.2c, a clear asymmetry is visible, with a frequency difference of approximately

0.5 GHz between fR(µ0H = 18mT ) and fR(µ0H = −18mT ).

The ADL and the frame generate distinct ferromagnetic resonance spectra,

denoted as resonance mode I and mode II in Fig. 4.2c, thereby providing a useful

comparison. It is shown later that these modes can be associated with the regions A

and B, respectively, in Fig. 4.1c. Both resonance modes I and II are centered at µ0H=

-1.5 mT, which is attributed to the exchange bias field. Given the distribution of the

internal fields within the antidots, the resulting magnetic properties are primarily seen

as an effective four-fold anisotropy in which the hard axes are along the edges [10] and

[01], and the easy axes along the diagonal [11] of the unit cell. This is consistent with

results discussed in Ref. [14] and [168]. In ferromagnetic resonance, the magnetic

hard axis is obtained for a direction along which the resonance frequency reaches

a local minimum of fminR = 2.5 GHz (softening) when the applied field µ0H= ±18

mT ∼ Heff
k . Mode II results from the continuous film (B) region which surrounds

the antidot arrays and shows no angular dependence. By comparing the spectra of

Fig. 4.2c and d, a marked decrease in the frequency asymmetry from θ= ±2◦ to θ=

90◦ is noted. From observing the angular variation of the ferromagnetic resonance

as a function of applied field angle, note that the amplitude of the asymmetry

drops to zero when θ= 0◦ and θ= 90◦. This behaviour results from competition

between the fourfold anisotropy and the exchange bias field. At θ= 0◦ and 90◦, the

fourfold anisotropy field is much larger than the exchange bias field and therefore the

asymmetry is less pronounced. A large asymmetry is obtained only when the applied

field is off the high symmetry directions by a few degrees, with respect to the ADL.

The angular variation of the antidot modes in general is discussed in chapter 5.

4.3 Micromagnetic simulations

Micromagnetic simulations were carried out in order to understand the dipolar

effects on the ferromagnetic resonance. Details on the simulation tool (Mumax)

can be found in appendix section B [173]. The simulated geometry corresponded
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Figure 4.3: Simulation results overlaid with FMR data obtained experimentally. The

simulated spectra relative to region I and region II were obtained by calculating the

dynamics spectra from the antidot region (A) and the continuous film region (B) as shown

in Fig. 4.1c.

to a 9x9 array of 35 nm circular holes spaced by 65 nm, and a continuous film

region, both with identical parameters (mesh = 3.125 nm, MS= 820× 103 A/m,

AEX= 13× 10−12 J/m, γ= 0.02). The applied field and the initial magnetic state

are at an angle of 2◦ from the lattice direction [10] in order to avoid artifacts at high

symmetry directions [102]. The dynamics spectra were obtained by performing a

Fourier transform of the time (t) dependent magnetisation, after applying a pulse

in the form of A0 sin(t− t0)/(t− t0), where A0= 1 mT and t0= 3 ns, in the out-of

plane direction. A pinning field of -3 mT along the direction [11] of the ADL was

added to account for the exchange bias. The resulting spectra are shown in Fig. 4.3,

where the simulation results are overlaid with experimental data. In the simulations,

the resonance modes I and II were acquired from the magnetisation dynamics of the

antidots, labelled as region A, and the continuous film, labelled as region B.

The spectra from region A resembles the asymmetric mode labelled as mode I in

the experiments. At positive µ0H the resonance frequency, fminR , at around the Heff
k

is shifted downwards whereas at −Heff
k the fminR is shifted upwards. To interpret

this observation consider the effect of exchange bias in the local distribution of the

poles around the holes defining the antidot geometry. The demagnetisation fields

are influenced by the unidirectional field acting on the magnetisation and leads to

asymmetries in the ferromagnetic resonance spectra in the positive and negative
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directions. The spectra obtained by sampling in region B resembles mode II from

the experimental data.

Figure 4.4: Amplitude of the demagnetisation field as function of µ0H for different

amplitudes of Hb. The demagnetisation fields where calculated by averaging over the holes

set in the Mumax geometry. This field quantity measures the strength of the poles around

the edges of the holes. Note the break in the µ0H axis. The unsaturated region (≤ Heff
k )

is discarded as it requires a different model of interpretation, hence the break in the field

axis.

The variation of the demagnetisation fields, |Hd|, calculated by averaging inside

the holes, as function of the applied field is shown in Fig. 4.4. Each curve corresponds

to a sightly increased pinning (bias) field. For the case where the pinning field is

zero, a symmetric response is obtained. When the pinning field is non-zero, note

that at positive +µ0H the Hd decreases as the amplitude of the pinning increases.

However, for −µ0H the Hd increases as the pinning field increases. This asymmetry

in the variation of Hd shows the effect of the exchange bias field on the ADL. The

strength of the fields in the holes is proportional to the surface pole distribution. This

indicates that the bias is affecting the ferromagnetic resonance primarily through

the pole distribution.

4.4 Conclusions

The asymmetric magnetodynamic response depends on the distribution of surface

magnetic poles created at the inner surfaces of the antidots. From the analysis of

the demagnetisation field predicted to arise from the surface pole distribution, it
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is clear that exchange bias can lead to significant changes in the pole distribution

through modifications of the magnetic order near the antidots. Most importantly, the

asymmetry can be created in antidots produced using a template method, which may

allow a practical method for device integration. Because the asymmetry is driven

by the exchange bias, an estimate of the operating range in terms of temperature,

would be given by the ordering temperature of the antiferromagnetic material (below

500 K for NiO). In the low temperature regime, the exchange bias is enhanced so

one can expect an increase in the asymmetry. However, from the device perspective

it may not be realistic to consider temperatures below 280 K.

The large linewidths do not allow resolution of the finer structure, i.e. multiple

resonance modes. This is discussed in the next chapter, for a different ADL. Never-

theless, the resonance modes obtained in this system indicate a strong dependence on

the orientation of the applied field relative to both the exchange bias and the ADL. As

discussed in section 3.3.3, the excitation field in the loop shaped microstrip is highly

non-uniform, which is likely to result in broadening of the resonance linewidths.
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Chapter 5

Competing anisotropies in

exchange biased 2-D

nano-structured systems

The magnetodynamic properties of an exchange biased Fe50Mn50/Ni80Fe20 system

with a specific type of antidot structuring are investigated in this chapter. The

ferromagnetic layer (NiFe) is modulated in thickness and in the presence of an

exchange bias. The ferromagnetic resonance (FMR) spectra are complex, exhibiting

predominantly an antidot anisotropic behaviour. Using FMR, it is found that the

anisotropy has an 8-fold and 4-fold component. Brillouin light scattering measure-

ments (BLS) show magnonic band gap as expected in periodic structures such as

the one reported here. To understand these observations, the precessional modes

obtained experimentally are correlated with localised mode profiles obtained from

micromagnetic simulations. Due to the effect of exchange bias, the magnetodynamic

response of this system is asymmetric with respect to an applied field. The large

asymmetries observed, are obtained along directions off the main axes. This hybrid

structure is a good candidate for applications such as selective/directional microwave

filtering and prospective multi-state magnetic logic, given the degree to which one

can tailor the ground state.
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5.1. INTRODUCTION

5.1 Introduction

An interesting aspect of patterned films is that they induce a non-uniform

magnetisation reversal process, which can be advantageous for the development of

multi-state memory devices [4, 84, 102]. A stepped magnetisation reversal, necessary

for such applications can be achieved by patterning a bi-component structure,

typically comprised of antidot structuring with the holes filled with a different

magnetic material [105, 108, 110, 174], or by adding positive/negative exchange bias

on a single ferromagnetic layer system [4, 43]. Exchange bias can also be seen as a way

to modify the dynamic response of the magnetic system, as a result of the competing

unidirectional and anisotropic field distribution [40]. In particular, an asymmetric

microwave response, with respect to the applied field, has been demonstrated to have

origin in the unbalanced pole distribution at the edges of the holes in the antidot

lattice (ADL), as demonstrated in Chapter 4.

In this chapter, the magnetodynamic properties of an antiferromagnet - ferromag-

net (AF/FM) system with antidot structuring on the AF, but incomplete etching of

the holes in the FM layer, are studied using a range of spin wave detection techniques.

This type of structuring results in a periodic modulation of the FM layer thickness,

and exchange bias between the holes, as illustrated in Fig. 5.1a. In a way, the

sample can be seen as a bi-component magnonic crystal, whereby introducing the

antidot structuring a complex magnetodynamic response is obtained. Importantly,

the structure still behaves as magnonic crystal with characteristic spin wave band

gaps. Having a continuous film adjacent to the ADL allows the spin wave modes to

have a complex dependence on the applied field angle, as spin waves are allowed to

propagate in all directions [108].

Applied field angle dependent FMR results show an 8-fold symmetry for the

lowest resonance modes and a dominant 4-fold symmetry for the highest resonances.

Also, the variation of the exchange bias field with applied field direction, exhibits an

interesting dependence. It is widely known that that exchange bias in continuous

films possesses a unidirectional symmetry with regards to an external field [18, 20].

However, in the case of the ADL here studied, the effect of exchange bias field

on the ferromagnetic resonance properties varies greatly with the symmetry of the

structuring.
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5.2. FILM GROWTH AND PATTERNING

Micromagnetic modelling was performed in order to obtain the angular dependence

and the mode profile of the resonance modes. A comparative analysis was made

on how the partially etched holes can affect microwave properties of the magnetic

structure by varying the film thickness in the region of the holes, th= 0, 5, 10, 20

nm, with respect to the 20 nm thick layer of antidots.

The chapter is structured as follows: The details on the film growth, patterning

and structural analysis are presented in Sec. 5.2, where magnetometry data relative

to the patterned and unpatterned films is also included. The magnetodynamic

properties of the patterned and unpatterned films are discussed in Sec. 5.3. This

section is divided in three parts: Sec. 5.3.1 FMR studies on the mode structure;

Sec. 5.3.2 spin wave dispersion obtained via BLS studies; Sec. 5.3.3 the angular

dependence of the resonance modes is presented and analysed. Micromagnetic

simulations carried out to interpret the anisotropy in the antidots is presented in

Sec. 5.4. This section is divided in two parts. The result of varying the thickness of

the patterned layer is shown in Sec. 5.4.1 and the origin of the resonance modes is

presented in Sec. 5.4.2. The asymmetric variation of the resonances, with respect to

the applied field direction is discussed in Sec. 5.5.

5.2 Film growth and patterning

A Si substrate was sputtered with an 8 nm thick layer of Ta. Layers of Fe20Ni80

and Fe50Mn50 were deposited on a sequential sputtering system (Shamrock SFI) at

a base pressure of 10−8 mbar, in the presence of an in-plane magnetic field of 9

mT. The bi-layer was capped with 8 nm Ta layer to prevent oxidization. Following

deposition, the sample was annealed at 498 K in a 0.2 T magnetic field (3◦C/minute

ramp, 120 minutes at maximum temperature) in order to set the exchange bias

direction.

To initiate the patterning process, a 120 nm layer of silicon nitride (SiN) was

deposited on the top of tantalum (Ta), as a hard mask. The sample was subsequently

patterned using electron beam lithography combined with reactive ion etching. A

200 nm thick layer of ZEP520 resist was exposed on a Vistec VB6 UHR EWF e-beam

writer and developed in O-Xylene. The pattern was then transferred to the hard
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5.2. FILM GROWTH AND PATTERNING

mask via a reactive ion etching process (RIE) involving CHF3/O2, on a 80+RIE

etching tool. At a final stage, the NiFe/FeMn/Ta was etched on a ET340 RIE tool,

using CH4/H2 with resulting etching rates of 3 nm/min. Further details on the

patterning process can be found in Sec. A. The ADL covers an area of 1.5× 1.5mm2.

The unit cell size is 420 nm, with 280 nm diameter holes. A representative Scanning

Electron Microscopy (SEM) image of the structure is shown in Fig. 5.1.

Figure 5.1: a) Illustration of the cross-section of the partially etched ADL. b) Scanning

electron microscopy images of the ADL fabricated: NiFe(20nm)FeMn(10nm) pitch: 420

nm holes: 280nm. The change in contrast in the magnetic material is result of the SiN

which remained on the surface after the reactive ion etching. Red dashed square illustrates

the ADL unit cell. Yellow dashed rectangle illustrates the orientation of the cross-section

discussed in Fig. 5.2.

Cross-sectional transmission electron microscopy and electron energy loss spec-

troscopy (EELS) were performed in order to determine the thickness and elemental

composition of each layer. The preparation of the cross-section using FIB involved

the following steps: 1) deposition of a protective (platinum) layer on the surface of

the sample. The area deposited is typically a 10 × 4 µm2 rectangle; 2) a series of

FIB milling steps are performed on each side of the rectangle, and at a tilt angle

with respect to the film normal, so that the end result is wedge shaped cross-section;
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5.2. FILM GROWTH AND PATTERNING

3) the wedge shaped element is attached to a micro-manipulator and an under-cut

is done in order to detach the cross-section from the remaining bulk substrate; 4)

further milling on the side-walls of the cross-section is carried out in order to thin the

specimen below a 100 nm, which is the typical limit for electron beam transparency

in the TEM. 5) finally, the sample is attached to a specimen holder and tested in

the TEM.

Figure 5.2 shows a cross-section of the antidot structuring which was cut along

the diagonal of the ADL. The two regions labelled as I and II refer to the Ta/NiFe

and the Ta/NiFe/FeMn/Ta, respectively. The elemental maps of each of the regions

are shown in Fig. 5.2 I and II. From analysing the region I, it was detected the

presence of silicon (Si), tantalum (Ta), nickel (Ni), iron (Fe), carbon (C), oxygen

(O), platinum (Pt) and titanium (Ti), from the substrate to the top. It has not been

possible to identify the origin of the Ti, but it is believed that its origin is related to

contaminations during the etching process since this element only appears in regions

etched during the reactive ion etching process. The presence of Carbon and Oxygen

are the result of etching and to the fact that this surface, rich in Ni and Fe was not

capped in any way, promoting the formation of oxides at the interface as well as a

carbon layer. In the region II, one is able to identify the elements Si, Ta, Ni, Fe,

Mn, Ta, N. Based on the elemental composition shown in Fig. 5.2c-d relative to the

several elements across the sample, the thickness is estimated for the case of the Ta,

NiFe and FeMn layer. This was done by measuring the width at half height of the

elemental distribution.

Magneto-optic Kerr effect (MOKE) magnetometry was employed to obtain the

hysteretic behaviour of the continuous films and patterned sample. MOKE hysteresis

loops are shown in Fig. 5.3 for both the (a) continuous film and (b) ADL. The setup

was operated in the longitudinal configuration, with a laser spot size of 500 µm in

diameter. For the continuous film, the hysteresis was obtained while the magnetic

field was applied parallel (θH= 0◦) and perpendicular (θH= 90◦) with respect to the

exchange bias direction and lattice edge. The results show a clear easy axis direction

with a exchange bias field, Hb, of ∼5 mT. In the case of the ADL, the hysteresis

was measured with the applied field along the lattice edges. For both θH= 0◦ and

θH= 90◦ the exchange bias field is ± 1.5 mT. In a patterned film, the low field
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5.2. FILM GROWTH AND PATTERNING

Figure 5.2: a)- b) Bright field TEM images of the ADL cross-section and EELS data

relative to the region I and region II.c)- d) Normalised elemental profiles of regions I

and II. Dashed yellow rectangle of Fig. 5.1 illustrates the orientation of the cross-section

examined here and cut using FIB. Re-deposition of material occurred during the etching

process. Platinum (e-beam Pt) deposited as a protective layer for the FIB preparation of

the cross-section. The thickness of each layer can be seen in the line plots and is expressed

in nanometres.
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5.3. MODE STRUCTURE

magnetisation processes are dominated by the ADL anisotropy so that the effect of

exchange bias is not as trivial as a lateral shift in the hysteresis loop, as it is typically

observed in a continuous exchange biased film. The fact that both directions exhibit

a net exchange bias field, may be an indication of possible misalignment between the

exchange bias field direction and the axis of the ADL. This aspect will be discussed

when looking at the ferromagnetic resonance results.

Figure 5.3: Hysteresis loops obtained from MOKE: a) continuous exchange bias film where

the external field, µ0H was applied parallel, θH= 0◦, and perpendicular, θH= 90◦, to the

exchange bias direction. Along θH= 0◦, a lateral displacement of the hysteresis loop is

obtained as a result of exchange bias. The hysteresis obtained for θH= 90◦ does not exhibit

lateral displacement, which is consistent with the unidirectional nature of exchange bias.

b) ADL where the external field was applied along the edges of the lattice. Note that for

both θH= 0◦ and θH= 90◦ a lateral shift is observed, which suggests that patterning has

affected exchange bias distribution. The MOKE data was provided by Prof. Gianluca

Gubbiotti from the University of Perugia, Italy.

5.3 Mode structure

Broadband ferromagnetic resonance spectroscopy was performed using a vector

network analyser, VNA-FMR. The sample was placed on top of a coplanar waveguide

with the system operating in a 2-port configuration. Details of the VNA-FMR

technique are discussed in Sec. 3.2. Each measurement was initiated well above the

saturation field, at HREF= 150 mT, where a reference spectrum was acquired for

background correction purposes. Then, starting at a maximum applied field Happ=
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65 mT, the VNA signal was swept, in frequency, five times and averaged to improve

the signal to noise ratio; the static external field Happ was linearly reduced once

the frequency sweep was completed. This procedure was repeated in the applied

field range of Happ= |65mT|, with a field step of 1.2 mT. The experimental error

associated with the measurement of the applied field with an Hall probe is 0.1 mT. As

a final outcome, the relative variation of the scattering parameter S21, as a function

of frequency and field, is obtained.

Brillouin light scattering (BLS) is an optical technique which relies upon the

inelastic scattering of light from spin wave excitations in magnetic systems, enabling

the study of wave vector resolved spin wave dispersion [175]. The principle consists

of the interaction of photons with a certain energy and momentum (h̄ωI , h̄~qI) with

magnons (h̄ω, h̄~q). The terms ω and ~q correspond to the frequency and wavenumber

of the incident photons and magnons. The annihilation or creation of optically

excited magnons can be retrieved by measuring the energy and momentum transfer

of the scattered photons h̄ωS(~qS) = h̄(ωI(~qI)± ω(~q)). In materials with modulated

magnetic properties, the spin wave dispersion relation exhibits prohibited and allowed

frequency bands, similarly to the case of electron scattering due to an atomic lattice

or the diffraction of photons in the case of a photonic crystals.

BLS experiments were performed in the backscattering configuration using a

Sandercock 3+3-type tandem Fabry-Perot interferometer in the Damon-Eshbach

(DE) scattering configuration (~k ⊥ ~H). A description of the DE spin wave modes

was done in Sec. 2.2. The wavelength of the incident light is λ= 532 nm. Due to

the photon-magnon conservation law of momentum in the scattering process, the

in-plane component of the excitation wave vector (k) varies with the incidence angle

of light (θ) according to k=
4π

λ
sin θH where λ is the light wavelength. A static

external field of 50 mT was applied in the direction parallel to the lattice edge and

collinear with the exchange bias direction, coincident with θH= 0◦ (see Fig. 5.1).

5.3.1 Field dependent magnetodynamics using VNA-FMR

and BLS

To ensure that the magnetic properties of the films have not been affected by the

temperature changes throughout the fabrication process, a comparison was made
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between the ferromagnetic resonance data relative to the continuous film as-deposited

(AD) and after the patterning process (AP). The results are shown in the Fig. 5.4a

and 5.4b, respectively. The spectra in Fig. 5.4b were measured for a sample of

continuous film which was subject to the same lithography process (resist bake,

etc) as the ADL, except that it was not etched as it was protected by the hard

mask. For each sample, an FMR spectra was measured along the parallel (left) and

perpendicular (right) to the exchange bias direction. This data was fitted with the

Kittel equation, in order to determine the exchange bias field, Hb, anisotropy, Hk,

and the effective magnetisation, Meff . A summary of the fitting parameters is shown

in the table 5.1. As can be noted, the magnetic properties are similar for both AD

and AP samples. The amplitude and direction of the exchange bias field remained

unchanged. The anisotropy field amplitude, Hk, obtained from the fitting is small on

both AD and AP films so the uniaxial anisotropy term can be assumed negligible.

Figure 5.4: Resonance frequency versus field maps (magnitude of S21) from the continuous

films at the as-deposited (a) and post-patterning (b) stages. The applied field varies from

the directions parallel (left) and perpendicular (right) to the exchange bias direction. The

spectra in b) were measured from a sample of continuous film which was subject to the

same lithography process as the ADL, except that it was not etched. Note that the FMR

data on right-hand side still exhibits an exchange bias field indicating that the µ0H ⊥ Hb

condition was not fully satisfied. The thin film deposition was performed by Dr. Sinead

O’Reilly from Queen’s University, Belfast, UK.
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Sample Hb (mT) Hk (mT) Meff (T)

AD 5.0 1.0 1.16

AP 5.2 1.1 1.21

Table 5.1: Fitting parameters for the continuous films at the as-deposited (AD) and post-

processing (AP) stages. One notes that the anisotropy field is negligible in the continuous

films. Fitting errors for Hb, Hk, and Meff are 0.2, 0.1 and 5 mT, respectively.

The ferromagnetic resonance spectra shown in Fig. 5.5 were obtained from the

ADL, where the magnetic field is applied (approximately) parallel to the lattice edge

(θH= 0circ) and the exchange bias direction. The full spectra contains 4 resonances

and all are centered at around µ0H ∼ 0 mT. The modes are labelled as I, cf, II

and III, from lower to higher frequencies. The mode ‘cf‘ is labelled differently since

its origin is related to the continuous film underneath the ADL (recall Fig. 5.1a

and Fig.5.2a), due to incomplete etching of the holes. The modes I, II and III are

intrinsically related to the patterned layer.

Features worth noting are the field regions at which softening of modes I and II

occur. These are indicated with arrows numbered as 1 and 2, respectively. For the

case where the applied field is aligned with the edges of the lattice, the magnetisation

reversal undergoes a hard-axis like behaviour (see Fig. 2.3), i.e. at a certain stage

of the reversal, the external field cancels the effective anisotropy. Consequently the

resonance frequency drops to a minimum value, as result of the vanishing (or canted)

torque along the applied field direction. When the applied field is lower than the

anisotropy field, the torque is restored and the resonance frequency increases. The

field region numbered as 3 highlights the overlap between the resonance mode I and

the ‘cf‘ mode. The region numbered as 4 highlights the difference in the resonance

frequency of the modes ‘cf‘ and II, as µ0H ≤ 40 mT.

One should also note the effect of exchange bias in the FMR response. This

appears as a lateral displacement of the spectra and a noticeable asymmetry in

resonance frequency between positive and negative applied fields. The asymmetric

behaviour is result of unidirectional nature of the exchange bias field, which at

positive applied fields will shift the resonance frequency downwards, whereas for

negative fields the resonances are shifted upwards, raising an asymmetry noted in

69



5.3. MODE STRUCTURE

the figure as ∆fR. For the case of mode I, an asymmetry of 1 GHz is obtained

when evaluating the difference, in resonance frequency between, µ0H= 20 mT and

µ0H= -20 mT. The same behaviour is observed for the resonance mode II, where

the asymmetry is 0.4 GHz for |µ0H|= 20 mT. The asymmetry is expected to be

larger when µ0H ' Hk, given that the exchange bias field becomes the only ordering

parameter of the magnetisation.

Figure 5.5: The colour plot shows the normalised magnitude of S21, which represents the

ferromagnetic resonance data relative to the ADL. The scatter plot shows the BLS data at

θH ∼ 0◦. From lower resonance frequency to higher resonance frequency four modes are

labelled in the figure as I, cf, II and III. The field/frequency regions numbered from 1 to 4

highlight the softening of the modes I and II (1 and 2, respectively) and the intersection of

mode ‘cf‘ with the the modes I and II (3 and 4, respectively). The term ∆fR represents

the asymmetry in frequency between the resonance at µ0H= 20 mT and µ0H= 20 mT.

Field dependent BLS measurements are also shown in Fig. 5.5. Note the good

agreement with the FMR data. The small deviations between the FMR and BLS

data can have origin in a possible misalignment of the sample relative to θ= 0◦

or an uncertainty associated with the measurement of the frequency shifts in the

BLS experiments. The wavevector dispersion studied using BLS is discussed in the

following section.
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5.3.2 Spin wave dispersion using BLS

Figure 5.6 shows the wavevector dispersion relation of the ADL and the continuous

film. The largest wave number measured was kmax = 2.6(π/a), with a being the hole

spacing (420 nm), which, in the reciprocal space corresponds to a wave vector just

above the second Brillouin zone (BZ). At normal incidence (k= 0) the modes agree

well with the resonance peaks obtained from the FMR experiments. Similarly to

the FMR results, at k= 0 the resonance mode relative to the continuous film, cf,

overlaps with mode II from the ADL.

Figure 5.6: Brillouin Light scattering measurements at µ0H= 50 mT and θH= 0circ. For

the wave number k= 0 the BLS matches the FMR data f= 5.7 GHz, 6.97 GHz, 7.83 GHz,

12.01 GHz. Wave vector of the excitation is perpendicular to the applied field direction

(DE modes). The shaded region highlights the frequency bandgap obtained, which is result

of repulse spin wave interactions due to Bragg scattering. The dashed arrows highlights

the periodicity of the ADL. The BLS data was obtained by Prof. Gianluca Gubbiotti from

the University of Perugia, Italy.

Note the existence of a forbidden bandgap (BG) of 0.6 GHz at k= 0.77×105

radcm−1 (π/a), located at the boundary of the 1st BZ. The emergence of a BG

is evidence of repulsive interactions due to Bragg scattering of spin wave modes.

Experimental evidence for Bragg scattering of spin waves was first demonstrated

in Ref. [54] for the case of simple 2-D nano-structures. In Ref. [52] the spin wave

dispersion for a type of bi-component ADL demonstrated the emergence of a BG.

The results here presented show that the formation of BG is also possible in the
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current geometry. The periodicity of the lattice is reflected in the BLS data, as can

be seen by following the frequency variation of the modes highlighted by the red

dashed arrows.

The spin wave dispersion of the ADL was simulated using Mumax. The structure

was comprised of 24 unit cells (420 nm × 420 nm) along the wavevector propagation

direction and 1 unit cell along the applied field direction. The long propagation

distance is necessary to obtain well resolved spectra in the Fourier domain as ∆k is

inversely proportional to the propagation length. Boundary conditions were applied

along the direction of the applied field so that the finite length of the ADL along

the field direction does not affect the results. The symmetry of the excitation

corresponds to the DE configuration used in the BLS experiments. The sample was

discretised along the out of plane direction, using ∆z= 5 nm as cell size, to account

for the variations in thickness at the hole sites, th. The magnetic system was excited

with a temporally and spatially modulated field pulse. The time and space profile

was defined as sin(ωcutt)/ωcutt and sin(kcutx)/kcutx, respectively. As expected the

calculated spin wave dispersion reflected the periodicity of the lattice. The results

are not shown here since only a general agreement between the simulations and the

BLS data was obtained. In order to enhance the results, several aspects must be

considered: 1) the discretisation unit along the out-of-plane direction, should be of

the order of ∆z ∼ 2 nm, so that magnetostatic and exchange interactions can be

accounted appropriately. Computationally, this is hard to achieve given the overall

size of the simulated structure; 2) the excitation pulse requires further optimization,

in order to ensure that the wavevectors in the range of interest are evenly excited;

and finally 3) data processing must be done in such a way that averaging over the

film thickness is considered.

5.3.3 Angular dependence of FMR and magnetic

anisotropies

In-plane angular dependent FMR measurements were performed in order to

evaluate the anisotropic behaviour of the resonance modes. In the angles between

θH= [0◦, 190◦] the FMR spectra was acquired every 10◦, except when around the

directions [0◦, 45◦, 90◦] where the step was reduced to 5◦. Representative spectra are

72



5.3. MODE STRUCTURE

shown in Fig. 5.7. On all spectra shown, the dashed lines represent the fit to each

resonance mode using a Kittel-like equation shown in Eq. 5.1b and plotted here only

as a guide for the angular dependence. The softening of the different modes can be

noted, as well as the dependence with external field direction relative to the ADL.

Mode softening is observed when the magnitude of the applied magnetic field, along

a certain direction, is sufficient to balance the internal fields of the magnetic material.

When this condition is reached, the net magnetic moment parallel to the applied

field direction is largely reduced, and the torque vanishes. The internal fields account

for the anisotropy field due to the patterning, Hk, and the effect of the exchange

bias field, Hb.

The data relative to θH= 10◦ shown in Fig. 5.7 is used to demonstrate the

existence of two softening regions in field. At µ0H= -17 mT the decrease in resonance

frequency of mode I is associated with the balance between the external field and the

effective anisotropy which is result of the competing shape anisotropy and exchange

bias. The difference in behaviour for µ0H= ±17 mT is associated with exchange bias

which for positive fields, counts as a positive contribution to the anisotropy, and for

negative fields, counts as a negative contribution. At µ0H ∼ 0 mT the magnetisation

undergoes the reversal process, which is understood as mode softening followed by

complete reversal of the magnetisation via rotation of domains. Similar behaviour

is observed when the applied field is set along, for example, θH= 20◦ and 30◦. In

these spectra, the resonance frequency of mode I is higher, when compared to θH=

0◦, and the directions θH= 20◦ − 30◦ is associated with an easy-axis behaviour as

opposed to the directions θH= 0◦, 45◦, 90◦ where a hard-axis behaviour is observed.

In Fig. 5.7, at angles corresponding to θH= 45◦ and θH= 50◦ two sets of symbols

were added (square and circular) to highlight two frequency modes which appear

in the angular range of θH= [30◦ − 60◦, 120◦ − 160◦], within the frequency and field

range marked with the dashed grey boxes. To aid the discussion, these two modes

are shown in more detail in Fig. 5.8. The two low amplitude modes appearing in

the frequency region between 7-10 GHz show an interesting behaviour: On each

spectrum, blue and green dashed lines were added so that the resonance modes

are more easily followed. Note that the mode marked with the blue line is moving

upwards, whereas the mode marked with the green line is moving downwards with
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Figure 5.7: Normalised magnitude of S21 representing the ferromagnetic resonance data

at different applied field angles, θH . Each resonance mode was fitted with a Kittel like

equation and the fitting results are shown by the different dashed lines. One can observe

the softening of some resonance modes, in particular the modes at lower frequencies. The

gray dashed rectangle highlights high frequency modes which appear only at certain angles.

These modes have low signal to noise and are also labelled with square and circular symbols

in the spectra relative to θH= [30◦ − 50◦].

increasing the applied field angle. The ascending movement of the mode marked with

a blue line may be seen as the continuation of the mode III. Instead of considering

that mode III remains in the same frequency range as mode II, as suggested in Fig.

5.7, our interpretation is that mode III undergoes an increase in resonance frequency,
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whose movement is given by the blue line. The green line moving downwards in

resonance frequency, as a function of the applied field angle, may be related to the

high frequency mode observed in the BLS spectra (Fig. 5.6). At θH= 0◦ this mode

is expected to exist at high frequencies, which in principle could coincide with the

mode at 12.01 GHz observed in the BLS measurements. The fact that these two

modes change rapidly with θH suggests great sensitivity to the anisotropy of the

patterned structure. The limited sensitivity of the FMR apparatus constrained the

observations at high frequency. Nevertheless, additional modes are identified, which

appear to shift significantly in resonance frequency with varying θH .

Figure 5.8: Resonance modes with low amplitude in the high frequency regions. These

correspond to sections of the spectra in Fig. 5.7 but with improved contrast.

A detailed description of the anisotropies of different resonance modes is shown

in Fig. 5.9, which was constructed by performing a multi-peak fit over the field range

of |µ0H| > 35 mT, thus considering only the saturated states. The fittings were

performed on the derivative of the signal so a derivative of the Lorentzian function

was used to fit each resonance line, with an average R2 of 0.88± 0.04. At each

angle, the data was fitted with four resonance lines, as illustrated in Fig. 5.7 by

the four dashed lines, allowing the assessment of the anisotropy field, the exchange

bias field and the effective magnetisation, following a general Kittel formula, Eq.

5.1a, discussed in Sec. 2.1. The fact that µ0M �| H + Hb | + Hk leads to the
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approximation shown in Eq.5.1b.

f 2 = γ2(| H +Hb | +Hk)(| H +Hb | +Hk + µ0M) (5.1a)

f 2(θ) ≈ γ2(| H +Hb | +Hk)(µ0M) (5.1b)

The anisotropy field as function of angle, Hk(θH), obtained from fitting the data with

Figure 5.9: Angular variation of the anisotropy fields obtained by fitting the experimental

data to Eq. 5.1b. The continuous lines represent a fit to the proposed model for the

anisotropy, shown in Eq. 5.2a. The dashed line is in agreement with the description of

mode III, which suggests that between θH= 22.5◦ − 67.5◦ the resonance frequency of this

mode goes above the measurement window. The variation in anisotropy follows the vertical

displacement of the resonance of each mode.

Eq. 5.1b, is plotted in Fig. 5.9. The results suggest the presence of an apparent 8-fold

anisotropy, combined with a four-fold symmetry term. The solid lines represent a fit

to the Eq.5.2a, which accounts for an offset constant, H0
k , a 8- and 4-fold anisotropy

constants, which are labelled as H
′

k and H
′′

k , respectively1.

Hk(θH) = H0
k +H

′

kcos
2(2(θH + θ0)) +H

′′

k cos
2(4(θH + θ0)) (5.2a)

Hb(θH) = H0
b +H1

b cos(θH + θ0) (5.2b)

Figure 5.10 shows the angular variation of the exchange bias field (Hb), for all

the modes. The continuous lines represent a fit to Eq. 5.2. It is important to

1Uniaxial field component was not considered given the results obtained for the thin film

configuration discussed in section 5.3.1
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note that the angular dependence of the mode ‘cf‘ is in agreement with the angular

variation of a continuous exchange biased film [32], as will be demonstrated later

using micromagnetic simulations (Fig.5.11 for th= 20 nm). The behaviour of mode I

illustrates an interesting property of this magnetic system. The combined anisotropies

give rise to a non-uniform variation of the exchange bias field, with regards to the

applied field direction, which could possibly enable the use of such systems as

enhanced tunable microwave filtering devices. This aspect will be discussed later in

Sec. 5.4.2. The angular variation of the modes II and III is rather complicated to

follow, given the strong dependence on the anisotropy and mode behaviour itself. It

is therefore a challenging task to extrapolate information regarding the exchange

bias.

Figure 5.10: Angular variation of the exchange bias field of mode the resonance modes

obtained by fitting the experimental data to 5.1b. The variation of exchange bias field

follows the lateral displacement of the resonance spectra.

Table 5.2 gathers the fitting terms for the values of Hk(θH) and Hb(θH) described

in Eqs. 5.2a and b. A fitting parameter, θ0, was added to account for: a) misalignment

between the exchange bias axis and the edges of the ADL and b) experimental error

in measuring the rotation angle. A small offset angle can be observed in Fig. 5.9

and 5.10 as a lateral displacement of the local minima/maxima with respect to the

main directions, θH= 0◦, 90◦.

In previous reports of antidot systems, the diagonal of the lattice is assumed to be
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Mode H0
b (mT) H1

b (mT) H0
k (mT) H ′k (mT) H ′′k (mT) Meff (T)

I -1.6 ±0.5 1.8 ±0.4 -8.9 ±0.6 -4.5 ±1.0 8.6 ±1.1 1.1

cf 0.05 ±0.02 3.5 ±0.1 -1.7 ±0.4 -1.0 ±0.7 – 1.3

II -1.7 ±0.6 2.4 ±0.6 7.4 ±1.3 -7.2 ±1.3 -7.6 ±1.6 1.1

III -0.1 ±0.08 1.17 ±0.25 13.6 ±3.2 22.1 ±5.1 5.6 ±1.2 1.2

Table 5.2: Fitting parameters for the anisotropy, exchange bias field and effective magneti-

sation of the ADL obtained for each of the resonance modes analysed. The fitting errors

are of the same order in all resonances. Fitting error obtained for Meff is ±10−3 T.

the easy axis. However, in this sample it is observed that this direction corresponds

to a hard-axis like behaviour. Given the previous reports and based on the cross-

sectional analysis, it is understood that the difference in anisotropic behaviour can

be attributed to modifications in the nearest and next-nearest neighbouring holes,

as a result of having partially etched NiFe/FeMn ADL. Moreover, in addition to

the partial etch of the holes, the material remaining in the holes is not exchange

biased, as the FeMn has been removed from its surface. The periodic modulation

of the exchange bias, the etching depth and the possibility of contamination in the

holes, could have also affected the microwave properties of the system. The NiFe

present in the holes represents approximately 30% of the total volume of the unit

cell. With this is mind, a comparative study was performed with Mumax, covering

four different layer configurations.

5.4 Partial patterning and mode analysis

5.4.1 Partial patterning

To understand the origin of the unusual anisotropic behaviour, micromagnetic

simulations were performed using Mumax. In this study, the magnetic properties,

the hole size and the periodicity of the holes were kept constant, whilst varying the

thickness of the magnetic material in the holes, th. Details on the simulation tool

and the data processing are discussed in appendix Sec. B. The FMR spectra as

function of the applied field angle (θH) as well as the mode profiles were obtained
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from the simulations. The spatial profiles of the resonance modes were obtained

at a fixed magnetic field magnitude of 50 mT and a fixed exchange bias field with

magnitude of 5 mT, set at θb= 11.25◦ in respect to the lattice edge. All spectra

were obtained by performing a Fourier analysis of the time dependent out-of-plane

component of the magnetisation, mz(t), after applying a spatially uniform pulse in

the form of A0 sin(t− t0)/(2πt), where A0= 1 mT and t0= 3 ns. To obtain the spatial

distribution of the precession modes at fixed applied field, a time domain Fourier

analysis of the magnetisation component mz(x, y, t) was performed. Functions in the

form of sin(t)/t are preferred as in the Fourier domain, these possess an uniform and

well defined excitation bandwidth.

The angular variation of the resonance modes is summarized in the Fig. 5.11 for:

a) A fully etched antidot geometry; b) a partially etched antidot geometry where the

thickness of the magnetic layer in the hole is th= 5 nm, ; c) where th= 10 nm and

d) where th= 20 nm, resembling a continuous film. To comply with the variation

of the exchange bias field, the pinning field (Hb) was only applied in the antidot

regions. In Fig.5.11a, the high frequency resonance modes appear labelled as HF

(10.8 - 14 GHz), the intermediate frequencies as IF (5.0 - 10.5 GHz) and the lowest

frequency modes as LF (1.5 - 4.8 GHz). At this stage, the intention is to describe

the general behaviour of the resonance modes, so that a decision can be made on

which configuration best represents the experimental data.

When comparing the results of the Fig. 5.11 a,b, c and d, it is observed that the

modes in the HF band become weaker with an increase in th. The frequency range

of the IF modes becomes narrower while the IF mode amplitude becomes dominant

with increasing th. More importantly, a change in symmetry of the angular variation

is observed, with increasing th. For th = 0 nm the resonance frequencies in the IF

range reach a maximum at θH= 45◦, whereas for th= 10 nm, this angle corresponds

to a local minimum. The frequencies of the modes LF move upwards as th increases,

moving towards the IF range. For the limiting case of th= 20 nm all resonances

should collapse to a single mode in the IF range, resembling the FMR response of

a continuous exchange biased film, as observed in the Fig. 5.10 for the mode ’cf’.

Interestingly, the modulation of the exchange bias field itself (without the thickness

modulation) did not produce any effect on the response of the system.
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In terms of anisotropy, the HF modes appear to have a 4-fold symmetry shifted

by 45 degrees with respect to the 4-fold symmetry observed in the IF range. This is

important to note as a similar trend is observed in the experimental data.

The most relevant feature of the simulations is the variation in the anisotropy of

the intermediate resonance modes. In the antidot configuration, th= 0 nm, a clear

4-fold symmetry is obtained, however, when looking at the angular dependence for

th= 5 nm (black dashed line) and th= 10 nm, a certain transition between 4-fold

and 8-fold is observed, i.e. the flattening of the frequency response around θ= 45◦.

The observation of this transition in the simulations is consistent with that of the

experimental data, where an 8-fold symmetry is observed for mode I (Fig. 5.9).

One notes that when th= 10 nm the symmetry of the IF modes exhibits a 4-fold

dependence (following the dashed lines). Alternatively, one may consider that in the

case of th= 10 nm, the LF mode appears to exhibit an 8-fold symmetry. The LF

mode is associated with the precession amplitude located at the edges of the ADL.

Experimentally, this mode may be hard to detect since interface roughness smears

the FMR signal.
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Figure 5.11: Angular variation of the calculated FMR spectra for th= 0, 5, 10, 20 nm. The

high, intermediate and low frequency regions are labelled as HF, IF and LF, respectively.

Note the black dashed line for th= 0, 5 and 10 nm. The angular variation suggests a change

in the symmetry to an 8-fold like dependence of the IF modes when th= 5 nm. Despite the

fact that the LF mode for th= 10 nm exhibits an 8-fold dependence it is unlikely that this

mode was experimentally detected given that the Mumax simulations revealed that the LF

mode is an edge mode. Magnetic parameters used in the Mumax simulations: MS= 1 T,

Aex= 1.3e−12 J/m and α= 0.02.
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5.4.2 Origin of the dynamic modes

In general, the precessional modes in the ADL result from a localisation of the

precessional amplitudes due to the highly non-uniform demagnetisation fields which

are ultimately related to the pole distribution around the edges of the holes [54, 87].

Figure 5.12 shows the angular dependent FMR spectra (a) and the spatial

distribution of the resonance modes obtained at θH= 0◦, 22.5◦ and 45◦, which are

labelled with red, green and blue dashed lines. Each of the line profiles contains

a number of resonance peaks, which are associated with the corresponding mode

profiles shown in Fig. 5.12b, c and d. The precession amplitudes are colour coded in

the images.

The spectra corresponding to θH= 0◦, 22.5◦ and 45◦ contain 8, 8 and 6 modes,

respectively. The eigenmodes are indexed in ascending order from 0 to 7, and the

corresponding frequency is noted in the respective mode profile. The resonance modes

can be characterized by the amplitude distribution, number of nodes and orientation

relative to the applied field. Throughout the discussion, the modes are labelled based

on the applied field angle and mode number, following the nomenclature: θH-[mode

number].

The modes 0◦-[0,1], 22.5◦-0 and 45◦-0 occur at low frequencies and are highly

dependent on the shape of the holes. This can be observed as the largest amplitude

variation is localised at the hole edges, within the unit cell of the antidot geometry.

These are commonly designated as edge or localised modes [102]. As can be noted

from the amplitude distribution, the localised modes extend from one hole edge

to the nearest neighbour (NN) or next nearest neighbour (NNN), which suggests

that within the unit cell, the localised modes are coupled via dipolar and exchange

interactions. These modes are mainly confined to the antidot region, i.e. outside the

holes, and it is observed that the largest precession amplitude occurs either at the

hole edges or at the inter-hole spacing. With varying θH , the density of poles rotates

around the edges of the holes and therefore the localisation of the modes varies. The

fact that θH 6= θb induces a canting of the magnetisation with respect to the external

field direction (θM 6= θH) and raises an asymmetric distribution of the poles. This is

in part the reason why the amplitude profiles extend up to the NN and NNN, even

at θH= 0◦.
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Figure 5.12: a) Simulated angular variation of the resonance modes of the ADL for th= 5

nm. b), c) and d) Precession amplitudes at θH= 0◦, 22.5◦, 45◦, respectively. The exchange

bias field direction was kept fixed, at θb= 11.25◦. The inset illustrates the simulated

geometry which appears subdivided in antidot and hole regions. Boundary conditions were

employed in Mumax to ensure that the finite size of the system did not affect the results.
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The modes 0◦ − 2, 22.5◦ − 1 and 45◦ − 1 are predominantly localised in the region

inside the holes, as seen from the relative large amplitude of these modes, compared

to the antidot region. Still, there is some degree of coupling to the antidot region,

as the profile also extends beyond the holes. Such modes are only observed in

hybrid structures, whereby modes in the hole region merge with modes in the antidot

structure. The hybrid behaviour is more pronounced in 0◦-3, 22.5◦-2, 45◦-3, where

the precession amplitude appears more evenly distributed across the whole structure.

The modes contain three amplitude nodes in the hole region and two predominant

nodes in the antidot region. Because of the applied field angle, the mode 0◦-3 extends

to NN whereas the modes 22.5◦-2, 45◦-3 extend further to the NNN.

The modes 0◦ − 4 and 0◦ − 5 have a similar amplitude distribution, with the

main difference being the localisation of the amplitude maximum. In the mode 0◦ − 4

the maximum is located in the holes, whereas in the mode 0◦ − 5, the amplitude

maximum is located in the antidot region. There is also a slight difference in the

shape of the amplitude nodes, which is likely to contribute to the offset in resonance

frequency, from 8.67 GHz to 8.92 GHz, between both modes.

By comparing the mode 0◦ − 3 to the modes 0◦ − [4, 5], a change in symmetry of

the amplitude distribution in hole regions is observed. In mode 0◦ − 3 the amplitude

profile is elongated vertically, and thus perpendicular to the applied field direction,

while the elongation in the profile of the modes 0◦ − [4, 5] is parallel to the applied

field. Interestingly, the amplitude profile of mode 0◦ − 6 returns to the perpendicular

orientation, relative to the external field. The elongation of the modes 0◦ − [7, 8] is

once again parallel to the applied field, with the only noticeable difference being the

increase in number of nodes. In the antidot region, the modes are dominated by

the NN and NNN interactions, where no significant changes to the symmetry of the

amplitude profiles are observed.

Despite the complexity of the spectra we note that in general the mode profiles

at θH = 0◦ evolve to those observed for θH= 22.5◦ and 45◦, given that the symmetry

mode rotates with external field. A direct comparison between the modes observed at

θH= 0◦, 22.5◦ and 45◦ can hardly be established, especially at high frequencies where

the modes are constituted by many nodes and a complex amplitude distribution.

Some modes, for example the modes 0, 1 and 2 keep their profile even if the field
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rotates. On the other hand, the modes 22.5◦ − 2, 3 and 45◦ − 3 do not seem to have

a unique counterpart at 0◦. In fact, it appears as if the modes 0◦ − 4, 5, 6 merge

to form 22.5◦ − 3, 4 which in turn evolve to mode 45◦ − 3. Similarly, the modes

0◦ − 7, 8 evolve to 22.5◦ − 5, 6, which then merges to 45◦ − 4.

5.5 Asymmetry

In section II, the anisotropic and biased magnetodynamic response of the ADL

was discussed. It was noted that Hb(θH) is not trivial in the sense that it does not

follow the cos(θH) behaviour of Eq. 5.2b, which is normally obtained in a continuous

exchange biased film. This can be seen by comparing Hb(θH) in Fig. 5.10 with the

corresponding fitted lines. All resonance modes exhibit an oscillatory behaviour

different to cos(θH), with exception of mode ‘cf‘ where the fitted function agrees

well with the data. In mode I the oscillation of Hb(θH) is more pronounced, with

the largest exchange bias field amplitude obtained at θH= −10◦, 10◦, 80◦and100◦,

where ∆Hb ≈ ± 2 mT (Fig. 5.10). The direction relative to θH= −10◦and10◦ were

considered in particular as they produced the largest exchange bias field shifts. In

general, for Hext > 0, the exchange bias field acts as positive contribution to the

resonances, while for Hext < 0, it acts as a negative contribution to the resonance

frequency. Moreover, as the exchange bias field is in competition with the 8-fold

anisotropy, the result is that the exchange bias field will have positive polarity for

θH= 10◦ and negative polarity at θH= −10◦. At θH= 0◦, the effect of the exchange

bias field is not observable, mainly because the spin configuration is dominated by

the anisotropy of the lattice. By combining the anisotropy of the ADL and the

exchange bias one adds a degree of tuning to the resonance frequencies, whereby

positive and negative frequency shifts are obtained by small variation in the applied

field angle.

Figure 5.13 shows the asymmetry (∆fR) in resonance frequency between µ0Hext

= 20 mT and µ0Hext = -20 mT, as function of θH , as illustrated in Fig. 5.5.

The applied field section µ0H = |20| mT represents a good approximation to the

anisotropy field associated with ADL, given that the softening of the mode I occurs

in this field range (Hk ∼ µ0H). The magnetic configuration at this applied field will
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be highly non-linear at certain angles due to the proximity to the hard-axis of the

ADL, for example at θH= ±10◦. The asymmetric response is primarily caused by the

presence of the exchange bias which, at positive fields shifts resonances upwards, and

at negative fields shifts the resonances downwards. The dependence observed in Fig.

5.13 indicates that even though the asymmetry is due to bias, its angular variation

is result of the competing anisotropies given the 8-fold oscillation in the asymmetry.

The change in polarity for θH= −10◦ and θH= 10◦ can be understood from the

perspective of the spin configuration and the offset angle between the exchange bias

field direction and the ADL edges. As illustrated in the inset of Fig. 5.13, at θH=

10◦, the y component of the exchange bias field (Hby) is projected along the axis of

the ADL as a positive field contribution. When θH= −10◦, the exchange bias field is

projected as a negative field, possibly due to the reversibility of the exchange bias

field direction. This field component is particularly relevant in the vicinity of the hard

direction, due to the softening of the magnetisation. The micromagnetic simulations

do not exhibit this change in polarity, as can be understood by comparing the spectra

at θH= 10◦ and θH= 350◦, suggesting that by simply defining the exchange bias

field as a uniform pinning field may be an incomplete approach to the problem of

exchange bias in patterned structures, as local deformation of spin texture of the

antiferromagnet may occur.

Figure 5.13: Angular variation of the frequency asymmetry of mode I, ∆fR, measured

as the difference in resonance frequency between µ0H= 20 mT and µ0H= -20 mT. The

oscillatory behaviour of ∆fR follows the trend of Hb(θH) shown in Fig 5.10.

The asymmetry appears to have different behaviour in the angle range θH=
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[112.5◦ : 135◦], possibly due to non-uniformities in the switching process of the

magnetisation, caused by pinning sites.

5.6 Conclusions

Magnetodynamic studies on the exchange biased bi-component structure, i.e. an

ADL adjacent to a continuous layer, has revealed a number of magnetostatic spin

wave modes with origin in the enhanced dipole field distribution at the hole interfaces.

The VNA-FMR studies have demonstrated that the ADL structuring combined with

exchange bias results in further modifications to the microwave response. The

presence of exchange bias allows to engineer the microwave properties, in particular

to enable an asymmetric response of the multiple resonance modes with regards to the

applied field and lattice direction. An 8-fold and 4-fold anisotropy components were

obtained from the angular dependence of the resonance modes, which is attributed

to the nearest and next-nearest neighbour interactions. The change in unidirectional

behaviour of the exchange bias is likely to result from modifications in the reversal

process due to patterning.

Micromagnetic simulations revealed a change in symmetry on the resonance

modes, due to changes in the thickness of the film in the hole regions. The modelling

carried out with Mumax lead to an understanding of the degree to which the magnetic

properties have been affected by the etching of the holes. Further optimization would

be required in order to obtain a quantitative match between the experimental data and

the simulation results. Despite the fact that the TEM cross-sectional analysis shows

that the remaining NiFe layer in the holes was 14.5 nm in thickness, the comparison

between the FMR data and the simulated spectra indicates that realistically, only

5 to 10 nm of NiFe contributes to the ferromagnetic layer. Modification of the

magnetic properties at the hole sites, due to contaminations, may have also affected

the anisotropy properties of the ADL.

The field dependent BLS results are in good agreement with the VNA-FMR

data. Furthermore, the BLS results reflect the periodicity of the ADL, as well as

the emergence of a frequency band gap at the wave number corresponding to the 1st

Brillouin zone.
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Chapter 6

3-D nanostructures: Lorentz DPC

and VNA-FMR studies on

bi-layered antidots

The previous chapters demonstrated the effect of demagnetisation fields in single

exchange biased layers of antidots. This chapter is dedicated to the study of a

highly configurable three dimensional magnetic structures, in which two films, one

exchange biased and one unbiased, are stacked upon one another and patterned with

an antidot geometry. The exchange bias on the bottom film allows for pinning of

its magnetisation while the free layer reverses, allowing for parallel and anti-parallel

configurations. The magneto-static properties of the stacked structure are studied via

high resolution differential phase contrast Lorentz transmission electron microscopy,

to understand how the transition from parallel to anti-parallel occurs, with focus

on the interlayer dipolar effects. Interestingly, it was also observed that the stacked

structure allows for the emergence of stable magnetic vortices, whilst a single layer

does not exhibit this feature. These experiments were carried out using the TEM

in-situ two port VNA-FMR rod, described in Sec. 3.3.2, so it was possible to obtain

an immediate assessment of the microwave properties of the whole sample. In this

case, it was useful to confirm the anti-parallel configuration, as the net FMR response

is much reduced.

The magnetodynamic properties of a bi-layer structure, equivalent to the one

studied with Lorentz microscopy, is investigated using VNA-FMR, in order to study
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the effect of the cancelling demagnetisation fields in the microwave response of the

system. The distribution of the magnetic poles on both layers is asymmetric due to

the presence of exchange bias on one layer. Therefore, it is expected that inter-layer

coupling will cause an effect on the net microwave response of the system.

6.1 Introduction

The mechanisms which govern the magnetisation reversal in an antidot lattice

(ADL) are highly dependent on the hole diameter (d) and the lattice periodicity (s)

as these have a direct influence on the distribution of the demagnetisation fields

[84, 162]. In the limiting case of isolated elements (d ≥ s) the reversal occurs

through fast switching and formation of magnetic vortices and in the extreme

case of an unperturbed film with largely spaced holes (d < s) the magnetisation

reversal undergoes long range domain wall motion and rotation [17, 176, 177]. At

an intermediate range (d ∼ s) both vortex formation and domain wall reversal

are expected [45, 167]. The choice of the ratio d/s helps establishing the type of

applications to target. For d > s, the ADL behaves as a group of isolated elements,

which in case of reduced dimensions, is suitable for data storage applications. In

cases where d < s, the applications lean towards spin wave dynamics [178].

Following previous studies using Lorentz TEM and magnetic force microscopy [44,

159], the in-plane magnetisation reversal undergoes three main stages: 1- formation of

long chains of domains, collinear with the applied field direction relative to the ADL;

2- depending on the applied field direction, long range domains may be observed

along the direction perpendicular to the applied field direction; and 3- the formation

of short range domains which evolve to hole-to-hole super domain walls (SDW).

These can be distinguished as high energy or low energy.

When considering a magnetic system with several layers, one may expect that

interlayer exchange and dipolar coupling plays a role in modifying the switching

mechanisms and the microwave properties [179–182]. Exchange coupling effects are

highly dependent on the spacing between layers, the type of non-magnetic spacer

and the exchange coupling effect of each layer individually. Exploring the effects of

exchange interaction is beyond the scope of this work, as exchange coupling effects
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are assumed to be weak in a system where the internal fields are dominated by dipole

field distribution.

The interest in studying a multilayered antidot structure resides in the fact that

the dipole fields, for example, at a free and a pinned layer, will add another degree

of freedom when it comes to the modification of the spin wave properties of the

system. This heterostructure allows for the existence of at least the parallel (P) and

anti-parallel (AP) configurations, where the demagnetisation fields on each layer will

add up or partially cancel each other out. This multi-state switching process can be

achieved by stacking an exchange biased layer upon a non-biased layer, resembling a

spin valve configuration. Eventually this can also be achieved with two exchange

biased layers, each with different bias magnitudes. The exchange bias will contribute

to an increase in the internal energy of one of the layers, allowing for it to switch at

higher fields and therefore promote the anti-parallel alignment [20, 32].

The concept of field cancellation in the double-layer configuration is illustrated

in Fig. 6.1.

Figure 6.1: Schematic illustrative of the demagnetisation field configuration in a bi-layered

system. Here, one layer is free and the other layer is exchange biased.

For positive applied fields, with the same polarity as the exchange bias, it can

be seen that the demagnetisation fields on both layers have the same polarity. By

applying a negative field, which is only sufficient to reverse the free layer, the

anti-parallel configuration is achieved and the demagnetisation fields must partially

cancel. When the external field is further decreased, the magnetic moment of

both layers realigns and the parallel state is restored. This results in a highly
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configurable three dimensional magnetic structure. If in the parallel configuration

one expects to obtain a complex ferromagnetic resonance mode structure, the anti-

parallel configuration allows only for a reduced number of resonance modes. This

gives rise to the potential to produce a microwave ON/OFF switch. This chapter is

structured as follows. Section 6.2 provides details on the samples used in the TEM

in-situ Lorentz experiments. Magnetometry and FMR results from unpatterned films

are presented and discussed. The magnetisation reversal of the multi-layered system

is described in Sec. 6.3. The details of the fabrication and FMR measurements on a

large array of a double exchange biased system are given in Sec. 6.4.

6.2 Fabrication, patterning and magnetic proper-

ties

Two samples were studied by Lorentz DPC: A single exchange biased layer

IrMn/CoFe (S1), and a double layer system IrMn/CoFe/Cu/CoFe (S2). Both

samples were deposited on top of buffer layers, Ta/Ru, and capped with Ta. The

layer configuration and thickness are illustrated in Fig. 6.2a. A sputtering system

(Hitus) was used for the deposition, and followed by field and temperature annealing

in order to set the bias direction [183, 184]. These thin continuous films were deposited

and characterised via VSM by Dr. Gonzalo V. Fernandez from the University of

York, UK.

Focused ion beam milling (FEI Nova 200) was used to fabricate the antidot

structures. This method requires the use of a software mask that defines the regions

were the ion beam is either blank or milling the surface of the sample [185]. The

mask (bitmap file) resolution was chosen to match the ion beam raster step (15.5

nm). The antidot array covered an area equivalent to the field of view (FoV) of the

ion beam (85.3 µm). At the edges of the large array a trench was milled to physically

separate the antidot region from the surrounding continuous film.

Figure 6.2b shows a bright field TEM image of the antidots. The unit cell size is

550× 560 nm2 and the average hole size 280× 320 nm. The elliptical shape as well

as the kink in the curvature of the holes is a result of the mismatch between the

resolution of the mask and the different FoV for the horizontal and vertical axis, in
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the FIB. A regular grain structure is observed across the film, except near the edges,

where the enhanced grain structure is obtained as a result of the milling process, i.e.

Ga+ implantation [186, 187].

Figure 6.2: a) Illustration of the multi-layers S1 and S2 used in the Lorentz TEM experi-

ments. b) Bright Field TEM image of S2 obtained from the sum of all DPC components

(see Sec. 3.4.3).

Figure 6.3a shows the hysteresis loops, obtained via VSM, relative to the samples

S1 and S2 while unpatterned. The applied field was set along the exchange bias

direction. In S1, the magnitude of the exchange bias field is HS1
b = 16.7 mT and in S2

HS2
b = 13.8 mT for the pinned layer. Note that in S2 the parallel state corresponds

to the saturation region M/Ms ∼ ±1 and the anti-parallel state corresponds to the

field region where M/Ms ∼ 0. The slope in the magnetisation in the antiparallel

region indicates the varying alignment of the magnetisation of both layers. These

two states are illustrated in the Fig. 6.1 as the ON and OFF states, respectively.

Figures 6.3b,c and d show the derivative of the normalized magnitude signal of

the forward scattering parameter (S12) as function of frequency and applied field.

The variation in the colour contrast follows the resonance behaviour of the magnetic

system. The FMR spectra shown in Fig. 6.3b, d were obtained via VNA-FMR

using a coplanar waveguide (Sec. 3.2.4) while the spectra shown in Fig. 6.3c was

obtained using the TEM in-situ VNA-FMR setup (Sec.3.3.2). The spectra of Fig.

6.3b corresponds to the single exchange biased layer, S1, where the applied field was

set along the bias direction. The lateral displacement of the spectra corresponds

mainly to the exchange bias amplitude HS1
b . This agrees qualitatively with the value
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measured in the VSM data.

Figures 6.3c, d show the FMR data from sample S2. Due to exchange coupling

at the interface between the IrMn and the CoFe one expects the resonances of the

exchange biased layers to have broader linewidths and lower resonance amplitudes,

while the linewidths of the free layer are noticeably narrower and with higher

amplitude. This explains why the resonance of the pinned layer is hard to observe in

the spectra of S2. The free layer switches uniformly at µ0H ∼ -4 mT and then a

jump in the resonance frequency is noted when the pinned layer switches, at µ0H ∼

-16 mT. This variation in the resonance frequency indicates that the AP state is being

driven to some extent by interlayer coupling between both pinned and free layer

[25]. The anti-parallel state is confirmed by the change in contrast of the microwave

signal (vertical band) in the field region µ0H= [-16,-4] mT, which is expected due to

variations in the magnetoresistance [182, 188].

Figure 6.3: a) VSM data of S1 and S2 in continuous film configuration; b) Derivative of

the magnitude of S21 as a function of the frequency and external field, representing the

derivative of the resonance spectra of: b) the single FM layer; c) the double FM sample

acquired with the in-situ FMR setup (after normalisation, the trace noise and signal to

noise ration are 0.2 mdB and 2 mdB, respectively); and d)the double FM sample acquired

with the conventional VNA-FMR setup.
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It was not possible to obtain either the FMR response or the hysteresis behaviour

of the ADL alone due to the small area patterned. From the literature, a general

approach was taken to estimate the change in coercivity with the structuring, where

the coercive field increases with the spacing [42]. Regarding the FMR signal, from

the results presented in Chapter 5, the resonance frequency is not too different

to that of the continuous film, but evidently more resonance modes are expected.

Micromagnetic simulations were carried out to estimate the coercivity enhancement

with patterning, as well as the FMR response. These are only an estimate as the

reversal of the patterned film will be largely modified by the presence of defects will

act as nucleation sites. These were not reproduced in the micromagnetic simulations.

6.3 Lorentz DPC studies of S2

The Lorentz DPC data were obtained from a JEOL Atomic Resolution Microscope

JEM-ARM200, operating at 200 kV. Details of the measurement technique can be

found in Sec. 3.4.3. A tilt series was performed on both S1 and S2 samples in order

to obtain magnetic induction maps as the systems underwent reversal. The sample

S1 follows essentially the same reversal as that of S2, with the exception that the

S1 does not exhibit the magnetic vortices or the cancellation effects since it is a

single layer. For that reason the Lorentz DPC studies on sample S1 are presented in

Appendix D.2.

Figure 6.4 contains all DPC images acquired during the tilt series from sample S2.

The colour code was implemented after balancing all image components adequately

[157]. The high amplitude signal (contrast) near the holes is primarily caused by the

electrostatic phase contributions due to the local variations in thickness [189].

The reversal process will be described with respect to the behaviour of the vertical

(i)- horizontal (ii) wire channels and the hole column (iii)- rows (iv), as labelled in

Fig. 6.4-5◦ (Fig. 6.4-tilt angle).

The first DPC image was acquired at a tilt angle of 5◦ (after coming from 15◦),

which is equivalent to an in-plane field of 17.4 mT. A zig-zag pattern is observed in

the vertical wire channels, with the symmetry being parallel to the direction of the

applied field (↓).
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At 3◦ tilt the horizontal components yellow (←) and blue (→) become more

dominant, indicating domain rotation towards horizontal direction. Long range

domains pointing left-to-right (LR) and right-to-left (RL) are observed along the

horizontal wire channels (ii). As a consequence of the domain rotation in the wire

channels, strong vertically pinned regions prevail in the hole rows, given by the red

contrast (↓). Locally, this enables the formation of 90◦ domain walls. The formation

of long range zig-zag domains can be described as the first clear stage of the domain

propagation in the antidots.

At a tilt angle of 1◦, the corresponding in-plane field is 3.5 mT. The horizontally

aligned RL and LR domains prevail, but also note the emergence of green (↑) contrast

in certain hole columns, indicating an upward magnetisation direction. The long

range domains have evolved to short range domains and are now confined to the

hole-to-hole distances. An example is highlighted by the box labelled as v.

Interestingly, at 0◦ tilt (in-plane field of 0 mT), and for the first time in the

field reversal, three magnetic induction components meet at the edges of the holes,

forming a ‘c‘ shaped magnetic configuration, as highlighted by the circles. It is also

noticeable that the strongly pinned regions in red (↓) are no longer confined to the

hole rows, and now extend to the neighbouring cells.

At −1◦ tilt the magnetic textures which were previously marked with the circles

have evolved to vortex states and these are now located at the center of the unit cell.

At each vortex site, the nearest vortices have opposite sense of rotation. In the 6

× 6 hole array here shown at least 12 vortices are observed so this appears to be a

stable configuration.

When the applied field is decreased, down to -7.0 mT (−2◦ tilt), the majority of

the vortices move towards the edges of the holes, forming a ‘c‘ magnetic configuration.

The existing vortices have shifted towards the hole edges and are likely to subsequently

vanish. At this stage of the reversal a change in the directionality of the domains is

noted. The domains are still confined to the hole-to-hole range, but the strongest

colours are green (↑) and red (↓), along the vertical wire chains. While for the 0◦ tilt

image the domains in red (↓) were located in the hole rows, they now appear in the

hole columns, whereas the green (↑) domains are located in the hole rows.

The conclusive evidence for the anti-parallel configuration between the two
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Figure 6.4: Colour coded DPC data as a function of applied field angle (tilt). The images

correspond to the induction field maps obtained using DPC. The contrast in the holes is

greatly enhanced due to the electrostatic phase contrast due to the sloped variation of

the layer thickness across the edges of the holes. Effectively, one should assume that the

magnetic contrast is being generated by the material away from the hole edges of the ADL.

Contrast due to physical structure can also be observed in the form of the high spatial

frequency components observed here as the granular features. This effect is minimised as

the processed data includes only the external components of the octant DPC detector.
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ferromagnetic layers is observed from −3◦ to −7◦ tilt angles. The anti-parallel

configuration should in principle produce very low contrast as a result of the net zero

moment. In the DPC images the zero net moment regions appear as a superposition

of the 4 colours and an enhanced grain contrast, which is the case for the regions

between four holes, as highlighted in region vi. The parallel and anti-parallel regions

are more noticeable in the figures relative to −5◦ and −7◦ tilt angles. The field region

at which the cancellation region occurs is consistent with the step in magnetization

reversal, expected for the bi-layered antidot structure. However, the cancellation

of the magnetic induction is only partial since there are still regions where the

magnetic induction of both layers is parallel, i.e. regions which are either strong red

(↓) or strong green (↑). These are located in the hole rows and in the hole columns,

respectively.

At −9◦ tilt, the parallel configuration appears to be restored, given the dominance

of the green (↑) coloured contrast with the same zig-zag configuration also observed

for high positive tilt angles. The final figure corresponds to a tilt angle of −15◦.

This magnetic state and the magnetic state observed at 5◦ clearly possess the same

symmetry, except with opposite direction in terms of the magnetic moment.

The most relevant features of the magnetisation reversal are summarized in Fig.

6.5. The orientation of the arrows, represent the direction of the induction field,

obtained from a magnetic vortex state (see supplemental D.4). The absolute length

of the arrows should be neglected, as it is scaling with the amplitudes obtained near

the edges of the holes. A unit cell was taken from each magnetic state of Fig. 6.4

and the illustrations represent the local magnetic configuration on the corresponding

unit cell. The most important features are: a) zig-zag domains; b) the break up into

short range domains in the range of the unit cell; c) emergence of the vortex texture

from the ‘c‘ configuration, at the hole edges; d) the vortices move to the center of

the unit cell; e) the vortices move towards the edges of the holes, form a ‘c‘ state

and annihilate; f)-g) ferromagnetic layers reach the anti-parallel state and h) near

saturation.

The anti-parallel state was noted due to the strong reduction of the contrast at

the centre of the unit cell, shown in Fig. 6.4, relative to −5◦ tilt and in Fig. 6.5g-h.

This was also confirmed in the magnetic induction magnitude maps, where a very
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Figure 6.5: Summary of the most relevant stages of the magnetisation reversal. The images

presented here were obtained from those shown in Fig. 6.4.

98



6.3. LORENTZ DPC STUDIES OF S2

strong variation in the contrast is observed, between the hole columns and the regions

at the centre of 4 holes. A low value in the induction magnitude was obtained due

to the anti-parallel configuration, as opposed to the regions with parallel alignment

where the magnetic induction magnitude is much higher. The magnitude maps are

shown in appendix Sec. D.3.

Micromagnetic simulations were performed to identify the most relevant features

of the reversal process of the double layer of antidots. The presence of thickness

variations, hole defects and grain structure were not accounted for, so one must

expect that some critical features, such as magnetic vortices, may not appear in

the simulated data. Figure 6.6 shows the hysteresis loop relative to the structure,

comprised of a free and a pinned antidot layer, separated by a 5 nm gap. The

magnetisation component parallel to the applied field, was recorded in the applied

field range of [20,-20] mT. This field range covers all the important features of the

reversal process studied using Lorentz DPC. A pinning field of 10 mT was set on one

layer which enabled the multi-step reversal shown in the hysteresis. The field regions

labelled from I to VIII represent the most relevant stages of the reversal. In particular,

the starting magnetic state (I), the magnetic states pre- and post-switching of the

first layer (II-IV:V), the cancellation region (VI) and the switching of the second

layer (VII:VIII).

The magnetic configuration relative to the stages labelled from I-VIII are shown

in Fig. 6.7. Both color and arrow codes represent the magnitude and direction of the

magnetisation across the unit cell of the ADL. The images in the first two columns

correspond to the magnetisation of the pinned and free layer respectively. The third

column shows the magnetisation which results from the sum of both layers. The sum

image should in principle correspond to the magnetic state observed in the Lorentz

DPC experiments. At stage I it is noted that the dispersion of the magnetisation

of both layers is different due to the presence of the pinning field. The sum image

shows that in the vertical hole columns, the magnetisation is canted towards the

horizontal axis, similarly to the 5◦ image shown in Fig. 6.4. It is also noted that both

horizontal and vertical wire channels have a zig-zag configuration. In the reversal

stages shown in the II and III, the magnetisation of the free layer rotates towards

the horizontal axis, which in terms of the Lorentz DPC data, would correspond to
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Figure 6.6: Hysteresis obtained from mumax simulations on a system equivalent to S2.

Simulation parameters: MS = 1.7 T, Aex = 3.5e−12 J/m, α = 0.02. The holes have elliptical

shape 280×320 nm2 and the periodicity of the lattice is 550 × 560 nm and discretisation

units are cx= cy= 3.5 nm, cz= 5 nm. Arrow code and colour code represent the direction f

the magnetic moment. Colour wheel illustrates the direction of the magnetisation vector

discussed in Fig. 6.7.

the stage where long range domains start to break into short range domains (1◦ tilt).

The pre-switching stage IV should in principle contain some magnetic vortices.

However, this is not observed possibly due to the absence of defects, which would

promote the nucleation of the vortex states.

Stage V shows that magnetisation of the free layer has reversed so the sum image

shows very low contrast, due to the AP configuration across the entire structure.

This complete cancellation of the magnetisation is mainly due to two aspects: 1) the

magnetisation of both layers is independent so no exchange coupling is considered;

2) the absence of defects does not promote the nucleation of any type of domains, so

the switching of the magnetisation is rather abrupt. The interlayer coupling and the

nucleation of domains at the holes columns and rows are the primary reasons for not

observing the full AP state in the experimental data.

Interestingly, the stages VI and VII show that, as the pinned layer initiates

reversal, the contrast in the sum image reappears as a result of the dispersion of the

magnetisation on both layers. The contrast in the sum image appears primarily in

the hole columns, which is consistent with the experimental observations in Fig. 6.4,
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relative to −5◦ tilt.

In VIII the magnetisation of both layers has reversed and the zig-zag configurations

are restored.

On all stages of the magnetisation, it is noted that the hole edges appear with

low contrast. This can be associated with permanent interlayer cancellation effects

due to strong divergence of the magnetic charges at the edges of the holes.
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Figure 6.7: Summary of the magnetisation profiles of the stages I-VIII, highlighted in the

hysteresis loop of Fig. 6.6. The column on the left contains the magnetisation profile of

the pinned layer, the column at the centre shows the magnetisation profiles of the free

layer and the column on the right shows the magnetisation profiles of the sum of both

layers. The induction field profiles are equivalent to the magnetisation profiles shown here.
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6.4 Ferromagnetic resonance of antidot bi-layers

The effects of inter-layer coupling on a bi-layered exchange biased antidot array

are investigated in this section. The sample consisted of a double exchange biased

system of Ta/[NiFe/FeMn]×2/Ta. Both deposition and patterning were executed

in the same way as for the single exchange biased layers studied in chapter 5. This

system differs to the one studied in the previous section as the FMR data of the

large ADL of S2 exhibited very weak FMR signal, so it was necessary to use an

alternative sample which produced a measurable FMR spectra, while maintaining

similar magnetic properties. Figure 6.8 shows SEM images acquired at normal

incidence (left) and at 45◦ (right). The hole spacing is 420 nm and the estimated hole

diameter is 280 nm. On the SEM image acquired at 45◦ incidence, a ring pattern at

the wall of the holes is observed indicating the presence of several layers. This image

also suggests the presence of a step in the morphology of the holes.

Figure 6.8: SEM images of the bi-layered ADL sample, comprised of the layers

NiFe/FeMn/NiFe/FeMn. Top view SEM image on the left and 45◦ SEM view on the

right. This sample was patterned as an alternative to S2 presented in the previous section.

Nonetheless, it possesses the similar overall magnetic properties, i.e. stepped reversal

process with an anti-parallel magnetic state. Note the ring pattern on the image obtained

at 45◦.

Figure 6.9 shows the cross sectional TEM analysis performed to accurately

evaluate the layer distribution and the morphology of the etched holes.

As can be noted in this image, the shape of the holes is not uniform across the

multi-layer. The hole diameter at the top layers is ∅1= 280 nm while at the bottom

layers is ∅2= 230 nm. The difference in hole diameter is attributed mainly to an over

etch of the top layers due to the low etch rates of the Ta. At the beginning of the
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Figure 6.9: a) and b) Bright field TEM data from the cross section of the ADL comprised of

FeMn/NiFe/FeMn/NiFe layers. The inset schematic in a) illustrates the diameter and layer

configuration. Note the stepped morphology of the hole regions, showing an incomplete

etching of the holes. c)Elemental profile of regions I and II obtained with EELS. At the

top of the elemental plots, a high-angle annular-dark field (HAADF) image was added

to better understand the elemental distribution across each section. Data acquired from

regions I and II, highlighted in b).

etching process, the etch of the Ta was very slow so the side walls of the hard mask

widened. It should be noted that reactive ion etching is isotropic so all interfaces

are chemically etched. This resulted in the holes being wider at the top, which then

became narrower due to the accumulation of re-deposited material on the side walls.

The step observed in the profile of the hole is coincident with the thickness of the

bottom NiFe layer. This feature appeared due to a difference in etch rates of FeMn

to NiFe. Elemental mapping on the hole region, shown in Fig. 6.9c-I, revealed the

existence of titanium (Ti) which may have a caused slowing of the etching process.

Note the presence of tantalum (Ta) which was used as the buffer layer for the sample

growth and a NiFe layer with thickness th remaining at the bottom of the holes. The
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presence of oxygen (O) and given its overlap with the spatial distribution of iron (Fe),

manganese (Mn) and titanium (Ti), may suggest the formation of oxide compounds.

Table 6.1 summarizes the thickness of the layers obtained from the elemental maps

by measuring the half width at half maximum of the normalized amplitudes.

Probed elements Ta NiFe FeMn NiFe FeMn Ta

Region I ± 0.5 nm 8.0 6.0 – – – –

Region II ± 0.5 nm 8.0 20.0 10.0 20.0 10.0 8.0

Table 6.1: Thickness, in nm, of the layers obtained from the elemental distribution of

survey sections I and II shown in Fig. 6.9.

Figure 6.10 shows the derivative plot of the FMR data relative to the continuous

film as deposited. The spectra exhibits two well defined resonance traces due to

the presence of two layers with different exchange biased fields. Given the layer

configuration (inset), the top NiFe layer contains two interfaces in contact with the

FeMn, i.e. two exchange biased interfaces, whereas the bottom NiFe layer contains

only one exchange biased interface. The exchange bias field scales with the number

of interfaces, therefore the bias field in the top layer is 2× Hb, with Hb ∼ 7 mT. This

explains why each NiFe layer reverses at different applied field magnitudes.

Figure 6.10: Derivative of the normalised magnitude of S21 plotted as function of frequency

and external magnetic field. Data from the continuous film as deposited. Inset illustrates

the layer configuration.

Note that in the applied field region, where 2Hb>µ0H>Hb, the magnetisation of
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Figure 6.11: Derivative plot of the forward transmission parameter S21 as function of

frequency and external magnetic field. FMR data relative to the ADL and the external

magnetic was applied along θH= 0◦ and θH= 10◦ with regards to the ADL and exchange

bias (see Fig. 6.8).

both layers is expected to be in the anti-parallel configuration as described earlier in

Sec. 6.1.

FMR results from the ADL are shown in Fig. 6.11, where the external applied

field was set to θH= 0◦ and at θH= 10◦ with respect to the ADL edge (6.8. These

spectra can be described by two distinct regions within the field range here shown.

The microwave response at both high positive and negative fields consists of a

superposition of the resonance modes from each of the ferromagnetic layers. These

regions are labelled as the ON state. The center field region, where the magnetisation

of the bottom FM layer is anti-parallel with respect to the top layer, causing an

abrupt variation in the number of resonance modes and in the amplitude of the FMR

signal over a field range of approximately 20 mT. This field region is labelled as an

OFF state.

In the light of the conclusions from the Sec. 6.3, one should expect that within

the anti-parallel configuration, not all resonance modes vanish, given the fact that the

reversal of the magnetisation is non-uniform across the ADL. While certain regions

have reversed, others may still be strongly pinned and thus still capable of creating

coherent spin precession. It is therefore expected that some modes will exist even in

the anti-parallel state. In the FMR data, the lowest resonance mode is visible over

the whole field range, except in the proximity to µ0H= 0 mT.

From an overall qualitative perspective, the microwave response of the system
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Figure 6.12: Micromagnetic simulation results of a double exchange biased layer system.

The layer configuration resembles the one studied in this section. The spectra appear

subdivided in three regions: ON at large positive and large negative fields and OFF in

the low field region. The OFF state corresponds to the anti-parallel (AP) state between

both ferromagnetic layers and consequently the net microwave response is much narrower

in frequency, over the field region corresponding to the AP state. The thickness of both

ferromagnetic layers is kept the same (20 nm) and the separation between them is 5 nm.

The top layer was pinned by an exchange bias field of 15 mT and the bottom layer was

pinned by an exchange bias field of 7.5 mT. Magnetic parameters used in the Mumax

simulations: MS= 1 T, Aex= 1.3e−12 J/m and α= 0.02.

follows the magnetostatic description obtained from the Lorentz DPC studies. While

previous work in multi-layered structures have shown that in the AP configuration,

the resonance modes are independent of the applied field, as long as the cancellation

state prevails [111, 190]. This was not observed in the FMR experiments of the ADL

presented here, as the cancellation effects of the magnetisation are only partial. This

observation may have also been affected by the low signal-to-noise ratio achieved

in the measurements. For a quantitative evaluation of the resonance modes on the

bi-layered structure, it would be necessary to obtain FMR results with improved

signal-to-noise ratio.

To further explore this concept, micromagnetic simulations were performed

using Mumax, to determine the frequency response of a system with an equivalent

layer configuration. The procedure to obtain these results was similar to the one

implemented in Chapter 5. A description of the simulation method can also be found

in Sec. B. Figure 6.12 shows the simulated dynamics spectra, which was conveniently

divided in three field regions, relative the two parallel (ON) and the anti-parallel

(OFF) state.
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As observed in the experiments, in the field region relative to the anti-parallel

(OFF) configuration, the dynamic response of the system is much narrowed, which is

in broad agreement with the experimental findings.

6.5 Conclusions

In this chapter, the concept of a multi-layered ADL was explored. The use

of both Lorentz DPC and FMR enabled the determination of the magneto-static

and dynamic behaviour of the 3-D structure upon magnetisation reversal. It was

observed that microwave properties can be further engineered with the introduction

of multi-stage magnetisation reversal, whereby the dipole field distribution around

the hole edges of each layer promotes a net cancellation (or suppression) of the

microwave response.

From the Lorentz DPC results, it can be concluded that the cancellation effects

are not entirely uniform across the ADL, as the reversal itself undergoes a complex

process. Nevertheless, at a well defined field range, the partial cancellation of the

net induction field was observed. While in the anti-parallel configuration, the net

induction field is nearly zero at the center regions (between holes) of the antidot unit

cell. However, in the regions between two adjacent holes (hole columns), the net

induction field is enhanced. This observation suggests that field cancellation regions

(OFF) are a combination of anti-parallel and parallel magnetic configurations, as

the net moment varies within the unit cell. This interpretation was validated by

the FMR studies, where it was observed that not all resonance modes vanish in the

anti-parallel configuration, as the pinned regions may still produce coherent spin

precession.

Interestingly, this layer configuration allowed the emergence of magnetic vortex

textures with a well defined behaviour. The vortices emerge when 3 three magnetic

components meet at the edges of the holes forming a ‘c‘ state, which later shifts

towards the center of the unit cell. The discontinuity at the hole edges, as well as

the most certainly sloped profile of the hole walls (due to the ion beam milling)

may be the reason as to why such states nucleate [186]. Nevertheless, the vortices

appeared to be quite reproducible across the ADL that was imaged. Often, vortex
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states in isolated elements are subject to investigation due to the emergence of

strong out-of-plane stray fields at the vortex core regions [191–193], which can be

used to influence the magnetic properties of adjacent layers due to exchange or

dipolar coupling. This study demonstrates the feasibility of vortex state formation

in antidots. Therefore, it may be suggested that such structures can be studied

from the perspective of interactions between spin waves and magnetic vortices. In

which case, one may think first of the effect of the potential wells [194] associated

with the magnetostatic spin wave modes and then the effect of magnetic vortices

on the propagation of spin waves. To fully understand the mechanism promoting

this magnetic state, further experiments are required, where one would investigate

the formation of magnetic vortices in unbiased films, patterned with FIB but also

with e-beam lithography, for comparison. Large array patterning, suited for TEM

substrates, would also allow to obtain TEM in-situ VNA-FMR data from the ADL.
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Chapter 7

TEM in-situ dynamic experiments:

the mapping of electromagnetic

fields

Lorentz microscopy was used to probe the in-plane distribution of electromagnetic

fields in the gigahertz operating frequency of a loop shaped microstrip operating

in a single port in-situ FMR rod. This work paves the way towards TEM in-situ

ferromagnetic resonance spectroscopy, combined with the high spatial resolution

inherent to the TEM. Prior to TEM in-situ FMR experiments on a magnetic material,

an understanding of the interactions between the microwave field distribution and

the electron beam is required. The electron beam propagating along the optic axis

of the electron column is affected by the amplitude and phase distribution of the

microwave fields. As the microwave frequencies are varied, the electron beam acquires

different intensity profiles, which are associated with the field amplitude and phase

experienced by the electron as is propagates through the field regions. Microwave

simulations allowed the calculation of the EM field values in the region of interest,

which was then used to reproduce the TEM results, under the considerations of the

Aharonov-Bohm effect for magnetic and electric fields. This apparatus can be used

for high resolution probing of electromagnetic fields.
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7.1 Introduction

Electron microscopy has been employed to map static electric and magnetic fields

via off-axis electron holography. Several examples of static electric and magnetic field

mapping in nano-structures can be found in the literature in Refs. [195–198]. What is

presented here differs in a way in that it allows the observation of time averaged radio

frequency oscillations of electromagnetic fields. From the example structure presented

here, it was possible to correlate the experimental observations with the dominant

polarisation state of the in-plane fields obtained from the microwave simulations.

Mapping of electromagnetic fields has also been explored via scanning electron

microscopy. This technique is widely known as electron beam testing and has enabled

the characterisation of the EM fields in monolithic microwave integrated circuits

(MMIC) [199]. The experiments consist in measuring the energy distribution of

secondary electrons which experience the effects of not only the metallic interface, but

also the field surrounding the conductors. Several problems have been identified, such

as broadening of the energy spectra, as the microwave fields have a large propagation

range. Improvements in the energy filtering techniques enabled a whole new range

of experiments to be performed such as the study of excited plasmons.

Outside the field of electron microscopy, the characterisation of microwave devices

has been addressed with a broad range of techniques, which can be described as passive

or active techniques, depending on the degree of interaction between the probe and

the device itself. Passive measurements normally involve the characterisation of the

microwave device based on the characteristic impedance via, for example, the vector

network analyser. This capability was demonstrated in Sec. 3.2. Such methods yield

information averaged over an entire structure. Attempts were made to retrieve local

impedances and local field distribution by scanning a microwave antenna over the

device under test and measure the local variation of the impedance condition, however

in general this approach is intrusive and does not provide details on a micrometer

scale. There exist a range of other experimental techniques which allow spatially

resolved mapping of microwave fields and dielectric properties. In particular, the

electro-optic near-field scanning probes (EONM) and near-field microwave microscopy

(NSMM). In EONM, a laser beam is guided through an electro-optic crystal while

scanning above the surface of a planar device [200]. The resolution of this method
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depends directly on the spot size of the beam and ultimately the relative movement of

the stage. In NSMM, a tapered microwave resonator creates a strongly confined field

distribution on a tip, which is then scanned in proximity to the surface of another

microwave device or a thin dielectric film [201]. As it performs the scan, the relative

shifts of the resonance frequency allow the retrieval of the amplitude and phase maps,

with the resolution being limited by the tip apex. State-of-the-art set-ups allow

the field mapping with sub micrometer resolution. The general drawback of such

techniques is that they are, to some extent, intrusive, in a way that the presence

of the sensing elements, affects the field distribution. Significant improvements of

these methods have been obtained by a thorough understanding of the near field

distribution of the tip, and tip-sample coupling.

Another interesting technique makes use of ultra cold atoms, in the µK tempera-

ture regime. A cloud of ultra cold atoms is released on top of a microwave device,

whilst an applied DC field creates the quantization axis for hyperfine transitions due

to the Zeeman effect. The energy shifts of the split energy levels are obtained by

sweeping the microwave frequency, thereby fulfilling the resonance condition. This

experiment yields the equipotential lines across the structure. The low temperature

requirement makes this technique viable for the characterisation of superconducting

quantum devices [197] (MMIC’s for example).

Having briefly outlined the techniques applied to EM field mapping, there is a

general need for room temperature, high spatial resolution and non-invasive methods

to retrieve the near-field distribution of microwave circuits. With this in mind, a

method to obtain radio frequency electromagnetic field distribution is proposed,

which consists in using a transmission electron microscope, operating in low angle

diffraction mode (LAD). The effects of microwave fields on propagating electrons are

discussed next.

7.2 Theoretical considerations

At the core of the electron interaction with EM fields lies the Aharonov-Bohm

effect (field gauges). A beam of coherent electrons propagating along the optical

axis z of an electron microscope can be interpreted as a monochromatic plane wave
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Ψ = Aeikz .~z with complex amplitude A = A0(r, z)eiφ(r,z). The effects of propagation

of the electron beam in a region with non-zero electric and magnetic potentials can

be expressed as a phase gradient ∇~φ(r, z), which is given by [202]:

∇φ(x, y) = CU∇(t~V (r))− e

h̄
[n̂z × t ~B(r)] (7.1)

where the constant CU is given by CU =

(
2π

λ

)(
U+U0

U(U+2U0)

)
. The term λ corresponds

to the electron wavelength and the terms U and U0 correspond to the kinetic energy

and rest mass energy of the electrons, respectively. The term t corresponds to the

distance over which the magnetic field is non-zero, B 6= 0 and n̂z the unit vector

parallel to the propagation direction of the electrons. The first term on the right

accounts for the gradient of the potential ~V (r) and the second term accounts for the

induction field components perpendicular to propagation direction.

The intensity distribution of an image obtained with LAD corresponds to a

magnified view of the pattern formed in the back focal plane of the image forming lens

[203]. In this plane, the electron wave is given by the Fourier transform F [A0e
i∇φ.~z] of

the wave transmitted through the region with non-zero EM fields. Thus the intensity

pattern imaged in LAD corresponds to the magnitude of |A0e
i∇φ.~z|2.

Figure 7.1 illustrates the formation of a diffraction pattern resulting from an

‘ideal‘ specimen with two magnetic domains, whose magnetic moment is in opposite

direction, and separated by a domain wall (neglected). The LAD pattern was

obtained following the implications of Eq. 7.1 described above.

In cases where the magnetic induction can be considered uniform across the film

thickness and the gradient of the potential may be neglected, the diffraction pattern

can be described as two intensity spots deflected by an angle β. The deflection angle,

β, is directly proportional to the thickness, t, of the region with non-zero magnetic

induction, B0, as expressed in Eq. 7.2.

β =
eλB0t

h
(7.2)

Figure 7.1 presents an intermediate step, showing the behaviour of the phase variation.

Often the field gradients are not uniform and thus generate complex deflection

patterns which require an understanding beyond the classical approach taken in Eq.

7.2. In this case, one must consider Eq. 7.1.
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Figure 7.1: Illustration of the effect of two magnetic domains on the electron beam. Two

magnetic domains opposed to each other (left) induce a phase shift (center) on the travelling

electron beam. When the image is acquired in the back focal plane of the image forming

lens, the pattern observed resembles the image shown on the right, which is known as LAD

pattern. Horizontal axis corresponds to the horizontal spatial profile of the magnetic state

shown. From a classical perspective, the electron beam experiences a Lorentz deflection

proportional to the layer thickness and magnetic induction, as expressed in Eq. 7.2. The

separation between the two spots on the image on the right correspond to 2 × the deflection

angle, β. Small amplitude signal at the centre of the LAD pattern corresponds to the

undeflected beam which crossed the domain wall where the net induction field is assumed

negligible.

Having discussed an example of static field distribution, it is now relevant to

discuss the nature of dynamic EM fields, in the microwave frequency range. EM

fields in the microwave range are time and space varying waves whose electric field

component can be expressed as [133]:

~E = <{ ~E0(x, y, z)eiωt−
~k.~r}, (7.3)

where E0 is the wave amplitude, ω is an angular frequency and k represents the

propagation vector. Following Maxwell’s equation, ∇× ~E = −iωµ0
~H, the magnetic

field component can be obtained as ~H = n̂z × ~E/Z0, where Z0 corresponds to the

impedance and n̂z represents a unit vector parallel to the propagation direction. For

simplicity, assume that the wave vector, ~k, propagates along ẑ (only ~k.ẑ 6= 0) and

that ~E and ~H are transverse wave modes so the field components are along x̂ and

ŷ. If only the time varying components of Eq. 7.3 are considered (fixed z= 0), the
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electric field can be written as

~E = x̂Ex
0 cos(ωt) + ŷEy

0 sin(ωt). (7.4)

Note that at a fixed position z = 0, the electric field direction rotates with ωt

following what is defined as a polarisation state. The relative amplitude of the Ex
0

and Ey
0 as well as the phase, given by

φ = tan−1 E
y
0 sin(ωt)

Ex
0 cos(ωt),

(7.5)

will define the polarisation of the electric field. EM waves can be described as linearly

polarized if either Ex
0 or Ey

0 components are zero or φ= π/4 radians. The waves will

have circular polarisation if Ex
0 = Ey

0 and φ= π/2 radians. Elliptical polarisation

will be obtained for Ex
0 6= Ey

0 . The case described above consists in evaluating a

single polarisation state, which is suitable if a single transverse EM wave has a well

defined propagation direction. In a microstrip with non-linear features, such as loops

or bends, the polarisation state will not be as trivial since propagating waves cannot

be approximated to transverse EM modes. Their propagation direction cannot be

trivially determined since the propagating modes in the loop shaped region of the

microstrip are hybrid transverse electric (TE) and transverse magnetic TM) modes.

7.3 Experimental results

In this work, the deflections originating from the EM distribution in a loop shaped

microstrip were investigated using low angle diffraction (LAD). Figure 7.2a shows the

geometry of the structure. The microstrip was designed to fit on a TEM specimen

holder, as shown in Fig. 7.2b. In the interior region of the loop, the Si substrate was

etched so that the electron beam could propagate freely along the optical axis of the

TEM column (Fig. 7.2c). Due to the complexity of the EM wave modes, the field

distribution in the loop shaped region was not determined analytically but instead,

microwave simulations were used to obtain a numerical solution. 1

A vector network analyser (VNA) was used as a source of microwave signal as

well as the analyser for the reflection parameter S22. The VNA output RF power was

1In the quasi-static approximation, as discussed in Sec. 3.3, quasi-TEM modes were assumed

along the microstrip, except in the loop shaped region, where this approximation is incomplete.
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Figure 7.2: Microwave device used in the experiments. a) Optical image of the loop

shaped region of the waveguide (3 µm thick copper metal layer) fabricated on top of an

Si (undoped) substrate. In the center of the loop hole, the Si has been etched to allow

the transmission of the electrons. b) TEM specimen holder is set as the ground for the

waveguide. c) Schematic of the setup.

set to 15 dBm (31 mW). The description of the apparatus can be found in Sec. 3.3.

The loop shaped microstrip used in this experiment was fabricated via optical

lithography, on a Si substrate. The width of the loop shaped signal line is 80 µm, the

hole diameter is 0.2 mm and the microstrip feed line is 0.5 mm wide. The Si substrate

was 4.5 mm wide, 20.0 mm long and 0.525 mm thick, to meet the specimen holder

geometry and height limits within the confinement of the pole pieces, inside the

TEM. Using a microwave simulation tool (CST, see appendix Sec. C), the effective

dielectric constant εeff = 8.65 (averaged over the frequency range) as well as the

input port impedance Z0 =∼ 50 Ω were determined.

The in-situ experiments were performed on a FEI Tecnai T20 TEM with an accel-

erating voltage of 200 kV using Lab6 filament source of electrons. The acceleration

voltage defines the wavelength (energy) of the electrons, which in this case corre-

sponds to 2.5 pm. The filament source plays a relevant role in defining the coherence

of the electron beam and therefore its suitability for this type of experiments (LAD)

where parallel illumination is assumed. The camera length in LAD used was 410

m. A condenser aperture with 30 µm diameter was added and the spot size was

increased to number 7 to spread the illumination, which resulted in a beam diameter
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of approximately 100 µm. For the camera acquisition, the electron counts at the

peak position were set to 3000 electrons, to avoid over exposure. Further details on

the LAD technique can de found in Sec. 3.4.

Prior to the frequency sweep, the LAD pattern of the undeflected beam (L0),

without any excitation field (RF power off), was recorded. This data was used as a

reference for the analysis (details in Appendix E) of the experimental data. Also, by

measuring the half width at half maximum of the beam profile the beam divergence

could be estimated. Following the description of the LAD technique in Sec. 3.4

a reference image of a gold cross grating was acquired, in order to determine the

Bragg diffraction angle of a known periodic structure and thus determine the angular

resolution in the camera length used. The reference image provided a net diffraction

angle as the distance (in pixels or radians) from the centre spot to the first order of

the diffraction pattern. Then, by dividing the net deflection angle by the number of

pixels it was determined that the deflection angle per unit pixel was 0.04 µradians.

Figures 7.3- 7.5 show a number of LAD patterns acquired while sweeping the

frequency of the microwave source from 1 GHz to 18 GHz. As the frequency is varied

the electron beam is deflected. In addition to this, the pattern appears to rotate

continuously with the increase in frequency. Over the entire frequency sweep, the

electron beam acquires elongated, elliptical and circular shapes. Note, the elongated

beam profiles at f= 8.48 GHz and f= 14.77 GHz, elliptical shapes at f= 5.42 GHz

and f= 12.22 GHz and circular shapes obtained at f= 5.59 GHz. At f = 16.64 GHz

the beam appears undeflected due to low field amplitude. Later it will be discussed

how this is related to high signal losses in the circuit.
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Figure 7.3: LAD pattern of the electron beam transmitted through the hole in the loop

shaped waveguide at f= [1-6.78] GHz.
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Figure 7.4: LAD pattern of the electron beam transmitted through the hole in the loop

shaped waveguide at f= [6.95-12.73] GHz.
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Figure 7.5: LAD pattern of the electron beam transmitted through the hole in the loop

shaped waveguide at f= [12.22-18] GHz.
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Considering the discussion in the Sec. 7.2 regarding the Aharonov-Bohm effect

and the existence of EM polarisation states, the different LAD patterns can be seen

as a result of the in-plane components of the polarisation states of the dynamic EM

fields which are inherent to the loop shaped region. An analogy may be established

with the LAD pattern obtained in Fig. 7.1, with the key difference that instead of

two peaks, deflected by β, one observes a time averaged EM magnitude forming a

deflection pattern. This pattern encodes the in-plane polarisation of the EM field.

Figure 7.6a illustrates the procedure to analyse the experimental data. In the

LAD pattern shown here, the position of the intensity maxima was measured in

terms of the deflection along vx and vy, and the rotation angle, φ. In principle, the

components vx and vy correspond to the orthogonal EM field components in the plane

of the loop shaped microstrip. These are measured here in terms of the deflection

angle. The peak position, the ellipticity of the beam shape and the rotation angle, φ,

relative to the vertical axis were obtained from the images by using a shape detection

routine, implemented in Python. An example of the processing steps is shown in

appendix Sec. E.2.

Figure 7.6b shows the amplitude of the beam deflection in terms of the two

orthogonal directions vx and vy in the LAD pattern and the rotation angle φ (inset)

of the LAD pattern as a function of the microwave frequency.

To understand the experimental observations, the electric and magnetic field

distributions were calculated using CST R© microwave studio.
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Figure 7.6: a) Illustration of the measured quantities vx, vy and φ. b) Deflection amplitudes

projected along the vx and vy axis as function of frequency. The inset shows the extracted

rotation of the beam patterns. The inset images shown represent the experimental data

obtained while performing the frequency sweep.

122



7.4. MICROWAVE SIMULATIONS

7.4 Microwave simulations

The response in frequency and the port impedance was calculated with CST R©

microwave studio. The simulated structure was comprised of a rectangular shaped

4.5× 20.5× 0.525 mm substrate with a 0.525 mm wide signal line with input port

impedance Z0= 50 Ω. In the loop region, the width of the signal line was reduced

to 0.080 mm, in order to obtain enhanced field strength in the hole region. Further

details on the simulated structure can be found in Sec. 3.3. The background walls

were set 4 mm away from the sides of the substrate and 8 mm away from the top

of the waveguide. The boundary conditions at the walls of the background were

set to open and electric. The calculated microwave response was identical in both

situations indicating that the reflections from the conducting walls at the boundaries

are negligible. Further details on the simulation tool can be found in appendix Sec.

C.

From the microwave simulations, the EM field components were obtained, within

a distance of 8 mm above and 1 mm below the signal line. The extracted volume

is representative of the near-field distribution as the distance from the antenna is

smaller than the characteristic wavelength of the microwaves D<λ. The appendix

Sec. E shows several images corresponding to the field distribution as a function

of distance from the waveguide. At an height of 8 mm the field has decreased by

a factor of 100 relative to the field magnitude at the microstrip surface and at a

distance of 1 mm below the waveguide, the EM fields are largely suppressed mainly

due to the presence of the ground plane at a distance of 0.525 mm below the signal

line. The EM fields were probed over a frequency range from 1 to 18 GHz (λ ∼ 30-

1 cm). The volume information is illustrated in Fig. 7.7a by equally spaced nodes,

where the ~E/ ~H vectors are calculated.

The form of the extracted ~E and ~H fields is represented in Eq. 7.6 as a function

of the coordinates (x,y,z).


Ex(x, y, z)

Ey(x, y, z)

Ez(x, y, z)

 =


Ex

0

Ey
0

Ez
0

+ exp

i
φex0

φey0

φez0

+ iωt

 (7.6)

At each value of ωt, the cuboid corresponding to each field component represented
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Figure 7.7: The cuboid (a) represents the volume of information extracted from CST,

which is then reduced to a single plane (b) by performing a sum along the direction of

propagation of the electron beam.

in Eq. 7.6 is reduced to a single plane by performing a sum of the field values along

the z direction, as shown in Fig. 7.7a-b. This approximation takes into account the

fact that the time required for the electrons to cross the field region (∼ 25 ps) is

smaller than the characteristic time of the oscillating fields (55 ps).

The sum of the ~E and ~H field components over the entire height range at a

frequency f= 8.7 GHz is shown in Fig.7.8. The dashed circles correspond to the inner

diameter of the loop shaped microstrip. Note the dominance of the y component of

the E field.

Figure 7.8: Field distribution at f= 8.7 GHz and processing steps for ωt= 0 (top). From

left to right: in-plane field components and its magnitude multiplied by a top hat coincident

with the hole diameter, to mask regions opaque to the electron beam. Asymmetry in the

distribution of the E-field emerges due to the gap in the omega shape of the microstrip

(See Fig. 7.2a).
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Following the Aharonov-Bohm effect discussed in Sec. 7.2, the phase variation

corresponding to each direction can be calculated. From Eq. 7.1, the phase terms

φx, φy and φz, experienced by the travelling electrons, given by the gradient of the

electric potential, ~V ( ~E= -∇~V ), and by the transverse component of the magnetic

field, can be expressed as

φx(x, y) = CU

zmax∑
zmin

Ex(x, y)− e

h̄

zmax∑
zmin

Hy(x, y) (7.7a)

φy(x, y) = CU

zmax∑
zmin

Ey(x, y)− e

h̄

zmax∑
zmin

Hx(x, y) (7.7b)

φz(x, y) = CU

zmax∑
zmin

Ez(x, y)dz (7.7c)

φ(x, y) = φx(x, y) + φy(x, y) + φz(x, y) (7.7d)

The constants are defined in Sec. 7.2. In the case of φz, only Ez(x, y) is considered

since the z component of the magnetic field does not affect the electron beam

(~nz × ~Hz= 0).

Equations 7.7 are valid at a static phase. The time dependence is encoded in ωt

and can be implemented by applying Eq. 7.7 N times, in the range of ωt= [0,2π].

Effectively, this process will generate N phase patterns, each corresponding to a time

step in the oscillation of the EM field, at a fixed frequency.

At each of the N steps of ωt, the Fourier transform (F) of the wave-function is

determined, which describes the electron beam crossing the field region in the hole.

To account only for the hole region, the phase distribution is multiplied by top-hat

function, Π(x, y), in order to match the region illuminated by the electron beam

(circular aperture). Ultimately, the illuminated region is coincident with the inner

diameter of the loop. This leads to an expression for the wave-function of the form:

ψ(ωt) = F [Π(x, y)× eiφx(x,y)+iφy(x,y)] (7.8a)

I(ψ) =
2π∑

ω∆t=0

| ψ |2 (7.8b)

The LAD pattern corresponds to the intensity of ψ, as shown in Eq. 7.8b, since the

intensity profile is imaged at the back focal plane of the image forming lens.

Figure 7.9 shows the phase terms φx(x, y), φy(x, y), the resulting φ(x, y) and

the corresponding intensity profiles obtained from Eqs. 7.8, using the EM field
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Figure 7.9: Resulting phase, in radians, from the individual and combined EM field

components along x and y, corresponding to f= 8.7 GHz at ωt= 0. Corresponding

intensity patterns. Encircled region in the phase images correspond to the top-hat function

Π(x, y) (circular aperture), as shown in Eq. 7.8b.

distribution relative to f= 8.7 GHz. In the example shown here, the term φx(x, y)

does note appear to modify the diffraction spot, while the term φy(x, y) dominates

the phase variation, seen by the strong displacement with respect to the centre of

the intensity plot. As a consequence, it is noted that the total intensity pattern is

similar to the intensity pattern using only φy (I(φ) ∼ I(φy)).

Figure 7.10 shows the intensity profile resulting from the phase modifications

experienced by the beam, while only the out-of-plane component of the electric field

is considered, as expressed in Eq. 7.7c. The out-of-plane component of the electric

field has a negligible effect on the phase of the electron beam so the diffraction
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pattern resembles one of a circular aperture, imposed by the function Π(x, y).

Figure 7.10: Contribution of the out-of-plane E-field component on the phase of the electron

beam. The scaling factors are the same as for the in-plane components. Magnetic field

components were not considered since this field direction is collinear with the electron

beam propagation direction.

The time averaged intensity image is obtained by performing a sum of all N

intensity profiles. In the following section, the time averaged LAD obtained from

the simulations will be compared with the experimental observations.

7.5 Discussion

As discussed in earlier sections, the intensity patterns obtained in the LAD

experiments correspond to the deflections caused by the EM field strength in the

region of the loop shaped microstrip. To further investigate this possibility, the

calculated LAD patterns, are compared to the experimental data. The calculated

intensity profiles were obtained at each ωt= [0,2π] in N steps and then a sum was

performed over all the intensity profiles, to result in the time averaged intensity

distribution. A comparison between the experimental data and the patterns generated

from the numerical calculations is shown in Fig. 7.11.

Note the agreement in terms of the deflection magnitude and polarisation state,

at f= 2.5, 5.79 and 8.7 GHz. However, in the remaining patterns, the agreement is

almost non-existent, both in terms of the deflection magnitude and polarisation. In

general, the mismatch between the experiments and the simulations increases with

frequency. This is possibly due to the fact that in the experiments, the microwave

power decreases with increase in frequency due to losses in the connectors and cables.

As a consequence, there is low EM field strength available to deflect the electron
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Figure 7.11: Images in black and white (1st and 3rd columns) correspond to the experimental

LAD data while the colour images (2nd and 4th columns) correspond to the calculated

patterns.
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beam. On the other hand, the calculated patterns are a result of uniform input power

across the frequency range here investigated. Across the whole frequency range, the

calculated patterns are predominantly linearly polarized along one direction as for

example at f= 8.29 GHz and 8.70 GHz. However, note also the circular and elliptical

polarisations at f= 5.79 GHz and f= 11.51 GHz.
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Figure 7.12a allows a comparison between the net beam deflection (
√
v2
x + v2

y)

obtained in the experiments and the power delivered to the circuit (1−S22), obtained

from the microwave simulations. Note that for f < 10 GHz, the variation of the

deflection is similar to that of the power delivered to the microstrip. However, for

f > 10 GHz the agreement is lost due to an increase in the signal attenuation at

higher frequencies. In Fig. 7.12b the reflection coefficient, S22, measured with the

VNA, is compared with the net beam deflection.

Figure 7.12: Comparison between the power delivered (1-S22), the LAD deflection angles

and S22 parameter measured with the VNA.

Again, it is noted that the oscillation in the LAD patterns appears to correlate

with the oscillation of the S22 parameter measured in the VNA. The minima of S22

at f = 2.5, 6, 8.8 GHZ, signed with the gray arrows, are coincident with the (local)

large deflections in the LAD pattern. The signal measured in the VNA exhibits a

ripple-like, oscillatory, behaviour (short wavelength), which can be caused by signal

losses in the coaxial cables due to impedance mismatch.
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To understand and interpret the differences between the LAD data and the VNA

spectra, consider the schematic of a simple transmission line, shown in Fig. 7.13,

which can be seen as an equivalent circuit to that of the microstrip used in the

experiments. i.e. a transmission line terminated by an high load impedance, ZL

(ZL � Z0), since one side of the microstrip has an open-port termination. The

propagation constant, γ, of the travelling voltage, V (x) = V +
o e
−γx, and current,

I(x)=I+
0 e
−γx, waves is assumed complex as the transmission line has losses due to

finite conductivity and dielectric losses, γ= α +jβ. The attenuation constant (α)

and propagation constant (β) are defined by the resistance (R), inductance (L),

capacitance (C) and conductance (G) of the circuit. In the low-loss limit, these

can be written as α= R
√
C/L and β= ω

√
LC. In a more accurate approach, the

inductance of the loop shaped microstrip would have to be included in the total

impedance of the circuit.

Figure 7.13: Illustration of the circuit equivalent to the microstrip used in the VNA and

LAD experiments. Inward and outward arrows illustrate the input and reflected waves.

The voltage and current waves propagating in the circuit are given by [133]:

V (x) = V +
o (e−γx + Γeγx) and (7.9a)

I(x) =
V +
o

Z0

(e−γx + Γeγx), (7.9b)

where Γ=
ZL − Z0

ZL + Z0

, is the reflection coefficient at x= 0 and V +
o the input voltage

amplitude. Note that the circuit is operating in open-port, which implies that the load

impedance ZL can be considered large when compared to the input port impedance,

Z0. As consequence of ZL � Z0, there is nearly total reflection of the propagating

voltage and current, since Γ → 1. This enables the emergence of standing waves

in the length of the circuit. Due to losses in the circuit and impedance mismatch,

the power loss must be accounted for. The total power loss (Ploss) can be obtained
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from the difference between the incident and reflected waves [133]. This is what one

observes on both VNA and LAD patterns. In the VNA spectra, one measures the

signal which is proportional to 1−Ploss, while the deflection in the LAD experiments

appears as a function of the Ploss, directly. The major difference is that the VNA

spectra shows the loss from the whole circuit, while the LAD shows the losses of the

signal, existing only in the section of the loop cavity.

The possibility of measuring the EM field strength as a function of position in

the loop shaped microstrip is discussed next.

By moving the stage of the microstrip with respect to the electron beam it was

possible to partially block the illumination. Figure 7.14 shows the deflections vx and

vy measured in five different regions of the loop shaped region (inset). Note that the

deflection amplitude is similar on all positions probed. The beam diameter was too

large (100 µm) to detect local variations in the EM fields, as shown by the fact that

the probed regions all display a similar behaviour with frequency.

Figure 7.14: Deflections vx and vy measured in five different regions of the loop shaped

region. This was obtained by shifting the waveguide with respect to the electron beam.

132



7.5. DISCUSSION

Figure 7.15 shows the phase measured in the VNA and the rotation angle, φ, of

the LAD patterns, both as a function of frequency. The phase measured with the

Figure 7.15: Rotation of the pattern as a function of the frequency (LAD), and of the

phase variation obtained from measuring S22 in the VNA. At each frequency, the expected

phase difference between the VNA and the LAD data is proportional to the difference in

propagation distances l and l′, relative to open-port.

VNA regards the variations of the travelling waves from the input port at x= -l to

x= 0 and the return path (consider Fig. 7.13), so the total phase can be written as

∆φ= 2lγ. The rotation observed in the LAD data represents the phase variation over

the distance, l′, between the loop shaped region and the load impedance (open-port)

termination, resulting in a phase variation ∆φ= 2l′γ. However, the phase difference

may vary given that in this circuit, the open-port termination is not the only source

of reflections, as the impedance varies also due to the loop shape region itself.

The reflection coefficient S22 obtained from the VNA, provides the overall response

of the microstrip, whereas the electron beam deflection is a direct measure of the

fields in the confined regions of the structure.
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7.6 Conclusions

In this chapter it was demonstrated that LAD can be used to map the in-plane

EM field distribution in the gigahertz frequency range. This technique provides

a unique way to study the dielectric properties of thin films or optimized planar

structures (or sections), in addition to the combined high resolution structural and

elemental analysis inherent to CTEM or STEM. From the viewpoint of characterising

magnetic structured materials, this technique allows for in-situ microwave field driven

perturbations to be observed. Thus, an understanding of the direct effects of the

microwave fields on the electron beam is crucial.

While the LAD patterns are a measure of the dominant polarisation state of the

EM field in the region of the loop shaped microstrip, the effects of the magnetic

and the electric field are indistinguishable since the phase alterations to the electron

beam depend on both. However, from the analysis of the simulation results it was

noted that the deflections are largely dominated by the electric field.

The calculations of the LAD patterns, using the EM field distribution obtained

from the microwave simulations, were carried out following the considerations of the

Aharonov-Bohm effect. To fully represent the electron beam trajectory across the

TEM column, further considerations must be taken, to account for the aberration

imposed by the magnetic lens system.

The position dependent mapping of the deflection was not successful due to

the dimensions of the area illuminated by the electron beam when compared to

the diameter of the loop shaped microstrip. To overcome such limitation, one may

consider the use of a focused electron beam, in a scanning TEM, operating in the

Lorentz DPC mode.
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Chapter 8

Conclusions and outlook

Research in nanostructured magnetic materials has attracted great attention

due to the potential use of enhanced spin wave properties in material science and

technology. In particular, antidot lattice structures (ADL), were proposed for

microwave filtering [5–8] and magnetic logic devices [3, 4]. These are interesting not

just from the magnonics perspective, but also from the view point of making ADL

more applicable, towards the use in sensors for functionalised magnetic nano-particles

[204]. Periodic modulation of materials, combined with the highly non-uniform

demagnetisation fields, which are a result of the distribution of magnetic poles

around the hole edges, offers the possibility to control the static properties, via

the manipulation of the reversal processes, coercivity and local anisotropies. On

the other hand, it has been demonstrated that with structuring, spin waves can

become highly sensitive to local internal fields. To further modify the static and

spin wave properties, one can make use of external magnetic fields, exchange bias, or

multilayer structuring. In the latter, dipolar inter-layer coupling between adjacent

ferromagnetic layers can affect the net pole distribution of one another, which in

turn affects the spin wave response.

The driving forces of this research field were the recent advances is the fabri-

cation [205] and characterisation [6, 79]. At the fabrication level, patterning with

nanometer resolution allows unprecedented control over the anisotropic properties

and has enabled access to spin wave interactions on the length scale of dipole-

dipole, magnetostatic, interactions and further down to the length scale of exchange

interactions.
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On the characterisation level, the study of spin waves with origin in dipole

interactions is widely studied using VNA-FMR, which has demonstrated great

sensitivity in the detection of localised spin wave precession modes in ADL. With

this technique, the microwave excitation field induced by a current travelling in a

conductive signal line, acts as the driving field for the spin waves. In order to promote

the direct coupling between the excitation wavevectors and the spin waves, it is

necessary to scale the conductive signal line so that its characteristic width matches

the wavelength of the spin waves under study. However, this is not often accessible in

terms of fabrication of both waveguide and sample. Similarly, excitation of exchange

spin waves is even more difficult due to challenges in fabricating nanometer scale

conductors which are capable of effectively coupling energy to this type of spin

wave. A modified VNA-FMR apparatus, whereby the excitation source and the

detection probe are independent from each other, allows the excitation and detection

of high frequency spin waves. This technique is referred to as all-electrical spin-wave

spectroscopy (AESWS) and enables the study of the spin wave dispersion with respect

to both applied field and spin wave propagation direction [107, 113, 206]. Other

inductive techniques are available such as pulse inductive microwave magnetometer,

which uses pulsed microwave excitation, combined with time and space resolved Kerr

microscopy [79]. A powerful technique is Brillouin light scattering (BLS). BLS is

an optical technique which relies upon the inelastic scattering of light via spin wave

excitations in magnetic systems, enabling the study of wave vector resolved spin

wave dispersion [175, 207].

The focus of this thesis was the effect of the demagnetisation fields on the

magneto-static and spin wave properties of exchange biased ADL, in single and multi-

layer configurations. The soft magnetostatic spin waves modes were studied using

VNA-FMR, as a function of the applied field magnitude and direction relative to

the ADL symmetry. This study allowed the characterisation of the magnetic system

in terms of effective anisotropy and to demonstrate that exchange bias raises an

asymmetric (static and dynamic) response with respect to the direction of the applied

field. The FMR results show an 8-fold dependence with the applied field direction

relative to the lattice, which can be attributed to the next-nearest neighbour (NNN)

interactions. The contribution from the NNN may be enhanced in this particular
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case due to the existence of the continuous layer, adjacent to the ADL. The spin wave

properties of ADL systems were studied, following the Damon-Eshback configuration

(~k ⊥ ~M), using BLS. When possible, these studies were supported by micromagnetic

simulations. In particular, it was possible to demonstrate the effect of exchange bias

on the distribution of the magnetic poles at the hole sites of the ADL. Moreover,

the modelling of the resonance behaviour of an ADL, allowed the determination of

the effect of the continuous film thickness at the hole sites. The change in thickness

of the continuous layer affected the anisotropic properties of the system, especially

when the layer thickness is comparable to the exchange length (5.7 nm).

While the VNA-FMR setup used here cannot measure spin wave dispersion due

to inappropriate excitation bandwidth of the waveguide, BLS is a more adequate

technique as it enables access to a wide band of excitation wavevectors, in the range

of interest. The spin wave dispersion, measured using BLS, exhibited the periodicity

of the lattice (∼ 420 nm) and the emergence of a forbidden frequency gap of 0.7

GHz, at the edge of the first Brillouin zone. The form of the dispersion is a direct

consequence of structuring, as the periodic potential inherent to the ADL scatters

the spin waves, while the frequency band gap is a direct consequence of scattering of

two spin wave modes. The attempt to recreate the spin wave dispersion of the ADL

discussed in chapter 5, using micromagnetic simulations, encountered an obstacle in

the computational power required. To fully replicate this sample, the approximation

of a single layer film is inadequate, given the structural properties examined using

cross-sectional TEM. This obstacle is generally encountered when studying 3-D

magnonic structures [79, 116]. Further optimization of the simulation parameters

is required. A comparison to the analytical methods, employing plane-wave theory

[53], may be necessary to overcome this challenge. This may be of interest due

to the possibility of exploring the spin wave dispersion properties of bi-component

magnonic crystals [107, 108]. Bi-component structures open new channels for spin

wave propagation, by overcoming the confinement of the ADL symmetry.

Multilayer structuring has been demonstrated to modify the overall static and

dynamic properties, via interlayer dipole field interactions. The static spin configu-

ration around the holes of the ADL was investigated using high resolution Lorentz

DPC TEM, which, from an overall perspective, revealed the domain behaviour
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inherent to an ADL, which consists of domain formation, on the length scale of

several holes, and subsequent breakup into smaller domains, confined to the second

nearest neighbours. The pinning at nearest neighbour sites has been observed, which

suggests that the demagnetisation fields are rather strong. Thereby a control of the

magnetic state can be achieved. This study can be taken further by exploiting the

presence of exchange bias, modulated in space, to obtain multi-stage reversal [4].

From the static standpoint, it was also observed that magnetic vortices emerge at the

hole edges. These features are often studied in structures, such as isolated circular

elements, as the ground state curls the magnetisation, forming magnetic vortices.

This observation opens the possibility of studying the effect of complex magnetic

textures on spin wave localisation and propagation [208, 209], since the formation

and control of domain walls can be achieved in ADL, which also have well defined

propagation channels for spin waves.

In the context of this thesis, three methods were used to obtain ADL structures.

In particular, ADL were fabricated using (1) template assisted deposition, (2) electron

beam lithography and (3) focused ion beams (FIB). Each technique presents its own

advantages and disadvantages, depending on the intended application. For instance,

the use in microwave applications, such as tuning of broadband microwave response,

template assisted is suitable as the cost of fabricating large scale samples is lower

when compared to other methods. A natural disadvantage is the degree to which

one can finely tune narrow band microwave responses, as these structures often have

a degree of interface roughness. For this purpose, electron beam lithography appears

to the suitable candidate, as this technique allows to achieve lateral resolution at the

nanometer scale. FIB is recommended only for small area patterning since it is a

slow and costly process. In terms of resolution, this technique can achieve resolutions

on the scale of several tens of nanometers. However, the magnetic properties of these

structures may be highly modified by ion implantation [186]. Ensuring the sample

quality in terms of structure and contamination can be a considerable challenge.

Electron beam lithography allows high resolution patterning. However if the choice

of the etching method is inappropriate, the final outcome is not a well controlled

structure. In particular, the reactive ion etching method used to fabricate two

of the ADL reported in this thesis has not demonstrated the efficiency intended.
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Structural analysis and elemental mapping allowed the assessment of the quality

of the nanostructures. In method (2) it was noted that the difference in etching

conditions between NiFe, Ta, and FeMn dictate the final profile of the antidots. This

can be seen in the double exchange biased layer, where a clear step was obtained in

the cross-section of the antidot. A more adequate way to proceed would be through

the use of Argon etching, instead of the RIE method employing CH4H2. FIB may be

seen as a time effective way of obtaining small patterned areas. Although the effects

of ion bombardment have not been thoroughly discussed. It has been demonstrated

that ion implantation at the edges of holes induces alterations in the grain structure,

which was indeed observed in the sample studied in the Lorentz DPC experiments of

chapter 6.

Nowadays, great attention is given to time and space resolved measurement

techniques which in would allow high resolution imaging of magnetisation dynamics.

The TEM with in-situ microwave excitation developed in the the context of this

thesis addresses the high spatial resolution combined with microwave excitation.

This method is, to my knowledge, unique and has demonstrated great potential for

use in many different magnetic systems. One aspect left out of this work is associated

with the temporal resolution for the detection of the magnetisation dynamics. To

achieve this under the current circumstances, one has to consider the following

paths: 1) sub-nanosecond resolved TEM data acquisition with an ultra-fast camera,

which is unlikely to happen in the near future given the current limitations in terms

of acquisition rate (MHz regime); or 2) time resolved magneto-optic excitation

incorporated in the TEM, with the electron beam being synchronized and pulsed in

the sub-nanosecond regime. This is equivalent to an all-optical pump probe method

but combined with an electron beam. However, such high-end instrumentation is

accessible only to few research groups.

A third alternative emerges in the light of the work presented here. It was

demonstrated that EM field polarisation affects the electron beam. This, a priori,

would mean that any deflections of the electron beam due to the magnetic specimen

would be smeared by the deformations caused by the EM field distribution. However,

if one considers a scenario where the EM polarisation is well know/controlled, then

any additional deformations to the electron beam would solely be related to the
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precession of the magnetisation, in case the magnetic material is driven at resonance.

While at resonance, one expects to observe a change in the symmetry of the beam

due to the precession cone, which is nonetheless very small in comparison to the

standard deflections due to magnetic induction. To enhance the detection, one may

make use of a careful correlation between the deflection pattern of the electron beam

on and off resonance. This is the only way to achieve a certain degree of quantisation

of the precessional motion of the magnetisation. This method may be extended to a

DPC Lorentz microscopy instrument, where having a focused probe would minimise

the effects of the microwave fields on the beam and would also be more sensitive to

the magnetic induction of the sample. Additionally, one may also take advantage of

the pixelated DPC acquisition camera, rather than the standard quadrant detector,

which has been demonstrated to have enhanced sensitivity.

A breakthrough in the concept of combined static and dynamic experiments is

reported in this thesis. The development of the in-situ TEM setup enables a number of

experiments. In the short-term, this allows a correlation the dynamic state obtained

in the FMR data with the exact spin configuration observed in the microscope.

Alternatively, one may consider performing microwave assisted magnetisation reversal

[210–212] experiments with the unique capability of simultaneously performing high

resolution imaging. An interesting study would consist in exploring networks of

nano-elements, whereby the tuning of the internal fields and the use of microwave

excitation would allow imaging of modifications in the ground state of the network.

Additionally, the study of active/passive microwave planar structures can also be

achieved, whereby, the microwave circuit can be coupled to a DC voltage/current

supply, so that both dynamic and static properties can be modified and imaged by

any of the Lorentz techniques.

From a long-term perspective, the knowledge gained on ADL and the TEM in-situ

microwave experiments can in future allow the realisation of experiments in the field

of surface plasmon resonance (SPR) in heterostructures. Of great interest, are the

coupling between the spin wave modes, excited in a ferromagnetic material and the

effect of these in the SPR of nanostructured non-magnetic elements. Both, TEM

in-situ microwave excitation and high resolution electron energy low spectroscopy

(HREELS) are available. Both can be combined for the excitation of the precession
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amplitudes and detection of plasmonic modes.

It is worth discussing the suitability of the microstrip waveguide, here implemented,

for ferromagnetic resonance experiments. The design adopted was of an omega loop

shaped microstrip resonator, which is normally used for operation at fixed frequency

[145, 146]. However, in the experiments here reported, the microstrip was used for

broadband frequency FMR measurements on samples with large area (larger than

the loop region). This poses two immediate challenges: 1) the omega shape of the

microstrip will induce non-uniform field excitation on the sample. The results of

chapter 7 lead to the conclusion that the polarisation of the electromagnetic fields

varies with frequency due to the geometry of the probed region (loop-shaped) and to

the fact that the system is operating in a single port configuration. At each frequency,

the polarisation state is affected by the constructive/destructive wave interference

between the incoming and reflected waves. In such case, one cannot assume that

microwave excitation will occur predominantly in the direction perpendicular to the

static magnetisation, as it is generally assumed in spin wave dynamics. It is known

that in systems with non-uniform wavevector excitation, linewidth broadening and

frequency shifts may occur [138, 147], 2) to minimize the effect of the non-uniform

fields, the area of the magnetic sample must be enclosed in the inner diameter of the

loop shaped microstrip. In cases where experiments at fixed frequency are performed,

the polarisation state of the excitation field may be obtained by performing LAD

experiments, similar to those reported in chapter 7. Nonetheless, the loop shaped

geometry may be advantageous since that in the region enclosed by the loop, the

out-of-plane field components should be capable of driving the resonance of the

magnetic material.

As the linearity of the excitation field is relevant in the study of nanostructured

systems, it is anticipated that shorted straight microstrip lines or co-planar waveg-

uides are more adequate if one requires linear excitation fields. These aspects will

be addressed in future work. In order to ensure sensitivity in the in-situ FMR

experiments, the ferromagnetic sample must be deposited directly on top of the

signal line. The substrate is then assembled in the VNA-FMR apparatus by replacing

the current waveguide configuration by a co-planar launch waveguide which is wire

bonded to the substrate containing the specimen. An illustration of this configuration
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is shown in Fig. 8.1. In the configuration discussed here, the coplanar structure may

also be shorted, by either deposition of a metal or wire-bonding between the signal

line and ground) just after the specimen, so that stronger magnetic fields can be

obtained in the region of the specimen.

Figure 8.1: Photograph showing a TEM substrate patterned with a coplanar waveguide

(and a sample). The specimen substrate is wire bonded to a second coplanar structure, for

TEM in-situ microwave excitation experiments.
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Appendix A

Fabrication of antidots

Details of the fabrication of large arrays of antidots by means of electron-beam

lithography combined with reactive ion etching (RIE) are discussed in this section.

The aim was to etch holes on continuous exchange bias films comprised of [FeMn/NiFe]

multilayers, on which Ta was used as buffer and capping layer. Since the films were

already deposited, the only possibility was to follow a top-bottom approach. In the

James Watt nano-fabrication centre (JWNC), for technical reasons there was only

the option of doing reactive ion etching of these elements on a specific etching tool,

the ET340, which allowed only for the use of CH4/H2 as a chemical etchant [213,

214]. This etching process required the use of a hard mask as the resist itself was

easily damaged in this environment. An illustration of the fabrication steps is shown

in Fig. A.1 with the processing steps described below.

Figure A.1: Illustration of the fabrication steps a to f corresponding to 1,2-3,4,5,6,7,

respectively.
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1. The samples were cleaned in four consecutive steps involving an ultrasonic

bath while immersed in acetone, isopropyl alcohol (IPA), methanol and reverse

osmosis (RO) water, for periods of 5 minutes.

2. The hard mask, silicon nitride(SiN), with ∼120 nm in thickness, was deposited

on an ICP800 deposition tool.

3. The substrate was spin coated with primer (MCC 80/20) and baked in a oven

at 120◦C for a period of 15 minutes. Immediately after, the substrate was spin

coated with a resist layer of ZEP520, at a rotation speed of 5000 rpm for 1

minute, resulting in a 200 nm thick layer. The substrate was subsequently

subject to a final bake for the duration of 1 hour, in an oven at 180◦C.

4. In order to proceed with the e-beam lithography, one requires a design file

(.gds), which contains the information about the geometry, exposure doses,

proximity corrections, e-beam current and step size. These are fundamental to

the success of the lithography and often require optimisation. In particular,

for the case of large array patterning, where inefficient design implementation

can lead to time consuming and therefore expensive lithography. The standard

practice within the JWNC is to produce the designs in a CAD software called

L-edit. These are then transferred to a software called Layout-Beamer to

apply proximity corrections, fracturing and edge corrections. Finally, the job

is submitted to the electron beam writer through a software called Belle.

Prior to the design implementation in L-edit, one must decide which electron

beam current to use and the corresponding beam size. The beam size is

a necessary reference for L-edit, as the lateral dimensions of the fractured

geometry must be equal to the spot size of the electron beam writer, in order to

avoid over- or under-exposure. For the fabrication of features with characteristic

dimensions of 240 nm in diameter, a beam current of 8 nA is adequate as it

results in a 12 nm beam size (specifications of the electron beam writer). With

that in mind, the minimum feature size in L-edit must be set to 12 nm. These

parameters are set in the tab Menu Properties Grid and adjusting the grid

snapping to multiples of 12 nm.

Initially, a single circular element was created with the desired diameter and
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then the circle was fractured into small regular rectangular shapes, as illustrated

in Fig. A.2. The single element was then arrayed into a 100x100 µm2 cell. The

design file was exported with .gds format, which is compatible with the next

software in the design chain.

Figure A.2: Illustration of the design cell implemented in L-Edit. In the correct way, one

has to consider the smaller feature as the beam size. The incorrect way to implement

the unit cell is shown on the right hand side. Here, the smallest edge size is 1 nm. This

incorrect procedure leads to slow writing times and over-exposure.

The design file was imported to Layout-Beamer and a calibration file was

applied to the geometry to account for proximity corrections related to the

backscattering of electrons from the substrate to the resist while writing.

Before exporting the design to a .vep file format, the field of view and the beam

diameter settings must be updated to 100x100 µm2 and 12 nm, respectively.

The .vep file generated is sent to the server of the electron beam writer. In

the final step of the design process the .vep file is opened in the Belle software.

Here, the geometry of the substrate, the relative position of the pattern, the

beam current and the exposure doses are specified. Based on these parameters,

the software estimates the writing time for the whole job. For the case of 4× 2

mm2 array of holes, the estimated writing time was 1.6 hours but the actual

writing times was 1.17 hours.

To decide on which exposure dose is more adequate for the substrate and the

resist in use, an exposure test is advised. In the dose test, the exposure was

ranged between 150-1000 µCcm−2 in 12 steps. For that, the 100x100 µm2

pattern was arrayed in a 3× 4 matrix, where each element had a different

exposure dose.
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Figure A.3: SEM image of the exposure test. Image acquired after development of the

resist.

5. When the beam writing job is finished, one has to develop the resist. When using

ZEP520, O-Xylene must be used as a developer. Because this is a positive resist,

only the regions exposed with the electron beam will be removed. According

to the manufacturer specifications, the development of the resist has to be

performed under a controlled temperature of T= 23±0.5◦C. The resist must

be fully immersed in the solution for 75 seconds and subsequently immersed in

IPA for 45 seconds.

The results of the exposure test are shown in Fig. A.3, after development of

the resist. The doses corresponding to 250 and 350 µCcm−2 produced good

results. An example is shown in Fig. A.4.

Figure A.4: SEM image of the optimum exposure dose in the case of 450 nm holes spaced

by 1.3 µm. Beam current used was 8 nA and exposure dose of 300 µCcm−2

6. At this stage the pattern is transferred from the resist to the SiN by using RIE

with CHF3/O2, with etch rates of approximately 50 nm/min. Figure A.5 shows
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the results of transferring the patterning to the SiN. The top layer corresponds

to the remaining ZEP. The SiN layer has been successfully etched, as the

depth of the SiN matches the estimated layer thickness. For the success of the

mask transfer, it was vital to add a so-called ashing step, prior to the etching

of the SiN, in order to remove the thin resist layer from the bottom of the

holes. During the etching process, the etch depth was monitored by measuring

the reflectance as a function of time obtained from a laser reflectometer [215]

focused at an area cleared of resist, on the surface of the substrate. The

reflectance will vary as the refractive index is altered with etching. The etch

profile of the SiN is shown in Fig. A.5b. An over-etch time was allowed to

ensure that the SiN was completely removed from the hole regions.

Figure A.5: a) SEM image relative to the etching process of SiN. The top layer corresponds

to the remaining resist and the subsequent layer corresponds to the etched SiN. b) etch

profile of SiN.

7. The etching of the Ta/NiFe/FeMn/Ta was performed in the ET340 tool by

using CH4/H2. The expected etch rate was 2-3 nm/min [213]. As the sample

is constituted by layers of different metals, the etch rates will differ slightly

and therefore we expect the reflectance profiles to exhibit different slopes as

the etching progresses. The etching time should be sufficient to allow the

reflectance profile to become flat, meaning that the etching process has reached

the bottom Si layer. As this process is highly selective, the Si substrate remains

un-etched. The etching profiles are shown in Fig. A.6b, with the corresponding

derivative and calculated etch profile [216].
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Figure A.6: a) SEM image relative to the etching process of Ta/FeMn/NiFe/Ta. b) Etch

profile of the multilayer and its derivative, where three phases can be identified.

This fabrication process was applied to a [FeMn/NiFe]×1 and [FeMn/NiFe]×2. For

an accurate evaluation of the etched structure, the use of cross sectional analysis is

highly advised. Cross-sectional analyses were carried out on two of the samples. The

sample [FeMn/NiFe]×1 is discussed in the chapter 5. The cross- sectional analysis

of [FeMn/NiFe]×2 is discussed in the Sec. 6.4.
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Appendix B

Micromagnetic simulations

Micromagnetic calculations allow for a numerical simulation of the static and

dynamic response of a magnetic system. As shown in Sec. 2.1.2, the equilibrium

condition, or ground state, is reached when the total free energy is minimized. This is

applicable in the presence of either static or nanosecond time dependent excitations.

Micromagnetics solve the torque equation Eq. 2.1, as discussed in Sec. 2.1.

Throughout this dissertation the micromagnetic results were obtained using

Mumax3, an open-source GPU backed simulation software [173]. This software

calculates the time and space dependent magnetisation dynamics using a finite

difference method. Any magnetic element of size (Lx,Ly,Lz) is discretised into

a number of 3-dimensional cells (cx, cy, cz) with orthorhombic shape, forming the

simulations box. The key parameters are, the size and number of discretisation

cells, the magnetic properties such as anisotropy, exchange constant, saturation

magnetisation and damping constant. The shape of the magnetic element and

arraying can also be implemented intuitively.

Following Ref. [173], some important details of the simulation tool are now

discussed.

• Mumax enables the implementation of periodic boundary conditions (PBC)

which allow for the wrap-around of the exchange interaction term at the edges of

the simulation box. Performing micromagnetic simulations on large systems can

be time consuming and computationally demanding so the PBC are convenient,

especially in situations where arraying is possible.

• Mumax has a built-in function called ‘relax()‘, which determines the lowest
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energy state of any initial magnetic configuration. This is done by solving the

torque equation until the dynamic component of the magnetisation reaches

10−4 − 10−7γ, with γ being the gyromagnetic ratio. This function is applied

every time the magnetic state is modified by a static field to ensure that an

equilibrium state is reached.

• To ensure accuracy in the numerical evaluation of the exchange energy, the unit

cell dimension cx size must be smaller than the exchange length lex=(2Aex/µ0

M2
s )1/2, where Aex is the exchange constant and Ms is the saturation magneti-

sation. This is done to ensure that spin-spin exchange interaction is adequately

taken into account when solving the dynamic equations.

B.0.1 Spatially uniform excitation

Consider a magnetic system with an in-plane magnetisation collinear with an

external static field along the y-axis. Once the ground state is reached, a spatially

uniform, time dependent, field pulse is applied along the z-axis. The time profile of

the field pulse follows h(t)=h0 sin(∆ω(t− t0))/∆ω(t− t0), where ∆ω is the excitation

bandwidth, t0 corresponds to a time offset and h0= 0.1 mT is the pulse magnitude,

as illustrated in Fig. B.1a. Effectively, with uniform pulse the magnetisation of the

entire volume is excited in the same way, i.e. the excitation wavevector is zero (k= 0).

Upon excitation with a field pulse, the magnetisation undergoes damped precessional

motion as shown in Fig. B.1b. The precession modes can be obtained by applying a

time-domain Fourier transform of mz(t) over the entire simulation time.

In order to obtain the amplitude distribution of the precessional modes, one must

perform the time domain FFT at each cell m(cx, cy, cz, t) individually and then build

the amplitude maps according to the frequencies of interest. Figure B.2 shows an

example of the precessional mode amplitudes for an antidot lattice from which four

modes are obtained, which correspond to the four modes (I-IV) in Fig. B.1c. Each

mode is localised in a different region of the antidot lattice. In chapter 5 the origin of

the magnetostatic resonance modes is discussed in detail, for an equivalent system.
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Figure B.1: Illustration of a)the applied field pulse as a function of time; b) the time varying

component mz(t) and; c) time-domain Fourier transform of mz(t). Results obtained from

2× 2 array of holes with 240 nm in diameter, and edge to edge separation of 200 nm (cx=

cy= 3.4 nm,cz= 10 nm). Other parameters: Ms= 0.9 T Aex= 13e−12 J/m, α= 0.02 and

static field H= 0.05 T.

Figure B.2: Illustration of time-domain Fourier transform of mz(ci, cj , cj , t). Results

obtained from 2× 2 array of holes with diameter of 240 nm, and edge to edge separation

of 200 nm (cx= cy= 3.4 nm, cz= 10 nm). Other parameters: MS= 0.9 T, Aex= 13e−12

J/m, α= 0.02, static field H = 0.05 T.
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B.0.2 Spatially non-uniform excitation

In order to study the spin wave dispersion f(k), the uniform excitation must be

replaced by a spatially and time varying pulse, as illustrated in Fig. B.3a, allowing

for the excitation and propagation of a finite wavelength range of spin waves. The

spatial modulation follows g(x, t) = h(t)× sin(∆k(x−x0))/∆k(x−x0) , where ∆k is

the wavevector bandwidth and x0 is a spatial offset. In the configuration of interest,

the excitation wave vector is set perpendicular to the applied field direction, to

comply with the Damon-Eshbach configuration (see Sec. 2.2). As illustrated in Fig.

B.3b, the geometry implemented in the case of the antidots is extended periodically

along the direction of the spin wave propagation. To obtain well resolved spin wave

dispersion maps, one has to ensure large propagation distances along the direction

collinear with k, ∆k= π/Lx [116]. The effect of the pulse on the magnetisation is

demonstrated in Fig. B.3c.

The Mumax simulations allowed the analysis of the time dependent components

of the magnetisation, m(t), which were subsequently processed according to Eq. B.1.

mz(x, y, z, t)→ mz(x, y = n, z, t)→ swd(ω, qDE) =

y=n∑
FT 2D(mz(x, t) (B.1)

The data processing was implemented as follows1:

• Run the Mumax3 script and save the spatial distribution of the magnetisation

every time step, ts= 1 ps.

• Import all files to python to build a large array of mz(x, y, z, t = [0− tmax]). If

Nz > 1 the magnetisation in the out-of-plane direction should be averaged.

• Select the direction of propagation, which in this example is the x-axis, while

the magnetic field was applied field along the y-axis.

• Perform a 2-D FFT of mz(x, y = n, t = [0− tmax]).

• Iteratively perform a 2-D FFT over the entire y range.

• Sum over all 2D-FFT along the y-axis, as shown in Eq. B.1. Alternatively, one

can simply evaluate the spin wave dispersion at the center of the propagation

channel.
1The data processing was implemented in Python
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The results on the spin wave dispersion are presented and discussed in Sec. 5.3.2

Figure B.3: To obtain the spin wave dispersion numerically, the antidot array must be

replicated along the direction of the excitation wave vector. a) Spatially modulated

excitation field at t= 3 ns; b) geometry of the sample; c) Response of the magnetisation to

the field pulse, mz(x, y, z) at t = 3 ns. The geometry shown is representative of the sample

studied in chapter 5.
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Appendix C

Microwave simulations using CST

CST Microwave Studio is a 3-Dimensional electromagnetic simulation tool, based

on the Finite Integration Technique first proposed by Weiland [217]. It consists of

solving the integral form of Maxwell’s equations for a discretised object. For the

majority of the simulations performed, the Frequency Domain solver was used, which,

according to the documentation available, was the most efficient method to obtain

the S-parameters over a certain frequency range, as well as the electromagnetic field

distribution at given frequencies.

When implementing a simulation, the user must account for the following aspects.

• The dielectric properties of the materials being used in the simulation (dielectric

constant and conductivity).

• Evaluate the characteristic port impedance for a given substrate, taking into

account its dielectric properties, the thickness of the substrate and the waveg-

uide configuration (co-planar, microstrip, etc). CST contains a Macro function,

which allows an immediate calculation of parameters, such as analytical line

impedance (Macros>Calculate>Analytical line impedance), which is useful for

obtaining the expected value for the port impedance, at a certain frequency.

• Set the appropriate unit system for spatial units, frequency, temperature and

time, on tab ’set units’.

• The interface allows the creation of all types of object. These may vary

from rectangular, circular and wire shapes and all can be subject to boolean

operations. Regardless of the geometry, the objects are discretised in hexahedral
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or tetrahedral polygons. The feature size is user defined, within a desired error

limit. Tetrahedral meshing was used with an accuracy of 10−4 mm.

• CST allows for an adaptive mesh refinement, meaning that edges and more

complex parts of the geometry will have smaller calculation grid. An example

of the mesh view is shown in Fig. C.1 for one of the simulated geometries. An

important aspect to keep in mind is the number of tetrahedrons created after

the mesh calculation. This will have an impact on the simulation time. Also,

the number of tetrahedrons may vary, depending on whether the convergence

criteria for the S-parameter calculation (0.02 was used) is reached within the

number of passes (user defined frequency domain solver > adaptive mesh

refinement> properties).

Figure C.1: Adaptive mesh refinement in CST Microwave Studio. For this geometry, the

initial mesh calculation results in 351 821 tetrahedrons.

• Before running the solver, one has also to define the frequency range, the waveg-

uide excitation ports, the background material and the boundary conditions.

– The frequency range must be set within the desired operating limits. A

frequency range of [1-18] GHz was used in the simulations.

– The waveguide ports serve as the input of the excitation signals. An

illustration of the waveguide port is shown in Fig. C.2. The time profile

of the input wave is shown in Fig. C.3.

– The background material must be set to allow a gap between the bound-

aries of the simulation and the bounding limits of the structure. Typically,
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Figure C.2: Illustration of the waveguide port. The rectangle in orange defines the

waveguide port dimensions set in CST.

Figure C.3: Standard time profile of the input excitation.

the background material is set to empty space (εr and µr is 1). The face

corresponding to the waveguide port must not contain any background

material.

– The boundary conditions can be defined as open, electric (tangential e-

field= 0), magnetic (tangential h-field= 0), periodic (for arrayed structures)

or as conducting walls. The structure was tested with open and electric

boundaries. The characteristic impedance and the electromagnetic field

distribution in the region of interest was the same for both simulations.

As the microstrip contains a ground plane in the bottom of the substrate,

the boundary conditions are automatically defined as a ground. Figure

C.4 illustrates how the boundary conditions are implemented.

• In order to obtain the electromagnetic field distribution one has to define Field

Monitors prior to running the FD Solver. The easiest way to do so is by using

a Macro function to set a discrete number of field monitors (Macros> Solver>

Monitors and probes> Broadband field monitors). Once the calculations are

performed, one is able to evaluate the spatial distribution (2D or 3D) of the
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Figure C.4: Walls enclosing the microstrip correspond to the boundary implemented in

one of the simulated structures. Note the gap between the simulated structure and the

boundary of the simulation.

electromagnetic field by using a post processing template function. The in-plane

e-field/h-field components x, y and z both in terms of magnitude and phase

were exported for use in assessing the effects of microwave fields in the electron

beam of the TEM experiments described in chapter 7.
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Appendix D

Appendix- Chapter 5

D.1 Applied field direction in tilt series

Inside the microscope, the rod is tilted around its longest axis which means

that the in-plane component of the applied field will be perpendicular to that same

direction, as demonstrated in the schematic of Fig.D.1.

Figure D.1: Schematic of the tilt process inside the microscope. This procedure is applied

in order to achieve in-plane magnetic fields, which can be used to tune the magnetic

configuration of the specimen.

The periodic features, i.e the holes, can be used as a reference to determine the

tilt direction by measuring the relative distortion of the lattice as the sample is tilted.

Often this is necessary as the image is virtually rotated by the lens system. The

image was rotated in order to align the edges of the hole lattice to the sides of the

camera. Figure D.2 shows a series of bright field TEM images, which resulted from

performing a sum over all components of the DPC detector. On the right hand
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D.1. APPLIED FIELD DIRECTION IN TILT SERIES

side, the upper and lower plots correspond to the horizontal and vertical profiles,

respectively.

By comparing the tilt angles relative to ±3◦ it can concluded that there are no

significant distortions in the lattice, so the sample is sitting horizontally in the

home-built in-situ FMR (at 0◦). The comparison between the images at tilt angles

of 0◦ and 15◦, help establishing the tilt and the applied field direction. After tilting,

the distortion is more pronounced along the vertical axis, as the number of pixels is

reduced from 736 down to 715, which is in agreement with the cos(15± 1) in-plane

projection of the antidot lattice.
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D.1. APPLIED FIELD DIRECTION IN TILT SERIES

Tilt angles bright field image horizontal / vertical profiles

+3 degrees

-3 degrees

0 degrees

-15 degrees

Figure D.2: Sum of all DPC components to form bright field image. Horizontal and vertical

profiles added to demonstrate the tilt direction and the flatness of the sample at 0◦.
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D.2. SINGLE EXCHANGE BIASED LAYER

D.2 Single exchange biased layer

Figure D.3: Schematic of IrMn/CoFe

The field dependent DPC study on the single exchange biased antidot layer (S1)

section is shown in Fig. D.4. The images were obtained while performing a field

sweep, from positive saturation to negative saturation, which in the TEM corresponds

to a change in the out-of-plane tilt angle. Note the misalignment between the applied

field and the exchange bias direction. As a reference, the edges of the antidot lattice

are parallel to the exchange bias direction as illustrated by the arrows in Fig.D.4-16◦.

In brief, the magnetisation goes from saturated (green ↑) at 16◦, to near saturation

for negative tilt angles, −7◦. The magnetisation process between these two saturation

angles can be described by the existence of long zig-zag domains along the vertical

wire channels (i) at the tilt angles of 10◦ and 5◦.

At 1◦, horizontally pinned regions (yellow←) emerge in the vertical hole channels

(iii), indicating that the magnetisation is no longer aligned with the field direction.

At 0◦, the yellow regions (←) extend through the horizontal wire channels (ii), as

illustrated in region v, while in other regions of the antidot lattice, the domains have

opposite direction, noted as the blue coloured regions (→), signed as vi. The domain

configuration of both yellow and blue regions can be described as horizontal zig-zag

patterns.

From −1◦ to −4◦ the long range domains break into shorter range domains,

confined to the neighbouring holes. Within this tilt range, the domains evolve

towards the downwards direction (red ↓). Note that at a tilt angle of −1◦ vortex

states were observed (circled regions). In this sample however, these configurations

were not stable enough to be studied in more details, as they vanished even with

small variations in the applied field.
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D.2. SINGLE EXCHANGE BIASED LAYER

Figure D.4: Tilt series of sample S1, the single exchange biased layer.

From −4◦ to −7◦ the domains evolve to long range domains, but now pointing

downwards, given by the increasingly strong red (↓) contrast.

When the sample is tilted from negative saturation field back to positive tilt

angles, it is noted that between −2◦ and 0◦ long range horizontal domains yellow

(←) and some vertical domains (↑) have emerged. This is an indication that large

scale reversal has initiated at negative fields. Therefore it can be concluded that a

clear exchange bias component is collinear with the applied field direction.
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D.3. CANCELLATION REGION IN S2

D.3 Cancellation region in S2

In this section it is illustrated how the magnitude of the magnetic induction

varies with applied field angle. The gray coded images shown in Fig. D.5 correspond

to the magnitude of the magnetic induction (left) M = sqrt(ext022 + ext132) and

the profiles on the right correspond to vertical and horizontal amplitude profiles

(averaged over 30 pixels). The large relative variation of the magnetic induction in

the tilt angles between −3◦ and −7◦ indicates that the regions with high induction

magnitude are strongly pinned while the low contrast regions has little contribution

from the induction field, due to partial cancellation on both ferromagnetic layers.
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D.3. CANCELLATION REGION IN S2

Figure D.5: Magnetic induction as a function of applied field (tilt).
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D.4. BALANCING THE VORTEX PROFILE

D.4 Balancing the Vortex profile

In this section it is demonstrated how the DPC components can be balanced

in order to gain enhanced contrast in the vortex regions. Figure D.6a and b show

the components Ext2-Ext0 and Ext3-Ext1, respectively, of the segmented detector.

Both components are sensitive to variations in the induction field, given by the black

arrows. A vortex region is described as a 360◦ curl of the magnetisation around a

center point. Ideally, this magnetic texture would have equal portions of the magnetic

induction around its core, so the counts in the images would be symmetric around

it accordingly. For the particular case of the vortices observed in this sample, the

balance of the images is not recommended as the sample is constituted by two layers.

The vortices are labelled in the DPC images as #1, #2 and #3 and the amplitude

profiles shown. The shape of the profiles confirms that the magnetic induction is

well balanced between the orthogonal components.

Figure D.6: DPC components a) Ext2-Ext0 and b) Ext3-Ext1. Note the distribution

of amplitude in the vortices, given by the inset histograms for 3 distinct vortices. The

amplitudes are well distributed around the core of the vortices.
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Appendix E

Appendix- Chapter 6

E.1 Processing the experimental data

The experimental data was recorded in video format using Virtual Dub, with a

resolution of 720x480 pixels at a rate of 10 frames per second. Prior to the frequency

sweep on the VNA, a low angle diffraction (LAD) pattern of the undeflected beam

(RF power off) was acquired, L0. The VNA frequency sweep step time was set to

have 4 steps per second. In order to analyse the data, the video was converted to

frames, L(ω), at a conversion rate of 6 frames per second. A deconvolution filter was

applied to each frame, i, resulting in L′(ωi) frames more suitable for peak detection.

The deconvolution procedure follows the expressions in Eq. E.1, which involves

Fourier transforms of the frame L0 and the frames L(ω).

F = F2D[L(ωi)] (E.1a)

H = F2D[L0] (E.1b)

Li = IF
[

F ×H∗

H ×H∗ + λ2

]
, (E.1c)

where the term λ is a correction factor (λ = 5000).

An example of L0, L(ω) and the processed image, L′(ωi), is given in Fig E.1a, b

and c, respectively.

Figure E.1 illustrates the procedure employed to determine the maxima of the

deflected beam. The images labelled with LAD correspond to the experimental data,

from which the centre of LAD pattern and the rotation angle was determined. The
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E.1. PROCESSING THE EXPERIMENTAL DATA

images labelled with Dec(LAD) allowed to accurately determine the location of the

maxima, relative to the centre of the LAD pattern, which then allowed to calculate

the deflection angles. Fit an ellipse to the contours of the LAD image to extract the

Figure E.1: a) Undeflected beam L0 (RF off); b) Experimental data, L(ωi) at 1 GHz and

Rf power set to 15 dBm; c) Processed image L‘(ωi).

rotation angle and find the maxima from the deconvolved images.

Figure E.2: Examples of the peak and rotation detection
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E.2. E/H-FIELD DISTRIBUTION

E.2 E/H-field distribution

The 2-dimensional microwave field distribution in the loop shaped region of the

microstrip is shown in this section. As can be seen in Figs. E.3-E.8, the amplitude of

the field distribution deceases by a factor of a 100 in the distance of 2-3 mm above

the signal line.

Figure E.3: Distribution of the E-field as a function of lateral position y and vertical

distance from the microstrip z at a frequency f=1 GHz.
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E.2. E/H-FIELD DISTRIBUTION

Figure E.4: Distribution of the H-field as a function of lateral position y and vertical

distance from the microstrip z at a frequency f=1 GHz.

Figure E.5: Distribution of the E-field as a function of lateral position y and vertical

distance from the microstrip z at a frequency f=5.8 GHz.
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E.2. E/H-FIELD DISTRIBUTION

Figure E.6: Distribution of the H-field as a function of lateral position y and vertical

distance from the microstrip z at a frequency f=5.8 GHz.

Figure E.7: Distribution of the E-field as a function of lateral position y and vertical

distance from the microstrip z at a frequency f=17 GHz.
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E.2. E/H-FIELD DISTRIBUTION

Figure E.8: Distribution of the H-field as a function of lateral position y and vertical

distance from the microstrip z at a frequency f=17 GHz.
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