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ABSTRACT

The four essays within this stndy investigate a series of issues recently emcrged
in menetary theory and policy. While the conunon theme is the empirical evaluation of the
effects of structural change and institutional reforms, the perspective from which 1 study
this problem murkedly varies across the chapters.

The first two chapters of the thesis are more closely related. In the first chapter, |
derive and estimate interest rate reaction functions for the G-3 economics and four
inflation-targeting countries, to assess whether policy behaviour in these economies has
significantly changed in recent years. Contrary to a commonly stated view, some
mteresting differences emerge amongst the policy rules followed by the central banks in
the G-3 economies. Furthermore, the adoption of inflation targets and the move to greater
central bank independence in the second group of countries do not seem to have
significantly altered the way in which monetary authorities react to final policy objectives.

In the second chapter, 1 apply the same econometric methodology to an optimal
interest rate rule derived for four former ERM -now BEMU- countries. The existence of the
exchange rate constraint permits to draw, irter alia, some empirically testable hypotheses
about the effects of fiscal policy credibilily on interest rate determination. My findings
show that somec of the economies faced, on their road to EMU, remarkable costs in
achieving nominal convergence with Germany, mainly due to the presence of concerns on
the sustainability of their fiscal stances.

The third chapter conducts an empirical investigation on the lcading indicator
propertics of broad monetary aggregates for future inflation in the euro area, Using
aggregate data for the area, [ first test for Granger non-causality of M3 on prices, and then
estimate a series of forecasting equations for inflation. My findings suggest thar the
information content of monetary aggregates, but also of the term spread and the output
gap, is helpful for forecasting the behaviour of future inflation in the area. To this purpose,
however, the joint use of information obtained from monetary models as the one adopted
in this exercise, and from other, more “structural” models of the curo area, appears a
superior forecasting siraiegy.

Finally, chapter four adopts a time-varying VAR perspective to obtain a tentative
attribution of observed fluctuations of the bilateral real exchange rates between the USA,
the UK and Taly, to shocks in relative productivity levels and the fiscal position. A
Kalman filter approach is employed to assess the changing contributions of each of these
vatiables, and of shocks to the monetary stance, to the behaviout of real exchange rates
over the last 130 years. While confirming the relevance of fiscal shocks in triggering
observed deviations of the exchange rate from PPP, the study finds little evidence in
favour of persistent productivity effects on the real exchange rate. Moreover, the cxchange
rate regime in place plays a substantjal role in determining how shocks are transmitted to
the real exchange rate.
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INTRODUCTION

1. Motivations

In recent years, the role played by policy institutions has becoine a centrepiece of
macroeconomic theory. The literature on the political economy of monctary policymaking
has repeatedly argued that Lhe' strategic interactions between inarkets and institations
strongly affect economic performance and social welfare. Furthermore, changes in the
institutional settings of monetary policy, like the adoption of fixed exchange rate
mechanisms and inflation target regimes, and thc move towards greater central bank
independence, have been extensively discussed by numerous theoretical contributions.

A first atm of this thesis is to bridge the substantial gap existing between some of
the theoretical predictions elaborated during this intense debate, and the apparent lack of
empiricat validation that has often accompanied their emergence as normative guidelines
for policymakers.

For instance, I shall derive and then estimate simple monetary policy rules for
three groups of ceniral banks: the G-3 economies, four countries that have tecently
adopted inflation targets, and four former ERM economies, now integrated into EMU. For
the first group, I shall assess whether the observed conduct of monetary policies can be
defined according to a recently emerged paradigm, whereby shorl-term interest rates have
been long set to stabilise imflation expectations, with little, or no, concern for output
stabilisation. For the second group of economies, I will evainate whether the adoption of
inflation targets and the move to greater central bank independence have significantly
altered the way in which monetary anthorities pursue final policy ebjectives. Finally, T will
conduct a similar excreise on four EMU countries, to investigate the extent (o which the
existence of external constraints, like the ERM and the well-known fiscal convergence
criteria, have affected central hanks pursnit of domestic pelicy objectives.

The process of monetary unification in Europe, recently completed with the
establishment of the Buropean System of Central Banks, appears to raise a number of
interesting questions. I shall devote the last chapter of this thesis to understanding, from an
innovative petspective, the extent to which real and monetary shocks delermine

fluctuations in the real exchange rate. If real shocks turn out to have persistent effects on




the real exchange rate, the relative desirability of fixed exchange rate systems and
monetary unions, and of the recent proposal of dollarisation for some developing and
ransition economies, would have to be considered under a differcnt, more critical
perspective.

Finally, the third chapter will investigate the cxtent to which information about
the behaviour of monetary aggregates can be helpful in predicting future inflation in the
euro area. In addition, I shall evaluate the relative ability of monetary and “structural”
models of euro area inflation in predicting future price developments.

Overall, 1 belicve that this empirical research suceessfully addresses a nwnbes of
relevant methodological issues, and unveils sotne relevant featurcs concerning the role of
structural and institutional change in modern macrocconomics. What follows is a brief
description of the structure of the thesis, and of the way in which the single chapters wili

investigate the issues just sketched.

2. Thesis Structure

First Chapter: Interest Rate Rules and Policy Shifts in OECD Economies

In recent wyecars, the theoretical literature on credibility, central baﬁk
independence, and monetary policy rules has greatly developed. Some genuine effort has
been produced towards a deeper understanding, infer alia, of the way in which policy
institutional scttings affect economic performance. In addition, many contributions have
stressed that the effectiveness of monetary policies depends on the way in which
interactions between policy (and political) institutions and society as a whole are shaped.

The first chapter of the thesis aims at contributing to this (so far) chiefly
theoretical debate, by providing some empirical evidence about the past cffects of
monetary teforms on the conduct of imonetary policy. The goal is to sindy the
consequences that institutional changes like the introduction of inflation targets, or the
granting of a more independent status to the central bank, have had on the way in which
policymakers react to the state of the cconomy. More in detail, we assume that the
historical conduct of monetary peolicy in a number of countries can be effectively
summariscd by simple policy rules, which can be gencrated as a result of conventional
optimising [rameworks. It is further assumed that the behaviour of central banks in scveral

OECD countries can be described according to a simple relationship between the policy




instrument -usually a call money rate- and expected inflation and a measure of the
business cycle. We thus check whether the reaction of mongtary authorities to the stale of
the economy, as exemplified by such simple relationship, has radically changed during the
past two decades.

We carry out such investigation by estimating interest rate reaction functions over
the period 1970-1997, for the G-3 countrics, and over 1980-1997 for a group of economics
that have recently adopted an inflation-targeting framework (New Zealand, Canada,
United Kingdom, and Sweden). We subsequently assess the stability of estimated
equations and parameters, having two, closely related, aims. For the former group of
countries, we wanl lo check whether interest rate policies have undergone significant
shifts in the past years. In the latter group, whether the introduced policy reforms have had
any consequence on central banks’ attitude towards inflation and cyclical conditions.

The above rules are usually derived in a context in which the central bank is
assumed to facc a given trade-off betwcen inflation and output variability. 1t is then
natural to think of a significant shifi in the weight the rule assigns to, say, inflation as
opposed to output stabilisation, as a change in the policymakers’ —or the public’s- relative
preferences towards such final objectives. Alternatively, one can imagine such change as
generated by some rclevant institutional reforms, like the ones above mentioned, which
may have significantly altered the emphasis on inflation control. In either case, structural
instability displayed by the estimated equation and parameters can be overall interpreted
as a signal of underlying structural change. Purthermore, the behaviour of estimated
parameters over time can illustrate the extent to which the relative emphasis placed on
alternative final objectives has chunged during the period under investigation.

The horizons, over which policy rules as ours are estimated, are usually long.
They span periods in which overall economic change makes models with time-invariant
policy rules and macroeconomic structures not particularly robust. This 1s why we employ
an appropriate Kalman filter technique and the Structural Time Serics Approach to
generate the regressors we use 1n the recursive cstimation of our policy rules. That 19 we
assume that agents have limited information about macroeconomic variables. In particular,
we hypothesise that the central bank and the private sector formulate their expectations
about future inflation and output using only information available up to the time in which

such expectations are formed. This way, our model allows for a fairly simple but essential




learning process as regards intlation expectations, and for a flexible but not restrictive way
of characterising central bank’s information about the economy.

The key findings of our exercisc can be summarised inko two points.

First, although interest rate reaction functions for the G3 appeared overall slable
“over most of the sample we study, significant differences in the estimated parameters
showed up when the models were re-estimated over a shorter period. In addition, contrary
to the view according to which an implicit inflation targeting “attitude” can be found in all
G-3 countries’ observed policy conduct, we found evidence of a much more differentiated
picture. Overall, it is only sincc the 1990s that estimated interest rate rules in these
countries begin to look like the ones soime research on inflation-forecast targeting has
recently itlustrated,

Fuarthermore, we found very little evidence supporting the view that cenltral bank
independence and the adoption of inflation targets have a substantial impact on central
banks’ conduct. While some signs of structural instability and parameter shift were easily
detected n our estimated reaction functions, the timing of such changes did not always
coincide with the announcement and/or the introduction of the reforms. We interpret this
as a sign that institutional reforms, in the historical contexts we stady, wese brought in
simply to consolidale gains in terms of lower inflation, or simply reflected a possible

carlier shift in collective preferences towards the relative costs of inflation.

Second Chapter: Interest Rate Rules and Policy Credibility from ERM to EMT

In the same vein as the previous chapter, here we wish to evaluate the path
followed by monetary policics throughout Europe in the process of monetary convergence
towards EMU. Morc in detail, we ask ourselves how the nominal convergence achieved
amongst the former EMS countries was affected by the presence of the Exchange Rate
Mechanism. In addition, we attempt a broad assessment of the way in which the required
convergence in budget positions across countries has affected the response of national
monetary authoritics to final domestic objcctives.

We thus estimate and evaluate interest rate reaction functions -similarly to what
we did for the G-3 aad inflation-targeting economics- for four key Furopean countries:

France, ltaly, Ireland and Belgium. Our estimation sample -1980Q1-1997(32- covers the




whole period spanned by the EMS, It is then interesting to understand how the
convergence of national Central Banks' --or the public’s- preferences towards
Bundesbank’s anti-inflationary attitude took place. Similarly, given the relevance
attributed by the Maastricht Treaty and the subscquent Stability and Growth Pact, to fiscal
consolidation, we wish to evaluate how such additional constraint affected Member States’
macroeconomic conditions on the road to EMU.

We provide some empirical evidence supporting the view that the historical path
followed by monetary policies in the former Members of EMS to achieve nominal
convergence with Germany was far from uniform. We show that the process itself bore
significant shifts to the way in which monetary policy authorities reacted to domestic
objcctives. In addition, we allow our theoretical model to take into account the possibility
that the credibility of the fiscal stance explicitly affected interest rate policies adopted in
the EMS countries. With imperfect credibility, an unsustainable fiscal position in principle
may induce markets to believe that the central bank will need to loosen its anti-inflationary
stance (and, ultimately, the country’s exchange rate comsitment) in the future.

If unbalanced fiscal policies were to affcet market perception of the probability of
loosc intcrest rate policies in the future, the optimal policy rule would directly target such
percept_ior;. By consequence, and with reference to the policy rules analysed in the
preceding chapter, the policy insttument would be explicitly reacling to a measuare of the
exchange rate risk, other than to final output and inflation objectives. The significance of
the coeflicient attached to this measure, proxied by the adjusted spread between long-term
interest rates, in an estimated interest rate reaction function, would then signal the extent
o which inflation and output stabilisation were sacrificed in the attempt to stabilise the
exchange rate within the ERM band. In addition, the evolution of the way in which the
central banks were reacting to the spread and to other regressors, and an assessment of the
stability of cstimated reaction functions, would illustrate further aspects. For example, it
would show the extent to which the adoption of a tougher exchange rate commiiment
since late eighties (the “hard ERM”), and the varying commitment of national authorities
to programs of fiscal consolidation, affected short-term interest rate determination.

Estimated interest rate reaction functions for the countrics in our samplé show
that budget policies had severe effects in further constraining the behaviour of monetary
authorities. In all countrics, monetary policy stances seem to have been often motivated by

the need to respond to changes in the credibility of the country’s exchange rate position




within the ERM band. Interestingly, during the “hard ERM” phase, in France, Belginm
and Ireland, the importance of the long yicld spread tends to decreasc as severe efforts of
fiscal retrenchment were undertaken. In such countries, the ERM turbulence in 1992-93
does not appear to have significantly affected interest rate policics, probably thanks to the
largely achieved macroeconomic stability. On the contrary, for Italy, well-founded
concerns surrounding its macroeconomtic policies at the eve of Stage Three of EMU,

appear to have severely constrained interest rate determination.

Third Chapter: Assessing the Information Content of Euro Area Moneiary Aggrepates

Economic theory suggesis that money can play two roles in a monetary policy
strategy. In standard inflation-forecast and monetary targeting regimes, the behaviour of
monetary aggregates can be nsefuily monitored by the central bank to obtain information
about future inflation. Monetary authorities adopting money growth as an information
variable assumne that past and current monetary developments contain useful information
about cusrrent and future price developments.

On the other hand, in standard regimes of monetary targeting, the money stock is
seen to provide for a nominal anchor to the whole economic system, and to inflation
expeciations in particular. Consistently with (he view that inflation is, ultimately, a
monetary phenormenon, the announcement of a target for the growth of some broad
monetary aggregale helps the private sector forming expectations about future nominal
variables.

It is thus clear that, for a monectary policy strategy aiming at using monciary
aggregates, either as an intermediate target (nominal anchor role) or as an information
variable (leading indicaror role), the identification of the stafistical properties of the
money-prices relationships is critical.

Well before the start of Stage Three of the uropean Monetary Union, a number
ol empirical contributions have then addressed some of the above issues, from a number
of perspectives. Using aggregate data for the euro area over the period 1980-1998, we
devote the first part of this chapter to conduct a scries of tests on the null hypothesis that
money does not Granger-cause prices. The study is carricd out within the context of a
cointegrated VAR system. Subsequently, the leading indicator propertics of M3 are

investigated within the so-called Pstar framework. In other words, we try to asscss the
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information content, and more specifically the predictive power, of the real money gap
(actval minus eguilibrium real money balances), but also of the output gap and a measure
of the term spread, for futwe inflation. Finally, we perform a number ol forecast
encompassing tests, aimed at comparing the predictive ahility of our forecasting model
vis-d-vis that of a model in which developments in the money markets do not play any role
in forecasting inflation.

The main conclusions of our analysis are as follows. First, there is very little
empirical evidence against the null of Granger non-causality of M3 aggregates on prices
for the euro area. Second, our forecasting model shows the existence of a reasonably
strong positive association between the real money gap and future inflation up to five-six
quarters ahead. ITowever, the outpul gap and, to a lesser extent, the real interest rate or the
term spread, tend to dispiay sumilar predictive ability. This is in line with some influential
recent findings for the US, and ailows conchuding that standard Pszar models are likely to
forgo the rich information content of variables other than the real money gap. Finally,
detailed forecast encompassing tests suggest that information from “"monetary” models
like ours and that from more “structural” models of the euro area should be systemnatically

and jointly used to study future price developments.

Fourth Chapter: Time-Var
and Government Spending

ing Perspectives on Real Exchange Rates, Productivity Levels

An extensive body of contributions has clarified that exchange rates do tend to
deviatc from Purchasing Power Parity (PPP). Although a morc decisive disentangling of
the reasons of such behaviour will need to resort to further advances in economeltric
theory, the main findings of the recent empirical literature on real exchange rates can be
summarised as follows, First, PPP does appear to hold, but only in the very long run: both
in its absolute and relative versions, PPP fails to hold. Second, the observed departures of
the exchange rate fiom PPP are move persistent than traditional, flexible-price models of
the exchange rate would predict.

This chapter aims at providing some empirical evidence as to the origins of the
observed deviations of the exchange rate from PPP, ‘T'he guestion of whether PPP holds,

and the related one about the mean-reverling properties of the nominal exchange rate, yet
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deserve exhaustive empirical work, but our focus here is different. With our study, we
wish to shed some light on the nature of the movemecats of the real exchange rate.

Thus far, the existing empirical evidence has provided limited suppott to the idea
that sustaincd divergences in government spending and sectoral productivity patterns
might be at the root of persistent fluctuations of bilateral real exchange rates. Moreover,
the persistence of deviations of the nominal exchange rate from PPP appears to critically
depend on the exchange rate regime in place. That is, during periods of floating exchange
rates, persistent fluctuations of the real exchange rate seem to be more common than under
fixed exchange rates. Also, market distortions -i: the form of pricing-to-market behaviour
or similay market segmentation practices- may prevent perfect goods arbitrage, and make
the dynamics of relative prices diverging from that of nominal exchange rates.

Against this background, we then scek to attribute the observed movements of the
real exchange rates between the USA, UK, and Haly, to some of the causes above
summarised. That is, we try a tentalive attribution of the shocks to the real exchange rates
to existing divergences in the fiscal stance, differential productivity levels, and significant
differences in monetary conditions.

There are two main novelties in our study. First, following some recent advances
in Bayesian approaches to the estimnation of Vector Autorégrcssions, we cuploy a time-
varying methodology. We apply such techniques to estimate an unrestricted VAR
comprising the bilateral real exchange rate, a measure of productivity differentials, an
indicator of the relalive fiscal stance, and the ratio between real ex-post interest rates in the
two countries. We then decompose the total residual variance of each VAR equation into
stochastic contributions attributable to innovations in each endogenous variable. By
applying a Kalman filter technique to the system’s estimated parameters and variances, we
decompose the total variance ol the real exchange rate equation into contributions that are
allowed to change over time. The particular state-space representation we adopt for our
models enables us to impose the least restrictive assumptions on the dynamic structure of
the system; VAR coefficients are simply assumed (o be stationary white noise processcs.
This way, our model is able to pick up the changing influences of the monetary regime, of
productivity shocks, and the fiscal and monetary stance, on the real exchange rate, over
time. We further avoid imposing any particularly stringent structure for the identification
of the shocks, by using Generalised Impulsc Responses to examinc the dynamic response

of the rcal exchange rate to shocks in each of the remaining variables of the system.




The second novelty of this study is represented by the data we use. We apply our
approach to a long historical set of annual observations spanning the last 130 years and
obtained from u variety of sources. The bilateral real exchange rates between the USA,
UK, and Italy are analysed across all international monetary regimes (classical Gold
Standard, Bretton Woods, the post-1973 floating and the EMS) these countrics were
involved in during the sample period.

The main results we obtain can be summarised as follows. First, we find very
little evidence in favour of shocks to relative productivity levels as having persistent
appreciating effects on real exchange rates. Such result, though not valid across all the
sub-sample estimales we obtain, appears to be overall quite robust. Second, we find some
stronger evidence in favour of shocks to the relative fiscal position of a country as
triggering substantial real exchange rate fluctuations. Third, cstimates conducted within
single exchange rate regimes suggest that the response of real exchange rates to shocks in
the other variabies appears to critically depend not just on the international monetary

arrangements historically in place, but also on demographic and technological factors.
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Forward-Looking Interest Rate Rules and Chapter 1
Monetary Policy Regime Changes
in OECD Economies

“Every model is an oversimplification. Economies do chunge over time. Econometric
equations often fail subsample stability tests. Econometric problems like simulianeiry,
commmon trends, and vmitted variables are ubiguitous in nonexperimental duta. The Lucas
critique warns us that some pavameters may chunge when policy does. Yet what are we to de
about these problems? Be skeptical? Of course, Use several methods and models instead of
just one? Certainly. But abundon all econometric modelling? 1 think not. The criticisms of
macroeconometrics are not wrong, but their importance s often exaggerated and their
implications misunderstood. These criticisms should be taken as warnings --as calls for
caution, humility, and flexibility of mind- not as excuses to retreat into econometric nihilism.
it is faolish to make the best the enemy of rhe moderately useful.”

Blinder (1998), p. 8.

1. Introduction

In recent vyears, the theoretical literature on credibility, central bank
independence, and monetary policy ruie-s has epormously expanded. Some common
scepticism -not always fully justified- about the stabilisation effects of fiscal policics, has
often translated into a genuine effort towards a deeper understanding, inter alia, of the
way the institutional setting of monetary policy affects economic performance. In
addition, such aim has often coincided with the need to clarify the general idea that the
effectiveness of economic policies depends on the way interactions between policy (and
political) 1nstitutions and sccicty as a whole arc shaped.

Some of the findings of this burgeoning research have greatly contributed to an
improved knowledge of hoth the normative and positive aspects of policy design. In an ¢ra
of impertant monctary reforms, like the establishment of a single monetary authority in
Europe, the benefits of such efforts are invaluable, and eminently practical . After having
stressed the importance of price stability as the dominant goal of monetary policy, and of
central bank independence as a guarantee against sub-optimal policy outcomes (Persson
and Tabellini, 1999), the attention of the literature (and of central bankers) has recently re-
focuscd on optimal policy rules. Remarkable effort has been devoted to envisaging the

optimal solution to the classical policy problem: choosing the correct instruments and time

I Although some scholars’ apparent dissatisfaction with the way policy design is actually implemented appears
cmblematic. See Svensson (2000b), for example.




paths to maximise the assumed policy objective function, subject to constraints on the
economy’s behaviour and policy institutional setting®.

The present study aims at contributing to this (so far) chiefly theoretical debate,
by providing some empirical evidence about the eflects of monetary reforms ou the
conduct of monctary policy. Our goal is to study the consequences that institbtional
changes like the introduction of inflation targeis, or the granting of a more independent
status to the central bank, have had on the way in which policymakers react to the state of
the economy. More in detail, we assume that the historical conduct of monetary policy in a
number of countries can be effectively summarised by simple policy rules®, which can be
generated as a result of more or less articulated optimising frameworks”. We further
assume that the behavious of central banks in several OECD couniries can be described
according to a simple relationship between the policy instrument -usually an overnight
interest ratc- and expected infiation and a measuye of the business cycle (Clarida, Gali, and
Gertler, 1998). We thus check whether the way monetary authorities react to the state of
the economy, as exemplified by such simple relationship, has radically changed during the
past two decades. In addition, we seek to lest whether major events in some countries’
recent monetary history, like the introduction of intlation targets and central bank
independence, have significantly affecied awthorities’ behaviour. We cairy out such
investigation by cstimating interest rale reaction funclions 0\";3.1‘ the period 1970-1997, for
the G-3 countries, and for a gronp of economies that have recently adopted an inflation-
targeting [ramework (New Zealand, Canada, United Kingdom, and Sweden). We
subsequently assess the stability of estimated equations and parameters, having two,
closely related, aims. In the former group of countries. we want to check whether interest
rate policies have undergone significant shifts in the past years. In the latter group,
whether the iutroduced policy rcforms have had any consequence on central banks’
attitude towards inflation control and cyclical conditions.

Interest rate policies are in practice complex decisions, relying on a multitude of
indicators and models (Bank of England, 1999; Vickers, 1999), and by nature related to
cvents not always captured by relatively simple econometric models. Nonetheless, there is
now a wide consensus (Amato and Laubach, 1999; Batini and Haldane, [999; Peersman

and Smets, 1999; Gerlach and Schnabel, 1999) on the fact that the class of simple policy

* Taylor (1999} collects u significant number of the most influential contributions in the area. See also MeCallum (1999},
*I'he prime reference lieee is Taylor (1993).
* See, again, the essays contained in Taytor (1999), and Svenssan (19970)
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rules examined here generates stabilisation properties very close to those displayed by
optimal feedback rules. It is then reasonable to think that stability analysis conducted on
estimated forward-looking interest rate rules as the ones we examine, can provide some
indications about changes that eventually took place in the actual conduct of monetary
policies.

More precisely, the above jules are usually derived in a context in which the
central bank is assumed to [ace a given trade-off befween inflation and output variability.
It is then natural to think of a significant shift in the weight the rule assigns to, say,
inflation as opposed to output stabilisation, as to a change in the policymakers’ —or the
public’s- relative preferences towards those final objectives. Alternatively, one can
imagine such instabilities as generated by some relevant institutional relorms, like the
ones above mentioned, which have significantly altered the emphasis on inflation control.
In either casc, structural instability displayed by the estimated equation and parameters
can be overall interpreted as a sign of underlying structural change. Furthermore, the
behaviour of estimaied parameters over time could illustrate the extent to which the
relative emphasis placed on alternative final objectives has changed during the period
under investigation. Although the latter task is better undertaken by explicitly assuming
time-varying DGPs for the model’s parameters -as we do; in a very different context, in
the {inal chapter- some inferesting evidence could be provided even in a less complex
context.

There is, however, a serious element of caution to be borne. The horizons over
which pelicy rules like ours are estimated, are usually long. They span periods in which
overall economic change makes models with time-invariant policy rules and
macroeconomic structures not particularly robust. Aside from model and parameter
uncertainty, and considerations related to Lucas’ critique, one of the dangers of such
empirical exercises is to forget that alternative exchange rate regimes, financial
innovation, and changes in the underlying structure of the economy, have fundamental
influences on policy rules. This is why we employ an appropriate Kalman filter technique
and the Structural Time Scries Approach (Harvey, 1989; Kim and Nelson, 1999) to
generate the regressors we use in the recursive estimation of our policy rules. That is, we
assume that agents have imperfect information about economic variables. In particular, we
hypothesise that the central bank and the private sector formulate their expectations about

future inflation and output using only information available up to the time in which such
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expectations are formed. The result is that our modcl allows for a fairly simple but
essential icarning process as regards inflation expectations, and for a flexible, unrestriciive
way of characterising central baok’s information about the economy. This is probably why
our estimates, while broadly confirming findings from previous studics, yield some
innovative results as regards parameter estimates. In addition, rcsults from sub-sample
estimation of the same model, and structural stability analysis, tend to confirm that the
properties of estimuted policy rules should be carefully evaluated. That is, substantial
caution should be adopted when observed policy behaviour is employed as a benchmark
for optimal policy design.

The key findings of our exercise can be summarised into two points.

First, although interest rale rcaction functions for the G3 appeared ovcerall stable
over most of the sample we study, significant differences in the estimated parameters
showed up when the models were re-estimated over a shorter period. Yhis was particularly
evident in the US case. In addition, contrary to the view (Clarida, Gali and Gertler, 1998,
for example) wherby an implicit inflation targeting “attitude” can be [ound in all G-3
countries’ observed policy conduct, we found evidence of a much more differentiated
picture. Overall, it is only since th'e 1990s that estimated interest rate rules in these
countries begin to look like the ones some research on the inflation-forecast targeting
approach has recently illustrated.

Furthermore, we found very little evidence supporting the view that central bank
independence and the adoption of inflation targels have substaatial impact on ceniral
banks’ conduct. While some signs of structural instability and parameter shift were easily
detected in our estimated reaction functions, the timing of such changes did not always
coincide with the announcement and/or the introduction of such reforms. Hstimated
interest rate policy rules in Canada and New Zealand, and to a lesser cxlent in the United
Kingdom and Sweden, did not display substantial instability in correspondence of such
changes. We interpret this as a sign that those institutional changes, in the historical
contexts we study, were brought 1n sitply to consolidate gains in terms of lower infiation,
or simply reflected a possible prior shift in collective preferences towards the relative
costs of inflation.

The chapter is organiscd as follows. Section 2 lays out the simple benchmark
framework used to derive the optimal policy rule we subscquently estimate. With the help

of such benchmark model, we examine in Section 3 some of the major issues in the recent
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literatre on optimal policy rules. In Section 4 we illustrate our results for the US, Japan
and Germany, highlighting important and, so far, downplayed, differences amongst
monetary policies in these countries. Section 5 turns to the inflation targeting experiences
of New Zealund, Canada, United Kingdom and Sweden. In Section 6 we draw some

conclusions.

2. Forward-Looking Intercst Rate Rules in a Simple Benchmark Medel

As we mentioned in the Introduction, the scarch for an optimal solution to the
policy problem has produced an impressive amount of studies. As exhaustive surveys of
this huge literature are now readily available (Persson and Tabellini, 1999; Clarida, Gali
and Gertler, 1999; Christiano and Gust, 1999)°, we avoid getting through all single aspects
of the issue, and focus on major points, with the help of a simplified theoretical model.

The key point of all recent analyses of monetary policy is the assumption that
some nominal frictions allow interest rate changes to affect real variables in the short run.
The nominal nigidities postulated by (he most recent optimising models for the evaluation
of monetary policy vary considerably. [Towever, the two main strands atiribute such
frictions to stickiness in pricc—setting behaviour (Rotemberg and Woodford, 1999), or to
rigidities in the money market (Christiano, Eichenbaum and Evans, 1997).

Interest rate policy is forced to take adequate account of forecasts about chosen
final objectives such as inflation and output. The most intuitive reason for this is that
policy actions affect the final goals only with some lag. First, it is now universully
accepted that the response of real variables, like output and employment, to a monetary
ilﬁlpulse materialises with a substantial lag. Second, changes in such variubles in turn will
mfluence ihe price level after additional time.

However, thesc are crucial, but still somehow traditional (Blanchard, 1990;
Walsh, 1998) aspects of monctary policy evaluation. The rcal innovation of the recent
wave of inter-temporal optimising models of interest rate determination is that the
behaviaur of private agents explicitly depends on what they expect about the future course
of monetary policy. In other words, private sector’s belief about how monetary policy

operates affects the credibility of the policy stance, and determines the extent o which real

3 See also the abuve mentioned cuntribulions in Taylar (1999).
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and nominal variables will respond to policy impulses. Any technelogy that enhances
policy credibility will make inflation and/or cutput stabilisation closer to the outcome that
one would obtain in absence of markel impcerfections.

The latter principle was already clcarly established in the pioneering analyses of
Kydland and Prescott (1977), and Barro and Gordon (1983). What instead recent forward-
looking policy models have made clear (Svensson, 1997b) is that, given the cxistence of
the above mentioned lags, and the forward-looking nature of private sector’s behaviour, it
is optimal for monctary authorities to set policy decisions accordingly. In other words, the
policy instrument -usually a short-term interest ratc- must be set in a way that the forecast
of the objective variable, conditional on all available information and assuming unchanged
interest rates, coincides with the policymakers’ target for that variable. Among the first to
model the credibility problem of monetary policy in the explicitly forward-looking fashion
we have just sketched, is Svensson (1997b; 2000a). It is then with reference to this
theoretical set-up that we shall illustrate our simple model.

In recent years, a widely accepled macroeconomic framework has become the
basts for thc majority of monetary policy studies. A relatively broad conscnsus has
emeyrged about the fact that traditional Keynesian macromodels, although extremely
powerful in generating key findings, were not sufficiently microfounded. A new wave of
models, in which aggregate rejationships were explicitly derived from the optimal
behaviour of househotds and firms, thus began lo be developed (Walsh, 1998; Rotemberg
and Woodford, 1999; Bernanke, Gertler and Gilchrist, 1999).

The resulting behavioural relationships allow current aggregate values for
macroeconomic variables to depend, inter alia, on the future course of monetary policies.

For example, let y, and y,* be the cuirent and potential level of omput(’, and p, (he
pi‘ice level. The following expectations-augmented Phillips curve can then be dexived’

from the basic, two-period, houselhold’s optimal conswmption problem:

T =Py = Py = AT, +(0(yi "y;) [1]

% We might have equivalently assumned that y," represents the natural or NAIRU level of output.
7 See Bernake, Gertler and Gilehrist (1999) or Ratemberg and Woodtord (1999) for the analytic upderpiniings of all
aggregate relalionships, which we do not illustrate.
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In [11, current inflation depends on the inflation expected in the next period, and
on current output gap®. Tn turn, the latter is affected by the deviations of the nominal

interest rate from its expected value, and by a white noise shock:
}/;"}/::"}’(Rf ——R:)+£i 2]

Equation [2] is a standard relationship in the literature (Svensson, 1997b, 2000a).
In line with a simple aggregate demand-aggregate supply framework, it postulates that a
positive surprise in the interest rate level negatively affects current output. The Fisher ex

ante parity holds, so that
Ri =1 +m,, [31

= .
where » is the real interest rate.

Next, we assume that monetary policy objectives involve stabilising, in each

period, deviations of current inflation and output from respective targets # and 7. One

crucial feature of these models is that the authorities’ target level of output is assumed to
lie above the natural level (Barro and Gordon, 1983; Cukierman, 1992; Rogoff, 1985;
Svensson, 1997a). The central bank then has a short-run incentive to sct its policy
instrument below the level expected by the private sector, in the attempt to push output
above its market-clcaring level. The privale sector, in turn, perceives the existence of such
incentive, and adjusts its expeclations accordingly. The classical result is the emergence of
an inflation bias, which can be partially avoided only in presence of a technology that
credibly constrains the future policy cowrse.

It should be noted, however, that the existence of an overly ambitious output
objective of the central bank is not strictly vital for a credibility problem to crop up.
Substantial gains from comumitment to a credible rule can emerge even in the absence of
such distortionary preferences on the part of monctary authorities, simply because of the
forward-looking behaviour of private agents. A clear and credible commitment of the

monetary authority on inflation control makes the overall short-ran output/inflation trade-

¥ The early Calvo (1983) and Roteraberg (1983) madels with costly price adjustment yield essentiully the same
implication.
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off faced by monetary authorities more favourable, thus reducing the size of the inflation
bias”.

More in general, Rotemberg and Woodford (1999) show that objectives like those
sketched above can be derived directly from the minimisation of society’s welfare
function.

To sum up, we assume with Svensson (2000a) that the ceniral bank attempts to

minimise interest rate changes, and the departwes of the pelicy instrument from its

expected value:

La :;{,’(”.‘ _”)2 +(y: _:‘?}2 + 2 (Rl "E{Rt})z +p2(R£ - Rt—l )2 [4]

The above loss function reflects the fact that, since interest rate changes are a
costly instrument of stabilisation policy'®, shocks ate never fully stabilised in the longer
term. Svensson (1997a) formalises this principle by assuming that authorities penalise
deviations of the instrument from zero. In our model, instcad, we do hypothesise that the
policymaker knows the level of the interest rate consistent with the current state of
expectations, but that he/she decides whether 61’ not te deviate from it whenever some
shock hits the economy.

In absence of any institutional device aimed at enhancing credibility’', the model

is solved by minimising [4] with respect to the policy instrument R,, subject to [1} and [2].
This yields:

R =Ar" -G+ 87 +8,6,+5,R,, L5

where the coefficients are combinations of model parameters as follows:

¥ For mare details on this tangential issug, sce Clarida, Gali and Gertler (1999), section 4.

1% See Goodhart (1996) for some juslification. See also Goodhart (1999) for lurther discussions,

" Eriedman and Kuttner (1996) forcefully argue that the substantial inflation fall of recent years has taken place in the
absence of such arrangemens in all major OECD econones.
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In line with Clarida, Gali and Gertler (1998), the system is stable when
xBws >-p,, which in turn implies that &, > 1, and that the expected inflation response to
the output gap be positive in eguation [8] below. That is, the reaction function in 5}
produces a stabilising response of interest rates to inflation movements, as long as the
coefficient on expected inflation is larger than one. More intuitively, optimal policy entails
adjusting the nominal interest rate to the extent that the involved change in the real rate
fully offsets the observed variation in expected inflation. Such condition is fulfilled, as we
have just seen, when the costs associated with interest rate changes, o, are not too big. It
will be mmportant to recall this critical condition when we evaluate the results of our
estimation.

Similarly, central bank’s concern for direct output stabilisation is captured by the
coefficient associated with the supply shock, which is usually proxied by the deviations of
actual oulput from its potential level.

Finally, the extent to which interest-rate-smoothing censiderations affect policy
decisions is picked up by the last term in [5], and it is directly related to the perceived
interest rate adjustment costs.

Another important point to pote is that the interpretation of {5] as a testabie
reaction function calls for some caution as to the meaning to attribute to the constant term
A =8, . InClarida et al.”s (1998) reaction function, this is simply interpreled as the long-
run component of the real interest rate. In our relationship, which is a very close analogue
to what estimated in that study, the constant is a function of the real interest rate, but also
of the inflation target and the inflaton bias, as refiected by the difference between central
bank’s output target and the potential level. This certainly calls for some caution when it
comes to evaluating estimated parameters derived from alternative assumptions about

central bank’s preferences.
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Under rational expectations and full information on private sector’s cxpectations,

no systematic policy surprises are possible. That is

Rf = Et—'l {Rr} : [7]

which in turn allows us to calculate equilibrium expected inflation,

n s{f—y V+ yesr’
frfn:rI . % B "R'*'{ . } 8]
XPws —p, | 1805 — p, XPws -~ p,

and equilibrium actual inflation:

{ Ao, }ﬂ[s(ﬂ—y')ww'l
* 2Bps =~ p, ¥Bws — p,

[ £,

[9]
%}+¢(1—sé'2)s,

In |8] and 19], one can clearly see that the classical Barro-Gordon inflation bias
can in principle be offset by a suitable choice of the intlation target (Svensson, 1997a).

A [urther complication of this very basic picture, however, derives [rom the fact
that so far we have assumed monetary authorities” preferences as fixed, and perfectly
known to the privale sector. Moreover, the authorities have full information about the state
of (he economy. In such unwarranted case, inflation and interest rates will be stationary
stochastic processes. However, in what follows we allow for imperfect information as to
central bank’s objectives, and we also assume that the latter’s ability to predict the supply
shock is limited.

Following Muscatelli (1998, 1999), Faust and Svensson (2000), and Walsh
(1998), we let private sector’s beliefs about central banker’s relative inflation aversion to

be represented by the a simple updating process:

X =Pt i ~(0,0,) [10]
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In addition, suppose that the policymaker has imperfect knowledge of the stale of
the econotny (the supply shock g), that he/she makes inferences on it through a
forecasting process, and that such forecast, &, is privaic information. In each period, then,
private agents are uncertain as to whether the shock they observe is due to a true supply
shock, or it simply reflects a shift in policymaker’s preferences «; (Cukierman, 1992).
Private sector’s perception of the interest rate rule will thus be different from [5], and will

be articulated as
Ry =t —pty+pummpy v o8l + iR, Lty

In [11], the paramcters are linear functions of those in equation (5], but now ¥°
has replaced y;, and the supply shock is only the forecast of the one on the righi-hand side
of [5]. The standard signal-extraction problem faced by private agents then translates into
assuming that agents update their expectations about the business cycle and ceniral
banker’s preferences each period, by looking at past disturbances’ vartances.

This mechanism allows us to conclude that, in the case of a sudden regime
change, like the introduction of some institutional device aimed al better controlling
inflation -inflation targets or the granting of an independent status to the central bank- we
have two possible scenarios. If the new regime is a fully credible one, the adjustment of
equilibrium inflation and interest rates is immediate. If the reform is instead only partly
credible, nominal variables will adjust gradually to the new steady state. Assuming onc
can obtain estimates for the regressors of the above relationship, significant and permanent
changes of estimated coefficients in [11] could be easily detected. These, along with
eventual instability of the overall equation in correspondence of major policy shifts, would
signal either changes in policymakers’ preferences, or (he introduction of some
institutional reforms, or both'”. Clearly, the interprctation of observed shifts in our
estimated parameters and functions has to be carefully conducted, but in general, major
and permanent shifts in estimated coefficients can be attributed to parallel changes in
policy preferences.

To sum up, what we amm to obtain, by studying estimated versions of reaction

functions like [11], is an assessment of the stability of central bank’s canduct. Of course,

21




we do not assume that the latier is {ully described by the simple rule above illustrated.
Althongh the point is not always made clear in various contributions to the field, we
acknowledge that in practice central banks respond to a variely of indicators. They do
gather information about the current state of the economy using a hosf of economic and
econometric models (Bank of England, 1999; Vickers, 1999). Nevertheless, we believe
that estimated versions of the Taylor rule (Taylor, 1993; Gerlach and Smets, 1999) or of
our relationship in [11], capture the way in which monetary policies translate in a simple
rule expressed in terms of expected inflation and output gap. We can clarify the point with
reference to a concrete example. As is universally known (von Hagen, 19935, 1999; Issing,
1997), Bundesbank’s announcements of annual money growth targets since 1974,
provided agents with a reliable corridor for expectations about the future policy course.
Although such intermediare targets were in reality missed in more than 50% of the cases,
this did not substantially impair inflation and output stabilisation. Consequently, finding a
stable reaction function for Germany'> would amount to vindicate the idea that the overall
set ol operational rales adopted by the Bundesbank was stablc over time, and that the
reliance on intermediate targets did not take place at the expense of achieving the final
objectives. On one hand, this motivates our subsequent choice (and Clarida et al.’s, 1998)
of including additional regressors to the baseline specification in [11].

A further possibility of instability in estimated reaction functions crops up for
those experiences, like the US, the UK, and Canada, where the instability of monetary
aggregates led to their early demise as an intermediate policy target. Equivalently, we
argue that in countries (Japan, and again the UK, Canada and Sweden) where links with
benchmark foreign exchange rates {or pegs) followed a similar fate, it will be likely to
delect similar instabilities. This is why we shall test whether variables like lagged money
growth, leading foreign interest ratcs or exchange rates, significantly enter the policy rule.

What really matters when one evaluates the effectiveness and stability of policy
rules, 15 their performance in (erms of announced final, not intermediate, objcctives.
Should any of the above indicators cnter an estimated reaction function, one would then
conciude that the rolc it plays in the policy rule is similar to those played by final inflation

and ouiput objectives. Again, should we really find, say, a significant role for M3 growth

¥ Of course, a third possibitity would be that the ebserved instability is simply due Lo changes in the underlying
behavioural relationships between the variables of interesi. The way in which we calculate the series for espected
inflation and the output gap, however, takes into account such possibility.

¥ This is the case with our estimates.
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in the estimated interest rate function for Germany'?, we would conclude that the
stabilisation of money supply in Germany took place at the expense of meeting final
output and inflation objectives.

The key problem with the estimation of reaction functions like [11] is the
availability of the unobserved serics for expected inflation and potential output, along with
the identification of some updating mechanisms for all expected variables. Below we
show that one optimal, though not unique, way of solving this issue is applying the
Kalman filter to those variables. As we wili see in Section 5, some authors have followed
alternative routes (Clarida et al., 1998; Gerlach and Smets, 1999; Favero and Rovelli,
1999). Before turing to better explain the way in which we tackled the issue, we now
proceed to a brief discussion of the recent literature on monetary policy rules, trying to

isolate specific empirical aspects still to be investigated.

3. Estimating Interest Rate Reaction Functions: Existing Theory and Evidence, and
the Way Forward

3.1 Forecast-Based Monetary Policy Rules

The slabilising and welfare properties of interest rate rules, and of monetary
policy rules morc in general, have been extensively investigated in recent years. This
surge of interest is certainly related to the experience of many countries that have chosen
to employ inflation targets in their monetary policy strategy. As in the majority of QECD
cconomies, in such countrics the monetary authority is charged with achieving and
maintaining price stability. In inflation targeting regimes only, the latter is explicitly
defined in terms of a numerical objective for annual inflation. While there is no equivalent
provision for an output target, it is widely believed that if the bank attempts to hit the
announced inflation target on a period-by-period basis, the consequent instrument
fluctuations would invariably involve substantial losses in terms of output variability
{Goodhart, 1996, 1999).

Most theorctical contributions (Svensson 1997b; Amato and Laubach, 1999;

Goodhari, 1999; Rotemberg and Woodford, 1999; Rudebusch and Svensson, 1999) have

I* This was not the case with our estimates. Indeed, we conclude below that, it line with what found by Bernanke and
Mihov (1997), and Clarida and Gertler (1997}, Germany appears 1o be, al least on an implicit basis, an expecied inflation
targeting regime.
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then made clear two points. First, the forward-looking nature of privaie agents’ behaviour
is such that welfare is in general maximised by stabilising the forecast of inflation around
the appropriately chosca target, at some horizon. Sccond, central banks can rein in actual
inflation by adjusting interest rates in order to stabilise those forecast: in so doing they can
lessen output variability. In other words, interest raies must be set, in practice, to minimise
the departures of forccast inflation at a specific horizon from the assumed target value.

The policy problem is thus partly relocated. What becomes now crucial is:

a) the choice of indicators used to formulate inflation forecasts;
b) the appropriate choice of the inflation target ~whether a point, a corridor, an
asymmeltric range, and the price index on which it is defined; and

¢) the horizon over which the forecast is stabilised around the target level.

The role of indicator variables for monetary policy forecasting is somehow
studied in Chapter 3 (see also Gerlach and Svensson, 1999, and Svensson and Woodford,
2000). Moreover, the issues surrounding the choice of the optimal inflation target are not
the focus of our present investigation (see IMF (1999) for a good survcy)..

The European Central Bank’s monetary policy strategy explicitly argues that the
objective of price stability 18 (0 be pursued over a medium horizon (ECB, 1999). This is a
clear recognition of the fact that attempting to hit an inflation target on a period-by-period
basis would involve significant output losses. Of course, ECB’s (as well as US’ and
Japan’s) policy strategy does not involve an explicit inflation-forecast appreach 4 la
Svensson (1997a, b)”*. However, forward-looking rules like the ones derived in the
previous section and discussed here are quasi-optimal tools, whosc validity readily
extends to whatever mstitutional setting is in place (Rudebusch and Svengson, 1999;
Bernanke et al., 1999; Batini and Haldane, 1999; Amato and T.aubach, 1999; Faust and
Svensson, 2000).

Following Batini and Haldane (1999) and Svensson {(1997h), the most studied

form of inflation-forecast interest rate rule is

n=0n 1on +yEm, s ALy, -y,), [12)

13 5ee also Muscatelli (1999), Walsh (1998), and the critical remarks on ECB strategy contained in Dombusch, Favero
and Giavazzi, {1998) and Svensson (2000h).

24




where r, is the short-term ex-ante real interest rate, », represents its long-run
equilibrium value, and E,7,,; indicates the j-period ahead inflation rate expected in time ¢

The presence of lagged terms of the real interest rate accounts for the observed
interest-rate smoothing behaviour of many central banks. It also allows for the possibility
that interest rate changes might be postponed to avoid undesired disruption of the current
level of economic activity (Batini and IHaldane, 1999). The latter argument implies also
that the presence of an output gap texm in [12} might not be strictly necessary o account
for authorities™ attention towards output stabilisation. By tuning the degree of interest-rate
smoothing and the lead in the inflation forecast, the bank can easily trade off output
volatility for inflation volatility.

Eq. [12] can be trivially re-paramelerised in terms of the nominal short-term

interest rate:
R, =a+oR_ +nEm,;+ Ay, -y, ) [13]

where now n=1+y, while the constant « includes both the leng-run real

interest rate and the persistence of the inflation forccast. The simple theoretical policy rule
derived in Section 2,

Ry =1 =ity vyl v sl + iR, 114]

can then be amended to obtain something akin to [13]. In particular, by including
a longer lead for expected inflation, a longer lag for the intcrest-rate smoothing term, and

substituting the output gap for the forecast supply shock &, one obtains a reaction function

defined in terms of the policy instrument. Indced, what we shall estimate is the following:
k " - *
R, =ty + Y 1R+ Em, . +A(y, —v,) [15]
=1

We estimated the above relation using simple Recursive Least Squares. This

seemed to camply with the need of simplifying the statistical burden of our exercise, while
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still providing effective means of testing the various issues at stake. An obvious
allernative would have been using Full Information Maximum Likelihood lechniques'.
We did run some explicit FIML estimation'’, but thc results we obtained were not
substantially different, in nature, from those below illustrated. Our results tend to show
that a maximum length k=2 is sufficient to pick up the extent to which all central banks
included 1n our study smooth interest rate. After having estimated a bascline specification
of [151, we searched for the appropriate lead 7 for the inllation [orecast, using conventional
goodness-of-fit criteria. In other words, after estimating our baseline relationship with
j =4, we attempted with alternative lead lengths, selecting for our final specification the
one best performing in terms of R-squared, regression standard errors, residuals’ stability,
elc.

The specification above then allows us to empirically evaluate many of the issues
the literature on optimal forecast-based policy rules has introduced. The estimated weight
the central bank places on the expected inflation, and the lead-length of such term

(3, 7), reveal: a) the degree of aggression with which the bank reacts to changes in the

inflation forecast, and b) the extent of “forward-lookingncss” of bank’s behaviour. The

parameters (f,k,¢) in tum capture the overall degree of inertia in interest rate policy.

Finally, a significant value for A would refiect bank’s concern over output, over and
beyond the one showed, for the reasons earlier illustrated, by the combination of interest-
rate smoothing terms and lead/lag parameters'®.

We found that the reaction lead (o cxpected inflation was, in most cases, four
quarters, but in other instances this turned out to be between two and four quarters. Batini
and Haldane’s (1999) dynamic simulations on a calibrated model of a small open
econonty shiow that the optimum lead length should be between three and six quarters.
Amato and Laubach’s (1999) similar attempt for the US economy find the optimum lead
to be between five and eight quarters, but thelr basic interest rate rule involves no output
stabilisation at the outset. Finally, Rudebusch and Svensson (1999) examine the
performance of alternative policy rales on a small simulated model of the US cconomy,
finding @ broad support for forecast-based rules like [15].

In addition to that, we detected a substantial amount of interest policy inertia in

all the countries we cxamine, as lags of the dependent variable are always found

'f This point was kindly raiseit by R. MacDonald and 5. Wren-Lawis,
1" Results arc not shown here Tor sake of simplicily, bul are available Irom the author upon request.
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significant. This too broadly agrees with Batini and Haldane’s findings. This agrees with
Woodford (1999), who argues that in presencce of a zero lower bound on nominal intercst
rates and positive costs of inflation, a central bank’s commitment 1o persistent interest-rate
changes enhances social welfare.

Finally, as we have already mentioned, we explicitly tested for the possibility that
the central bank might have responded to changes in intermediate objectives not included
in our baseline specification [15]. The targeting of those additional variables is not the
result of the fact that they provide information about future inflation and real activity.
Such information is already contained in the estimated measures of expected inflation and
potential output. In practice, changes in the policy insirument might instead be triggered
by the desire to maintain [luctuations of the exchange rate vis-a-vis major trade partners
within limited bounds, preventing excessive growth of domestic credit and Hquidity
aggregates, or shadowing the behaviour of some leading international interest rate.
Clearly, as changes in such variables are often collinear with those in expected inflation,
we would expect the addition of these regressors to lowcer the size of the estimated

coefficient on expected inflation.

We now turn o discussing the existing empirical evidence on interest rate rules in
OECD countries.

3.2 Monetary Policy Rules in OECD Couniries

The extensive literature on monetary policy rules has faced a relatively hard task
when it came 1o envisaging testable models of its main hypotheses. This is probably
because there are natural limits in relating the theoretical implications of contributions on
cenlral bank independence and credibility -largely of game-theoretic nature- to some
empirical characterisation of policy behaviour. In fact, the first attempts to tackle this
problem and translate some of thc theoretical results of the political econowmy of
macroeconomics (see Persson and Tabellini, 1999) into empirically testable propositions,
produced relatively unappealing cross-sectional studies. Most often, these investigated the

impact of institutions such as central bank independence and accountability on

" Batini and Hajdane (1999) extensively elahorate on this point.
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macroeconomic performance (Grilll, Masciandaro and Tabellini, 1991; Cukierman, 1992;
Eyffinger and de Haan, 1996).

Subscquently, it became clear that the evalvation of observed monetary policy
behaviour needed at the outset a clearer understanding of the various transmission
channels of monetary impulses {(Bernanke and Blinder, 1992}. Following the identification
of alternative measures to disentangle such channels, this empirical literaturc expanded
along different lines.

First, many contributions have used Structural Vector Autoregressions to study
the impact of alternative macroeconomic indicators on the policy stance, and the way in
which policy impulses affect prices and the level of economic activity. This approach
allows one to jointly model both the endogenous policy response and the effects it has on
relevant macroeconomic variables, requiring relatively modest assumplions about the
transmission mechanism. In this sense, Christiano et al. (1994), Bernanke and Mihov
(1997, 1998), and Clarida and Gertler (1997) strongly coniributed to refine such
approach'®. They in particular led to identify the monetary policy instruments in the US
and Germany, over different samples, and using alternative orthogonalising structures for
the fupdamental macroeconomic shocks. Their methodology has become widespread, and
its recent application to aggregate data for the euro arcé (Vlaar and Schuberth, 1999;
Coenen and Vega, 1999; Tristani and Monticelli, 1999), testifies the {lexibility ol such
approach in contexts of intense policy changes.

A subsequent strand in this broad approach used high-frequency, forward-looking
data from financial markets to construct measures of unexpected shocks to monetary
policy. Amongst these attempls, we signal Rudebusch (1995, 1996), and Bagliano and
Favero (1999). The latter, in particular, derives exogenous measures of those shocks both
i close- and open-economy contexts, and finds interesting cvidence of simultancity
between German interest rates und the US dollar/German mark exchange rate.

A further recent study is by Favero and Rovelli (1999). In it, a model of the US
economy , is estimated over the period 1960-1998. The ouiput gap is {irst defined through
a VAR specification. and inflation and a conunodity price index are employed. In
addition, the authors use GMM methods to estimate, over the period 1983-1998, an
interest rate rule which allows to identify central bank’s trade-off between outpul and

inflation. Their approach requires full mformation, rational expectations, and invariance of

1 See also Canova and de Nicolo' (1998).
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the structural mode] to changes of the monetary pelicy regime. The results are in favour of
the common belief (Clarida et al., 1998) whereby since 1982 the Fed acted as a strict,
though implicit, inflation targeter. This in turn rejects the hypothesis that the output gap is
an independent argugent in the policy reaction function™.

There are two main problems with all VAR-based analyses of policy rules,
though. First, the results seem to critically depend on the assumptions made about the
transmission of shocks. Furthermore, once such identification restrictions are imposed, the
estimation usually assumes a time-invariant sttucture for beth the transmission process
and the estimated policy reaction to economic shocks” . Second, as acknowledged, inter
alia, by Christiano (1998) und Cochrane {(1998), the interpretation of identified shocks and
VAR estimated coefficients is particularly problematic in the case of policy rules. While
VARs are ideal instruments to construct measures of monetary policy shocks for analyses
of the trapsmission mechanism™ (see also Gerlach and Smets, 1995), these models are
much less usefl when it comes to evaluating regime changes in the conduct of interest
rate policy™. In periods of sustained financial innovation and structural change, the timing
of the policy response and the transmission channels themsclves are crucially atfected. if
the actual policy rule is of a forward-looking nature, as we proved is iikely lo be. the
estimated coefficients of a VAR become of difficult interpretation. In addition, traditional
VAR-estimated policy rules cannot easily become subject of structural change analysis,
which is in turn crucial to investigate the cventual presence of policy shifts. The
development of Bayesian and time-varying approaches to the cstimation of vector
autoregressions appears a much more promising avenue of rescarch, and some research on
their applications to the study ol the transmission of monetury policy shocks is welt under
way.

Given these apparent caveats, it is no surprise that the latest strand of this
literature has tried to deal with the 1ssue from a single-equation, rather than from a system
perspective (McNees, 1992, Groeneveld et al., 1996; Muscatelli and Tirelli, 1996; Clarida
and Geriler, 1997, Clarida et al., 1998; Peersman and Smets, 1999; Gerlach and Smets,
1999; Gerlach and Schnabel, 1999),

2 A5 we shall see below, our cesults stand in sharp contrast with this.

* A similar severe drawback affects the interesting analysis in Broadbent and Barro (1997).

2 For some cautionary views, however, see Rudebusch: (1996}, Bagliano and Favern (1998) Christiano ct al. (1998).

2 Clarida, Gali and Gertler (1999) wiscly acknowledge how this point readily extends well beyond the limits of VAR-
estimated policy functions,
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In early studics, a key guestion was {0 devise ways of testing whether the
adoption of inflation targets in countries like New Zealand, Canada, the UK and others,
have had any significant effect on the overall credibility of the policy stance, or on
economic performance. In general, results were not particularly supportive of a positive
answer to such question, at least using data for the initial years of inflation targeting
experiences (Freeman and Willis, 1995; Groeneveld et al., 1996; Almeida and Goodhart,
1996). More recently, the focus of many studies has shifted towards testing the ability of
simple intercst rate rules to describe actual policy behaviowr (Peersman and Sinets, 1999).
Getrlach and Scnhabel] {1999), for example, find that a simple Taylor rule expressed in
terms of aggregate average output gaps and inflation explains quite well the behaviour of
average interest rates in EMU countries in 1990-98.

Clarida and Gertler {1997) estimate a reaction function for Bundesbank’s short-
term interest rate instroment, finding no apparcnt role for the growth of M3 in a simple
rule expressed in terms of output and inflation objectives. Their approach is particularly
interesting, because it represented the first explicit attempt allowing for a forward-looking
behaviour on the part of the central bank, in so departing from conventional Taylor rules
expressed in terms of lagged inflation™. Their overall conclusion is that Bundesbank’s and
Fed policies can be characterised as following a reasonably similar pattern,

Finally, Clarida, Gali and Gertler (1998) generalised the above approach, by
cstimating interest rate reaction functions for the G7 countries over 1980-1997, and
innovating the measures of expected inflation and potential output used in Clarida and
Gertler (1997). Their most general result, rapidly become a central tenet of the empirical
literature, argues that the early 1980s marked a peculiar watershed in the conduct of
policies in all those countries. Since then central banks appear to have twmed invariably
more aggressive in the use of interest rate changes in response to changes in cxpected
inflation. Mote in detail, in a number of cases, and most crucially, in the US, monctary
policy appears to have become gradually closer to a standard, though implicit, inflation
targeting regime, in which ouiput stabilisation concerns do not trigger systematic policy
responses. In support to this argument, Favero and Rovelli (1999) claim that a significant
output effect (n an estimated reaction function might simply reveal that the central bank
employs the current output gap as an indicator for future expected inflation. However,

should this be the case, the output gap should be collincar with the adopted measure of
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expected inflation, or it should be able to anticipate inflation forecast errors. We were
unable to find substantial collinearities between our measures of inflation and output gap
{discussed below). In addition, the correlation with inflation forecast errors appears very
timited and often has the wrong sign®.

Quite clearly (see also Gerlach and Smets, 1999), in all policy analyses conducted
within the framework of simple interest rate rules like our eq. {151%°, the results found
critically depend on three factors. These are a) the methods used to identify measures of
expected inflation and the output gap, b) the estimation techniques nsed to estimale the
reaction function and to test them for structural breaks, c) the sample covered by such
estimates. Since we believe that these issues radically affect the quality and interpretability

of our results, we shall now devote some attention to illustrating and discussing the route

followed in the present study.

3.3 Estimating Interest Rate Rules: Robustness Issues

It is now customary to assume that, since the end of Volcker's 1979-1982
experiment, the growth of monctary base does not represent an adequate measure of the
policy stance (Bernanke and Mihov, 1998; Chyistiano et al., 1994, 1998). This is true not
just in the US, as Bernanke and Mihov (1997} and Clarida and Gertler (1997) have shown.
Even when explicit money supply targets (reference values) are announced, as in
Bundesbank’s (ECB’s) case (see chapter 3), central banks tend to react to changes in their
{inal and intermediate objectives by eventually adjusting the price at which bank reserves
arc supplied to the interbank market. More in detail, while it is still controversial whether
the policy stance can in all cases be characterised by the behaviour of a single interest rate
mstrument, the empirical literature almost universally agrees on the use of money market
rages.

Throughout the last decade, monetary authorities have gradually increased the
emphasis placed on rtepurchase operations, and correspondingly marginalised the
traditional operations of discount window lending. Clearly, movements in money market

rates are not exclusively triggered by policy actions, as demand conditions have some role

* Clarida and Gertler (1997) employed for expected inflation and potential output forecasts from a previously estimated
VAR mudel of the German econony.

2 - . . s
% These results are not shown here for reasons of brevity, but are available from the author upon request.
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in determining short-run fluctuations in overnight rates like call money rates. Since mid-
1980s, the operating proceduares of the major central banks are such that shocks to demand
for bank reserves are not cntircly accomodated by monetary authoritics, and thas trigger
movements in the price of non-borrowed reserves. {lowever, central banks’s control over
short-term money market rates critically depends on the signallmg {unction exercised by
various policy decisions, and these have usually greater impact at the shortest end of the
term structure. Many recent atiempls to empirically characterise reaction functions for
monetary policy (Clarida, Gali and Gertler, 1998) use short-tetm money markel rates as
the policy instrument. We follow such route, and the exact choice of the interest rate for

each country is briefly motivated in the Data Appendix. Our use of quarterly
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observations® should also represent a relatively safe way of filtering noisy shori-run

movements in call money rates, as at this frequency rates’ movements shouid largely
reflect authorities” policy stance.

Apart from the above dilemmas, the key assumption of any attempt to estimate
simple monetary policy rules is the way in which the empirical model handles inflation
expectations and central bank’s infonmation set. As we have seen, Favero and Rovelli
(1999) results build on general assutnptions of full information, rational expectations, and
invariance ol the structural model to changes in the monetary policy regime. In tarn
Clarida el al. (1998) employ a quadratic trend to obtain a measure of the output gap. As
regards inflation expectations, the authors adopt an crrors-in-variables approach (o
modelling rational expectations: future actnal values are used as regressors instead of the
expected values, and instrumental variable estimation is applied to account for the
presence of forecast crrors. Clearly, these choices, along with the fact that the reaction
functions are estimated over a fixed sample, with no account for possible regime breaks
and/or eventual structural changes, are stringent. In particvlar, they amount to assuming

that:

a) Authorities, when producing forecasts of the level of economic activily, are
fully informed about future output’s DGP.
b) Therc is no scope for a learning process by policymakers about changes in the

cconomic sysiem, and by private agents about contral bank’s preferences. By

consequence,

M Not necessarily, though, within (he class of Taylor rules.
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c) There is a time-invariant monetary policy regime throughout the sample.

Finally, our aim is to cover periods -the eighties and nineties- during which both
institational gnd structural change, despite the assumptions held by previous analyses of
monetary policy, was sustained. In particular, following Stock and Watson (»1999), we
suspect that the inflation and output processes in all the couniries we study have
undergone significant structural breaks. We thus decided to explicitly test for such belief:
its empirical validation would yet again confirm the need for a limited information
approach to our problem.

There is now a wide range of technical conlributions devoled to study trend
breaks in unit roots and the problems associated with the endogeneity of break points.
Here we limit ourselves to study whether output and inflation DGPs have undergone
major shifts over our sample period, and leave aside the determination of the exact nurnber
and position of the break points. We employ the class of tests devised in Hansen (1992h),
and Andrews and Ploberger (1994). They all belong to the broad category of Chow-type
tests with unknown break point(s), and build npon the asscssment of the significance of
the vajue of the LR, Wald and LM statistics derived from recursive switching regressions.
We use the MeanF, SupF and the L, variants advocated by Hansen (1992b). The first two
tests have parameter constancy as their null against the alternative of sudden breaks,
whereas the latter statistic is for the alternative of a smooth change. In our case, the testing
strategy requires prior estimaftion of univariate models for output and inflation. We adopt
simple autoregressive specifications including trends and constants when required, and the
semiparametyic, fully modified FM estimator of Phillips and Hansen (1990) and Hansen
(1992a). The latter is a two-step methodology that first estimates the asymptotic
covariance inatrix of the system, and then provides regression parameters™. Tests on the
null of parameter stability are finally carried out™,

The test statistics are reporicd in Table 1 for all the countries we examine. In the
case of miflation, the sample covers the years 1971Q3-1997Q4, whercas for GDP some
data constraints for Sweden and New Zealand subsiantially shortened the sample we used.

The first column of each section displays the estimated statistic for the three tests. As

*? Clarida et al. (1978), instead, employ monthly data.
* For an extensive account of this debate, see Stock (1994),

¥ Additional details on the testing procedure, as well as on Lhe results we summarise here, can be oblained from the
author upon request.
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regards output, stability is rejected al conventional significance levels in all countries but
Japan. In the case of inflation, the results are even more clear-cut, with all countries
displaying instability at very low significance levels. These estimates arc robust to
changes in the kernel and bandwidth parameter chosen to filter the residuals, as well as to
alternative functional forms for the specified models.

The above resulis strongly support the nced for a modelling approach that allows
unobservables to be estimated according to some time-varying pattern. We thus decided to
explicitly rely on the assumption that the private sector is imperfectly informed about the
central bank preferences, and that the central bank is imperfectly informed about the
permanent and cyclical components of output growth (see Orphanides, 2000). Both points
seem more in line with a forward-looking view of the interactions between policymakers
and private agents, while taking into account the limited information available to central
banks about the working of the economic system (Blinder, 1998).

The Kalman filter and Structural Time Series techniques (STS, Harvey, 1989) we
employ for generating the necessary measures of expected inflation and potential output,
represent a natural tool to take into account the limited infornmation and time-varying
nature of the policy process. ‘

As regards potential ontput and aside from the ahove considerations, standard
filtering technigues like Hodrick-Prescott or Baxter-King are usually associated with
several drawbacks. In the former especially, the choice of the frend-smoothing parameter
depends on the variance ratio of the shocks to all stochastic components, and it is then
highly sample-dependent, other than relatively arbitrary. An interesting approach is
undertaken in Gerlach and Smets (1999), who study the behaviour of output gaps in the
EMU area using an unobservable-component method. Their model is however preity
complex, and would certainly bear substantial costs in terms of the subsequent estimation
of reaction functions. We do however believe that Gerlach and Smets’ (1999) techniques
are broadly in line with the STS approach that we use (Hamilton, 1994; Maddala and Kim,
1998; Kim and Nelson, 1999),

There are various advantages in using such methods. First, they provide a simple
way of decomposing the series we observe into trend and cyclical stochastic components,
which is particularly convenient when cstimating unobservables like potential output and

expected inflation. Second, STS models are parsimonious models that however have

*0 Estimatcs were conducted by adapting 2 GAUSS code kindly provided by Bruce Hansen. Hansen (1992b) Labulates
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peculiarly rich ARIMA processes as (heir reduced forms (Farvey, 1989). Finally, this
modelling approach (see also chapter 4) is implemented by applying a Kalman filter
algorithm, which is a pretty natural way of accounting for a gradual leaming process by
policymakers and private agents.

The way in which we obtained measures of the two unobservables for each
country is as follows. We estimated quarterly models for real GDP and inflation for each
countty, obtaining a decomposition ol the series into trend, cycle, and irregulay
components.®! Tn the case of GDP, a convenient decomposition of the series was generated
by applying the Kalman filter on the trend component, The latter was then computed
based on one-step-ahead predictions of the state vector. This way, estimates of potential
output are based only on past inforrnation, rathey than on the full sample.

In the case of inflation, we simply computed one-step-ahead prediction errors
[rom a univariate STS model to obtain a measure ol expected and unanticipated inflation.
This way, model’s parameters are updated only gradually, as new information become
available. The use of the basic filter, as opposed to the smoothing algorithm (Kim and
Nelson, 1999), puarantees that future observations never affect the calculation of the
stochaslic comnponents.

Formally, the general class models we estimate is the following:
L, =1, +m +E [L6}

where Z, is either inflation or outpur, 7 and @ are the trend and cyclical

components, and ¢1is a random shock. In turn, ihe trend component is specified as

o =7, +5,+4 & =NID(U,G§)

17}
8, =8, 1¢, ¢, :NID(O,CF;)

where rrepresents the actual value of the trend and s its gradient.

In addition, both real GDP and inflation contained marked cyclical, non-seasonal

components. We modelled these by estimating the series with one or two stochastic

asyinptotic critical values for each of the tests performed here.

! The STAMP 5.0 software was used to estimate the STS models, throught the conventional concentrated diffise
likelihood techaique. Output and inflation were found to be I{1), and to have significant cyclical components. Fur a
similar approach to foerecasting inflation in the presence of potential structural breaks, see Stock and Watson (1999},
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cycles, as appropriatc, These stochastic cycles are defined recursively as follows (Flarvey,
1989):

@, cosd,  sind |[e_, 1 [k
L= p ] S R [18]
@, -sind,  cos A, || @, k

¢

where A, 0< A, <mis the frequency, in radians, the ks arc white noise
uncorielaied shocks, and p is a damping factor.

In our case, we assumed the slope of the trends as following a stationary, first-
order autoregressive process -,

To see whether our models could be improved by extending the information set,
we tried also multivariate STS specifications for the two processes. In the case of GDP,
additional regressors did not provide a better fit than our univariate specifications. In the
case of inflation, we examined whether lagged values of variables such as the exchange
rate, output growth, shori-run inteyest rates and the money supply could help to forecast
future inflation. In all cases, the bencfits of extending the models seemed to be quite
modest. In part, this is due to the fact that the univariate representations are more
parsimonious, while a detailed ad hoc specification scarch would have not led to
dramatically different measurcs of cxpected inflation.

Iigure 1 compares our measure of the output gap with that obtained from a H-P
filtering procedure for the USA™. It shows that our measnre differs markedly from that
used in previous studies, and indeed that quadratic or H-P trending procedures tend to
exaggerate the cyclical component.

Figures 2 and 3 plot our measures of (4-quarter ahead) expected inflation and
implied ex ante real interest rates for the G-3 countries and the four inflation targeting
economnlies, respectively.

We now finally turn to the illustration of our empirical findings. The reaction
fonction in equation [15] is estimated for each country using simple Recursive Least

Squares™. Recursive estimates are particularly useful when, as in the present case, one

¥ Le., the trends were specified according o a “stochastic level, damped siope” formulation, which however did not
yield substantial differences telative to the “fixed level, stochastic slape™ casc,

3 Plots of the output gaps and expecied inflation for all other cotmtries in our sample are nol presented here for space
reasons, but are avuiluble upon request. Our estimates cosrespond well with descriptive accounts of macrocconomic
condlitions in the countries under consideration. Fitting a quadratic trend, as in Clarida ef af. (1998) produces a even
more marked cyelical pattern than the H-P measure depicted in Fige 1.

* Estimated coefficients are abtained computed with a GAUSS code. Stability tests are conducied using PcGive 9.1,

36




needs to observe how estimated coefficients evolve over time. Moeover, we perform
conventional structural-stability tests on the restduals of each equation, 1o capture possible
signs of breaks.

We estimate the quarterly models for the G-3 economies over samples starting in
1970 and ending in 1997. Next, sub-sample cstimates are computed, to assess whether and
how results are affected by the dominance of particular events or regimes over specific
periods. We do the same for the four inflation-targeting economies we chose, but in their
case, the available output and interest rate data do not go further back than early 1980s.

The data we use are quarterly observations taken from OFCD Main Economic
Indicators and IMF Infernational Finaucial Statistics, as described in the Data Appendix.

The next two sections describe our major resuits for each of the two groups of

couniries, starting first with the G-3 economies.

4. Monetary Policies in USA, Japan and Germany: Resuits from Estimated Interest
Rate Reaction Functions

According to narralive accounts, monetary institutions in the G-3 (the U.S.,
Germany and Japan) have been remarkably stable during the sample period. In particular,
the relationships between political systems and monetary institutions have not undergone
significant changes, if one excludes from this definition the German re-unification™. As is
well known, in the U.S. and Germany the central bank enjoys a rclatively high degree of
independence (see Cukierman 1992, Tiijffinger and de Haan, 1996) and is best defined as a
“goal independent” central bunk™, that is, a bank which is not held accountable for
achicving a certain policy target,

Figure 2 shows that 1979 was clearly a turning point for US monetary policy, as
real rates tend to become positive only after that date. Closer to our days, monetary policy
during the Greenspan era has been defined as “pre-emptive monetary policy without an
explicit nominal anchor” (Mishkin, 1997).

In the views of some scholars, German monetary policy over the eightics and

nineties appears as a regime of “disciplined discretion” (Laubach and Posen, 1997). In

¥ Since 1979, EMS membership might have constrained the Bundesbank's ability fo retain control of manetary pelicy.
Most discussions on the DM’s role in the EMS have concinded that the Bundesbank largely retained its independence
(see bratianni and von Hagen, 1990; von Hagen, 1999).

* Sce Fischer {1995) For instance, Neumann (1996} and Clarida and Gertler (1997) argue that, while the Bundesbank
was pursuing multiple objectives, it retained considerable flexibilily as o how to achieve them, in ths scuse that
emphasis sornetimes shifted tfrom one policy larget to another. For u similar view see Mishkin and Posen (1997), Far a
contrasting view, stressing continuity in the Bundesoank’s use of monctary targets, see lssing (1997).
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fact, the mid-eighties witnessed a period of generally restrictive policies, and this was
partly due to the great variability of the exchange rate with the dollar, and to shifts in the
terms of trade. German re-unification also created a major challenge, as the Bundesbank
engineered 4 rapid increase of veal interest rates in an effort to control inflation.

The overall picture for Japan i1s somchow less clear-cut, as financial instability
and sharp exchange rate fluctuations influenced interest rate management in opposite
directions. Despite this, the picture we obtain from the estimation of its reaction function
does yicld results in line with some previous findings (Chinn and Dooley, 1997).

Results for these three countries are reported in 'Fables 2-4. For ease of
exposition, we list for each country only the long-run static solutiens of the model, as each
regression contains one or two lags of the dependent variable. Asymptotic standard errors
are reporied below each estimated coefficient, and summary statistics of the regressions
are included.

When we estimute the USA reaction function over the whole sample petiod
(Table 2), we find that the coefficient on expected inflation is not significantly targer than
one, and detect a coefficient associated to the output gap overall not very significant.
Diagnostics lests and recursive graphs® show marked instability before 1985, culminating
in 1979-1982’s experiment of monetary base targeting, which involved greater instability
in money market rates. Since then, the Fed has opted for the targeting of money market
(federal funds) rates, Goodfriend (1995), Bermanke et al. (1999), Clarida er al. (1998), and
many others argue that this parenthesis also marked Fed’s change of attitude towards the
appropriaie degree of aggression on inflation expectations.

When re-estimated over the post-1980 sample, the US reaction function confirms
that some importanl changes did indeed take place. Plots of the recursively estimated
(long-run) coefficients and error bands are shown in Figure 4°°, along with 1-step up and
N-step down Chow fests for structural stability. Interest rates now secm to react to
inflation expectations on a shorter horizon (a 2-quarter horizon is found to work best post-
1983) and with a larger coefficient than over the whole sample. These results are at odds
with thosc obtained by Clarida ez al. (1998)39, as they detect an estimated coefficient on

inflation that is much greater than one. The most fikely explanation for this difference

*" Here shown only for a shorter sample.,

* These were computed using the author’s GAUSS routine and plotted using GiveWin 9.1,

¥ Mehra (1997) estimates a somewhat atheoretical reaction function, where the Fed funds rate follows an error
correction process and responds to the output cycle and to the intercst vate vn long term treasury bills. We added the
latter variable o our equation, but could not find any significant effeet.
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seems o lie in their fixed sample period, as we found that the size of our estimated
inflation coefficient depends critically on the sample we choose. In fact, the picture
changes again when we focus on the post-1985 sample. The equation is very stable, and
inchudes a coefficient on expected inflation with a point estimate greawer than unity
(althongh it is not significantly larger than 1). The post-1985 reaction function seems to
suggest that the Fed was adjusting real rates to follow the output cycle, with Figure 4
showing a significant output gap effect by 1992. One might argue that having successfully
clatnped on inflation expectations since mid-eighties, the Fed exploited its reputation to
implement counlercyclical policies. Furthermore, the theorctical model discussed above
suggests that in a full information context, that is, when the private sector has learned
about the bank preferences, inflation expectations might be collinear with the output cycle.
This might bias the estimated coefficient on inflation expeclations downwards. The
remaining interesting aspect of the post-1985 resulis is that they show a shorter lead on

expected inflation (2 quarters) than in most of our other estimated reaction functions.

Our cstimates Tor Japan’s reaction function -Table 3- over the wholec sample
show a not significant coefficient on the output gap, while that on expécted inflation is
significant but well below one. Furthermore, the equation performs poorly, as illustrated
by the diagnostic tests. We tried to improve on this by including some additional
regressors. As it turns out, the US Federal Funds rate cxerts a strong influence on Japancse
policy. As in the case of the US, however, instability in the reaction functions persists in
the 1980-82 period. Shortening the sample to the post-1982 period results in a dramatic
increase in the expected inflation coefficient, which suggests that central bank’s attitude
towards inflation changed markedly. On the other hand, the recursive estimates -Figure 5-
show that cyclical conditions became important only after 1992, The structural stability
tcsts show that there is likely to be a large break around 1986. This was probably due to
external pressures cxerted on Japanese monetary policy in relation to the G-7 agreements
on the value of the USS$. it also confirms the casual observation that Japanese monetary
policy might not have been sufficiently geared towards domestic targets (sec The
Economist, July 17, 1998), and that this might have contributed to excessive deflation in
early 1990s.




Table 4 reports the cstimated reaction funclhion [or Germany, for the full sample
period and since 1930, The estimates for the whole sample show that interest rates reacted
to inflation expectations (with a point estimate greater than 1) and output. The addition of
the US Federal Funds rates marginally improves the fit of the interest rate rcaction
function™®.

‘The variable addition tests show Lhat neither moncy growth nor the exchunge rate
(measwred as the DM-US$ rate) seem to exert an independent significant effect on
German interest rates. This is interesting and confirms the results in Clarida and Gestler
(1997), and Bernanke and Mihov (1997). Since 1974, the Bundesbank set target ranges for
the growth of broad monetary aggregates, but over the fifteen years preceding the start of
Stage Three of EMU, actual growth rates often exceeded (fell short of) the upper (lower)
limit of the targeted band®. This confirms most accounts of Bundesbank’s policy stance.
Monetary targets were not the Bank’s primary objective, and discretionary undershoots
and avershoots of the target bands were allowed where this did not impair the achievement
of the inflationary objective,

The diagnostic tests for the estimated model show some signs of non-normality
(and possibly ARCH) in the residuals, but this is due to the bunching of 2 small number of
large residuals at the end of the 1970s.

The estimated reaction function for Germany is overall remarkably stable, with
the estimated coefficients constant across sub-samples. Figare 6 shows 1-step up and N-
step down Chow tests, as well as the estimated coefficient and standard error bands of the
expected inflation and output gap regressors for the post-1980 regression®’. This confirms
the stability of Bundesbank's policy rule. Tt also shows that the size of the estimated
response to oufput gap fell after the unification shock in 1991, as the Bundesbank tried to
6f‘fset the subsequent inflationary shock. We still find that a four-quarter lead for expected
inflation works best for the post-1980 sample.

To sum up, two main points emerge from our cstimates of the German function.
First, the relatively good performance of the estimated interest rate reaction function
suggests that the underlying policy objectives were remarkably stable across the whale

sample. Second, there is some evidence supporting the view that the policy thrust turned

“ For a descriplive account of these effects see Mishkin and Posen (1997).

! See von Hagen (1993, 1999), Issing (1997).

** I is worth nating thal the estimuted coefficients only show the short-run effect and do not take into account the impacs
of the autoregressive component of the reaciion funciion. However, the estimated coefficient on the sutoregressive erm
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gradually more conservative since mid-eighties and even mwore after the re-unification.
Motcover, in line with recent work (Clarida et al,, 1998) we find that mounetary policy in
Germany reacts systematicaily to cyclical cenditions, even though the Bundesbank’s
declared monetary strategy (see Issing, 1997) was entirely expressed in terms of monetary
targets.

The analysis of Germany’s monetary policy also highlights some noticeable
differences with Fed’s policy bebaviour. Although both ¢stimated reaction functions seem
substantially stable post-1985, the Bundesbank appears to respond more aggressively to
movements in expected inflation than the Fed. Alternative interpretations are, however at
band. Mishkin and Posen (1997) label Fed’s policy as “just do it”, or “pre-emptive policy
without a nominal anchor”. Their argument is a classical one whereby policies must act
weill in advance of a surge in inflation expectations, as the full impact of monetary policy
on inflation takes long lags. The main drawbacks of such policy obviously lie in the
difficulty of establishing a clear policy pattern, with all the risks that this implies at times
when the economy is hit by major exogenous shocks. Our resulis partly support such
pragmatic and forward-looking attitude for the Fed. This does not translate, however, as if
the Fed systemalically reacted to longer-term expectations, as in Bundesbank’s case. In
fact, we found that shorter leads on the expected inflalion regressor (two instead of four
quarters) seemed to work better in the case of the US over the latter part of the sample.
This confirms the casvual observation that the Fed has chosen to signal its commitment to
low inflation only in recent years, by reacting in advance to increases in inflationary
expectations. Overall, Clarida et al.’s (1998) finding, of a US reaction function behaving
as if the Fed operaied according to an implicit inflation targeting [ramework, are only
partly supported by our findings, and only since early 1990s.

The general conclusion is that the G-3 policy reaction functions look relatively
different from one another. 1n addition, despite having overall stable monetary institutions,
policy rules in the G-3 seem to have smoothly evolved along alternative lines. German
interest rate policy appears to have becomc more conservative after the re-unification. In
Japan, it seems to have been strongly influcnced by external objectives, until very
recently. In the US, the highly successful countercyclical monetary policy of the Fed
seems Lo be purely a very recent datum. As the existing empirical literature craployed full-

sample, full-information estimation technigues, our findings appear peculiarly valuable.

is quite stable, and the recursive coefficicnt estimates also reflect the movement in the long-run coetlicient for each
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S. Policy Rules under Inflation Targeting: United Kingdom, Canada, Sweden and
New Zealand

For most of the sample period, ceniral banks in this seccond group of countries
enjoyed limited independence in the conduct of their policies, at least in comparison to
those of G-3 countries (see Cukierman, 1992; Eijffinger and de Haan, 1996). During the
1990s explicit inflation targets were announced in all countries, but there are relevant
differences between the institutional arrangements set in each experience. For instance,
only in New Zealand (and to a slightly diffcrent extent in the UK since May 1997), the
central bank has a lega! mandute to achieve the target.

Figure 3 plots the expected inflation series and the ex awmte real interest rates
computed using owr expected inflation series for the group of inflation targeting
economies. Interestingly, in the case of Sweden, Canada and New Zealand, ex ante reul
rates appear to have turned positive weill before the announcement (represented in the
charts as a vertical solid line) or the adoption of targets. In addition, inflation expectations,
ai least in the case of the UK, Sweden and New Zealand, seemn to have been somewhat
subdued before the announced regime changes. The regime change scems to have simply

consolidated some prior gains in terms of lower inflation.

In the United Kingdom, the Bank of England was granted operational
independence only in May 1997. However, several changes affected UK’s mouetary
stralegies in recent times. The election of the Thatcher government in 1979 signalled a
long-lasting shift in the collective ailitude towards inflation®. Instead of adopting an
institutional approach, the conservative governments tried to build a reputation for their
commitment to low inflation policies, envisaging with the MTES, amongst other things, a
S-year sequence ol gradually decelerating growth targels for £M3. However, the unstable
relationship between this monetary aggregate and the [inal policy objectives quickly led to
the demise of formal monetary targets. The government then adopted a more eclectic
approach (see Minford, 1993, King, 1998), which essentially involved targeting nominal
income growth. In the late 1980s, the exchange rate assumed greater imiportance as an

indicator of monetary conditions (see Bowen, 1995), and Sterling finally entered the ERM

explanatory variable,
* Alogoskoufis et al. (1992) find convincing evidence of a speetacular reverse in the political business cycle alter Mrs.
Thatcher came to power. For a more descuiptive analysis, see Minford {1993) and Bowen {19935).
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of the European Monetary System in 1990. The exit from ERM following the 1992 crisis
forced the govermment to put an alternative regime in place, and the post-1992
announcement of explicit inflation targets was seen as a practical way of achieving price
stability. Howcver, the central bank played only the role of publicly assessing the overall
consistency of the policy stance. The newly-elected Labour government in 1997 then
sought to further enhance the inflation targeting framework, by granting the Bank with
instrument independence (for a definition, see Fischer, 1995). Monetary policy decisions
are now taken by a recently-coustituted Monetary Policy Committee.

Our estimates for the UK -Table 5- show that over the whole sample period the
coefficient on inflation expectations is not significantly larger than one. Furthermore, the
money market interest rate scems to have reacted to both the exchange rate and money
supply.

Given the instability in the estimated reaction function uniil thc mid-1980s, we
re-cstimated the equation for the 1980-1996 sample, and then we further shortened the
period to 1985-1996*. Results show (hat the policy horizon became substantially shorter
after the 1985 sterling crisis, as interest ratcs appear to react to one-quarter ahead expected
inflation, and the coefficient on expecied inflation becomes significantly larger than one.
Along with this, other minor shifts in policy regimes are also apparent (Figure 7). For
instance, the estimated coefficient on the sterling effective exchange ratc was significant
between 1988-1992, capturing both the ‘shadowing the DM’ and the ERM phases in UK
policy (see also the behaviour of the f-ratic for the estimated coefficient). By contrast, the
coefficient on the output gap became permanently less significant during the ERM phase,
as domestic output objectives were sacrificed for the external objective.

These findings closely mirror the changes in policy regimes outlined above. The
main turning peint is in 1979, The more recent shifts in the estimated coefficients of the
reaction function seem to be linked to the difficultics encountered in achieving a specific

target rather than a lack of commitment to the goal of price stability.

Since the breakdown of M1 as an intermediate target in early 1980s, until 199]
the Bank of Canada had not committed itself to any pre-determined policy pattern, aside

from the reiteration of a long-term goal of price stability, Neither intermediale target, not

* In this and all other cases, cxicnding the sample to include 1998 and 1999 could have hclped understanding recent
developments. However, the greal interest rate instability associated with the Asian crisis could have heavily affected the
full-sampie results. We however defer the assessment of such evehts (o some futire peeasion.
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fime frame was appavently cast in the attempt to pursue the long-run objcctive, while
various monetary and credit aggregates (including the exchange rate with the US$) were
used in turn as information variables. In 1991, the government and the Bank set a
scquence of year-to-year target bands for the inflation rate, to bring in a gradual reduction
in inflation. However, the central bank was not granted a legislative mandate to achieve
those targets, nor was a procedure established whereby the bank would be held
accountable for missing the targets. The “doctrine of dual responsibility” traditionally
attributes the ultimate responsibility for the results of monetary policy to the Minister of
Finance. Thus, the Bank of Canada has cnjoyed only a limited degree of formal
independence (see Cukierman, 1992; Eijffinger and de Haan, 1996). Nonetheless, the
monelary authorities had been publicly calling for a stricter overall control on inflation as
early as 1988, while since 1994 the degree of transparency and accountability of their acts
has remarkably increased (Mishkin and Posen, 1997).

Our eslimales for Canada over the full sample period (1975-1997) yicld
somewhat puzzling results (see Table 6). When the US Fed funds rate is added fo the
cquation, both the coefficients on the output gap and on expected inflation become
irrelevant. Clearly, as in the case of Germany and Japan, the Fed funds mté ahsorbs part of
the significance of the inflation regressor. Although M1 growth was the intermediate
policy target in Canada between 1975 and 1982* (Frecdman, 1995), we could not find a
significant role for money supply in our estimated reaction function. Furthermore, there
are clear signs of instabiliry in the estimated function in the late 1970s and early 1980s.

Once the equation is re-estimated over the post-1982 sample, we find thal the
coefficient on inflation expectations is still not significani, whereas effective exchange rate
changes now seem to be relevant, ajong with the Fed funds rate.

What about the impact of inflation targets”? The announcement of targets, which
took place in early 1991, does not seem to coincide with a break in the behaviour of
interest rate policy (see Figure 8). At most there seems to have been a temporary impact
on interest rale policy just prior to the introduction of inflation targets, as some signs of
instability in the expected inflation coefficient are detccted around the period 199014,
Descriptive accounts of Capadian menetary policy in this period (Misbkin and Posen,
1997) point out that the inflation target was mainly used as gnidance for cxpectations.

They also stress that in several occasions monetary policy was in fact constrained to react

¥ 11 1982, it was officially abandoncd due to innovaiions in the finaucial sector.
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to external conditions, such us cxchange rate developments and the behaviour of US
monelary policy. Our estimated reaction function seems to contirm this. Furthermore, the
Bank has recently defined a short-run operational target, the index of monetary conditions
(MCI). MCI changes include variations in a short-term interest rate and in the trade-
weighted exchange rate. Clearly, this highlights the importance of external constrainls on

the Bank of Canada’s policy stance.

Since 1977, Sweden had been unilaterally pegging its currency, first to a trade-
weighted basket of currencies, then switching to the ECU in May 1991. However, the
attitude whereby this commitment to the external anchor was pursued varied significantly,
as numerous devalnations took place (Horngren and Lindberg, 1994). To some extent, the
Riksbank turned to a less accomodative stance towards inflation developments after 1982,
The marginal (overnight) rate was then extensively uscd to regulate large currency flows
during the fixed-exchange rate period. After the 1992 crisis, the Riksbank floated the
krona, and then announced the unilateral adoption of an inflation target in January 19934,
However, the bank has never been granted an independent status, and political influences
on the board appear important (Svensson, 1995).

The full-sample estimates (1982-97) for Sweden show a significant but relatively
low coeflicient on expected inflation, while the output gap is not significant at all {see
Table 7). The main instability in the estimated reaction function corresponds to the time
of the ERM crisis in 1992, when the krona was forced to dcvaluate with respect to the
ERM parity despite an unprecedenied surge in domestic interest rates. Since then, Sweden
has adopted inflation targeling. However, Svensson (1995} poinis out that the credibility
of the new regime has been hampered by a number of factors, such as the deep political
divisions over the conduct of monetary policy and the relatively large budget deficits. The
sudden policy reversals and the overall uncertainty about the post-1992 regime clearly
show up in our estimates, making it difficult to detect a clear policy pattern.

Onace a dummy for the ERM crisis in 1992 is included, the coefficient on
expected inflation rises and becomes more significant, but the point estimate remains
below one. The output gap variable is almost significant at the 5% level. However, we are

unable to find signs of a significant permanent shift in the reaction function following the

18 Although the N-step down Chow tests are not significant at the 5% level

* The term unilateral emphasises the lack of a legislative mandate 10 achieve a specific inflation target. See Sveasson
(1995) for a detailed account o these events,
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introduction of inflation targets. The main fact that emerges from Figure 9 is (as for the
UK) the decreasing importance of domestic inflation and output targets just belore the
ERM crisis in 1992, On the other hand, since inflation did in fact fall in Sweden, one
might conclude that monetary policy in this period mainly acted to keep real interest raies
high until inflation was brought down. Taking into account the severe credibility
constraints outlined above, this apparently stubborn policy was perhaps the only

alternative left to the bank in order to signal its willingness to curb inflation.

Finally, we turn to the evolution of the monetary regime in New Zealand, which
switched to inflation targeting in 1989. Historically, New Zealand's Reserve Bank had a
degree of independence that ranked lowest amongst the OECD countries (see Cukierman,
1992; Eijffinger and de Haan, 1996). Correspondingly, New Zealand’s inflation rate was
well above the OECD average. Up until the mid-1980s monetary policy relied mainly on
regulation and administrative controls of capital markets. Since 1985, the Bank has turned
to a more market-oriented approach to monetary control, and based policy decisions on a
variety of indicators, such as the exchange rate, the lerm structure of interest rates,
monetary aggregates and ouiput (see lischer and Orr, 1994). The Reserve Bank Act,
introduced in 1990 to cstablish a legislative commitment to price stability, gave the
Government and the Central Bank Governor the mandate to agree on a policy tacget (it
was decided that this should be an inflation target). The Act explicitly contemplates the
possibility of the Governor's dismissal if the set target is not met.

For these reasons, New Zealand has bheen (he most-often-quoted inflation-
fargeting experience. This not least because the legal arrangements designed to regulate
bank’s activity follow the prescriptions of policy design theory more closely than
elsewhere (see Walsh, 1995, 1998). The estimated equation for the full sample (see Table
8 and Figure 10) shows that interest rates seem to have reacted only to expected inflation -
the estimated coefficient 15 close to be significantly larger than 1 - wherecas domestic
cyclical conditions do not seem to matter much™. Although exchange rate shocks are
explicitly quoted in the Baunk charter as a possible justification for deviating from the
announced palicy, we could not find a significant exchange rate effect. On the other hand,

diagnostic tests signal some ARCH pattern in the residuals. This may be due to occasional

8 Hutchison and Walsh ([998) suggesied that the Reserve Bank looked at output stahitisation as an additional objective,
but the output gap term is nol significant in our eslimates. Nevertheless, as pointed out previously, the absence of an
outpul gap term in the reaction function does not preclude some degree of ouiput siabilisatian.
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interest rate adjustments to external conditions. Another possible explanation can be found
m the refatively narrow band originally set around the inflation target, whicll caused
significant instrument instability in a futile effort to “fine tune” inflation control®
(Misbkin and Posen, 1997). Again, the essential resuli from the stability tests is that in the
‘90s the Central Bank followed a policy pattern that had already been established in the
former decade. It is impossible 10 detect significant breaks in correspondence of the
anncuncement of inflation targets. The other main point to note is that inflation targeting
does not seetn to have provided the authority with a greater leeway to stabilisc output
fluctnations. The stability of the coefficient attached to inflation expectations and of the
overall equation indicates that the inflation target regime does not scem to have made a

marked difference to interest rate policy.

6. Concluding Remarks

In this chapter, we have discussed and estimated forward-looking interest rate
reaction functions {or two groups of OECD economies. Our aim was twofold. First, we
sought to envisage whether the recent emphasis placed by the existing empirical literature
on the consistency of monctary regimes in the G-3 economies with ar inflation-forecasting
approach, was justified. Second, we wished to establish empirically whether there was any
systematic pattern betwcen institutional change, in the form of the adoption of explicit
inflation targets and central bank reforms, and the operational conduct of monetary
strategies. In addition to the dctailed results for each country set out above, a number of
general conclusions emerge from our empirical results,

First, with the exception of Germany and the UK (since 1992), most of the
monetary authoritics in our sample do not seem to follow stable simple forward-looking
policy reaction functions based on output gaps and expected inflation (and, a fortor,
Taylor rules). This suggests that caution has to be exercised in using an inflation-forecast
targeting framework to model monetary authorities’ preferences {see Clarida ef al., 1998,
Favero and Rovelli, 1999). In the US and Japan, countries whete there have been no major
central bank or other institutional reforms, we find that policies did evolve to a

considerable degree in the 1980s and 1990s. However, it is only since the 1990s that

* perhups not surprisingly, both the nflation target and the band width were revised in the *90s
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estimated interest rate rules in these countries begin to look like the ones the theoretical
research on the inflation-forecast targeting approach has recently illustrated.

Sccond, in countries where there were explicit intermediale targets (such as the
growth of M3 in Germany), these appear mainly (see also the discussion in Chapter 3) as a
device to anchor expectations. In practice, policy is nol constrained to follow thein stricily.
In addition, monetary policy is often found to follow a broader set of objectives. Our
results confirm those of previous researchers who have delected in the Bundesbank a
marked “targeting” attitude regarding inflation, output, and some external conditions.
More generally, where the policymaker is subject to implicit external constraints (as in the
case of Canada, Japan, and to a lesser extent, Sweden), this can sometimes lead to a less
interpretable picture. This sends a negative signal regarding the ability of simple interest
rate rules expressed in terms of inflation and cyclical conditions in capturing monetary
policy changes.

Third, with the exception of the UX, the recent switch to inflation targets in the
couniries we studied does not scem to have radically altered the way in which interest rate
policy reacts to changes in its final objectives. In practice, therc is some evidence,
particularly clear in Canada’s and Ncew Zealand’s cases, that any major changes in the
responsiveness of interest rates to expected inflation took place well before the adoption of
inflation targets. The same pattern seems to have been followed even when such
institutional reforms have been accompanied by greater central bank independence. A
possible interpretation is that the new regimes were brought in simply to consolidate gains
in terms of lower inflation. Only longer datasets will tell whether, in response to major
exogerous shocks, monetary policy will be able to respond more vigorously to
inflationary forces than in the past.

Finally, we detected some important differences in the behaviour of central banks
as far as output stabilisation is concerned. On the one hand, we found some evidence in
favour of an apparent ‘just do it’ attitude of the Fed. That is, the central bank, at least since
1990 seems to exploit its consolidated reputation to focus on the cycle. This pattern is
reflected, to some extent, by the shorter optimal lead placed on expected inflation in the
estimated reaction function. At the other extreme, some monetary authotities apparentiy
{eel the need to build up a reputation. This was particularly clear in the Swedish

Riksbank’s stubborn attempt to lowcr inflation expectations by means of high interest
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rates and the apparently exclusive focus of the Bank of New Zealand on domestic

inflation.

Whether this ‘reputation-building” phase will also apply to those central banks
that have only recently acquired their independence, such as the Bank of England and the

European Central Bank, remains, however, a fairly open question.
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Data Appendix

The data we used wore quarterly series, extracted from OECD Main Economic
Indicators, apart from a few cases, in which the source is equivalently quoted. In most
cases, we were able to employ seasonally adjusted data.

For each country, we measured output using the GDI at constant price series. For
Sweden and New Zealand the available constant price series for GDP do not go back
farther than 1980 and 1982Q2, respectively. The inflation series were defined as simple 4~
quarier log-differences in the all-items CPI, except for Britain, where it was the equivalent
change in the index of retail prices excluding mortgage interest payments (not avajlable
before 1975).

The index of effective exchange rates (trade weighted) was the measure for the
exchange rates. Also, spot exchange rates vis-a-vis the US doilar were tried for Japan,
Getmany, Canada, New Zealand and the UK vis-a-vis the German mark for the UK and
Sweden.

The rate on US Federal Funds was used as the foreign interest rate lor Japan,
Germany, Canada, and New Zealand. The 3-month FIBOR German rate was the foreign
rate for the UK and Sweden.

Below we briefly outline the short-term interest rates we chose as poliey
indicators, along with the monetary aggregates we applied in the generation of regressors.

The rates are generally converted from monthly series.
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Country

Modelled Interest Rate Variable

Money

USA

JAPAN

GERMANY

UK

CANADA

SWEDEN

NEW
ZEALAND

Federal Funds Rate. As noted in the main text, during the early to mid-80s, the FER providcs an
accurate measure of Fed's palicy stance, The only exception is the Volcker experiment in the
1979-82 period, when operating procedures could be better summarised by a different
instrument choice (inter alia, Bemanke and Mihov, 1998; Goudfriend, 1995)

The Call Money Rate (rate between financial institutions) is directly affected by Bank of
Japan’s reserve management policy, through discount window and open market operations (see
Ichimura, 1993)

Bundesbank's intcntions are mainly reflected by the rate in the market for intecbank reserves,
the Call Money Rate. In tacts, the discount window lending to conymercial banks exclusively
affected the behaviour of this rate nnlit 1983, when the banks started to be supplied with
reserves through repurchase operations. Since then the call rate shadows the rate on these loans
(REPO rate). (see Bernauke and Mihov, 1998; Clarida and Gertler, 1997)

We use an Cvernight Interbank Rate series post-1983. This is not available pre-1983, and thus

we cmploy the Rate on 90-day Treasury Bills, which displays a very close coreelation with the
interbank lending rate, for those abservations (source: IMF, IFS).

The Bank of Canada introduced in 1990 the concept of Monetary Conditions Index {MCI) as its
short-run operational target. The changes in the index are dafined as a weighted average of the
changes in the 90-day commercial papcr ratc and the changes in a trade-weighted Can$
exchange rate. Although the MCHE was compuied backward and onward from 1987, the
Overnight Money Market Rate (available from 1975) is clearly a superior indicator of the
Rank's policy stance

During the fixed-cxchange rate regime, the overnight rate in the interbank market rcpresented
Riksbunk’s favourite instrument to keep the kropa within the desived parily. Then, after the
switch Lo the intlation-targeting regime, the Repo rate has become the operational instrument of
the Bank. For the sake of homogeneity and continuity we use the Rale on 3-month ‘Ireasury
Discount Notes (not available before 1982), which roupghly shadows the behaviour of both
marginal and Repo rates (Baumgartner et al., 1997).

The Rate on 90-day Bank Bills (not available before 1974) was our choice. Until March 1985,
New Zealand has pursued an adjustable pegged exchaage rate. *.. .the instrument since 1985 has
been the quantity target for settlement balances held at the Reserve Bank. Setttement cash is
used by commercial banks for end-of-day settlements with each other aud the government.
Should the banks run oul of cash during the scttlement period, frther cash is available from the
Reserve Bank by discounting Reserve Bauk bills of short maturity at a penalty rate of 1.5%
above markel rates...Snch an approach allows interest rates to move guickly, paiticularly when
the change involves a politically unpopular increase in interest rates...” (Fischer, 1995, p.35) It
is then understandable why banks prefer to act in the bank bills market, whose short-term

__interest rate tends 1o react rapidly to chunges in policy intentions,

Ml

M2 plus CD

M3*

M4

M1,
M2plus”

M3

MI

" The Bundesbank announced targets for the growth of Central Bank Money until 1987, when it switchad to M3, which
we chose. The two move vary closcly together, apart from two episedes of divergence in 1988 and 1990-91, Despite the
official target is announced in terms of base-moncy growth, the evidence points o Germany as o an “atypical” inflation
targeter, who influences the money markets through changes in a day-to-day rate {Newmann and von Hagen, 1993; von
[lagen, 1995; Bemanke and Mihov, 1998; Mishkin and Posen, 1997).
" Until 1982 (he Bank of Canada was committed to target M1. It is now following closely also the behaviour of M2+ and
a MCI, to obtain some indication about future inflation (Freedman, 1995).




Test GDP Inflation  Inflation
29T §0-9T

USA
LC 0.548% 0.543* 1,762
Meanl 7.946% 10.713#%% 9,495
Supyr 23.682%* 68.269%¥= 48 400%s*
Germany
LC 0.339 1.553%%%  (0.651%*
MecanF 4931 14.422%%  § 195%*
SupF 47,8895+ 25.059%%  §8,105**
Japan
LC 0.193 0.743%% 0.998:+%:
Meanl” 4.186 5013% TOQ7e%
SupF 8.647 29,8305 2R.035%¥*
United Kingdom
.C 0.514% 0.624+* 2.049%0#
MeanF 13.150%= 5915+ [ [.247%%
SupF 437787 20.530%% 48,37 %+%
Canada
LC 0.234 1.406%H% 1,383 5
Meank 5.449% 12.803#%% [ G
Supf 246625 49.207#%% 55908+ *%
Sweden
LC 0.334 1.A37%5% ) Q3Qss
Meanl" 78465 10.848%%% 24 190755
Sup¥F 14.731% 3L.08GH%x . 73 Qg ¥ws
New Zealand
LC 0.481* 1.097%%  (0,.484%
Meanul* G () 7ok 21. 772855 @ QF] s
Sup¥ 26.849+++ 92.G27+¥= 270868

—————

Table 1 - Tests of parameter instability. Lc, MeanF, SupF are defined as testing the null of stability
against nonconstancy on the parameters of univariate autoregressive models for inflation (4-quarter
chunge in CPI) and real GDP. Constants and linear time trends where included when relevant. *, #%,
and *** {ndicate significance of the relative F-statistic at the 10%, 5% and 1%, respectively (for tabulated
critical values, see Hansen, 1992h).
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Figure 1. USA, 1970Q1-1998Q4. Hodrick-Prescott and Filtered STS measures of the Output Gap
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Interest Rate Rules and Policy Chapter 2
Credibility from ERM to EMU

“...But how do you run a common currency without a common government?

Europe has some experience with this sort of thing. For almost iwo decades - since the
formation of the European Monetary System in 1979 - most European nations have conumitied
themselves to maintaining fixed exchange rates berween their currencies, which basically
means adopting a common monetary policy. And while there have been occasional flureups in
the arvangement - a last-gasp attempt by the French to follow their own path back in 1982, and
a wave of speculative attacks that pushed Britain out of the system a decade later - the EMS
has proved surprisingly durable. How did Europe manage to follow a common monetary
policy? There was a bir of neatly calcuwlated hypocrisy. Athough the EMS way in principle a
symmeltric system, with all countries treated equally, in practice it was tacitly run as a German
hegemony: the Bundesbank ser interest rates as it pleased, and other central banks then did
whatever was necessary to keep their currencies pegged to the Deutsche mark. Thiy
arrangement allowed the system to meet two seemingly irreconcilable demands: the insistence
of Germans, who still remember both the hyperinflation of 1923 and the cconemic miracle that
followed the introduction of a new, stable currency in 1948, thar their beloved Bundesbanik
keep its hand firmly on the monetary tiller, and the political imperative that any Europear
institution must look like an association of equals, not a new, win, Reich. The Europeans, they
are a subtle race..."”

P. Krugman, Formne, December 1998

1. Introduction

In the previous chapter, we studied how changes in monetary policy institutions
influence the way interest rate policies react to expected inflation and the business cycle.
We saw that, in some instances, greater central bank independence and the introduction of
inflation targets do not seem to have radically altered the way in which authorities react to
changes in the final objectives of monetary policy. The latter were identificd using a
simple policy rule expressed in terms of deviations of expected inflation from some pre-
set larget, and a measure of the outpui gap.

In this chapter, we investigate the same issue, this time with reference to four
former EMS countries. More precisely, we study, from a perspective similar to that in the
previous chapter, the effects of the most remarkable institutional change monetary policy
has undergone in modern times, namely, the process of monetary unification in Europe.
Whether such process will be successful or not is a complex and perhaps unanswerablc
question. Instead, we wish to evaluate the path followed by monetary policies throughout
Furope in the process of monetary convergence towards EMU. More in detail, we ask

ourselves whether and how the nominal convergence achieved amongst the former EMS




countries was affected by the exisience of the Exchange Rate Mechanism, and by other
well-known constrainis on national monetary policics. Apart from the existence of
exchange raie bands, we attempt a broad assessment of the way in which the required
convergence in budget positions across countries has affected the response of national
monetary anthorities to final domestic objectives.

This broad-based aim suggested us to estimate interest rate reaction functions -
similarly to what we did for the G-3 and inflation-targeting cconomies- for four key
European countries: France, Italy, Ireland and Belgium. Our estimation sample -1980Q1-
1997Q2- covers the whole period spanned by the EMS, and ends when financial markets
started to be persuaded as to the real outcome of the Stage Two of EMU, i.e., whether the
euro would have really be put in place as planned. We recall that the major doubts about
the start of Stage Three of EMU concerned the soundness of recent eflorts of fiscal
consolidation produced by some countries (De Grauwe, 1997; Obstfeld, 1998; Dombusch,
Favero and Giavazzi, 1998; Eichengreen and Wyplosz, 1998). It is then interesting to
understand the exient to which such efforts and those concerns influenced the course of
national interest rate policies on the road to EMU. Once interest rate reaction functions for
the above mentioned countries are estimated, we evaluate the stability of estimated
equations and prefetence parameters attached to domestic objectives and relevant
additional regressors. This allows us to draw some conclusions aboutl the convergence
process amongst these countries and Germany.

The question, besides an eminently historical intercst, would certainly help
understanding how ESCB’s monetary policies will be drafted in the coming years. We
wish to provide an approximate assessment of the costs and the adjustments in policy
preferences that accompanied the process of monetary convergence throughout Europe.
Such process involved countries where initial monetary conditions and policy credibility
were very similar (Belgium), relatively similar (France), or relatively different (Italy and
Ireland) from those prevailing in Germany. A better knowledge of the individual trade-
offs faced by the monetary authorities of these countries would surely reveal some clue
about how naticnal issues will be evalvated in the current and future issues decision-
making process of the ESCB,

The literature developed during the latter part of the 1980s provided an intuitive
and flexible framework for studying the EMS (Giavazzi and Giovannini, 1989; Fratianni

and von Hagen, 1992). The main theorclical motivation devised for the existence of the
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EMS was that, if credible, it could have provided an effective instrument Lo bring
monetary discipline to relatively inflation-prone countries like the ones we chosc. In fact,
conventional accounts of monetary policy cvents in Ewrope tend to argue that, since the
second half of 1980s, a stronger exchange ratc commitment helped in bringing down
inflation expectations in many European countries (Caporale and Pistis, 1993)!. In other
words, the exchange rate agreement apparently forced national policymakers fo pursue
more resirictive monetary policies than those that might have been followed in the absence
of such agreements. The fall in inflation, and the following strong convergence in nominal
terms achicved by the start of Stage Three of EMU, is then to be attributed to the ever
stronger external constraints binding national authorities.

In rcality, given the long history of reslignments and parity adjustments,
especially in the early years of its existence, one can safely argue that the ERM was a
classical example of partially credible target zone regime. In other words, price stability
and pan-European nominal convergence were achieved only after a long and uncertain
process, in which the simple ERM membership was not sufficient to guarantec the
outcone,

However, one can argue that the ERM, along with other factors, did have a
“wheel-greasing” rolc in forcing such process. The well-known imported credibility
approach to the EMS, stemming from Giavazzi and Pagano’s (1988) work (see also Coles
and Philippopoulos, 1997), argucs that EMS membership was indeed crucial in bringing in
potentially large credibility gains to national monctary authorities, By attaching extra
penalties to departures of interest rate policies from an anti-inflationary stance, the FRM
of the EMS made [inancial markets, and the public in general, more aware of the new
trade-off faced by monetary authorities. This way, the exchange ratc agreement provided
Jow-credibility policymakers with some commiltment technology, gradually shrinking the
inefficiencies commonly associated with monetary pelicy equilibria in the absence of
corumitrnent (Persson and Tabellini, 1999). Last, but not least, severe ceilings on the use
of national fiscal policies were enacted by 1992’s Maastricht ‘Lreaty, adding further
grounds on which the conduct of national policymakers were to be evaluated in EMU's
perspective. In addition, throughout the latter half of 1980s, capital controls were

progressively dismantled, financial markets became more integrated on an international

! However, inflation tefl along a very similar pattern in the majority of OECD countries outside the EMS.
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level, and increasing product market integration was overall promoted by EC-EU
institutions.

While the exact impact of those and other changes is still difficult to ascertain, it
is relatively safe (o argue that they gradually made exchange rate realignments more costly
and less effective in boosting competitiveness and growth. One can also hypothesise that
such changing macroeconomic environmenti gradually tilied the balance beiween the
benefits from realignments, and the credibility gains brought about by a more
“disciplined” conduct of monetary policy, in favour of the laiter.

It is then interesting to understand how the convergence of national Central
Banks’ -or the public’s- preferences towards Bundesbank’s anti-inflationary attitude® took
place. Similarly, given the relevance attributed by the Maastriclt Tieaty and the
subsequent Stability and Growth Pact, to fiscal consolidation, one might want to evaluate
how such additional constraint affectcd Member States’ macroeconomic conditions on
their road to EMU.

In this chapter, we provide some empirical evidence supporting the view that the
historical path followed by monetary policies in the foriner Members of EMS to achieve
nominal convergence with Germany was not uniform. We show that the process ilself bore
significant shifts to the way in which monetary policy authorities were reacting to
domestic objectives, This appears to have taken place with differentiated (imings in
Belgium, I'rance, Treland, and Italy. In addition, we allow our theoretical model to take
into account the possibility that the credibility of the fiscal stance explicitly affected
interest rate policies adopted in the EMS countries. With imperfect credibility, an
unsustainahle fiscal position in principle may induce markets to believe that the central
bank will need to loosen its anti-inflationary stance (and, uitimately, the country’s
exchange rate commitment) in the future. This line of reasoning has been recently revived
in the debate on the fiscal theory of price level determination (Woodford, 1995; Canzoneri
and Diba, 1996, Cochrane, 2000).

Following Favero, Giavazzi and Spaventa (1997), we proxied market’s
perception of the exchange rate risk by an adjusted measure of the long-texm yield
differential between each country and Germany. If unbalanced fiscal policies were to
alfect market’s perception of the probability of loose interest rate policies in the future, the

optimnal policy rule would directly target such perception. By consequence, and with
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reference to the policy rules analysed in the preceding chapter, the policy instrument
would be explicitly reacting to the long-term spread, other than to final output and
inflation objectives. The significance of the spread as a regressor in an estimated interest
rate reaction function would then signal to what extent inflation and output stabilisation
were sacrificed in the attempt to stabilise the exchange rate within the ERM band. In
addition, the evolution of the way in which the central banks reacted to the spread and to
other regressors, and an assessment of the stability of estimated reaction functions, would
Hlustratc further aspects. For example, it would show the extent to which the adoption of a
tougher exchange rate comumitment since late eighties (the “hard ERM”), and the varying
comrmiiment of national authorities to programs of fiscal conselidation, affected short-
term interest rate determination.,

Estimated interest rate reaction functions for the countries in our sample show
that budget policies had severe effects on, and ecritically constrained, the behaviour of
monetary authorities. In all countries, monetary policy stances seem to have been often
motivatcd by the need to respond to changes in the credibility of the counuy’s exchange
rate position within the ERM band. Interestingly, with the start of the “hard BRM” phase,
in France, Belgium and Ireland, the importance of the long yield spread tends to decrease
as severe cfforts of fiscal retrenchment were undertaken. In such countries, the ERM
turbulence i 1992-93 does not appear to have sigaificantly affected interest rate policics,
probably thanks to the largely achieved macroeconomic stability. On the contrary, for
Italy, well-founded concerns surrounding its macroeconomic policies at the eve of Stage
Three of BEMU severely constrained interest rate determination. Some more consistent
fiscal consolidation somehow eased the process of nominal convergence vis-a-vis the
other Member countries, but only in latter part of the sample.

The chapier unfolds as follows. Sectiom 2 outlines the benchmark theoretical
model used to derive the reaction function subsequently estimated. Clearly, despiie the
sumilarities between the interest rate equations estimated here and in the previous chapter,
the presence of the exchange rate band make the flexible rates model previously adopted
fully inadequate. In addition, one needs to take into consideration the alternative sources
of exchange rate risk present during the ERM years and the way in which these affected
interest rate policies. This is why Section 3 illustrates some dctails of our estimation

methodelogy, and shows how we tried to obtain a measure of exchange rate risks

2 Or, alternatively of European median voters' attitude as regards the costs of disinflationary proprams towards German

79




orthogonal to cxpected inflation. In Section 4 we bricfly examine monetary policy
developments in the four countries in our sample, while in Section 5 we finally present

and comment our estimates. Section 6 briefly summarises what we have found.

2. Modelling Interest Rate Rules in the ERM: A Simple Theoretical Framework

In this section, we modify the bascline theorctical framework studied in the
previous chapter. Our purpose is to obtain an empirically testable relationship between the
policy instrument and some final objectives. This will be placed in a policy framework
within an imperfectly credible fixed-exchange rate system®. It would be trivial to simply
include an exchange rate regressor in the baseline reaciion [unctions estitnated in the
previous chapter. Indeed, this was done for some of the open economies considered in that
casc. In the present case, however, the existence of an exchange rate central par between
the countries at hand makes such an option unfeasible, as intcrest rate policies under a
fixed exchange rate regime do not respond to exchange ratc movements in a linear
fashion.

We reler to the second section of the previous chapter for a somewhat more
extensive discussion of the basic {forward-looking policy framework, which forms the
basis for most recent mnonctary policy studies. There, we stressed the fact that a relatively
broad consensus has emerged about a new wave of models, in which aggregate
relationships are explicitly derived trom the optimising behaviour of households and firms
(Walsh, 1998; Rotembcerg and Woodford, 1999; Bernanke, Gertler and Gilchrist, 1999).

The resuiting behavioural relationships allow current aggregate values for
(macroecenomic variables to depend, inler alia, on the future course of monetary policies.

We postulate almost all the same aggregate relationships that we derived at the
outset of last chapter’s model. The main difference with what claimed there lies in the fact
that we now cxplicitly introduce exchange rate considerations in the model and in the
policy objective function. The way we catry out such task will enable us to model the

effects of policy credibility on the current exchange rate, following recent developments

median voters” one.
3 As we have mentioned in (he [ntroduction, the numerous realignments negotisted during the ERM supporl the belief
that the lalter was, particularly duiing its early years, a quasi-flexible exchange rate system. See Giavarxzi and

Givvaanini (1989), Fratiaunj and von lagen (1992), Cukierman (1992), Garber and Svensson {(1993), De Grauwe
(1997), Dornbusch et af, (1998), Obstfeld (1998).
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introduced by the well-known “fiscal theory of price level determination” (Canzoneri,
Cumby and Diba, 1998; Cochrane, 2000).
Let v, and y," be again the current and potential level of output, and p, the price

level. The following expectations-augmented Phillips curve is assumed {all variables but

interest rates in logs)*:
7= Py + (Y1) (1]

In [1], current inflation depends on the inflation ratc expected in the next period,
and on the current output gap. In turn, the latter is affected by the deviations of the

nominal interest rate from its expected value, and by a white noise shock:

*

¥~y =—A{R R }+¢ 2]

Again, [2] is a customary relationship whereby a positive surprise in the interest

rate level negatively affects current output. The Fisher ex ante parily holds, so that
Rf =+ +7x], [3]

Now, classical contributions on exchange rate bands (Miller and Weller, 1991;
Flood, Rose, and Mathicson, 1991; Bertola and Caballero, 1992; Delgado and Dumas,
1993; Garber and Svensson, 1995) all stemming from Krugman’s (1991) seminal work,
implicitly allow for policy credibility effects in the behaviour of exchange rate’. The
common starting point of such literature (see Miller and Weller's paper, for example) is a
basic relationship in which the cumrent exchange rate ¢, 1s determined according to the

following (in logs):

e, =m, + 0 +y,Ale, [4]

4 See Bernake, Gertler and Gilchrist (1999) or Rotemherg and Woodtord (1999) [or details on the derivation of afl
aggregate celationships.
* See also Bartolini and Prati (1999), and Avesani, Gallo and Salmon (1999}
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where m, is money supply (or an endogenous policy variable), v, is the cumulative
velocity of money, and Aje, represents the instantaneous expecled rate of change of the
exchange rate. The latter affects the current value of the exchange rate through the semi-
elasticity of money demand, y. The last term on the right-hand side thus reflects market
expectations about the future course of monetary policy, likely reflected in cxchange rate
risk considerations.

An ideal way of modelling the credibility effects stemming from ERM
membership would call for incorporating [4] into an optimum model of policy behaviour®,
Whereas such idea is certainly appealing and indicates an interesting dircction for further
theoretical research, our aim here is different. In particular, the usc of [4] in an amended
version of the modcl presented in the previous chapter would imake the subsequent
estimation of the derived policy rules hardly manageable.

More simply, we assume that the current value of the exchange rate is determined
by the sum of two components: the differential between home country’s and Germany’s
short-termn interest rates, and a measure of the exchange rate risk. In what follows, we
define the (log of the) exchange rate ¢, in terms of its deviations from the ERM parity with
the German mark, which is in tum assumed to be, [or simplicity, zero. The current

exchange rate may then deviate from the central par according to’:
G
e, =—s(R,~F)+F, (5]

In {5], we take the two inicrest rates used as the policy instruments in the home
country and in Germany. We chose the Fibor rate as the foreign interest rate because it is
strongly collinear, over the medium term, with the German call money rate, while its use
avoids some likely simultaneity with home country’s policy instrument.

Equation [5] is a rough-and-ready way of characterising the relationship between
exchange rate expectations in cach period and the credibility of the overall policy thrust.
In particuiar, the equation is a linear approximation of a relationship that, given eq. [4],
should be thought as non-linear in practice. According fto it, the current exchange rate is
affected by the current differentiul between domestic short interest rate and Germany’s

Fibor rate F ,G, while it is driven away from the parity whenever the exchange rate risk P,

& Coles and Philippopaulos (1997) reprasents a first and successul sttempt.
7 The superscript *%" denotes German variables.

82




is different from zero. While the rationale for such a law of motion is intuitive in our
simplified context, it allows to model exchange rate dynamics avoiding exceedingly
complex relationships. In particular, while it would be optimal to employ a relationship
akin to [5], but closer to an uncovered interest parity, this would involve postulating some
exogenously fixed mechanism of determination for exchange rate expectations. Here, our
aim is different. The use of the above, ad hoc, relationship, will enable us to model the
statc of inflation and exchange rate expectations entirely within the model. Furthermorc,
its use allows us to characterise the influence of fiscal policy stance on future inflation
expectations, without departing too much from the classical framework outlined by
equation [4].

Finally, we assume that the cxchange rate risk is fully reflected in the current

long-term interest rate differential with Germany, S, =LR, — LR} :
P, =y(LR,—~LR}) [6]

Under normal circumstances, one may think that the long-term spread simply
teflects ckpected differences in futire inflation rates betwcen the two countries. Favero,
Giavazzi and Spaventa {1997) provide robust cmpirical evidence as to the determinants of
the long yield spreads in Europe, and amongst these, exchange rate risk seems to explain
well the recent historical behaviour of such spread against Germany.

As in the previous chapter, monetary policy authorities’s ohjectives are modelled
such as to involve stabilisation, in each period, of the deviations of current inflation and

oulput from respective targets 7 and ¥ (the latter, as in the previous chapter, is assumed

to lie above the market-clcaring level. See Barro and Gordon, 1983; Cukierman, 1992,
Rogoll, 1985; Svensson, 1997a). Rotemberg and Woodford (1999) show that objectives
like thosc sketched above can be derived direclly from the minimisation of society’s
welfare function.

Moreover, we assume with Svensson (2000a) that the central bank attempts to
minimise interest rate changes, and the departures of the policy instrument from its

expected value. Finally, ERM membership cntails that authorities” inflation tavget is given
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by German inflation®: # =77, and that central bank’s loss function penalises deviations of

the exchange raic from the zero parity:

2

Lr = ﬂ.’(;'[t '“’716) 'I’(yf _g)Z + 0y (Rx —E{R,})Z + e (er]z [?]

Given such ohjectives, the central bank has a clear incentive to set its policy
instrument below the level expected by the private sector’, in the attempt to push output
above its market-clearing level. However, the presence of the exchange rate band
somehow shrinks such incentive, since, according to [5], a lower level of the shori-term
interest rate vis-a-vis the Fibor rate directly triggers depreciation. Participants in the
foreign currency market, in turn, perceive the existence of this incentive, and adjust their
expectations about inflation and the exchange rate accordingly.

Now, three scenarios are possible. In the first, called for simplicity Central Bank
Dominance (CBD), monetary authorities sein in inflation and the exchange rate. Under
such regime, the exchange rate parity is {ully credible, i.e. the probability that the parity
will be re-negotiated in the following period is zero. Under these circumstances, the
exchange rate will not systematically diverge from the central par, because the expecied
inflation differential and the long-term interest rate differential between the two countries
will not be different from zero. On the right-hand side of [5], the perceived cxchange rate
risk is zero, and the current exchange rate is unambiguousty determined by the short-term
interest differential. Since we assume that supply shocks are uncorrelated, there is no
scope for systemnatic inflation differentials between the home country and Germany. The

current exchange rate then behaves according to:

&’ =—s(R,~E°) [8]

Given (hat E, {I—;“ }zP,C, the policy problem is to minimisc [7] with respect to

the policy instrument, subject to [1]-[3] and [8]. and helding expectations as given. We

obtain the following optimal feedback rule (or the short-term interest rate:

¥ This is consistent with traditional madels of the ERM. See Giavazzi and Pagano (1988}, and Giavazzi aud Giovannini
(1989)
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o2
RE®P - [é]{n;;ln v (yo' At +,12)—1}+-(£@-f A)a (91
where

Q= yg’ A" + A% + p,s°
['= y0pl+ yp* 2> + A2 [10]
L= gl =AY, =7 )+ pos'E

In equilibrium, z{, =z, and the short-term cxpected interest rate equals the
expected German Fibor.

In the alternative regime, called for convenience Fiscal Dominance (FD), the
exchange rate band has zero credibility. The cwrrent exchange rate is not uniquely
determined by monetary policy actions, because the bank is unable to control inflation.
That is, under such a regime, there is a prabability cqual to one that a current fiscal shock
will force the central bank to expand money supply in t+/, and that the parity will be re-
negotiatedw. In other words, the exchange rate risk is positive, and central bank’s actions
in 1 affect the level of the current exchange rate only to 2 marginal extent, overridden by
the “unbalancing” behaviour of the fiscal authority.

Consequently, the exchange rate is expected to depreciale by an extent
propertional to the exchange rate risk. We saw that such risk is reflected in the current
spread betwcen interest rates on home and German long-term bonds. The current

exchange rate in [4] is thus determined as:
e’ =—s(R,~F%)+y (LR, -LR?) {11]
Under the present regime, the bank’s optimal feedback rule becomes:

(29" A+ A)e,

R <[ L) el v (2072 + 7)1 pysy5, j
0 Q+p

? Which, in 2 perfectly credible equilibrium, would coincide with the Fibor,
" See Cukierman (1992), who, independently of the recent debate on the fiscal determiination of the price level,
illustrates some rationale tor a nonetary surprise in presence of a high icvel of public debt.
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Note that [12] differs from [9] for the presence of the term in the long interest rate
spread within curly brackets.

Finally, let us assume that, in a third scenario, in 7 the market is uncertain about
which regime in actually in place. In other terms, the exchange rate band is not fully
credible. Market participants will assign some positive probability g to the event that the
current regime is, in fact, one of FD. In this case, the current exchange rate will be a

weighted average of {8] and [11}:

e, ~qe" +{1-q)e™ =

=q[-s(R ~E°)+y (LR, ~LRF)]+(1-g)| (R ~EF)] [13]
=—s(R, —F%)+4y8,

By solving the optimal policy problem under uncertainty about the fiscal
policymaker behaviour, we obtain a reaction function akin to [12], but this time with the

parameter associated to the yield spread modified by the factor g:

Nwotara)e

R, = (—é—) {frf+1l'+r'(xq;2),2 + A% )= 1+qp,578, } ars
1

[14]

Under such regime, expected inflation is a weighted average of expected inflation
prevailing in the FD and CBD sccnarios. Obviously, to the cxtent to which the expected
inflation differential is reflected in the long-term spread, the latter should be collinear with
expected inflation. We show below how we tried to avoid this collinearity problem when
estimating our reaction functions. In a multi-period framework, one can assume q as
revised in cach period according to the observed central bank’s behaviour, that is, agents
revise g according to past exchange rate and inflation volatility. Following this, one might
try to estimate some version of eq. [14].

In line with the analogous assumptions of the previous chapter, in the estimation
of [14] we allow for impesfect information as to central bank’s Dbjcctives”, and we also

assume that the latter’s ability to predict the supply shock is limited. Following Muscatclli

' Also assumed to be time-varying,
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(1998, 1999), Faust and Svensson (2000}, and Walsh (1998), we let private sector’s beliefs

about central banker’s relative inflation aversion to be represented by:
e 2
X = 0¥t K, &, ~(0,0.) [13]

In addition, we suppose that the policymaker has only limsited knowledge of the
state of the economy (the supply shock &), that he/she makes inferences on it through a
forecasting process, and that such forecast, s is private information. In each period, then,
private agents are uncertain as to whether the shock they observe is due to a true supply
shock, ov it simply reflects a shift in policymaker’s preferences &; (Cukierman, 1992).

Private seclor’s perception of the interest rate rule will thus be different from |14], and
will be:

R, =cy+c EF voyml, +e,ef 46,5, + & {16]

In {16}, the paramelers are linear functions of those in equation [14], but now y°
has replaced z,, and the supply shock is only the forecast of the one on the right-hand side
of {14]. Note also thai the coeflicient ¢, is a function of ¢, the exogenous probability
assigned by the market to the likclihood of a regime of FD. Agents update their
expectations about the business cycle and central banker’s preferences in each period, by
looking at past disturbances’ variances.

In the case of a policy bseak, like the move (o narrower exchange rate bands, the
announcement of a tougher commitment to the parity, or the adoption of some fiscal
convergence criteria, like those contained in the Maastricht Treaty, we have two possible
scenarios. If the new regime is a fully credible one, the adjustment of equilibriuin inflation
and interest rates is immediate. Moreover, if the fiscal policy stance does not suggest a
future switch to fiscal dominance, the cocfficient ¢4 in [16] should be close 1o zero. Tf the
reform is instead only parily credible, nominal variables will adjust gradually to the new
steady state. Assuming onc can obtain estimates for the inflation and output regressors of
the above relationship, significant and permanent changes of estimated cocfficients in [16]
could be easily detected. These, along with eventual instability of the overall equation in

correspondence of major policy shifts, would signal either changes in policymakers’
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preferences, or the introduction of some institutional reforms, or both'?, In addition, the
sive and the behaviour of the estimated coefficient ¢, will signal whether interest rate
policy has in fact targeted the cxchange rate risk as perceived by market participants. In
other words, with a perfectly credible central par, the central bank can exploit the
exchange rate band to pursue domestic objectives. With less than full credibility, the
current position of the exchange rate within the band signals the overall credibility of the
exchange rate commitment. In the latter case, the central bank is ready 1o offsct the effect
of a positive exchange rate risk on the current exchange rate through interest rate changes
not otherwise triggered by changes in the level of economuic activity.

To sum up, what we aim to obtain, by studying cstimated versions of rcaction
functions like [16], Is an assessment of central banks’ conduct in France, Italy, Belgiun
and Ireland on the road to their participation to EMU. Such conduct can be usefully
exenplified by estimated rules like [L6], which capture the implicit way in which
monetary policies translate in a simple rule expressed in terms of expected inflation,
output gap and the long-term spread (in the spirit of Batini and Haldane, 1999).

As in the preceding chapier, we are not dogmatic about the functional form to be
estimated. We shall include additional regressors to the baseline specification in [16]. In
all the countries we examine, we will test whether variables Iike fagged money growth, or
the change in central banks’ official rescrves excluding gold, significantly enter the policy
rule'?, Clearly, what matters when one evaluates the effectiveness and stability of policy
rules, is their performance in terms of announced final, not intermediate, objectives.
Should any of the above indicators enter an estimated reaction function, one would then
conclude that the role it plays in the policy rule is similar to those played by final inflation,
exchange rate and output objectives. Again, should we really find a significant role for
money growth in the estimated interest rate function of any of the countries we study'®, we
would conclude that the stabilisation of money supply in that country took place at the
expense of meeting final output, inflation, and exchange rate objectives.

The key difficulty with the estimation of reaction functions like [16] is
represented by the availability of the unobserved series for expected inflation and potential

output (Clarida ef al., 1998; Getlach and Smets, {999; Favero and Rovelii, 1999), along

12 Of course, a third possibility would be thar the obscrved instability is simply e to changes in the underlying
behavieural relationships between the variables of interest. The way in which we calculate the series [or expected
inflation and the outpnt gap, however, takes into account such pussibility.

3 10 the case of reserves, changes in their level significantly enter all estimated interest rate reaction functions,

" This was the case with ltaly over the laller part of the sample, as we show below.
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with the identification of some updating mechanisms for all expected variables. In the
previous chapter we showed that one optimal, though not unique, way of solving this
issue, is applying the Kalman filter to such variables. As we adopt this technique here
again, we refer to the bricf discussion of such choice, and of the recent literature on

monetary policy rules, contained in the previous chapter.

3. Econometrie Methodology
3.1 Measuring Inflation Expectations and the Ouiput Gap

Given the uncertainty with which the central bank is assumed to observe the
bebaviour of output and inflation, we adopted an unobserved component approach to the
derivation of trend inflation and output'®. In particular, the calculation of our measures of
expected inflation and potential output involved fitting a Structural Time Serics model
(STS, Harvey, 1989) to a univariate'® specification of inflation and real GDP processes !,
The STS methodology allows to find an appropriate decomposition of the original series
into (stochastic) trend and cyclical components, using a Kalman filter cstimation
proceduré. The latter constitutes a natural way of allowing model parameters to be
optimally and gradually updated, as new information becomes available. This way, the
model better reflects the gradual learning by private agents’ -and central bank’s- of the
behaviour of inflation and output processes, as new information becomes available,
Furthermore, it allows incorporating private agents’ learning about central bankers’
preferences into the estimation stzategy we pursue. As we have seen, this aspect is critical
in a context of imperfect information like ours. ML estimation of the hyperparameters of
interest then ensues. In the present case, both series contained marked cyclical

components, which were modelled by allowing for one or two stochastic cycles, as

needed!®.

"% For a similar, though not identical, application of the unobserved component approach tw the sstimation of the output
zap in the EMU area, see Gerlach and Smets (1999).
'8 As in the previons chapter, we tried a immllivariate specification of the model. The series were allowed to respoid to
simultaneous and lagged innovations ol othcr macrocconomic variables, but the explanatory power of such
specifications was never greater than in the univariate case, We then definitely chose the latcr. Further details on the
%encration of regressors and the sconomelsic methodology are available from the author upon request.,

Again, in Chapier | we extensively molivate this choice, and discuss some possible alternagives.
5 The STAMP 5.0 sofiware was vsed to estimate the STS models, through the conventional concentrated diffuse
likelihood technique. Qutput and inflation were found to be K1), and to have significant cyclical components. For a
similar approach te forecasting inflation in the presence of potential structucal breaks, see Stock and Watson (1999). The
trends were specificd according to a "stochastic level, damped slope™ formulation, which however did not yield
substantial differences relative to the “fixed level, stochastic slope” case.
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We cstimated quarterly models for rcal GDP and infilation for each country,
obtaining a decomposition of the series into trend, cycle, and irregutar components. In the
casc of GDP, a convenient decomposition was generated by applying the Kalman filter on
the trend component. The latter was then optimally computed based on one-step-ahead
predictions of the state vector. This way, estimates of potential output are based only on
past information, rather than on the full sample.

In the case of inflation, we simply computed one-step-abead prediction errors
from a univariate STS model to obtain a measure of expected and unanticipated inflation.
This way, model parameters are updated only gradually, as new information becomes
available. The use of the basic filter, as opposed to the smoothing algorithm (Kim and
Nelson, 1999), guarantees that future observations never affect the calculation of the
stochastic components.

We [inally turned to the estimation of the intcrest rate reaction function [16], for
each country, using simple Recursive Least Squaresw. Recursive estimates are particularly
uselul when, as in the present case, one needs to observe how estimated coefficients
evolve over time. Moreover, we performed conventional structural-stability tests on the
residuals of cach equation, to caplure cventual signs of breaks.

We estimated the quarterly models for the four economies over a sample starting
in 1980Q1 and ending in 1997Q2. The data we use are quarterly observations taken from
OECD Main Economic Indicators and IMF International Financial Statistics, as described

in the Data Appendix.

3.2 Interest Rate Differentials and Expected Inflation

As explained in Section 2 and in the Iniroduction, one of our aims is to
understand the effects that the credibility of the fiscal stance had on interest rate policies.
This task can be tackled in many fashions. An ideal one would be assessing the alternative
eftects of the business cycle and fiscul policies on the monetary stance. Some recent work
on the effects of the fiscal stance argues that the latter may pose additional constraints on
the way in whicb inflation is generated (Canzonert, Cumby and Diba, 1998). In particular,

such literature draws a distinction between regimes of central bank dominance {CBD) and

¥ Dstimated coefficients are cainpuled using the author's GAUSS code. Stability tests are conducted using PeGive 9.1.
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those of fiscal dominance (FD). In the latter, pritnary surpluses are not responsive to the
level of public debt, so that the price level and the money stock need to adjust to ensure
fiscal solvencym. Inflation simply adjusts to the needs of fiscal solvency. Under a CBD
regime, instead, primary surpluses systematically react to the level of public debt, and
inflation is determined according to central bank’s unconstrained optimal feedback rule
for money supply and interest rates. Unfortunately, we are not aware of any significant
application of this interesting literature to an open-economy context.

Melitz (1997) provides some cropirical suppost to the idea that, over the sample
we are siudying, the complementarities between budget and monetary policies within
European countsies (and elsewhere) were substantial, In other words, there appears to be
trace of fout-cowrt fiscal dominance in none of the former ERM countries. In principle,
however, the strategic interactions between fiscal and monetary policies -and authorities-
in presence of budget rules as those endorsed by the Maastricht Treaty, ure quite complex.
Very recent work (Leith and Wren-Lewis, 2000) has shed some light on the issue of
whether the above-mentioned “fiscal theory of price level delermination” (Woodford,
1995; Canzoneri and Diba, 1996; Canzoneri, Cumby and Diba, 1998; Cochrane, 2000)
helps explaining some of these theoretical features. Some more sophisticated empirical
research is however needed, and with reference to individual ERM countries, as well as
for the EMU area as a whole, under way.

In the previous scction, we illustrated a simple way in which the interactions
between the public and the monetary authoritics in presence of an exchange rate
agreement may unfold. Our theoretical model says that the spread between the intercst rate
on long-lerm bonds relative to Germany can be employed as a measure of the overall
credibility of cconomic policy stance, us perceived by financial markets participants. More
precisely, we assumed that the long-term spread might refiect the market vicw about the
likelihood that national authorities may be forced to expand monetary policy, thus
loosening control of inflation and the exchange rate. T'he larger such probability, the larger
the spread. If the spread systematically enters an estimated version of our final reaction
function in equation [16], we then conclude that interest rate policies in that country have
been reacting to the perceived exchange rale risk associated to the country position within
the ERM band. We can then view such simple mechanism as one Lhal guarantees an

observable link between the behaviour of fiscal authorities and that of monetary

¥ That is, to ensure thal government’s intertemporal budget constraint is satisfied.
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authorities. The size and the behaviour over time of the coefficient attached to the spread
i the estimated reaction function then describe the extent to which the tiscal stance
constituted an additional construint on national interest rate policies.

However, there are intuitive reasons to expect that long-term interest rates
differentials and expected inflation are strongly collinear. Using the pure interest rate
differential as a regressor m our estimates would involve dealing with an aggregate
measure of the exchange rate risk that is clearly correlated with expected inflation.

Favero, Giavazzi and Spaventa (1997) study the daily behaviour of the spread on
the 10-year benchmark bonds of Italy, Spain, Sweden, and Germany®'. They identify and
measure three compenents of such spread: one directly related to the expectation of
exchange rate depreciation, another due to differences in tax regimes across countries, and
one which reflects the market assessment of default risk. While it would be optimal to
consider such complex decomposition in our work, its use would invariably complicate
the subsequent estimation of reaction functions. I'hercfore, we limit owrselves to the
calculation of a measure of the cxchange risk more closely associated with the first and
third component identified by Favero er af. (1997). We attcmpt to do so by purging the
component of the total differential directly associated with expectled inflation, and
obtaining a proxy for the part of exchange rate risk orthogonal to inflation expectations.
Simple recursive regressions of the interest differential on expected inflation, for each
counity, appeared to serve the purpose without significant bearings on the precision of our
final estimates. Residuals (rom those recursive regressions (Adjspread) were then inserted
as regressors into our haseline reaction function, along with expected inflation, the output
gap, and other regressors.

Though difftcult to interpret, the results of these preliminary regressions (Table
1) are us expected. The coelficients are all strongly significant and correctly signed.

Finally, as we have alieady mentioned, we explicitly account for the possibility
that the central bank might have responded to changes in intermediate objectives not
included in our baseline specification. The inclusion of additional regressors like money
growth and the change in central bank’s foreign exchange reserves excluding gold, is
tested for each equation. Those additional variables would not be relevant simply because
they provide information about future inflation and real activity, This will instead allow us

to check whether such variables had some relevance in the farmulation of interest rate

! we calentate the spread on the same category of bonds.
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policies, beyond the effects that they might have had on the generation of inflation
expectations, the exchange rate risk, and the output gap.

To better fix ideas before commenting on the results of estimated interest rate
reaction functions, we briefly examine some of the major developments involving the

economic policies of each country during the period covered by our estimates.

4. Monetary and exchange rate developments in ¥France, Italy, Belgium and Ireland

According to many historical accounts®, the ERM was not initially established as
a rigid system of fixcd cxchange rates. The universal perception was that each country’s
parity could have been adjusted according to accommodate changes in underlying
economic conditions. In fact, during the first four vears, seven {out of twelve)
realignments took place. As time went on, however, the system evolved towards a more
rigid vegime, and the years between 1987 and 1992-93's breakdown (the so-called “hard
ERM” phase) witnessed no adjustment® at all. Since 2 August 1993, the bilateral margins
around the exchange rate parities were widened from +6 to + 15%.

What follows is a concise history of the interplay between domestic
macroeconomic conditions and the external constraint representcd by the ERM, in the

group of countries under study.

The Banque de France has repeatedly argucd that since late ‘70s its policy had
rebied on two fundamenial inlermediate objectives: strict adherence to the ERM, and
money supply growth (Fratianni and Salvatore, 1993; OECD, 1999c). Since 1977, the
Bank has set targets for monetary growth: M2, from 1988 to 1990, M3 thereafter,

During the first years of French participation to the EMS, the commitment to the
exchange rate targer seemed a relatively loose one, and capital controls were heavily used
to shield domestic money matkets from “undesirable” fluctuations. Iu 1984, however, the
overall policy thrust turned unambiguously more anti-inflationary, and the activation of a
stricter targeting of the cxchange rate, rather than of money growth, gradually took place.
The “hard ERM” phase in early *90s saw France’s attempts --us well as other countries’

ones— to seek further convergence ol domestic inflation levels with Germany.

*? §ec Fratiannt and von Hagen (1992), amongst others.
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Consequently, between 1984 and 1990 capital controls were progressively dismantled.
However, the run-up to closer monetary co-ordination within the EMS broke down during
1992-1993, when the franc was forced outside “strict” targeting of the DM. Despite that,
the Bangue de France managed to control inflation and the exchange rate. According to an
interesting view of the events following the ERM break-up in 1992-93 (Bartolini and
Prati, 1999), those events changed the exchange rate sirategy of the Bank. Its policy of
tolerating short-lived fluctuations of the DM/FF ratc, while still strongly commitied o
tonger-term exchange rate parity, narrowed the scope for short-run speculation®, Since the
overall stance of economic policies appeared consistent with the pursuit of a rigid
exchange rate in the long run, that strategy helped in stabilising inflationary expectations
as well.

From an operational point of view, the mid-eighties saw a major change in the
conduct of French monetary policy (Melitz, 1993; Mojon, 1998). A number ol financial
reforms progressively abolished the regime of administrative credit rationing and the day-
to-day official fixing of the interbank rate prevailed up to 1987, Moreover, the Banque de
France hegan to provide liquidity to the system acting essentially on the interbank and
overniglit money markets. Until the start of EMU’s Stage Three, repurchase agreements
were the main source of central bank money. '

Finally, it is important to note that the Bank was granted full legal independence
in 1993,

Since the split of 1981 with the Treasury, the Bank of Italy gained a substantial
amount of formal independence. This in turn enabled it to gradually switch, as in the
French case, from the use of credit ceilings to standard interest rate policy®. In recent
years, the interest rate on repurchase agreements seemed to have hecome the main policy
instrument (Gaiotii, 1999). In [984, the Bank announced the first M2 official tal'get26. Tt
soon became clear that, however, monetary targets were subordinate to the goversinenti-set
cxchange—rate target, and that eventual harmonisation between the two had still to pass

through restrictions to capital flows.

¥ Aside from the narrowing of Halian lira’s band, in 1996,
¥ Anthony and MacDonald (1999) find some empirical evidence supporting this view. Their work shows (hat the mean-

reverting properties of various ERM exchange rates were cssentially the same with the broad band as with the narrow
band.

** See Spinelli and Tirelli (1993), Fratianni and Spinelli (1997), Gaiotti, Gavosto and Grande (1997).
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ftaly had joined the ERM as a founding member in 1979, though the initial wider
band, several realignments and strong capital controls made the exchange rate constraint
relatively flexible throughout the first half of the ecighties. Clearly, full financial
liberalisation occurred only when (eatly 1990s) a more favourable climate of confidence
about inflation control temporarily relieved the pressure on the exchange raie. At the same
time, the lira entered the narrow band of the ERM. A loose [iscal policy stance and the
mounting public debt, however, have cast a recurrent shadow on the ability of Italian
monetary authorities to control nominal variables”. Thus, concerns became to grow over
the compatibility of the curent state of public finances with EMU provisions (the
Maastricht Treaty was signed on 7 February 1992), if not with medium- to long-run
overall sustainability®®. The dramatic exit of the lira from the ERM in 1992 appcarcd, inter
alia®, as a direct consequence of such concerns.

Meanwhile, successful agreements on lahour costs in 1992-93 had contributed to
easc the pressure on inflationary expectations. However, the flight to foreign currency-
denominated assets that accompanied the currency crisis was halted only when decisive
steps towards a badly needed fiscal correction were finally undeytaken by the second half
of the *90s. By then, a more optimistic outlook for public finances probably contributed to
somehow lower the risk premium on lira-denominated assets. In November 1996, Italy

rejoined the ERM, and in 1998 the Bank of Italy became one the 11 founding Members of
the ECB,

Belgian monetary authorities have always argucd that in a small open economy
the relationship between the exchange rate and inflation was far more stable, and reliable,
for policy purposes, than the growth of monetary aggregates (targeted by Germany's
authoxities since 1974). Consequently, since the collapse of Bretton Woods, Belgium

(along with the Netherlands), had joined various exchange rate arrangements in the

* The official intermediate objective of the Bank had previously been total domestic cradit. This, as discussed in Spinelli
and Tirelli (1993}, and Fratianni and Spinelli (1997), entailed large ceowding-out of private-sector credit and lack of
control on monatary aggregates, in presence of large government budget deficits.

M For un effcclive assessment of the effects of these considerations an enrrency markets, see Giorgianni (1997).

¥ The ralio of central government deticit to nominal national incorne almost doubled in the decade 1981-81 relative to
the previous one (Fratianni and Spinelli, 1937).

* One of the other most commenly arguad canses unfolds as follows. The [talian participation to the ERM witnessed the
accumulation of substantiat inflation differentials between ltaly and the other participating countries. Oceasinnai parity
realignments never fully compensated for such differentials, This way, the lira appeared, in the early ‘90s, as
considerably appreciated, in real terins, vis-a-vis the other TRM members. The 1992 breakdown was then produced by
long-terim  competitiveness difficulties, and directly trigaered by the interest ratc shocks following the German
reunification. This argument, however, docs not take account the existence of diverging productivity trends hetween
Germany and its ERM partners (for such conziderations, sce, tor example, Canzoneri, Cumby, Diba and Eudey, 1998)

95




attemnpt to provide a nominal anchor to its economy™. Aside from a devaluation of 8.5%
in February 1982, in the 1980s monetary policy was essentially designed to maintain
stable exchange rates between the franc and the BECU. In 1990, monetary authorities
finally declared their intention (o peg the currency against the D-mark within a very
narrow range of fluctuation.

As in Italy, substantial budget imbalances generated relatively high real interest
rates throughout the Belgian participation to the ERM. However, a decisive strategy of
fiscal consolidation, pursued over the medium term, has progressively boosted confidence
in the currency and overall policy credibility, then narrowing the scope for speculative
attacks (see IMF, 1998; Perotti, Strauch and von Hagen, 1998). Moreover, the stability-
oriented monetary policy of the seventies and eighties managed to curb inflation towards
German levels already since mid-eighties. That strongly contributed to the decline of

interest rate differentials with Germany. and 0 a stcadily credible climnate surrounding

economic policies.

Until 1979, the prospects of the Irish monetary policy were closely tied with
those of Britain, since hreland had adopted a currency board fixed on the British sterling.
This resulted, amongst other things, in a significant depreciation of the Irish punt against
many “snake’s” currencies. The entry of Ireland m the EMS in 1979, however, did not
result in immediate convergence ol domestic inflation on German levels. The strong trade
links with Britain meant that the domestic price level was stil} closely tied to the British
one, and that the persistent real appreciation of sterling was affecting Irish competitivencss
as well. Moreover, as in the casc of Italy and Belgium, substantial budget imbalances
developed over the years have recurrently pul the currency at risk of speculative attacks.
ITowever, the severe macroeconomic adjustment carried out since 1984 did start to
produce some effects in the second part of the decade. In fact, between 1987 and 1989 the
differential with German long-term interest rates dropped, as the main consequence of a
more optimistic economic outlook and increased credibility of the fiscal stance on asset
markets. Subsequently, a mix of tax cuts, parity realignments, and wage moderation
boosted competitiveness, which stimulated a further cconomic expansion since 1994, This
particular chain of events is now commonly classificd as one of the few cases of

“cxpansionary fiscal adjustment’” depicted in the recent literature on budget consolidation

3 gee National Bank of Belgium {1998} for a sumnmary of the history of Belgian franc.
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(see Alesina and Perotti, 1997; Giavazzi, Jappclli and Pagano, 2000)"'. The monetary
authorities then left the punt to significantly appreciate vis-2-vis the D-mark, strategy
subsequently reversed in 1997, and in 1998, when a 3% revaluation of the punt was the

last official realignment of ERM history.

5. ERM in Action: Monetary Policy Reaction Functions

In Section 2 we saw that a simpie policy reaction function can be derived within a
standard sticky price model with fixed —but “adjustable”— exchange rates. Moreaver, the
class of policy rules in equation |16] is broadly consistent with the inflation-forecast based
rules recently advocated in the monetary policy design literature (Svensson, 1997b, 2000a;
Rudebusch and Svensson, 1999; Batini and Haldane, 1999). Here we simply refer to the
considerations contained in the previous chapter for a discussion of such rules.

Bearing in mind the events summarised in the previous section, we then tum to
illustrating our estimates of the interest rate reaction functions for France, Italy, Belgium
and Ireland, using quartcrly data for each country. The policy instrament we adopted for
each central bank has been chosen {ollowing widespread opinions in the literature on the
transmission of monetary policy impulses, and in all cases but Italy coincides with the call
money rate. Further details on the single scrics are contained in the Data Appendix. The
sample chosen is 1980Q1-1997Q2 for all countries.

In principle, congruent models of monetary policies during the TMS should be
able to unveil some systernatic link between national interest rate policies and inflation
and interest rates in Germany®”. Our results confirm that during the “hard ERM” phase of
the EMS the leeway for the couniries under investigation to carry out independent
monetary policies, had overall shrunk, as one would expect. Policies do appear to have
converged over time towards the behaviour of interest rates in Germany, and to have taken
the cxchange rate commitment with a progressively tougher attitude. Such shift, however,
has becen relatively gradual. Some country can be seen as adapting its national policies in
order to achieve a swilt, though not painless, convergence towards low and stable

inflation. Others have probably suffered from the presence of structural hurdles that

3 Eor a shart but effective account of those irish events, see Obstfeld (199%).
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initially prevented full monetary co-ovdination with the rest of Burepe. Our measure of
credibility, i.c., the adjusted spread on long-terin bonds vis-d-vis Gerraany, significantly
enters all estimated reaction functions, whereas the output gap never does so. On the other
hand, the generalised significance of the coefficient attached ¢o changes in foreign
exchange reserves provides us with some additional evidence in favour of exchange rate
considerations playing a substantial role in each central bank’s policy. This overall
confirms that the ERM bands were not a fully credible exchange rate regime, and that
fiscal imbalances may have played a significant role in intetest rate determination.

The illustration of our findings for each country proceeds as follows. Tables 2
and 3 displays estimates for the long-run solved static reaction functions, while the
recursive graphs in Figures 1-4 show estimated coefficients —between 2-standard error
bands™~ and Chow’s (csis of structural stability. The study of single recursive
coefficients’ path over time can provide for an educated guess of possible shifts in
monetary authorities’ preferences. However, the relevance of such changes can be fully
gauged only with refcrence to their impact on the estimated rcaction function as a whole.

Our estimates for France (Table 2, Figure 1) show that monetary authorities
have been shadowing German policies at least over the last decade. The coefficient
associated with the 3-month German Fibor rate is significant and larger than the one on
domestic expected inflation. Clearly, French authorities appear to have signalled their
commitment to an anti-inflationary stance through a close shadowing of German interest
rates. In parallel, domestic inflation considerations have apparently played a minor role in
the setting of French interest rates in recent yeas. Recursive graphs show how this pattemn
has gradually but firmly been enbanced: after 1985, the coefficient on domestic inflation
steadily falls, while the one on the German rate rises by nearly the same extent. The
(adjusted) spread on German bunds seems to play an imporlant role during the “soft
ERM?” phase. The gradual relative reduction of French fiscal activism, however, may have
contributed to the decline of this coeflicient, as the graph clearly shows. Interestingly, the
coefficient associated with the changes in reserves, tough small, is always significant,
whereas the growth of any monetary aggregates docs not significantly enter the equation.

Overall, the estimated equation shows some sign of instability in correspondence

of the 1992-93 ERM crisis. Since then the coefficients have slightly larger standard errors,

¥ An aticmpt in this sense, involving EMU-wide measurcs of output gaps, can be found in Gerlach and Smets (1999),
Gerlach and Schnabel (1999} instead perform a boef exercise aimed at estimating a Taylor mle tor the EMU arca
cenired on the latter part of our sample,
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and the lup Chow test explicitly displays a break around those events. We interpret this as
evidence that the uncertainties surrounding the start of Stage Three of EMU had some
bearing on French interest rates” behaviour. Nevertheless, the size of these fluctuations is
relatively simall, compared to other couniries in the sample -notably ltaly- and the N-down
Chow test is unable to pick up significant disturbances.

After a cursory look at these results, it is plain to say that the whaole thrust of
French monetary policy has turned progressively more inflation-averse since mid-eighties.
The deceleration in inflation that ensued turns out to be the likely consequence of a change
in central bank’s and/or public’s attitude towards inflation, as well as of some underlying
structural change. As we saw in the previous section, structural adjustment replaced output
stabilisation as a policy priority, while policies aimed at the liberalisation of prices and the
lifting of capital restrictions were enforced in parallel with a less expansionary budget
stance. A closer pegging of the franc vis-a-vis the D-mark made French interest rates
progressively more sensitive to monetary developments in Germany, Such results also
show that the “soft” exchange rate bands implemented since the 1992-93 crisis did not
entail significant loosening in inflation control {as observed by Bartolini and Prati, 1999;
sec also Anthony and MacDonald, 1999). '

Estimates ol the policy rule for Italy (Table 2, Figure 2) find a significant
coefficient on domestic expected inflation, the highest value in owr country sample. In
addition, the coefticient on Germany’s Fibor, contrary to all other counlries, overall is
barely significant, and its sizc, as displayed in the recursive graphs, tends to shrink
substantially after 1989. Some rationale to these results can perhaps be found by looking
at the relevance of exchange rate risk considerations: the coefficient on the spread against
German bonds is strongly significant and outweighs all other parameters. Recursive
graphs show that its siz¢ seems to have grown in parailel with the well-known concerns
about Ttaly’s budgetary position. This points towards fiscal policy having peculiatly heavy
effects on market perception about monetary authorities’ ability to control inflation.
According to the theoretical scheme laid out in Section 2, if the central bank is able to
control inflation and cxchange rate fhuctuations in the long run, the current cxchange rate
depends on the expected sequence of short-term rates and cxchange rate risk
considerations. These are in turn affecied hy expectations about the business cycle, and by

the belief that the Central Bank will intervene to stabilise the exchange rate. On the

¥ Recursive estimates are ohtained with a GAUSS cade, and plotied using GiveWin. Stability tests are from PeGive 9.1
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contrary, if fiscal authorities do not stabilise public debt, the current exchange rate
becomes independent from the cuitent actions of the Bank, and it is instead affected by the
belief that monetary policy will sooner or later be forced to create a regime of high
inflation and realign the parity. In this case, the long-term spread measures fiscal policy
credibility, and the size of the cocfficient aitached to it in our estimated policy rules
reflects the likelihood that markets attribute to such event. We believe that our findings for
Italy strongly support the latter scenario.

In all instances, 1992-93 appears as a turning point for monetary policy. Around
early 1990s, the record levels of public debt of the past decade had clearly undermined the
overall credibility of economic policies, Furthernore, the resilience of Italian fiscal
policymakers in pursuing a policy of “benign neglect” towards the state of public finances
between late eighties and early nineties likely reinforced this tendency (Fratianni and
Spinelli, 1997). Consequently, the spread of Italian long-term bonds vis-a-vis their
Genman analogues simply inflated. In the presence of restrictions on capital flows and
wide exchange rate bands, this might still be consistent with some form of exchange rate
co-ordination. But once such “allowances” were lifted, the only chance an independent
Banca d’Italia had of controlling nominal variables was to restrict inlerest rate policy to
offset the impact of unbalanced fiscal policies on cxchange-rate risk. This is why our
adjusted measure of the interest rate differential, a direct indicator of fiscal policy
credibility, turns oul to be even more relevant than domestic inflation for interest rate
setting.

In line with this interpretation, our estimates clearly signal a structural break
around the 1992-93 ERM crisis. Since those turbulent cvents, the overall thrust of
economic policies appears more firmly oriented towards achieving price stability and
budgetary consolidation (OECD, 1999b).

Interestingly, Ttaly is also the only country in the sample in which the growth of a
monetary aggregate (M1 in this case), though only since recent years, significantly enters
the central hank’s policy rule. Prior tests did not reveal M2 growth, the announced
intermediate target, as a significant regressor. M1 is probably the most relevant monetary
aggregate if pure transactions are fargeted as intermediaie objective of monetary policy.

Nonetheless, the majority of existing estimates of policy rcaction functions agree on the
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empirical irrelevance of such a case®. In addition, it is clear that in periods of rapid
inflation fall, M1 growth is strongly affected by adjustments in real money heldings, and it
becomes completely unreliable as an indicator of economic activity™.

‘Vurning o the two smaller countries in our sample, estimates for Belgium (Table
3, Figure 3) appear broadly in line with those obtained for France. The coefficient on
expected inflation, however, is small and barely sigoificant. At the same tiine, while the
evident significance ol Germany’s Fibor highlights the announced strategy of convergence
on Bundesbank’s interest rate policy, the adjusted spread against German bonds plays a
prominent role in central bank’s reaction function. This is particularly evident in the early
part of the sample, as the coefficient significantly shrank since late 1980s onwards.
Interestingly, the rise in the size of Fibor's estimated coefficient is almost perfectly
mirrored by the fall in the coefficient on expected inflation and the adjusted spread. The
short-term interest rate seemed to react, in line with results on all other countries, to the
change in reserves as well. A glimpse at the recursive graphs shows that the country’s
interest ratc rcaction function was quite stable over time: very narrow confidence bands
around all ceefficients, little evidence of significant breaks, even around the 1992-93
crisis. That is, our estimatcd policy rule shows an overall stable rclationship between
interest rates, inflation, and the exchange rate. Belgian monetary policy could have
suffered, as the Italian one, from the presence of a record level of public debt, and the
subsequent rise in exchange rate risk premia. However, nominal convergence with
Germany seems to have been pursned more resolutely than in the Italian case, and fiscal
consolidation was successfully achieved over a medium- to long-term horizon (OECD,
1999). Both processes substantially staved off speculative attacks, and further enhanced
cxchange rate stability.,

The picture sketched by the estimated rcaction function for Ireland (Table 3,
Figure 4) is somehow halfway through what we found for Belgium and Ttaly. The

coefficient on expected inflation highlights the importance of domestic inflation

™ The most orthodox example of monctary targeting regimc, Germany, is now seen in lhe literature as an implicit
inflation targeter (inter alia, Bemanke, Laubach, Mishkin, and Posen, 19%9). ‘fhe majority ol the available evidence
points out that monetary sggregates are never significant in estimated reaction functions for the G3 and the inflation
targeting regimes (Clarida, Gali and Gertler, 1998, and the previous chapter). In any instance, however, broad rather than
narrow monetary aggregates are universally indicated as the ones with more desirable stability and controllabiliy
propertics {scc Friccman and Kuitner, 1996, or Friedman, 1996, for a dctailed account of the lailures of monelary
targeting experiments in the US),

¥ See the extensive discussion in Chapter 3. With reference to the present case, an advocate of monctary targeting in
Europe argues: “When a country attempts 1o maintain a fixed value of the currency vis-a-vis the DM, intemal monetary

developments hecame theoretically highly endogenous, and almost unmanageable for the monetary authorities™
{Groeneveld, 1998).
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stabilisation as a final objective of monetary policy, whereas the oulput gap, in line with
what we expect for a country that experienced sustained fiscal expansions, is never
significant.

Changes in official reserves play a significantly stronger role than in other
countries, This points to their role as to a shori-run absorber for shocks to the exchange
rate, given the recurrent misulignments triggered, inter alia, by the exceptional economic
growth of the last decade.

Peculiarly, both coefficients on the long-term spread and the German Fibor do
not significantly diffcr from one in recent years. This signals a very strong attitude on the
part of the Central Bank of Ireland towards shadowing Bundesbank’s interest rate policies,
while trying to offset the ups and downs of a prolonged fiscal consolidation (see Alesina
and Perotti, 1997; Perotti, Strauch and von Hagen, 1998). The coefficient on the adjusted
spread was very large until 1989-1990; thereafter the severe fiscal retrenchment enacted --
and facilitated by strong real growth- likely made it converge towards lower levels.

Overall, the policy rule appears relatively stable in recent years: confidence bands
are rclatively narrow around estimated coefficients, while the only peak displayed by one
of the stroclural stability tests is found in correspondence of the 1992 currency crisis.
Since then, the behaviour of interest rates int Ireland became even more synchronised with
ERM’s core, although thc swstained cconomic growth, as we saw, required some

additional exchange rate adjustment.

6. Concluding Remarks

In this chapter, we have examined the behaviour of interest rate policies in
France, Italy, Belgium, and Ireland, during the eighties and on their more recent road to
EMU. Estimated reaction functions for each country provided us with some evidence
about the relative costs these countries faced in maintaining the parities within the ERM,
and in fulfilling the basic convergence criteria laid out in the Maastricht Treaty. The role
of exchange rate risk, and the way long-term interest rate differentials reflected the overall
credibility of fiscal policics in each country, has been analysed in relation to the trade-offs

national policymakers faced between domestic and external objectives. Ry allowing each
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country’s policy rule to reflect the exient to which exchange rate risk affected interest rate
determination independently from cxpected inflation, we obtained an indirect measure of
how fiscal policy credibility influenced central bank’s decisions.

Our findings highlight quite clearly that in some cases (France, Belgium) the
process of convergence towards a stable exchange rate vis-3-vis Germany and a tight
inflation control took place amidst sustained policy reforms over a medium- to Jong-term
horizon. In addition, the ERM turbulence in 1992-93 does not appear to have impaired the
largely achieved macroeconomic stability. On the contrary, Italy’s, and to a much lesser
extent, Ireland’s monetary policics, seem 1o have been severely constrained, in their
efforts to stabilise the economy, by the lack of credibility of their respective fiscal stances,
For Ireland, such pattern appears to have boen promptly reversed, likely with the help of a
very favourable growth outlook. For Italy, well-founded conceins surrounding its
macroeconomic policies at the eve of Stage Three of EMU scvercly affected interest rate
policies. Some more consistent fiscal consolidation somehow eased the process of
nominal convergence vis-&-vis the other Member countrics, but only in latter part of the
sample.

Overall, our results appear as a first empirical validation, with reference to
European countries, of the idea that fiscal imbalances do impose some additional
constraint on the manoeuvrability of monetary policies. This message appeacs cven more
relevant in the context of a unified European monetary policy process. Calls for fiscal
restraint and sounder national budget policies within the Stability and Growth Pact are
addressed on a recurrent basis by the new monetary authorities. Some obscrvers even
attribute the current aticged weakness of the external value of the euro to single countries’
social security long-term solvency problems.

In the FEMS context, the relationships between a country’s budgetary position and
interest rate determination were somehow made morc cvident by the further presence of a
binding constraint on economic policies —the ERM band. The adoption of exchange rate
agreements made financial markets, and the public in general, more aware of the new
trade-off faced by monetary authorities, by attaching extra penatties to departures of
interest rate policies from an anti-inflationary stance. It is clear that financial markets and
policy observers for the very same reason scrupulously and critically monitor the

behaviour of the European Central Bank. Whether the interesting results found in this
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study are going to be observed for the euro area as a whole and for other economies, is left

as a direction for further research.
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Data Appendix

Variables were taken from OECD Main Economic Indicators and IMF
International Financial Statistics. In most cases, we were able to employ seasonally
adjusted data. For each country we measured real output using the GDP at constant price
serics. The inflation series were defined as simple 4-quarter log-differences in the all-
items CPL. Below we briefly list the short-term interest rates we chose as policy indicators,
and the definition of variables in the graphs contained in the Data Appendix. Rates are

generally converled from monthly series.

Country Maoadelled Interest Rate Variable

EFRANCE Call Money Rate

ITALY 3-Month Interbank Deposits (Overnight)

BELGIUM Call Money Rate

IRELAND Call Money Rate

Variable Definition

EXPINE Expected inflation, as described in the main text
ADISPREAD Adjusted spread, as described in the main text
GERFIBOR 3-month German Fibor

RESERVES 4-quarter log-difference in official reserves excluding gold

M1(3)GrowrH 4-quarter log-diffcrence in M1{M3) Growth
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Constant Coefficient  R°

F 0.025337 0.65963 0.171613

rance (0.0028092) (0.174470)
Jal 0.030986 0.40003 0.510899

acy (0.0039753) (0.047464)

. 0.0067862 0.39122 041227

Belgium (0.0023722) (0.056233)

. 0.032671 0.39169 0.169222
Ireland (0.0030398) (0.10448)

Table 1. Preliminary regressions. France, ltaly, Belgium, Ircland, 1980Q1-1997Q%.
Results are from RLS regressions of the spread between the yields on national long-term bonds and that
on analogous German Bunds on expected inflation (standard ervors in parentheses).
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Country/Regressor France Ttaly
Constant 0.0324 0.06893
(0.004901) (0.007694)
FExpected Inflation 0.5583 0.7067
P i (0.115) (0.07481)
Output Ga, 0.152 -0.1584
tput Gap (0.1331) (0.3602)
GerFibor 0.8559 0.2047
{0.06993) (0.1252)
AdiSpread 0.8625 0. 964'5
P (0.07898) (0.1467)
Variable Addition M3 Growth 0.08616 (0.06205) | M Growth 0. 1347 (0.05864)
Tests
AReserves -0.01434 (Q.0072) | AReserves -0.0151 (0.00875)
Suanmar R 0.918652 ' 0.953379
S“mf’ nary i 0.010144] - 0.00831553
TALSTCs ! 1.8 145
1-5 F( 5, 60) AR 1.5 (S, N
pree ;( 57 0.53061 [0.7522] | 4R n” j.f 4.6?7) 1.7068 10.1469]
Narmality 7' 3.5159 [0.0124] Normaltis 27 0.81201 {0.5227]
RESET - 23.248 [0.0000] | ppser 16.113 [0.0003}
1.7875 [0.1860} 7.646 [0.0074]

Table 2. Estimated

1997Q2. Static Long-Run Solutions.

All results are obicined from Recursive Least Squares regressivns of the monetary insirument or o
constant, the indiceled regressors, and one lug of the dependent variable. Regressors are defined in the
main text. Asymploiiv siandard errors in parenihieses. We tested for the addition of other regressors. Zero
restrictions on lageed money growth and the 4-quarter change in the (log of) official reserves of foreign
currency were tested by including them in the baseline regression. Asymptotic standard errors ure in
parentheses. AR is a LM test for the hypothesis of no serial correlation; ARCH checks whether residuals
have an ARCH structure, with no ARCH as the null; Normality tests the normality of residuals; RESET

interest rate reaction functions. France and ltaly, 1980Q1-

tests the rull of no functional mis-specification. P-values in brackets,
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Couniry/Regressor Belgium Ireland
Constant 0.01362 0.04562
(0.003863) {0.01502)
ected Inflation 0.1441 05312
Exp fla (0.06617) (0.1864)
Outvut Ga -0.02964 0.1962
p 4 (0.05137) (0.2260)
GerFibor 0.877 0.9121
) (0.06842) (0.2122)
» , g 1.074
AdiSpread 0.880%9
djSp (0.1076) (0.2172)
Variable Addition M3 Growth 0.02811 (0.02532) | M3 Growti -0.005084 (N.05689)
Tests
AReserves -0.01322 (0.00650) AReserves -0.07666 (0.02123)
Sum R’ 0.942585 ® 0.670091
UIIAry 4 0.00641402 o 0.0303122
Statistics 2;,1 S F( 5, 60, 2.09 iftvz 5 (5, 00 1.92
NRCHA Fia sy 054962[07409) | 4R o IO 053245 f0.7508)
Noraadity ¥’ 0.50798 [0.8715] Normalisy y (1.064094 {0.9922]
RESET 21,288 {0.0000} RESET 128.99 {0.0600]

3.7747 {0.0565]

2.1777 [0.1449)

Table 8. Estimated interest rate reaction functions. Ireland and Belgium, 1980Q1-
1997Q2. Static Long-Run Solutions.
All results are obtained from Recursive Least Squures regressions of the monetary insirument on o
constant, the indicated regressors, and one lug of the dependent variable. Regressors are defined. in the
main ftext. Asymptotic standord errors in parentheses. We tested for the addition of other regressors. Zero
restrictions on lugged money growth and the 4-quarter change in the (Iog of) official reserves of foreign
currency were iested by including them in the baseline regression. Asymptotic standurd errors are in
parentheses. AR is u LM test for the hypothests of no seriel correlation; ARCH checks whether residuals
have an ARCH structure, with na ARCH as the null; Normality tests the normality of residuals; RESET
tests the null of no functional mis-specification. P-values in brackets.
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Recursive Graphs and Stability Tests
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Figure 1. France, 1980Q1-19%7Q2. Recursive coefficients between x 2 standard-error bands;

I-step up and N-step down Chow tests (5%).
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The Information Content of Chapter 3
Euro Area Monetary Aggregates:

Is M3 a Leading Indicator of Inflation

Developments?

“...Making money growth an explicit target of monetary policy, or even using money growth in the role of
what the literature has called an ‘information variable', makes no sense unless observed fluctuations in
money anticipate tmovements of prices, or output, or whatever constitutes the ultimate objective that
monetary policymakers seek to achieve. (What would it mean to exploit an information vaviable that
contains ne relevant information? Whar would be the point in pursuing an intermediate target that is not
observably intermediate berween the central bank’s actions and the intended consequences?) In either case,
whether inavements in money anticipate movements in prices and/or output is crucial...”

B. Fricdiman (1996), p. 138

1. Introduction

The monetary policy strategy of the Eurosystem, as illustrated in a number of
official declarations of European Central Bank’s Governing Council’, consists of three
elements. Firstly, the broadly defined primary objective of the Eurosystem, namely price
stability over the medium term, is given a quantitative definition (*...increase in the HICP
for the euro area of below 2%”). To achieve the stated goal of the strategy. a prominent
role is then assigned to the monitoring of monetary aggregates for the arca as a whole,
This translates into the unnouncement, each year, of a reference value for the growth of a
broad monetary aggregate. For 1999 and 2000, the announced reference value for the
growth of M3 was 4.5%. Iinally, a broad assessment of the outlook for, and risks to, price
stability, completes a pragmatic framework whereby the information obtained from
monetary aggregates is jointly gathered with other derived from a number of economic
indicators.

It is then clear how, despite the controversies accompanying and foliowing the
choice of the imonetary policy strategy of the ESCB, the option adopted marks a
substantial departure from standard models of monetary targeting regimes. The
“prominent” status assigned by ECB’s Goverting Council to money, though forcefully
stated, by no means coincides with the intermediate-objective role monetary aggregatcs
play in textbook treatments of such regimes. Indeed, a hird’s eye view of the overall
strategy reveals significant departures even from the most closely followed model of

inflation control in Burope, 1.c., the Bundesbank. Whereas the latter was attaching to the




announced value for M3 growth an explicit role of target®, the BCB clearly defines it as
reference value, qualifying its relevance as the most important, but not unique, leading
indicator of price developments. However, the recent [iterature on monetary policy rules
(Bernanke et al., 1999; Taylor, 1998, 1999} and some related empirical evidence (Clarida
et al., 1998; see our vesults in Chapter 1), agree that inflation forecast regimes and
monetary targeting regimes behave according to similar observed patterns.

Economic theory suggests that money can play two roles in a monetary policy
strategy. In common io both inflation forecast- and standard monctary-targeting regimes,
the behaviour of monctary aggregates can be uselully monitored by the Central Bank to
obtain information about foture inflation. Monetary authorities adopting money growth as
an information variable assume that past and current monetary developments contain
useful information about current and future price developments.

On the other hand, in standard regimes of monetary targeting, the money stock is
seen to provide for a nominal anchor to the whole economic system, and to inflation
expectations in particular. Consistently with the view that inflation is, ultimately, a
monetary phenomenon, the announcement of a target for the growth of some broad
monetary aggregate helps the private sector forming expectations about future nominal
variables. The path of inflation expectations is thus “co-ordinated” by monetary authoritics
towards the adopted definition of pricc stability. Of course, for such strategy to lead to

optimal outcomes, some important criteria have to be fulfilled:

a) A stable demand for the monetary aggregate must exist. This involves that a
monotonic relationship between money and prices is identified, and that, in
turn, a similar one be found between the intermediate and the final goal of the
stralegy.

b) A monotonic relationship of the available policy instrument -usually a short-
run jnterest rate- with the monetary aggregate must exist. This is equivalent o
require that the money stock is controllable at some horizon through changes
in the policy instrument.

¢) The commitment of meonctary auvthorities to the strategy and the

announcement must be credible.

! See, for example, ECB {19994). Angeloni et al. (1999) cxtensively disvuss the motivations of such strategy.

2 See von Hagen (1999) for an interesting reconstruction of the foundations and development of Ruadesbank’s strategy
since early 1970s.
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d) Finally, relationships in both a) and b} must be invariant not only to changes
in the behavioural relationships within the economic sysiem, but also to
Central Bank’s own actions. In other words, the strategy must be immme to

Lucas’ critique.

It is thus clear that, for a monetary policy strategy aiming at using monetary
aggregates, either as an intermediaie target (nominal-anchor role) or as an information
variable (leading-indicalor role), the identification of the statistical properties of the
money-prices relationships is crucial.

Well before the start of Stage Three of the European Monetary Union, a number
of empirical coniributions have then addressed some of the above issues, from a number
of perspectives. A first strand of the literature has focused on the estimation of structural
models for the euro area, to evaluate their restricted reduced forms in terms of stability and
controllability of the M3 stock (Cabrero et al., 1998; Fase and Winder, 1999; Vlaar and
Schuberth, 1999; Coenen and Vega, 1999). The results point to positive findings for the
former feature, but to a negative response as regards the latter.

More recently, the forecasting properties of euro-area M3 have started to be
analysed directly in terms of price developments. This is the case of a recent contribution
by Gerlach and Svensson (1999)°. This paper assesses the informational content of the
output gap (actual output minus its potential level) and the intevest rate spread {long-term
interest rate minus short-term) along with that of the real money gap (actual real M3
holdings minus their long-ran equilibrivim value). The exercise, performed within the so-
called Pstar framework, finds that both the output gap and the real money gap contain
useful information about future price developments®,

A further direction for research is suggested by Sims (1972). This pioncering
study points out that investigating the leading indicator propertics of monetary aggregates
for future price developments is equivalent to studying the Granger-causality properties of
money on prices. More precisely, Granger causality from money to prices is the necessary

and sufficient condition for money to be a leading indicator of price developments®.

* See also Svensson and Woadford (1999) for a further attempl to fully ratienaltse the use of wonetary indicators for
interest-rate policy.

' A somewhat deeper discussion of Gerlach an Svensson’s (1999) results and Pstar models is carried out below.

? However, this is neither necessary nor sufficient o guarantee a nowinat-anchor role for it. Sims (1972) also shows that
the direction of Granger causality has to tan {rom prices to money for the latter to be effectively employed us 8 nominal
anchor. This is in upen conflict with the assumption in Estrella and Misbkin (1997), who instead rely on a minimal
inforation content of monetary aggrcgates as a for money to be used as a nominal anchor.
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Consequently, such properties do not necessarily need to be investigated from the
restricied reduccd form of a structural model: standard Granger non-causality tests are
usually performed straight from the unrestricicd reduced form of the same model. This
result is crucial, for it allows to overcome a number of important hurdles one would meet
when trying to identify (or over-identify) a minimally well specificd structural model of
the curo arca.

However, some relevant caveats arc in order. First, when information from
monetary indicators is to be employed for policy purposes, a clear understanding of the
transmission mechanism of policy actions is as relevant as that of the existence of a
relationship between money and prices. More importantly, the concept of Granger
causality is strictly non-operational, since it refers to the entire universe of relevant
information characterising the behavioural relationships within the economic system.
Again, this problem is particularly severe in the case of policy-related variables. Infcrence
on Granger causality may not be invariant o the inclusion or exclusion of additional
information, i.e., the extension or reduction of the information set. Thus, conclusions
aboul the nature of monetary shocks cannot be firmly drawn based on the limited vector of
variables typically included in structural modcls of the economy.

Bearing these constraints in mind, we devote the first part of this analysis to
conduct a series of tests on the null hypothesis that money does not Granger-cause prices
in the enro area. The study is carried out within the context of a cointegrated VAR system
already used by Coenen and Vega (1999) to estimate a demand function for euro-area M3.
Subsequently, the leading indicator properties of M3 are investigated within the Pstar
framework, in line with the previous attempt by Gerlach and Svensson (1999). In other
words, we try to assess the information content, and more specifically the predictive
power, of the real money gap, but also of the output gap and a mceasure of the term spread,
for future inflation. Finally, with an eye to the results of previous seciions, we perform a
number of forecasl encompassing tests, to compare the predictive ability of our model vis-
a-vis that of an empirical model of euro area inflation (Fagan, Henry and Mestre, 2000) in
which developments in the money markets do not play any role in forecasting inflation,

The main conclusions of our analysis are as follows. First, there is very little
empirical evidence against the null of Grangesr non-causality of M3 aggregates on priccs
for the euro area. This finding appears to be robust to a number of crucial changes in the

specification of the system estimation, the sample used, and the assumptions about the




order of integration of the variables. Second, our forecasting modcl shows the existence of
a reasonably strong positive association between the real money gap and future inflation
up to five-six quariers ahead. However, the output gap and, o a lesser extent, the real
interest rale or the term spread, tend to display similar predictive ability. This is in line
with recent findings for the US® (Tzavalis and Wickens, 1996; Stock and Watson, 1999),
and allows to conclude that standard Pstar models are likely to forgo the rich information
content of variables other than the real money gap. Finally, our forecast encompassing
exercises suggest that information obtained from "monetary” models like ours and that
from more “structural” models of the euro area should be systematically and jointly used

to study future price developments.

2. Money-Prices Relationships in the Euro Area and Granger-causality tests

In this section we focus on the statistical properties of the relationship between
monetary aggregates and intlation as displayed by the results of tests on Granger non-
causality conducted within the same framework as in Coenen and Vega (1999). Our aim is
to investigate the causality relationships between money and prices within the information
sct at hand. In the next section, we will show that the causality links found below, while
robust to a reduction of this dataset, are not invariant to its extension. In particular, the
results of this scction will not appear robust to the inclusion, as in Gerlach and Svensson
{1999}, of variables accounting for monetary policy’s implicit inflation objective and for

the area-wide output gap.

The series we use (see Data Appendix) come from the European Central Bank
Arca-Wide Database’, and are seasonally adjusted quarterly observations from 1980Q1 1o
1998Q4, computed using fixed weights based on 1995 GDP at PPP ratcs. Quarterly
averages of M3 monthly data were employed for the broad money aggregate, whereas
GDP and the GIDP deflator were used for the scale and the price variables. The real money

growlh measure is the quarterly change in the real stock: Arf, :-.A(mt —p,): i, -1, ,

b Friedman (1997) carefully exemines a numiber of theoretical and smpirical issues rclated to the nse of monetary
indicators for the US interest rate policy.

The sedes employed in this study are now publicly available. Similar data are also available trom the Bank of
International Settlements. ‘The February 1999 ECB Moothly Bulletin relcased historical estimates ol these aggregatces,
while ECB (1999b} conlains further information ubout the identification of the links between the diftercnt categories of
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whereas the short- and Jong-term interest rates are compused as averages of national rates

weighted using the same weights as above®.

Let Z' = (m-p, n v, R', R) = (m-p, x X') be a vector of CI(1,1) variables
consisting of real holdings of M3 (m-p), the inflation rate (as measured by the annualised
quarterly changes in the GDP deflator, & = 44p), real GDP (¥} and the short- (R*) and long-
term (R') interest rates. The problems inherent to the order of integration of these variables
have already been examined, and they are fully discussed in Coenen and Vega® (1999).

Consider the following VAR model:

k .
Zr'_"zrzt-i"'vn [1}
i1

and its YECM representation:
k-1
AZ, =) AAZ, +TA'Z_ +V,, [2]
=1

with I' and A (5, r) full-rank matrices.

Coenen and Vega (1999) estimated model [2] with lag-length k¥ = 2 and
cointegration rank » = 3. In our context, we investigate the leading indicator properties of
M3 by performing a battery of tests on the null hypothesis that money does not Granger-

cause prices. Following the suggestions in Toda and Phillips (1993, 1994), we define the

following partitioned matrices:

monetary ageregates and financial instruments included in the old national monctary statistics and the harmonised
categeries of Monetary and Financial Institutions of the Curo Area.

% Obviously, theve are non-trivial issues related to the DGP of our aggregate variables. lndeed, the very existence of an
area-wide business cycle, monetary policy, financial market, etc, appears 1o be the key prablem for any analysis dealing
with similar aggregate issues. However, we fecl that some empirical exercise on the objective of our investigadon is
worlh trying well before reliable and uncontroversial statistics for Enroland become available. A more cxtensive
discussion of the weighting procedures and aggregation methods can be tound in Cocnen and Vega (1999), who also
show how their results -and likely vurs- are substantially invanant to changes in the aggregation methods.

* See ulse footnote 10 below,
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Z, =\ =, s A=l AL AL AL i=1. k1
X: A;l A:!2 A'33
[-‘l AI
['=|I, {and A=| A, [3]
r} AJ

This way, we are able to impose a series of hypotheses about causality, exclusion
and weak exogeneity, both on short- and long-run parameter matrices. These different
hypotheses are defined as follows [scc Toda and Phillips (1994) for the asymptotic
distributions of the corresponding Wald tests]:

H A% g == A12<1““1 =0 and ["'2.11\'1 ={; (short~ and long-run causality)
I—Ij_: Aél == Alél— 1_ 0; {(short-run causality}
HZ: Al =0 (long-run exclusion)

2

H,: T, =0; (weak exogencity)

£

Héf I'yA] =0; (long-run causality)
(41
Toda and Phillips (1993, 1994) devise three sequential cavsality Wald-type tests
to test the causal effects of one variable on another group of variables and viceversa. ln
particular, the recommended sequence is as follows:

if H, is rejected, test H

(P1) Test H, ‘ .
otherwise, test Fl |

if H, is rejected, test H'

P2y Test H; )
(P'2) l<0h’/terzw'se, test H'

/if H, is rejected, reject the null
if both are rejected, test

(P3) Test H| | 1 H,, if r>1, or reject
otherwise, test H, and H{ the null if r=1

otherwise, accept the null
\ of moncausality
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After estimation of model |2], we obtain the following resulis (p-values in brackets):

* 2
H : y,=.251 (.882)

H, : =069 (793)

H} 22 =1272 (.005)

1-1;: 22 =26.43 (000)
N ~

I—Izlz X =.251 (.617)

Therefore, based on thc Toda and Phillips tests conducted above, the null
hypothesis that M3 money does not Granger-cause GDP prices within the vector of
variables at hand cannot be rejected at standard confidence levels. This finding is also
robust to the choice of the sample period. When our bascline VAR is estimated recursively

over the sample 1993:Q1 to 1998:Q4, the maximal test statistics for the hypotheses H¥*,

H,, and FIy* are, respectively: 0.477, 0.268 and 0.937. All of these are well below the

corresponding #* critical valucs'®. The same results hold if the estimation sample starts in

1983, dropping the first five years from the analysis.

The Phillips-Toda tests conducted above heavily rest on the results of standard
pre-tests for unit roots and cointcgration“. Granger-causality tests conditiona! on the
cstimation of VAR parameters may be crucially impaired by potential biases arising {rom
inaccurate determination of the mwmnber of unit roots and cointegration rank in small
samples like ours. To counter-check our conclusion about the failure to reject Granger
non-causality of M3 on prices, we thus study whether it can be attributed to mis-
specification of the cointegration rank, and/or of the order of integration of the variables

included in our vector.

® The usc of -2 critical values in a recursive context tends to bias resulls Wowards rejection of non-causality, since no
allowance s made for the endogenous search. In this sense, our conclusion on non-Granger causality appears (o be even
more firmly grounded.

" “Phe application of ADF tests 1o our vectos of variables yields results absolutely in line with the findings of the
Johansen cointegration tests performed in Coeven and Vega {1999). Real moncy balances, income and both intcrest rates
are I{1) lor the sample under investigation. As regards m and p, however, the evideuce 1s more mixed, and appears not to
be invariant to the nature of the trend contained in the alternative hypothesis, and to the sample under consideration,
Camforted by resules of recursive computation of these statistics, we conclude that the evidence is broadly in favour of
the inflation rate and nominal money growth heing non-stationary processes for the saniple we adopt. Detailed results
from these tests are available from the author upon reguest.
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To this end, we follow Toda and Yamamoto (1995), who show how the
estimation of VARSs in levels and the inference on general restrictions can be efficicntly

conducted even if the time series involved are integrated or cointegrated of an arbitrary

order.

First, we apply the standard lag-selection procedures to determine the lag fength
{(k*) in the VAR. Subsequently, a (k*+d,.)th-order VAR is estimated, whete d is the
maximum order of integration suspected to occur among the variables in the system (in
our case 1 or 2). Finally, we impose and test restrictions on the first k* coefficient

matrices, discarding the last d,,,, lagged terms, as suggested by Toda and Yamamoto
(1995).

Table 1 (left panel) reports results from tests for Granger non-causality of M3 on
p in VARs including two sets of variables: 27 = (m, p, y, R°, R') and Z% = (m-p, 4p, y, F’,
R'). This way, we arc able to develop our tests on alternative assumptions councerning the
order of integration of the price seties, aud the long-tun homogeneity of # and p. The
maximum order of integration is presumed to be 2 (I{2) model) or 1 (I(1) model) in Z! and
1 (I{1) model) in Z°, allowing for the possibility of nominal vartables being I(2) but
constrainh;g rea} variables to be, at most, I{1). In other words, we allow tor the possibility
of both nominal and real variables being I{1). Accordingly, columns 1 unrd 2 in the table
refer to the specification in 2/, under alternative hypotheses on the maximum degree of
integration among the variables included in the vector: dyu = 2 (col. 1) ot d =1 (col. 2).
Cohumnn 3 refers to the specification in 72, under the lrypothesis d,.=1. The right panel of
table 1 reports Lests for model reduction from Z' to Z%; in other words, we also explicitly
test for long-run homogeneity of money and prices. Finally, in line with the evidence
from both sequential tests for lag exclusion and information criteria, the VAR’S orders are
set to k = 2 in the shaded cells in the table. However, we also report results for £*+7 and
k*-1. The complete set of resuits in the table permit to comfortably gauge the robustness
of the conclusions of the Phillips-Toda tests conducted above against alternative

assumptions on maximum order of integration (@) and the VAR lag-length (%),

Table 2 repeats the tests for different subsets of the variables in the systems: 1)
Z,) =(m, ;) and Z,,zz(m-p, ap); 2) 7 =(m, p, y)and ZbZ:(;rz-p. Ap, y); 3) Z =(m, noy R
and Z2=(m-p, dp, y, R'); and 4) Z/=(m, p, v, R-R’) and Z =(m-p, dp, y, R"-R’). The

structure of the table is the same as in Table 1, except for the inclusion of the

corresponding Philiips-Toda tests in column 4. This in turn allows us to obtain some clues
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on the relevance of the composition and size of the information set for the nature of the

Granger-causality relationships we are testing for.

By looking at tables 1 and 2, a number of clear-cut conclusions can be drawa.
The analysis just performed suggests that the empirical evidence for rejecting Granger
non-causality of M3 on prices is very thin. Both the Phillips-Toda tests and the Toda-
Yamamoto tests fail to reject Granger non-causality of m on p at standard confidence
levels. This finding, which is stable throughout the sample chosen, appears also to be
robust 1o a number of alterpative assumptions regarding: i) the maximum degree of
integration of the variables in the system; ii) the lag-length selected for the VAR and, ii1)
the imposition or not of the long-run homogeneity of money and prices'®. Finally, the
results in table 2 also suggest that the above findings are broadly invariant to a reduction
of the information set employed. This conclusion, however, cannot be readily extended to
the case in which the vector of variables included in the system is broadened, as we will

see in the next section.

3. The Pstar Concept and Leading Indicator Properties of M3: Forecasting Models
of Euro-Area Inflation

3.1 An Introduction fo the Pstar model

The policy relevance of the Pstar concept dates back to its use by a number of
influential studies as the analytical basis for the quantitative derivation of annual monetary
targets in various countries'’, Monetary targets were, of course, introduced in Germany
only (since 1975; see Neumann, 1997; von Hagen, 1995, 1999), and the Bundesbank
appears to be the only monetary authority actively employing a Pstar-type framework.
Nonctheless, this indicator of pricc pressures has re-emerged in the contlext of discussions
on the process of monetary unification in Lurope (Svensson, 1999¢; Gerluch and
Svensson, 1999). In fact, an intuitive illustration of the concept can easily be shown as

underlying the quantitative definition of the money-growth reference value announced by

2 Though the homogeneity hypothesis cannot be rejectzd al conventional confidence lovels

"* The usc of Psrar as an indicator of price pressurcs was initially advocated by studies developed wiainly within Central
Buanks, For instance: US, scc Hallman, Porter and Small (1991}; Germany, Tédter and Reimers {1994); Japan, Bank of
Japan {1990). The evident trendiing behaviour of the velocity of money in many of these countries subsequently posed
severe thearetical challenges to its practical implementation. A study of the Psiar concept (applied to Germany and the
UK) from a cointcgration perspective is undertaken by Funke et al. (1997), while Groeneveld (1998} extends lhe
analysis by applying a Kalinan-Filter techuique to a number of EMS countries.
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the Eurosystem as one of the two “pillars” of its own policy strategy (ECB, 1999a). In the
words of the President of the ECB:

“...The first reference value for monetary growth decided by
the Governing Council... is consistent with the maintenance of
price stability according to the ESCB's published definition,
while allowing for sustainable output growth. It _has been
derived by assuming that the trend growth rate of real GDP in
the euro area is in the ronge of 2% to 2 1/2% per annum and
the velocity of circulation of M3 declines at a trend rate of
between 1/2% aund 1% each vear....”

(Introductory Statements by W. Duisenberg, Press Conference
of December 1, 1998)

The basic idea of the Pstar approach is to define the equilibrium price level (p*)
as current money holdings per unit of potential output in correspondence of an equilibrium

level of velocity. From the simple equation of exchange (g, =m, -y, + 0, in logs):

py=my —y, +0, [5]

Thus, deviations of the cuvrent price level from this long-run equilibrium can only be

possible if current output and/or velocity depart from their respective equilibrinm values
po-pr =y =y )+ (o, -9, [6]

and may affect inflation according to some law of motion. If economic activity exceeds iis
potential value, and/or a expansion in liquidity causes velocity to exceed its long-run level,
inflationary pressures will therefore develop. The adjustment between inflation and the

price gap may {ollow, for instance,

7 =Ap o~ Pl ]

127




where z; 18 a white-noise disturbance. Thus, if the price gap in the previous period was
indeed positive (p,_ - p,, >0), current inflation would be rising to eliminate the price
gap. By contrast, and assuming there is a long-run stable relationship between the two

variables'’, if p,, = p’, both price levels wilf grow at the same rate. In this instance, if
the monetary authorities aim at stabilising inflation around a pre-sct target 7, , the money

growth value consistent with such objective would simply be:
Am, = Ay, — Av, + T, [8]

which fully explains the rationale behind ESCB’s choice for M3 reference value.
It is interesling to note that according to this framework, an interest rate policy exclusively
geared at targeting money growth is in fact targeting inflation, and it does so explicirly’”.

Despite its widespread and influential use as an empirical tool for monetary
policy, the Pstar framework has no solid theoretical background. Any work that aims at
providing some evidence on its empirical properties faces the hard task of seuting up
reduced-form relationships with no microfoundations at hand. More importantly, this set-
up suffers from some of the well-known drawbacks associated with the applications of the
quantity theory of money to policy variables over a short- and mediumn term-horizon. That
is, the velocity of circulation of money is in practice endogenous with respect to output,
inflation, and the situation of money markets (liquidity, interest rates, etc.). it is then
inappropriate to infer causality and forecasting properties from a model that does not take
into consideration that velocity is simultaneously determined alongside other real and
nominal variables, Finally, the very existence of a velocity trend is difficult to rationalise
in the context of a model that has virtually no microfoundations. It is then clear how the
statistical properties of the M3-prices relationships should be more properly studied by
nesting the Pstar concept within alternative models of price pressures, relying on more

“structural” frameworks thun the one just sketched.

" Groeneveld (1998) and Funke et al. (1997) provide some evidence concerning such point
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3.2 Structural Models of Money in Europe

Amongst the first to investigate the money-prices relationships in the euro area,
Vlaar and Schuberth (1999) estimate a structural VECM including inflation, real income,
short- and long-term inierest rates and financial wealth, and identify the structural shocks
within the model. Closer to our purposes, the study detives impulse responses that show
how (proxied) deviations of real money balances from equilibrium do tend 1o create some
inflationary pressures, as one would expect. Finally, although stable money demand and
excess money-inflation relationships are identified, controliability of the money stock via
short-term interest rates is rejected.

Coenen and Vega (1999} estimate a demand function for M3 in the euro area
spanning 1980-1998. System estimates conducted with the Johansen (1995) procedure and
applied to a vector comprising real moncy holdings, income, long and shott interest rates
and inflation led to the identification of three cointegrating vectors. The spread betwceen
the long and short interest rate, a Fisher-type long-term interest rate parity, and a relation
expressing real M3 hoklings as a function of income and the nomina! and real stochastic
trends driving the overall system are identified. Weak exogeneily of real income, interest
rates and inflation with respect (o the long-run parameters of the latter cointegrating vector
is subsequently not rejected. This involves accepling the idea that M3 does not Granger-
cause inflation. In the light of this, a long-mun conditional money demand equation is
estimated. Furthermore, a dynamic, single-equation model of M3 is develeped and tested
for weak exogeneity of real income, interest rates and inflation with respect to the short-
run parameters, and for stability, conlirming the previous results. These findings prove to
be robust to alternative aggregation methods. Further investigation into the identification
of the structural innovations to the multivariate money demand through impulse response
analysis broadly validates Viaar and Schuberth’s (1999) findings about the lack of
controilability of the money stock via standard policy instruments.

Closcr to the problem at hand, Gerlach and Svensson (1999) nested a Pstar-type

model of inflation and a simple expectations-augmented Phillips curve:

'* The majority of estimaled interest rate reaction [unclivns for the Bundesbank detcct a more significant role for
expected inflation than for M3, which empirically corroborates the above statement. See Chapter 1, and Muscatelli et al.,
1999; Clarida et al., 1998, Svensson (19994, b) claborates more extensively on this point.
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= 4'5(7?‘:—1 - ﬁz;_1)+§2 (ym _y;-1)+§4 , [9]

where #° represents inflation expectations and #m indicates long-run real money
balances. Where statred, the latter are calculated in correspondence of trend output,
velocity, and real interest rates.

The rest of Gerlach and Svensson’s model is as follows:

7y =~ )7 o m,_ 19.1]

7y =explry +rt) [9.2]

iy =(m=p), =k e, k(R -RD) [9.3]

ATy =8y — 6, [ -k —k,y+ KAR' =R,y — &8, (m, =7, + 5,AM,_, +v, [9.4)

pr o=y ko -k k(R - R) [9.5]

=1 =(m—=p)~(m—p ) =—(p,~p;) =(m =P —k' - kyy_: K =[ky =k, (R"-R°Y] {9.6]

Inflation expectations are detcrmined in {9.1] on the basis of past inflation and
authorities’ implicit inflation objective (#7,). The latter in turn is computed ([9.2]) as a

deterministic exponential trend, under the constraint that inflation equalled 1.5% in 1998.
This particular assumption, kept aiso in our study, attempts {¢ provide an elementary
rationale to the inflation downward trend observed in Europe since mid-eighties. Though
not particular sophisticated, the hypothesis of an exponential trend aims at simplifying the
task of devising more detailed explanations of the same phenomenon, while stressing the
importance of monetary authorities’ increasing commitment to lower inflation in the area.

The definition of real moncy balances in [9.3] follows the standard treatments of
long-run real money balances, assumed to depend positively on real income and
negatively on the opportunity cost of holding money (as measured by the term spread)’®.
Equation [9.4] postulates Gerlach and Svensson’s modelling of the short-run demand for
real money holdings, while [9.5] is similar to our equation [6], with the term spread
replacing the deviations of velocity from trend. Finally, 9.6} defines the real money gap
as the negative of the price gap.

Assuming that long-run equilibrinm 1s characierised by having

" See Ericsson (1999) for an up-to-clate analysis of recent findings on the empiricat specification of money demand
functions
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Y= yr"' = P; (ﬁ’l‘ = ﬁl;), (R: R:) = (R! ~R ).; =0, = ﬁl-rl 4 [10-‘

(weighted non-linear LS) system estimates of this model yield {(standard errors in

parentheses):

m-m, = Ar o= - M5 (z,-2) + 163 (m-w), + 021 (y-y), + f
(0.074) (0.004)
f11]

Inflation dynamics is then seen as dependent on the deviations of real money
holdings from their equilibrium level and departures of past inflation from authorities’
implicit objective'’. These empirical findings broadly validate the Pstar concept, since
they confirm that price pressures arise from disequilibria in inflation expectations and/or
past liquidity holdings. Although the relevance of the output gap is tejected at
conventional confidence levels, this measure of the cyclc appears to be capturing price
pressures not otherwise explained by disequilibria in the money markets and expectations.
We turn to this important point later, because a similar results, but with a much stronger
statistical significance, will crop up in our resuits as well.

One conclusion [rom Gerlach and Svensson’s findings pertains to the resulis of
our Granger-causality analysis. The very presence of the real money gap in [11] implies
that money Granger-causes prices once one accounts for the presence of authoritics’
inflation objective and the output gap in the imformation set. This in turn validates our
early argument that inference on the forecasting propertics of M3 is not invariant to the
addition of relevant inforimation in the vector of variables under consideration. We now
build upon this point by extending the analtysis towards more systematic inflation

forecasting for the euro area.

' Gerlach and Svensson alsv argue that the Furosystem's money growth reference value performs worse than alternative
indicators of monetary disequilibrium, namely the real moncy gap as computed in [9]. Noting that

(m =}y = (o —-in),_y + Al — i), , the vesult in [11] can be easily re-parameterised in terms of the two RHS

variables in the above idengity, the [atter o which could be interpretzd as the deviations of money growth from the
reference value. 1t follows that, provided due account is taken of the prevailing liquidity situation as ineasured by the

level gup, (m —t), 1. Alm - fit), provides the same informulion content as {m ~ M), , partly contradicting Gerlach
and Svensson's claim.




4. Forecasting Inflation in the Euro Arca
4.1 The Information Content of Money, OQuiput and the Interest Rates in an Extended
Framework

The task we sct ourselves is to oblain a measure of disequilibrium in the money
markets that does not depend to any extent on weak exogeneity assumptions, as these
proved to be dependent on the information set employed.

Simple extension of Coenen and Vega's (1999) two-step Johansen estimation, to
a vector of variables now including the output gap and the authorities’ inflation objective,

would be cumbersome and inappropriate, for a number of reasons:

+ it would makc impossible the structural identification of the exact cointegrating
relationships;

- simultaneity biascs are likely;

- we wish to study M3-prices relationships regardless of weak exogeneity assumptions,

in turn necessary to identify long-run money demand parameters.

We then start our analysis by considering the application of Johansen's (1995)
procedurc to the largest vector of variables we adopted for our Granger-causality tcsts,
namely Z' = (m-p, = y, R, R'). That is, we test for cointcgration in a system including real
money balances, real income, short- and long-lerm interest rates, and inflation. This way,
we aim at obtaining measures for the long-run income elasticity and the semi-elasticity of
inflation with respect to long-run money demand, to be subsequently inserted in our
measure of the real money gap. We avoid trying to infer the interest rate semi-elasticities
of money demand, as that would involve imposing further, costly restrictions on an
already complex system.

For the samnple 19800Q1-1998Q4 we are thus ablc to identify the same number of

stable cointegrating vectors as in Coenen and Vega (1999), and more precisely'®:

(0.037) (0.189)

ecm2, = (RJ -R® ): —(K' - RS )ﬁ {121

ecn3, = (Rs —n)i -(® —n)ﬁ

" Resulis on cointepration (ests arc not shown here for brevity, but are available from the author upon request.
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In {12], the second and third vectors represent the spread between long- and
short-term interest rates and the real short-term interest rate (consistently with the Fisher
parity), respectively, both stationary around constants'. The first cointegrating vector, in
turn, allows us to unambigoously identify the two money-demand clasticities we were
looking for.

All estimates are pretty close (o those obtained through Coenen and Vega’s
solved conditional ADL model for long-run money demand. Subsequently, we estimate a
VAR system in AZ,, conditional on AZ,;, ecml |, ecm2 |, and ecm3, ;. The results we
obtain for the inflation equation, after less significant variables are excluded, are as

follows (standard errors in parentheses)™:

Azy= 45 [(R'-R*)~(R'-R'Y],,+ 54 [(R® =7)~(R’ -7)'};; +2,

(3]
(13} (.10)
T=73 (1980:(04-1998:04) R2=0.30 o=.88% PDW=1.95
LM(1)=1.34 (252} LM(d)=1.46(.231} LM(1,4)=0.60 {.667)
ARCH(4)=0.50(.734) HET=0.80(.553) NORM=0.01 (997}
RESET=1.33(.252) FOR(24)=7.36 (.999) CHOW(24)=.31 {.999)

Standard tests for the exclusion of additional dynamics on the two crucial terms
AZ.; and eeml ..y fail 1o reject the null ([F(8,63)=0.88 (.540)]), thus we conclude that ¥, is

a pure innovation relative to the information set we employ in [13]. In particular, the test

for excluding ecil,, yields F(1,70)=0.25 (.617).

The specification above is similar to what previously estimated by 'Fzavalis and
Wickens (1996} for the US. k is clearly inappropriate to give [13] a policy interpretation.
Whal the estimated equation signals is that the past spread and rcal short interest rate helps
predicting current inflation -though to a limited extent. In particular, one might want to

rationalise the positive signs in the above expression using the idea that the term stracture

¥ Respatively, about 0.613% and 5.2%

* The summary statistics are to he interpreted as follows. LM() and LM(1,i) arc the Lagrange multiplier Fetests for
residual sutocosrelation of order i and up (o the /™ order, respectively; ARCH is the Engle P-test for autoregressive
conditional heteraskedasticity, HET is the White l-test tor heteroskedasticity; NORM is the Doorntk and Hansen 3*-tcst
for normality; RESET is the regression specificalion F-test due to Ramsey; FOR and CIIOW are the out-of-sample
lorecast test and the Chow test for parameter stability over the period 1993,Q1-1998:Q4.
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tends to react quite quickly to changes in expected inflation. One can also add that in
correspondence of such reaction the likelibood of anti-inflationary policy actions tends to
push the real short-term interest rate above its equilibrium value, even before any action is

taken in practice. Finally, since the two estimated coefficients do not significantly differ

from onc another, one can easily show that (Rs —fi)‘ =(R' ——zr)t —--(RI ~R )' . This in turn

would call for an elementary rc-parameterisation of [13] in terms of the real (ex-post)

long-term interest vate and the spread only.

As in Tzavalis and Wickens’ matn findings, our estimates allow us to conclude
that both terms are helpful in predicting future GDP inflation in the area. The explanatory
power of the above relationship, though, looks limited, as suggested by the low poition of
inflation variability explained by the model. Nonetheless, the estimated equation appears
well specified, with tests displaying no signs of severe serial correlation,
heteroskedasticity or non-normality. No major problem crops up when the equation is
used to produce one-step ahead forecasts over the last six years of the sample. The process
of monetary convergence among EMS Mewmber Countries that was then taking place,
however, calls for some caution in drawing conclusions about this part of the samplcm.
That is, we necd to take into account the marked reduction of exchange rate risk premia
over the last part of the sample, when uncertainties about the start of Stage Three of EMU
were finally removed. We do so by modelling a step reduction in the equilibrium short-
term real interest rate from 54% (approximately the weighted average of national ex-post
real interest rates in the period 1980:Q1 o 1997:Q7) to 3.0% as from 1998Q1, four
quarters ahead of the introduction of the single currency. In the same sense, recursive
estimation of [13] produces relatively constant parameters over the recent period. Figure
Ia records time series of fitted and actual valunes of Az the scaled residuals and the
residual correlogram, while Figure 1b shows a graphical summary of results from the

recursive estirnation of equation [13[ over the 90’s.

With the statistical limitations of our model in mind, we turn to introduce in our

baseline specification the money gap, (i —#' ), instead of the cointegrating vector ecm/, .

' Gerlach and Schnabel (1999), for example, compute a measuye of credibility adjusied cquilibrium real interest cate for
the euro area by regressing the weighted cx-post ieal rate on the average rate of depreciution of the nominal exchange
caic against the Deutsche mark. The intercept of that regeession could be interprctable as the equilibrivam real rate that

would prevail assuming no depreciation vis-d-vis the DM. The resalting estimate is 3.55%, with a standard error of
0.96%.
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This re-parameterisation is made possible by the following simple relationship linking the
real money gap and the error correction term arising from the estimation of the

cointegrating vector for long-run money demand [ecml, =, —k, ~ky, + k(R —R)]:

ecitl, = ("), —k,(y—y") + KUR - R*), - (R'=R*)'] [14]

Next, we adopt a new {ormulation that encompasses equation [13} and Gerlach

and Svensson’s specification as described in equation [11]. In other words, we augment

our parsimonious initial VAR with the additional terms (z,_, —#,) and (y-y"),, .

The new model for inflation is then the following:

Am, = —90(.7!‘:—1 *ﬁ'-: )+ gl(ﬁ’_m‘)rwl +6,(y _-/”)l-l +
FOIR ~R) (R R |y #O[(R], =2)~(R ~x) ]+

|15}

t

where now the real money gap is defined in correspondence of potential output and

the inflation objective

(—1"),_ =(m—p),_, ~k ~1.158y,_ +1.278%, (16}

The two unobscrvables in the above equation are derived, for comparison
purposes, using the deterministic exponential trend postulated in Gertach and Svensson

(1999) for 7 and computing potential output by means of a Hodrick-Prescott filter with

smoothing parameter 1 = 1600,

* The use of two-sided filters to proxy potential G is stanclard in madels comprising the output gap |see, for instance,
Roberts (1997) in the context of the estimation ol & Phillips curve model] due to the ack of clear-cut alternatives. This
procedure, along with the one adopted to account for inflation expectations and the tine-varying inflation objective, is
certainly not exempt from both concepiual and econometric probiems. Mare satisfactory measures would perhaps
involve applying some emors-in approach to the orthogonalisation of private sectors’ misperceptions about fuiure
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Estimation of the extended model over the sample 1980:Q4-1998:Q4 yields the

following rcsults for equation {15]:

Am, =~ 783 (m,_, —7Z,}+ 196 (ﬁf—ﬁ‘)t—l + 262 ('};““}]');_1'*'

(.106) (.072) (.130)
[17]
249 (R —2)-(R° - 7))+,
(.073)
T=73 (1980:0Q4-1998:04) R*=045 o= 72% DWw=1.92
LM(1)=72(.399) LM(4)=.85(.359) LM(1,4)=0.68 {.607)
ARCH(4)=0.14{.968) HET=.221(.986) NORM=1.23 (.541)
RESET=0.153 (.904) FOR(24)=8.5 {.999) CHOW(24)=31 (998}

Once again, when we test for the exclusion of additional dynamics from (47,
and ecm2, ;) in [17], we fail to reject the null: [F(6,63) = 1.31 (.315)]. A cursory look at
Figures 2a-2b confirms the absence of major mis-specifications, and the substantial
constancy of recursively-estimated parameters.

Our [indings tend to provide some support to the idea that the real money gap has
substantive predictive power for future inflation in the euro area. However, contrary to the
pure Pstar specification, model [17] shows that the real money gap (or the negative of the
price gap) is not able, by itsclf, to fully anticipate future inflation. The prescnce of
additional terms in [17] indicates that real interest rates and the output gap have some
predictive power for future inflation, and that information obtained from forecasting the
level of economic activity and the term structure may tum to be useful in monitoring price
developments. Another, more subtle, feature of the above results comes from the
observation that they are obtained through a (modified) error-correction specification for
the monetary disequilibrinm. Hence, 1t is explicitly recognised that short-run deviations of
real money balances from equilibrium are likely, if not normal. Therefore, using M3
growth as a strictly exclusive indicalor for futuwre price developments may prove to be

inappropriate®. As Stock and Watson’s (1999) analysis for the US (whom we refer again

inflation, and some gradual learming process for the gencration of the vutput gap (also applicable in the case of the
unabscrvable stochastic component of inflation). The (irst chupter of this thesis and Muscatelli, Tirelli, and Trecroci
{1999) offer same arguments in favour of using a Kalwag-(ilter procedure to overcome some of these drawbacks. n the
context of the present jnvestigation, we however prefer to stick with mare mainstieamn selutions, given the need for
encompassing exercises with rival models of inflation ferecasting.

® Kricdman {1997) strongly supports the same view for the US.
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shortly) seems to point out, “more structural” indicators of the level of economic activity

are likely 1o be more effective in capturing such developments.

4.2 What Leading Indicator(s) for Euro-Area Inflation?

To draw some tentative conclusion on the relative importance of the various
indicators we introduced in predicting future inflation, we now evaluate the correlation at

different time horizons between (7 — 7}, and the various indicators included in {17). In

doing so, we follow the approach taken by Stock and Watson (1999) for the US, by
producing a series of forecasting equations for horizons ranging from 2 = { to h = {2

quarters. The models we estimate arc generally articulated as follows:

(” - ﬁ-)u-h-l = a‘{'(”t—l "_721 ) + a'i'(ﬁ'z - 771'),_1 + (18]
T (Y=Y Y + RS — 7))~ (R~ ) 140y, |
where vy follows a MA(-1) processz".

Table 3 displays our resulis. The most evident feature is that there exists a
substantive positive association between the real money gap and future inflation. This
significant correlation spans over five-six quarters and reaches a peak at the threc-to-four
quarter horizon. Again, the real money gap does not appear to be a sufficient statistic for
future inflation. The output gap and the difference between the real short-term rate and the
estimated equilibrium real short-term rate contain valuable information over and above
that already contained in the real money gap.

Moreover, uccording to our findings, the lead over which there is a positive
association between output gap and futare inflation may indeed be longer than in the case
of the real moncy gap. It stretches over six quarters and reaches a maximum at the five-
quarter horizon. The leading information contained in the real rates is instead relatively
short-lived, extending over just three quarters. Finally, the sharp reduction in the R of the
regressions also shows how the forccasting performance of the model dramatically

deteriorates as the time horizon increases. Beyond the sixth quarter, no indicator analysed

1t should be noted that for A=/, [18] is just a trivial re-parameterisation of equation [17]. Equation {18] is olten
interpreted as a forecasting equation. See, for instance, Clements and Hendry (1996a, b).
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appears to contain helpful information. Figure 3 contributes to further stress this result, by
showing inflation deviations from the computed targel along with the various (lagged)
indicators enicring our forecasting equations.

We fially perform some robustness checks on our findings. In particular, we ask
ourselves whether the regularities we detect are robust with respect to the specification of
added regressors, namely the output gap and lhe implicit inflation objective. In other
terms, we investigate whether altering the way in which our ad Aoc measures of the
unobservables present in the forecasting equations has some bearing on the results we
obtain.

Table 4 reproduces. the estimates of model [15], this time allowing, in turn, for
alternative methods of generating the potential output and the implicit inflation objective
series. In particular, the left panel of the Table maintains the latter as computed through
the uswal deterministic exponential trend, whiic allowing potential output (o be measured
using a) the specification in the Buropean Central Bank Area-Wide Model®, and b)
different smoothing parameters for the HP filter. The right-hand panel, conversely, keeps
the baseline HP (A = 7600) specification for potential output, while allowing for various
HP-based measures of 7.

The conclusions 1o be drawn from results in Table 4 are the following. First, the
substantially good leading indicator properties of the real money gap we devised appear to
be robust to alternative empirical measures of potential output employed. The same
applies, though 1o a lesser extent, when different empirical measures of monetary
authorities’ inflation objective are employed. Second, the relevance of the output gap is to
vary crucially with its own empirical measuwetnent. The smoother the filter employed for
deriving potential output, the less significant the output gap becomes in our baselinc
model. Finally, the real interest rates and -to a lesser extent- the term spread are confirmed
as containing valuable information for future inflation. Such information appears to extend
over and above that already contained in the real money gap and the output gap. This
finding also appears quite robust across alternative specifications for the unobscrvable

measures of polential output and the inflation objective.

% Potential output in the AWM is estimated from a Cobb-Douglas production function with smoathed Solow residuals
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5. Monetary or “Structural” Indicators? Encompassing Rival Models of Euro-Area
Intlation

The main result of the previous sections is the ability of our estimated model for
GDP inflation to account for the most salient {calures of the money-prices retationships in
the euro area. Moreover, we evaluated the predictive content of various indicators, and
tested for robustness of our results against a number of statistical {homoskedastic
innovation errors, constant parameters; information set reduction and extension; etc.) and
non-statistical (the alternative specifications for rcal money gap, output gap and the
interest rates magnitudes) criteria. Though the model we specified appears to satisfactorily
perform across such checks, we now want to ask ourselves how its forecasts fare against
those produced by competing models of inflation in the euro area. Closer to our purposes,
in patticular we wish to compare the forecasting properties of owr model to those of
significantly different explanations of euro area inflation.

Following Mizon and Richard (1986), and Hendry and Richard (1989), we define
a congruent encompassing model as a model that is congruent and that is able to account
for, or explain, the results obtained by rival models. In this sense, encompassing is a
'stricter requirement than ‘better fit’ or (when applied in the context of forecasting) ‘lower
root mean square forecast error’, for it involves that the rival model does not contain any
additional information relative to the model at hand.

Fagan, Henry and Mestre (2000) build a somewhat more “structural” model than
ours for euro-area GDP inflation. In their work, GDP prices are pinned down in the long-
run by trend unit labour costs, which depends in turn on potential GDP and the NAIRU. In
the short-run, instead, GDP inflation is a function of changes in trend unit labour costs,
changes in import prices and deviations of real trend unit labour cost from equilibrinm. It
is relative to forecasts produced within their model that we now compare the prediclive
ability of owr own model.

Estimation of the Fagan, Henry and Mestre (2000; FHM, hencetforth) model over
the sample 1980:Q4-1997:Q4 yields the following results:

Amy= 020 — 776 7, + 140 Aw; +.068 Aw,_, + 136 Aw, ,+

(.005) (.109) (043)  (.047) (.045) 1o
+.024 Apm,_, — 274 (p-w" -8), ,
(.014) (.076)
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T=69 (1980:04-1997:04} R’=0.52 o= 78% DW=2.02

LM(1)=022(.641) LM(4)=0.23 (.634) LM(1,4)=0.5¢4 (.709)
ARCH(4)=0.48 (.750) HET=0.38(.964} NORM=4.12 (.127)
RESET=1.55(.218} FOR(24)=16.019 (.887} CHOW(24.37)=0.535 (.945)

where w* and pm stand, respectively, for trend unit labour costs and import
prices.

To discriminate between our model (T, henceforth, as described in equation [17])
and FITM, we first perform Mizon and Richard’s (1986) Simplification Encompassing Test
(SET). This way, T and FHM are tested against the so-called minimal nesting model.

In addition, we check the performance of both models against two out-of-sample
forecasting lests: the Forecast-Differential Encompassing Test (Chong and Hendry, 1981),
and the Forecast-Madel Encompassing Test (Ericsson, 1992), The former involves, inter
alia, the cstimation of parameters & and £ in the following auxiliary regressions

(=2 y=c#7™ — 7T )+ B

A 1M SN Al [20]
_;TFJM ) - IB(?’E‘ _ﬁ_('”ﬁ.’l ) D

(7

AT ~ FIi%;
where #° and 77

stand for the inflation forccasts produced on the basis of
equations [17] and [19], respectively. These estimates provide for an indicator of the need
to pool forecasts from both models. In the Forccast-Mode! Encompassing Test, instead,
forecasts under FHM 1model are produced using only lagged information, i.¢. using the
marginal model # /m.y, Aw*,.;, Aw*,.g, Adpmy.y, dpme;, (p-w#~@)_; rather than the
conditional FHM model itself.

All statistics in the above tests are calculated on the basis of one-step ahead

forecasts produced over the sample 1992:Q1-1997:Q4. We initially focus on one-quarter- .

abead forecasts since this allows us to abstract from the lack of strong exogeneity required
to produce dynamic forecasts at horizons longer than & = [/ in our single-equation
framework. However, this exercise provides only a limited basis for evaluating forecasting
performance, since relative rankings may not hold when longer horizons are considered.
Figure 4 shows the resulting forecasts (h = /) for GDP inflation (top panel),
along with forecasts obtained at four (middle panel) and eight (bottom panel) quarters.
Figures 5a and 5b show the SET statistic rccursively computed for T and FHM,

respectively.
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From a cursory ook at the graphs, it is clear that while the FHM model (dotted
line) fares comparatively well at the one-quarter horizon, its performance appears to
deteriorate as the forecast horizon is extended. Conversely, T (solid thin line) appears to
outperform FHM at the {our-quarter horizon, in line with our previous findings concerning
the location of the peak of the correlation between the real money gap and future inflation.
At the eight-quarter horizon, none of the models performs well.

From a quantitative point of view, both equations produce unbiased forecasts on
average. FHM in particular appears to anticipate inflation developments somewhat more
precisely. The Root Mean Square Forecast Error turns out to be 0.77% for T and 0.60%
for THM. The results of our forecast encompassing tests, as shown in the table below,
show that the SET tests cannot reject at standard confidence levels that both models T and
FHM are valid simplifications from the minimal nesting model. This inference appears to
be stable when the {est statistics are computed recursively over the sample 1992:1 to
1997:4. Apparently, each model incorporates ~though partially~ some information that

turns out to be relevant to explaining inflation developments in the euro area,

Test " THeT ~ Hy: FHM

SET Mizon-Richards ()= 11L61(110) 2(4) =2.79 (.590)
Forecast-Ditferential F(1, 23) = 15.29** (.001) F(1,23)=1.170 (.291)
Encompassing o =.783 (L188) B= 217 (_18R)
Forecast-Model F(6, 18) = 4.733** {003) F(4, 20y = 588 {.675)
Encompassing

We finally test for out-of-sample forecast encompassing at longer tire horizons,
using only lagged information. More preciscly, the two equations are re-estimated
recursively over the sample 1992:Q1-1997:Q4 to produce 24 obscrvations of out-of-

sample forecasts at horizons ranging {rom k=1 to h=8 quant:1‘526:

 Ip this exercise, the estimates of the different gap terms in [21] and [22] (and lience the long-run parameters) are,
however, based on end-of-sample information. It should be noted that this way of proceeding ends up with downplaying
the uncertainty surrounding inflation forecasts. Relevant to this latter point, see Orphanides and van Norden (1999) in
relation o the measurement of the output gap.
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(Fpapor =T = a1( -1 75)*“7 (i —if’ )rl+0~'3(J j)tl
+C{4[(R5 -Z)—(R°—m) 1+&,,,,,

(ﬁn-k ! 1 ) Z

i=1

+ Z Apm il(p - ZU" - 6) + ‘-(“AZHR—'I

[21]

N

{22]

Table 5 below shows Root Mean Square Forecast Errors at the different forecast
horizons along with additional tests for forecast encompassing”™. When compared to the
equation standard errors reported above, the results for A=/ imply that both models fare
particularly well over the sample considered (1992:1-1997:4), certainly because of the
substantive dccrease in inflation variability during that period. As regards forecasting
cncompassing, the table shows estimates of « (with standard errors) as well as p-values for

the null hypotheses Hy: e=0 and H;: a=/ in the auxiliary regressions:
# = oley, — 65, )+, [23]

where &' and ¢l (2 = I,...,8) stand, respectively, far the forecast errors obtained
from [21} and [22}. Rejection of one of the nulls would provide evidence in favour of the
hypothesis that the rival model contains information helpful in explaining forecast errors
from the own model, i.e. {21] under Hp or [22] under H,. Should this happen for both
maodcls, 3t would constitute evidence of some cssential mis-specification in both models
(Ericsson, 1992). This siluation would call for forecast pooling, i.e., better overall inflation
forecasts would be generated combining the forecasts obtained from both models.

The resulls in the table point out that the out-of-sample forecast record of our
estimated meodel is comparatively better for all forecast horizons A>3, though for 226
performance is rather poor for both models. Interestingly enough, however, the
encompassing hypotheses ate rejected at all horizons other than s=1. We interpret this

outcome as a further indication that, at those horizons, pooling information from both

models constitutes an improvement relative to forecasts generated from any of the models.

7 See Chong and Hendry (1986) and Harvey et al. (1998).
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Modei [21] Mode) {22]
h P RMSE  FHya=0 | RMSE  Hy =1
1 830(348) | 0653  0171"* | 0585 6251
2 575(176)| 0656  .0011%* | 0623  .0156%*
3 241(053)| 0638  .0000%* | 0.834  .0000**
4 178(098) | 0614  0701% | 0992  .0000%*
5 335(121)| 0827  0058%r | 1033  .0000%*
6 A54(094) | 1.094  0000%* | 1.148  .0000**
7 447 (ISTY| 1145 0043%% | 1208 .0004%*
§ A72(198) | 1259  0173** | 1203 0078

Table 5. Root Mean Square Forecast Errors, alternative horizons; tests for forecast
encompassing

6. Concluding Remarks

This chapter provided some preliminary empirical evidence on the information
content of M3 broad money for future inflation in the euro area. Of course, serious
measurement problems assoctated with these and other variables cannot be denied, but our
attemipt aimed at providing some evidence on he reality of day-to-day ceutral banking,

where information on the level of economic activity is generally incomplete.

First, we found little empirical support for rejecting at standard confidence levels
Granger non-causality of M3 on prices. This conclusion is found stable throughout the

sample and robust to a number of robustness checks.

Second, we investigated the leading indicator properties of broad money M3 by
looking at a Pstar-type model in which information about the cyclical state of the
economy and a measure of authorities’ inflation turget feed back onto the generation of
inflation forecasts. Tn particular, our results confirm that a significant positive assoctation
exists in the euro area between the real money gap and future inflation up to five-six
quarters ahead. Similar predictive ability is displayed by the output gap, although this
finding, contrary to the previous one, does not prove to be robust to the use of alternative
measures for the two unobservables. Finally, the rcal interest rate and (to a lesser exient)
the term spread, appear to contain information that can be uscd to forccast inflation

developments unexplained by recent extensions of baseline Pstar models for inflation.
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One possible, though not cxclusive, implication of the latter point is that the treatment of
inflation cxpectations, and the measurement of the monelary policy authorities implicit
mnflation objective, are the key issue when it comes to providing structural explanations for
the observed decline in area-wide inflation. Besides the predictive content of monetary
indicators, the state of inflation expectations and the credibility of the policy stance
appeared to be critical features of the inflation record in the period leading to, and
immediately following, the start of BIMU.

Third, we compared the forecasting ability of the model developed in the
previcus scctions to that of an alternative, non-monetary model for euro-arca GDP
inflation by Fagan, Henry and Mestre (2000). The evidence we collected points to our
modified Pstar model outperforming forecasts produced with the rival model at horizons
h=3, and being in turn outperformed at shorter horizons. However, our aim was not to
compare alternative explanations of curo-area inflation. We rather wanted to perform a
comparison between the forccasting ability of non-nested explanations of curo-area
inflation in predicting price developments. Overall, each modcl appears to have some
strengths of its own: both of them incorporate some information that is relevant to explain
GDP inflation. However, taken individially, none of the models seems to be able to
provide a complete account of inflation developments in the euro area. This clearly
suggests that information derived from both monetary und non-monetary models (und

indicators) should he used to generate reliable forecasts for ewro-area inflation.
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Data Appendix

The sample spans the years 1980Q1-19980Q4, and data come from European Central Bank
Area-Wide Database. Series arc seasonally adjusted aggregates [rom national sources, and

in particular:

1 GDP and GDP deflator are EUROSTAT and BCB aggiegate data from national
sources using fixed 1995 GDP weights at PPP rates

u  Short- and long-term interest rates are BIS weighted averages of national rates using
fixed 1995 GDP weights at PPP rates

v M3

- as from January 1999, ECB-calculaicd holdings of currency in circulation
plus liabilities issued by MFIs and some central govi. institutions
(overnight deposits, deposits with agreed maturity up to 2 years, deposits
. redeemable at noticc up to 3 months, repos, money maziket fund shares,
money market paper and debt securities with maturity up to 2 years); series

available from 199703 onwards
19800Q1-1997Q2: ECB aggregation of historical national estimates of the

same series, with national contributions aggregated by their (fixed) GDP

wcight at PPP rates and 1997Q3 ay starting values (FCB, 1999b)

- includes MFIs cross-horder positions

- quarterly averages of monthly data
1 Inflation is the annualised quarterly change in the GDP deflator, -jiL =p,-p.,

0 Real money growth is the quarterly change in the real money stock,

A, = A(m —p ) =n, —m,,

145



References

Alonse, ¥., Ayuso, J. and Pagés, J. (1997): “El poder predictivo de los tipos de
interés sobre la tasa de inflacién espafiola”. Banco de Espafia-Servicio de Estudios.
Documento de Trabajo, 9722,

Angeloni, L, Gaspar, V. and Tristani, O. (1999). “The monetary policy sirategy of
the ECB”, in D. Cobham and G. Zis (eds.), From EMS to EMU. London: Macmillan.

Atkinson, A.C. (1970). “A method for discriminating between modcls”. Journal
of the Royal Statistical Society, Series B, 32, 323-53.

Bank of Japan (1990). “A Study of Potential Pressures on Prices — Application of
P* to the Japanese Economy”. Special Paper #186, February.

Batini, N. and A. Haldane (1999). “Forward-looking rules for monctary policy”,
in Taylor (1999).

Bernanke, B.S., T. Laubach, F.S. Mishkin, and A.S. Posen (1999). [nflation
largeting. Lessons from the Internationul Experience. Princeton University Press,
Princeton, NJ.

Boswjik, ILP. (1995). “Efficient infecrence on coiniegration parameters in
structural exror correction modcls”™. Journal of Econometrics, 69.

Browne, F., G, Fagan, and J. Henry (1997). “Money demand in EU countries: a
survey”. EMI Staff Papers # 7.

Cabrero, A., J.L. Escriva, E. Munoz and J. Penalosa (1998). “The contmllabthty
of a monetary aggregate in EMU”. Banco de Espana, Documento de Tranajo # 9817.

Chong, Y. Y and Hendry, D.F. (1986): “Econometric evaluation of linecar macro-
economic models”. Review of Fconomic Studies 53, 671-690.

Clarida, R., J. Gali, and M. Gertler (1998). “Monetary policy rules in practice:
some international evidence”. European Economic Review, vol. 42, no. 6, pp. 1033-1067.

Clarida, R., J. Galj, and M. Gertler (1999). “The Science of Monetary Policy”.
Jowrnal of Economic Literature, forthcoming.

Clements, M., and D.F, Hendry {1996a). "Forecasting in macro-economics", 101-
41 in Cox, D. R., Hinkley, D3, V. and Barndorff-Nielsen, O. E. (eds.), Time Series Models
in Leonometrics, Finance and Other Fields, London: Chapman and Hall.

Clements, M., and D.F. Hendry (1996b). "Multi-step cstimation for forecasting”,
Oxford Bulletin of Economics and Statistics, 58, (1998), 657-84.

Clements, M.O., and D.F. Hendry (1997), “The Marshall Lecturcs on Economic
Forecasting”. Cambridge University Press, Cambridge

Coenen, G. and Vega, J.L. (1999); “Thc demand for M3 i the euro area”.
European Central Bank, WP #6.

Cox, D.R. (1961). “Tests of separate families of hypotheses™. Proceedings of the
4" Berkeley Symposium on Mathematical Statistics and Probability, 1, 105-23.

Cox, D.R. (1962). “Further results on tests of separate families of hypotheses”.
Journal of the Royal Statistical Society, Series B, 24, 406-24,

Davidson, R., and J.G. MacKinnon (1981a). “Several tests for model specitication
in the presence of alternative Hypotheses”. Econometrica, 49, 781-93.

Davidsor, R., and J.G. MacKinnon {1981h). “Efficient estimation ol tail-area
probabilities in sampling experiments”. Economics Letters, 8, 73-77.

Doornik, J.A. (1995). “Testing vector autocorrelation and heteroscedasticity in
dynamic models”. Mimeo, Nuffield College, Oxford.

146

-3
M



Doornik, J.A., and H. Hansen (1994). “An omnibus test for univariaic and
multivariate normality” DP, Nuffield College, Oxford.

Engle, R.¥. DIV, Hendry and D. Trumbull (1985). “Small sample propertics of
ARCH estimators and tests”. Canadian Journal of Economics, 43, pp. 66-93

Ericsson, N. R (1992a): “Parameter consiancy, mean square errors, and measuring
forecast performance: an exposition, extensions and illustration™. Journal of Policy
Modeling 14 (4), 465-495.

Ericsson, N.R. (1992b). “Cointegration, exogeneity and policy analysis: an
overview”. Journal of Policy Modeling, 14, 251-280.

Ericsson, N.R. (1999). “Empirical modetling of money demand”. In H. Lutkepohl
and J. Wolters (eds.), Money demand in Europe, Physica-Verlag, Heidelberg, pp. 29-49.

Estrella, A., and F.S. Mishkin (1997). “Is there a role for monetary aggregates in
the conduct of monetary policy?”. Journal of Monetary Economics, 41, pp. 279-304.

European Central Bank (1999a). “The stability-oriented monetary policy strategy
of the Eurosystem”. ECB Monthly Bulletin, January, pp. 39-50.

European Central Bank (1999b). “Eurc area monetary aggregates: conceptual
reconciliation exercise”. (July). Available on the Bank's website, http:/www.ccb.inl/.

Fagan, G., Henry, J. and Mestre, R. (2000): “An area-wide model (AWM) for the
EUI11”. Buropean Central Bank, forthcoming.

Fase, M.MLG., and C.C.A. Winder (1999). “Wealth and demand for money in the
European Union”, in H. Lutkepohl and J. Wolters (eds.), Money demand in Europe,
Physica-Verlag, Heidelberg, pp. 241-258.

Fisher, G.R., and M. McAleer (1981). *Alternative procedures and associated tests
of significance for non-nested hypotheses”. Journal of Econometrics, 16, 103-19,

Fricdman, B.M. (1997). “The rise and fall of money growth targets as guidelines
for US Monetary Policy. In Kuroda {1997). )

Funke, M., S5.G. Hall and M., Beeby (1997). “The Relationship between Money and
Prices: An Econometric Appraisal Based on Cointegration and Causality”. In Heij, C., H.
Schumacher, B. Hanzon and K. Praagman (eds.), System Dynamics in Economic and
Financial Models. John Wiley & Sons.

Gerlach, S. and Svensson, L.E.O (1999} Money and inflation in the curo area: a
case for monetary indicators?, mimeo.

Gerxlach, 8., and G. Schnabel (1999). “The Taylor rule and interest rates in the
EMU area: anote”. BIS Working Papers, #73.

Groeneveld, J.M. (1998). Infiation patterns and monetary policy. Lessons for the
European Central Bunk. Edward Elgar, Cheltenham.

Halbman, J.J., R.D. Porter, and D.S. Small (1991). “ Is the price level tied to the
M2 monetary aggregate in the long run?”’. American Economic Review, 81(4), pp.841-858.

Harvey, A.C and Jaeger, A. (1993): “Delrending, stylised facts and the business
cycle”. Journal of Applied Econometrics, 8, 231-247.

Harvey, D.I., Leybourne, S.J and Newbold, P. (1998): “Tests for forecast
encompassing’. Journal of Business & Economic Statistics 16 (2), 254-259,

Hendry, D.F. and J.-F. Richard (1989), “Recent developments in the theory of
encompassing”. In Comet, B., and H. Tulkens (eds), Contributions to operations research
and econometrics. The XX Anniversary of CORE, 393-440. Cambridge MA, MIT Press.

Hsiao, C. (1997). “Cointegration and dynamic simultaneous cquations model”.
Econometrica, 63(3), pp.647-670.

Johansen, S. (1995). likelihood-based inference in cointegrated vector
autoregressive models. Oxford University Press, Oxford.

147



http://www.ecb.int/

King, R.G and Rebelo, S. (1993): “Low frequency filtering and real business
cycles”. Journal of Economic Dynamics and Control, 17 (1-2), 207-231.

Kuroda, 1. {ed.) (1997). Towards more effective monetary policy. MacMilian
Press and Bank of Japan.

Mishkin, I.S. (1999). “International cxperiences with differcnt monetary policy
regimes”. Journal of Monetary Economics, 43, pp. 579-605.

Miskhin, F.S. (1990). “The information in the longer-maturity term structure
about future inflation”. Quarterly Journal of Economics, 25, 77-95.

Mizon, G.E. and Richards, J.F (1986): “The encompassing principle aud its
application to testing non-nested hypotheses”. Econometrica 54, 657-678.

Muscatelli, A., P. Tirelli and C. Trecroci {1999) "Does institutional change really
matter? Inflation targets, central hank reform and imterest rate policy in the OECD
countries” . University of Glasgow, Discussion Papers in Economics # 9920.

Neuwmann, M.J.M., (1997). “Monetary Targeting in Germany”. In Kuroda (1997).

Orphanides, A. and van Norden, $ (1999); “The reliability of output gap estimates
in real time”. Board of Governors of the Federal Reserve System. Finance and Economics
Discussion Series

Osterwald-Lenum, M. (1992). “A note with quantiles of the asymptotic
distribution of the ML cointegration rank test statistics”. Oxford Bulletin of Economics
and Statistics, 54, 461-472.

Pesaran, M.H., and A.S. Deaton (1978). “Testing non-nested noolinear regression
models”. Econometrica, 46, 677-94.

Reimers, H-E. (1992). “Comparison of tests for multivariate coinlegration”.
Statistical Papers, 33, 335-359.

Roberts, J. M. (1997). “Is inflation sticky?”. Journal of Monetary Economics, 39,
[73-196.

Rudebusch, G.D., and L.E.O. Svensson {(1999). *“Policy rules for inflation
targeting”, in Taylor (1999).

Sims, C.A (1972): “Money, incoine and causality”. Asmerican Economic Review,
62, 540-552.

Smets, I, (1999). “What horizon for price stability?” mimeo, ECB.

Stock, J.HL., and M.W. Watsen (1999). “Torecasting inflation”. Journal of
Monetary Economics (44)2, pp. 293-335

Svensson, L.KE.O. (1997a). “Inflation forecast targeting: implementing and
monitoring inflation targets”. European Economic Review, 41, pp.1111-1146.

Svensson, L.E.0. (1997b). “Inflation targeting as a monetary policy rule”. Journal
of Monetary Economics, 43, pp. 607-654.

Svensson, L.E.O. (1999c¢). “Does the P* model provide any rationale for monetary
targeting?"* NBER Working Paper # 7178.

Svensson, L.E.O. and M. Woodford (2000). “Indicator variables for Optimal
Policy”. ECB Working Paper #12.

Taylor, J.B (1998): “An historical analysis of monetary policy rules”, NBER
WP#6768.

Taylor, J.B. (ed.) (1999). Monetary Policy Rules. University of Chicago Press.

Toda, ¥L.Y and Phillips, P.C.B (1993): “Vcctor autoregression and causality”.
Econometrica 63, 1367-1393.

Toda, H.Y and Phillips, P.C.B (1994} “Vector autoregression and causality: a
theoretical overview and simulation study”. Ecenometric Reviews 13(2), 259-285.

148




Toda, H.Y and Yamamoto, T. (1995). *“Siatistical infercnce in  vector
autoregressions with possibly integrated processes”. Journal of Econometrics 66, 225-250.

Toédter, K.-H., and H.-E. Reimers (1994). “P-Star as a link between money and
prices in Germany”. Weltwirtschafiliches Archiv, 130(2), pp.273-87.

Trecroci, C, and J.L. Vega (2000). “The information Content of M3 for Future
Inflation in the Euro Area”. Mimeo, European Central Bank.

Tzavalis, £ and Wickens, ML.R (1996): “Forecasting inflation from the term
structure”. Journul of Empirical Finance 3, 103-122,

Urbain, J.-P. (1995). “Partial versus full systcm modiling of cointegrated systems.
An empirical illustration”. Journal of Econometrics, 69, 177-210.

Vlaar, P.J.G.,, and IH. Schuberth (1999). “Monetary transmission and
controllability of money in Europe: a structural vector error correction approach”. De
Nederlandsche Bank Staff Report # 36.

von Hagen, J. (1995). “Inflation and monetary targeting in Germany”. In
Leiderman, L. and L.E.O. Svensson (eds.) Inflation targets. CEPR 1995, London.

vonrt Hagen, J. (1999}, “Money growth targeting by the Bundesbank”. Journal of
Monetary Economics, 43, pp. 681-701,

Woodford, M. (1994). “Non-standard indicators for monetary policy”, In
Manetary Policy, N. G. Mankiw editor, Chicago, University of Chicago Press, 95-115.

Woodford, M. (1995). “Price level deteriinacy without control of a monetary
aggregate”. Carnegie-Rochester Conference Series on Public Policy, 43, 1-46.

Yamada, H. and Teda ILY (1998): “Inference in possibly integrated vector
autoregressive models: some finite sample evidence”. Journal of Econometrics 86, 55-95.

149




Granger non-Causality Tests

M1:( m,p,y,s,1)

M2:( m'[’&YssJyp)

Wald tests for

Hp: M2 vs H,: M1

k

3

il

1.102
©.777)

0.633
(0.889)

1.066
(0.785)

1{2) model k(1) model (1) model dpee=1 I(2) model (1) modet
d'm:m:2 d max= 1 dmn.\:‘2 dmnx= 1
(1) (2) 3 4) 5
k=t 0.110 0.970 0.384 9.109 19.490
(0,740} (@.325) (0.535) {0.105) {0.109)

19.607
(0.106)

20.599
(0.245)

Table 1 - Toda and Yamamoto (1995) tests for Granger non-causality of M3 on prices in the

VAR(K). Standard errors in parentheses.
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Tests for Granger non-Causality

Wald tests for

Tada and Yamamoto Toda and Phillips Hy: M2 vs H,: M1
I(2) model  1(1) model {t) mode! H2) model (1) madel
dmaxzz dmax=1 dmax=1 dmax-*"'z dll’lax'=1
M1:(m,p) M2:(m~p,=) M2:(m-p, %)
=0
k=1 0.004 0.134 0.425 H*=2.045 (.153) [| 8.189% 23.932%*
{0.950} {0.714} (0.515) {0.017) (0.000)

Ho'=2.22 {,136)

Hy*=.345 (.557)

k=3 0.257 2.273 1.819 2.0599  0.059
{0.968) (0.518) (0.611) (0.357)  (0.970)
M1:(m,p,y) M2:(m-p,m,y) M2:{m-p,x.y)
r=1
k=1 0.097 0.006 0.614 Hi*=15.71 (.000) || 4.721  11.357**
(0.755) (0.938) (0.434) (0.193)  (0.010)

7 4, 53!

He*=5.20 (.074)

Hr*=.013 (.909)

k=3 3.387 1.159 0.827 H*=3.969 (.137) 2.150 1.690
{0.336) (0.763) (0.843) {0.542) (0.639)
M1:{m,p,y,s) M2:(m-p,m,y,5) M2:(m-p,m,v,s)
r=2
k=1 0.970 2.470 1.337 Hy*=17.71 (000} 5.209 5.158
(0.325) {0.118) {0.248) (0.267) (0.272)

k=3

0.312
(0.956)

0.810
(0.847)

£

0.527
(0.913)

R =259 (274)
Hy'=.067 (.796)

H*=2.74 (.253)

k=3 2.104 1.046 0.381 H*=1.556 (.459) 2.970 $.935
(0.551) (0.790) (0.944) (0.563)  {0.748)
Mi:(in,p,y,I-s) M2:(m-p,r.y,1-5) M2:(m-p,m,y,I-s)
r=2
k=1 0.192 0.466 0.309 H*22.72 (.000) 4.601 4215
(0.661) {0.495) {0.578) 0.331)  (0.378)

1.819

(0.769)

1.593
(0.810)

Table 2 - Toda and Yamamoto(1995) and Toda and Phillips (1294) tests for Granger non-
causality of M3 on pricves in the VAR(k). Standard erors in parentheses.
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Figure 5a. SET: recursive computation (Ho: 3.7)
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Time-Varying-VAR Perspectives on Chapter 4
Real Exchange Rates, Productivity
Levels and Government Spending

“...The starting point of the approach is that in specifving econometric models one attempts to
filter as much information as possible from the data. However, instead of relying on classical
itypathesis testing or economic theory fo decide whether a particular varieble or lag should
enter the autoregression, these authors use a symmetric “atheoretical™ prior on all varigbles
1o trade off overparameterisation with oversimplification. The reason for taking an aliernative
route to the specification problem is that there is a very low signal-to-noise ratio ir economic
data and economic theory leaves @ great deal of uncertainty concerning which economic
structures are useful for inference and forecasting. Because highly parameterised unrestricted
VAR models include many variables in each equation, the extraction filter is too wide and
noise obscures the relatively weak signal present in she data: the prior acts as an orientable
antenna which, when appropriately directed, may clarify the signal...”

Canova (1993), pp.84-85

1. Introduction

Over the past two decades, developments in cconometric theory have made
possible to achieve a better understanding of the reasons why substantial deviations of the
exchange rate from the Purchasing Power Parity (PPP) can take place. In particular, the
analysis of this phenomenon has greatly benefited from the emergence of concepts like
stationarity and cointegration, and from their application to the study of exchange rates’
trending properties.

Alihough a more decisive response on this issue will necd to resort to further
advances in economefric theory, the baseline findings of this vohuminous body of
empirical literature can be summarised as foliows. First, PPP appears to hold, but only in
the very long run: both in its absolute and relative versions, PPP fails to hold continuously
(Clarida and Gali, 1994; MacDonald, 1996; Engel, 1996). Second, the observed departures
of the exchange rate from PPP are more persistent than traditional, flexible-price models
of the exchange rate would predict.

As a direct consequence of such findings, the focus of the theoretical literature on
exchange rates has recently shifted towards the development of intertemporal sticky-price
models, in an effort to take more adequate consideration of the dynamic adjustment

followed by saving and investment (Obstfeld and Rogoft, 1997).




This chapter aims at providing some empirical evidence as to the origins of the
observed deviations of the exchange rate from PPP. The question of whether PPP holds,
and the related one about the mean-reverting properties of the nominal exchange rate, yet
deserve extensive empirical work, but our focus is different. In what follows we wish to
shed some light on the narure of the movements of the real exchange rate.

Thus far, the existing empirical evidence has provided some limited suppott to
the idca that systained divergences in government spending and sectoral productivity
patterns might be at the root of persistent fluctuations of bilateral rcal exchange rates.
Morcover, the persistence of deviations of the nominal exchange rate from PPP appears to
critically depend on the exchange rate regime in place. That is, during periods of floating
exchange rates, persistent fluctuations of the real exchange rate seem to be more common
than under fixed exchange ratcs, thus producing the largest observed departures from
PPP'. Finally, market imperfections -in the form of pricing-to-market behaviour or similar
market segmentation practices- may prevent perfect goods arbitrage, and make the
dynamics of relative prices diverging from that of nominal exchange rates.

Against this background, we then seek to attribute the obscrved movements of the
bilateral real cxchange rates between the USA, UK, and Italy, to some of the causes above
summarised. That is, we lry a tentative atiribution of the shocks to the real exchange rates
to existing divergences in the fiscal stance’, differential productivity levels, and significant
differences in money market conditions.

There are two main novelties in our study. First, following some recent advances
in Bayesian approaches to the estimation of Vector Autoregressions, we employ a time-
varying methodology. We apply such techniques to the estimation ot an unrestricted VAR
comprising the bilateral real exchange rate, a measure of productivity diflerentials, an
indicator of the relative fiscal stance, and the ratio between real ex-post interest rates in the
two countries. We then decompose the total residual variance of cach VAR equation into
stochastic contributions attributable to innovations in each endogenous variable. By
applying a Kalman filter technique to the system’s estimated parameters and variances, we
decompose the total variance of the real cxchange rate equation into contributions that are

aliowed to change over time. The particular state-space representation we adopt for our

! Figure 1 displays series for the three bilateral real exchange rates we study. From it, it is relatively apparent that the
major flucluations of the rates are concentrated during the free-floating intervals,

? Here we do not distinguish between Lhe fiscal balance per se and the unexpected fiscal stance shocks as the emerging
literature on {iscal policy trapsmission seeks Lo identify (Fatas and Mihov, 1998; Blanchard and Peroutd, 1999; Giavazzi
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models enables us to impose the least restrictive assumptions on the dynamic structure of
the system; the VAR coefficients are simply assumed to be stationary white noise
processcs. This way, our model is able to pick up the changing influences of the monetary
regime, of productivity shocks, and the fiscal and monetary stance, on the real exchange
rate, over time. We further avoid to impose particularly stringent identification structures,
by adopting the Generalised Impulse Response approach of Koop et al. (1996) and
Pesaran and Shin (1998) to examine the dynamic response of the real exchange rate to
shocks in each of the remaining variables of the system.

The second novelty of this study is represented by the data we use. We apply our
approach to a long historical set of annual observations spanning the last 130 years and
obtained from a varicty of sources. The bilateral real exchange rates between the USA,
UK, and Italy are analysed across all international monetary regimes (classical Gold
Standard, Bretton Woods, the post-1973 floating and the EMS) these couniries were
mvolved in during the sample period.

There is a clear policy-motivated aim in the kind of analysis we undertake.
Recently, monetary policymaking has been unified in Burope, with the introduction of the
euro and the establishment of the ESCB. Moreover, recurrent proposals of doilarisation
are put forward for some developing and transition economies. Should real shocks emerge
as the driving force of rcal exchange rate fluctuations, this would constitute a relatively
negative message for such attempts, and would instead provide a strong case in favour of
flexible exchange rate regimes

The main results we obtain can be summarised as follows. First, we find very
littte evidence in favour of shocks to relative productivity levels as having persistent
apprecialing effects on real exchange rates. Such result, though not valid across all the
sub-samplc estimates we obtain, appeuars to be overall robust. Second, we find some
stronger support for shocks to the relative fiscal position of a country as triggering
substantial real exchange rate fluctuations. Third, estimates conducted within single
exchange rate regimes suggest that the response of real exchange rates to shocks in ihe
other variables appears to critically depend not just on the international moenetary
arrangements historically in place, but also on demographic and technological factors. As
can be seen, the above mentioned dilemma between fixed and flexible exchange rate

regimes is not fully solved by the evidence we uncover, and calls for further investigation.

ct al. , 2000). The distinction is very important but, for sake ol simplicity, here we refer to the {iscal stance generically,
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‘The structure of this chapter is as follows. Section 2 recalls a simple analytical
framework commaonly used for standard testing of the PPP hypothesis, and then turns to
the existing empirical evidence on real exchange rates dynamics, brietly summarising the
main findings so far. Seetion 3 formalises the small VAR model of the real exchange rate
adopted for our following empirical investigation, and discusses various identification
tssues related with the problem at hand. Then, our fime-varying framework is introduced.
Section 4 describes in detail the econometric techniques we use, while Section 5
Hlustrates our main findings. Finally, Section ¢ contains some concluding remarks and

directions for {urther empirical research.

2. Modelling Real Exchange Rates in the Long Run
2.1 A Simple Theoretical Framework

The framework used by the recent wave of tests on the PPP hypothesis rests on a

-simple specification of production and consumption in an intertemporal context. Before

we starl discussing the existing empirical evidence on this issue, we intraduce a simple

theoretical model that encompasses several of the features the literature has recently

highlighted. In what follows, we illustrate a baseline framcwork first introduced by Rogoff
{1992), and slightly modified for estimation purposes by Chinn and Johnston (1996).

The economy consists of two sectors, in which output is determined by Cobb-

Douglas-type production functions:

Y =Ar (Y (k1)

, , (1
v A () ()

where Y7 and Y are output of the traded and nontraded sectors, respectively, K
and L are capital and [abour inputs, and A is a stochastic productivity shock. In this as in
many other similar models, the existence of some adjustment cost prevents, in the short-
run, full factor mobility,

The general price level is a gecometric average of the traded and nontraded goods

price indices {all small-cap variables are in logs):

deferring the question to some future research.




p=ap +(1-a)p; 12)

The representative agent in the economy maximises a utility function expressed

in terims of consumption of the two goods, C* and CV:

. Y ey
U =EY 5 [ )1( l) I (3]
5=0 -

where £ is thce subjective discount rate, and A is the inverse of the elasticity of
intertemporal substitution. Elementary budget constraints for private and governinent

consumption hold, so that in each period total consumption in each sector equals output in

N

each sector. Consequently, the price of nontraded goods relative to traded ones, 15, E—PLF-,
t

is a function of relative consumption of the two goods:

5 oc; .
P 4
C{1-e)C) 4]

Agents smooth expected marginal wtility over time, so that the first order
condition from the optirnisation problem can be approximated by an expression in which

we also assume thal the As have constant variance:

" g{(1-1 .
E, (CtTn = )=#1__)/1}E: (Cﬁl _C;\‘) [5]

Rogoff (1992) shows that, by combining [3] into [4] and rearranging, relative

price inflation becomes proportional (o the growth of relative demand for the two goods:

= s T N T N .
Poi=P = (Lm “Ct+1)"‘(cr G ) [6)
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We now further assume that government spending falls entirely on nontraded
goods and that it behaves according to a random walk. Clearly, the former assumption,
along with the assumed existence of some adjustiment cost affecting the reallocation of
production factors between sectors, is the key to determine persistent effects of demand-
side shocks on the rcal exchange ratc. Alternatively, one might assume the existence of
market power, or the breakdown of PPP for traded goods, to obtain the same effects’.

If technology shocks are normally distributed, that is

ay, =at gl
T T T [7]
g =8 +&

one can amend equation [6} to obtain an expression in which relative price
inflation is also function of the ratio of nontraded output to private demand for it. If fi i

such ratio, [6] can be re-written as follows:
Pri P = (Q:Tn —a) ) ~ fn (“ﬂl “u:\')*‘(fw “1)(gr+1 "'g:)= (3]

whese g, is (lthe log of) government spending. After rccursive backward

substitution, wc obtain

Pro = arru _f,\ram +[fw - 1)&-.-1 +ky [9]

wherc kp are the initial relative price conditions.

We now introduce the foreign country in our model. We start by defining the real
exchange rate (g) as the nominal exchange rate (¢) multiplied by the ratio betwecen
aggregate price indices: g, =e, +p, —p,. We finther assume that the foreign country is
identical to the home one ~which means that for the moment we assune the two couutries

as having the same weight « in their price indices- and that PPP holds for traded goods,

Through manipulation of the expression for the real exchange rate, we obtain:

* De Gregorio, Giovannini and Wolf (1994) pursue this lines of reasoning quite effectively in their empicica
investigation, surveyed below
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g =ale+p) ~p). [10]

where now the real exchange rate is a function of the relative price of nontraded

goods.

Using the previous equation, we cun express (9] in terms of departures of home

relative prices from foreign yelative prices:

. = N Vs N> T*
Poa =P = (pm ™ Pra )"(er P 6~ pm) = (1]
~T ~N . -~ -
= gy = [l + (fN - 1)3.4‘1 * Po
In the above expression, starred vartables refer to the foreign country, while the
circumflex indicales a variable calculated in terms of ielative differences (home minus
foreign}. In [11], the LHS is simply the ratio between relative price levels in the two

countries. The fact that PPP holds for traded goods implies that:
(er-u-i +Pha - Pra ) =3[, - ful + (fu=1)81a+Pos [12]

and then, using [i0]:

Gon =8, — fuli, +(fy =181y +Pol [13]

The above equation illustrates quite well 4 number of features of the long-run
relationship between the real exchange rate, the relative sectoral productivity levels, and
government spending as a fraction of GIDFP. This relationship, or very similar ones, has
often been used to develop testable hypotheses about real exchange rate movements. For
example, diverging trends in the relative productivity levels in the traded and nontraded
goods sectors can be seen in [13] as triggering an appreciation of the real exchange rate.
According to the well-known Balassa-Samuelson hypothesis (BSH, henceforth. Sec
Balassa, 1964; Samuelson, 1964), if in one of the conntries productlivity tends to rise more
in the raded goods sector than in the nontraded goods one, the relative price of nontraded
goods will tend to rise. This because of, assuming perfect international capital mobility,

productivity gains, and subsequent production cost savings, in the traded goods sector, U
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follows that the general CPI will rise more under the pressure of non-traded goods
in{lation. This wili lead the price levels in economies that are experiencing productivity
gains or arc catching-up with mote advanced countries to rise more quickly than in
countries enjoying their steady-state levels of productivity growth. Real exchange rate
appreciations on the part of faster-growing econonies relative to steady-state ones should
thus ensue.

It is useful to point out that this result holds thanks to a series of standard, but
critical assumptions. For example, the above mode! explicitly assumes that capital is
perfectly mobile internationally, that capital and labour are perfectly wobile across
sectors, and that Ricardian equivalence holds (Qbstfeld and Rogoff, 1997)*.

Rogoff (1992) developed this line of reasoning slightly further, by noting that in
[11] temporary shocks to relalive productivity can have persistent or even permanent
effects on the relative price of nontraded goods. This because internationally developed
capital markets will help agents to smooth out their consumption of traded goods. The
intratemporal relative price of nontraded goods will then be smoothed too.

The natural question about the effect of diverging productivity patterns on the
price of nontraded goods is then the following: should we expect to detect a Balassa-
Samuelson effect in the long rm? The final answer is eminently empirical, and indeed the
evidence reviewed below provides some clue about it. However, two stylised facts should
be borne in mind. First, technological advances tend to spread very fast, and the calching-
up of productivity levels in some previously lagging cconomies is one of the best-known
historical facts of the 19™ and 20" centurics. As lagging economies approach steady-state
levels of productivity, the Balassa-Samuelson effect should gradually dic away.
Interestingly, the US and [taly were, for parts of our sample, experiencing catching-up
processes vis-a-vis a more mature industrial country like the UK. In turn Britain has seen
its productivity levels relative to the US and Italy undergoing substantial fluctuations in
the past 130 years. Morc impottantly, even if productivity levels can diverge across
countries for prolonged periods, one expects capital and labour mobility pushing towards
long-run convergence of income levels. It is then clear how using long-span, low
frequency data, is the only way one has. to draw some conclusions about the persistence of

such effects in the long run.

4 If Ricardian equivalence holds, a temporary tax has no effect on aggregate demand or the exchange rate. An additional
implicit assumption is that taxation does nol generate distortionary effects on private spending and lahour supply.
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However, Froot and Rogoff (1995) slightly generalise this model, obtaining a
formulation in which the change in the relative price of traded goods is also a function of
each sector’s relative capital intensity -the ¢ parameters in our equations [1]. They thus
point out that, even in the case of balanced productivity growth between the traded and
non-traded sectors, if the production of non-traded goods is more labour-intensive, the
relative price of nontraded goods will rise, triggering once again an appreciation of the
real exchange rate.

As far as the effects of demand factors on the real exchange rate are concesned,
from {13] we see that since government spending is assumed to be falling entirely on
nontraded goods, the relative price of the latter, and the real exchange rate, are bound to
appreciate. Clearly, this holds only as long as capital and labour ate not perfectly mobile
across sectors, so that the effects of any demand-side shock on the relative price of
nontraded goods should be limited to the short run only. But this point, as well as the one
related to the persistence of the effects of monetary shocks ou the real exchange rate,
appears another purely empirical question.

An additional practical point relates to the difficulty of devising productivity
measurcs that are unrelated to the measures of fiscal stance, and ultimately, to the busincss
cycle. As we will see, this may prevent, in principle, clcar identification of the
transmission of the shocks to the real exchange rate.

We now wirn to analysing the empirical evidence about exchange rate deviations
from PPP.

2.2 Productivity Differentials, Fiscal Shocks and Real Exchange Rate Movements

What follows is a bricf review of the most recent empirical studies on the effects
of differences in productivity levels and shocks to the fiscal stance on real exchange rates.
As surveys with similar aims are widely available®, we will only Focus on particular
aspects of cach contribution.

De Gregorio, Giovannini and Woll (1994) represents one of the first extensive

studies about the rclative importance of demand and supply factors in determining real

Alesina and Peroti (1995) and Giavazzi, Jappelli and Pagano (2000) somchow claborate on the empirical relevance of
lhese effects.
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exchange rate movements. They start by constructing some measures of total factor
productivity growlh -as opposed to the labour productivity measure used in previous
analyses- for 14 countries, using the OECD intersectoral database. After providing an
innovative classification of the scctors in traded and nontraded, the anthors pool data for
all the counirics over the period 1971-1985. De Gregorio ef al. (1994} then detect
significant effects of productivity growth and government spending as a share of GNP on
the relative price of nontraded goods. Ifowever, only the former remains significant when
similar regressions are run on cross-sectional data averaged for each country —a way of
solving the baseline model for the long-run equilibrium. That is, the productivity effect on
real exchange vates is found to be persistent.

Using a similar data set, Asea and Mendoza (1994) find that the BSH helps
explaining the obscrved changes in the relative price of noniraded goods, in a sample of 14
OECD countries between 1975 and 1985, However, such price changes do not appear to
be relevant in explaining measured real exchange rate fluctuations over that sample.

Chinn (1997) and Chinn and Johnston (1996} assess whether the apparent lack of
cointegration usually found between time series of real exchange rates, sectoral

‘productivity levels and the fiscal bulunce®, is replicated when panel cointegration
techniques arve applied. Fheir findings are that pancl data tend to confirm such
coiniegrating relationship, and in particular that productivity shocks in the traded goods
sector do trigger a real appreciation in the real exchange rate. At the same conclusion
arrived similar panel cointegration tests by Canzoneri, Cumby and Diba (1996) on a
different panel of OECD economics, In fact, their evidence is parlicularly suppostive of
the real exchange rate being cointegrated with sectoral labour productivity differentials. Tn
turn, Alberola and Tyrviinen (1998} use standard cointegration analysis to verify the same
hypothesis [or a number of BEuropean countries. Their findings confirm the resulis in
Chinn (1997)", though they reject the complete equalisation of wages across sectors that
usually accompanies the baseline BSH.

Canzoneri, Cumby, Diba and Eundey (1998) look at the empirical evidence in
[avour of the BSH, for a puiber of EL countries. Their informal cxamination of data on

relative prices of home and traded goods reveals two basic points. First, although overall

* Asea and Corden (1994) and Froot and Rogoff (1995) provide exhaustive reviews of this lilcrature, more recently
assessed by MacDonald (1999),

* Our equation [ 13] can be easily interpreted as such cointegrating relationship.

7 Their econometric tesults find support for the BSH in Germany, Belgium and Spain. For France, ltaly, Netherlands,
Austria and Finland the RSH is however rejected.
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inflation has converged among the EU Member States, there are still substantial
differentials between non-traded goods inflation and traded goods inflation. In addition,
differences arc significant in home-good inflation rates between Germany and the other
economies. In other words, all EU countries display significant nontraded goods inflation
differentials. Secondly, productivity differentials with Germany seem to be the most
important explanatory factor in generating inflation differentials amongst sectors,

Formal unit-root tests conducted by Canzoneri ¢t al. (1998) on a pancl of all EU
countries confirm that trends in relative prices of nontraded goods are to be explained by
trends in relative productivity across sectors. This validates the BSH for the countries and
the sample at hand.

Against this background, however, two points are worth noting. As argucd, inter
alia, by Rogoff (1995, 1996), if the law of one price fails to hold within the traded goods
sector, the aggregate price ratio between countrics will not move in line with the nominal
exchange rate. Consequently, deviations from PPP tend to exist even in the absence of
diverging productivity patterns or fiscal policy shocks. In addition, monetary factors have
not, so far, been considered in the analysis. It is instead true that they may play a major
role in determining prolonged [luctuations in nominat, as well as in rcal e;(chailge rates®. Ii
might be more appropriate to think of the relationship between productivity differentials,
the fiscat balance and the real exchange ratc as not invariant, for cxample, to the exchange
regime in place, or to the monetary stance more in general. We generally do expect
monctary shocks to have only temporary effects on real exchange rates’, However, the
monetary regime in which the country under investigation finds itself is likely to
determine the transmission channels of productivity and fiscal balance shocks to the real
exchange rate.

We then turn to assess the ways in which the empirical literature has faced these

two issues.

¥ Rogers (1999), as we will see, provides some evidence in [avour of such a case.

? It is true, however, that every business cycle factor perynanently affecting employment and output can have persistent
effcets on the real exchange rate t0o. 'This can happen throngh permanent changes in Jong-run productivity (Aghion and
Sainl-Paul, 1993), vintage eftecis in investment and hysteresis in the labour market (Darby, Ireland and Wren-Lewis,
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2.3 Market Imperfections and Monetary Shocks: Do They Muatter?

The failure of the law of one price is now a standard result in a number of
empirical open-economy studies. Campa and Wolf (1998) argue that the mean-reversion
properties of G-7 economies’ real exchange rates can be attribuicd only to a limited extent
to goods market arbitrage. Rogoff’s (1996) conclusion is that intcrnational product
markets are probably still segmented to such an extent to produce large trading frictions
and nominal rigidities. The same explanations are used by Cecchetti, Nelson and Sonora
(1998) to illustrate their findings, which prove the cxistence of a PPP puzzle lor relative
prices within the USA as well.

In line with the latter findings, Engcl and Rogers (1998b) show that relative
prices between two locations tend to be indefinitely more volatile than the simple
geographical distance between markets can otherwisc explain. The study stresses the
importance of alternative factors in determining how close the intcgration of consumer
markets is between different locations. Amongst these, the fraction of non-traded
components -mainly local services- in any product; the eventual existence of barmiers to
shipments for the traded components; finally, the degree of monopolistic mark-up. The
third of these factors, in particular, proxies for pricing-to-market behaviour on the part of
firms and allows for the possibility that market scgmentation may provide room for price
discrimination. The basic findings of this rescarch tend to show that relative price
variability is well explained by a geographicai-distance effect, and that the “tradability
characteristics” of the good play no role in that. Another contribution by Engel and Rogers
(1998a), testing the same model on a sarmple of 23 countries on different continents, finds
that international relative price volatility is a function of both distance and exchange rate
variability. On the other hand, Engel, Hendrickson and Rogers (1997)'"" reject the presence
of a unit root in real exchange rates and show that the speed of convergence o PPP is
different for intra-national, intra-continental and inter-continental reul exchange rates.

Engel and Rogers (1998b) allow for the possibility that nominal exchange rate
volatitity might explain much of the cross-border price variability. If nominal prices are
sticky and the nominal exchange rate is highly volatile, cross-country prices will be more

volatile thau within-country prices, simply because the former arc expressed through a

1996), or simply the loss of skills nocmally associaled with scvere businass cycle downturns. These points were raised
by Muscatelli and Spinelli (1999},

" They use panel data from four countrics on two continents.
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nominal exchange rate measure. In fact, Bayourni and MacDonald (1999), by applying
panel unit root methods, detect this effect in the context of two monetary unions, Canada
and the United States. Morc generally, this paitern re-emerges in the comparison of intra-
continental to cross-continental relative price: the intra-continental prices display lower
variances (Engel and Rogers, 1998a). In fact, the border effect appears solid even to this
caveat, and the simple relative stickiness of national prices is not able to fully explain
market segmentation,

Cecchetti, Nelson and Sonora (1998) reach the same conclusions. Their main
objective is to test for general price level discrepancies across U.S. cities, and they {ind large
and persisicnt divergences. For example, annual inflation rates measured over 10-year
intervals are shown to dilfer by up to 1.6 percent. In the context of EMU, such differentials
might involve substantial complications for ESCB’s interest rate policy.

In surveying all the above analyses and those in the previous section, we have
devoted little atrention to the nature of the monetary regime in place. In fact, one of the
stylised facts mentioned in the introduction is that, during pertods of floating exchange rates,
real exchange volatility appears to be higher. Indeed, using historical data on EMU
Member States as well as non-EMU countries, Obstfeld (1998a, b) shows that, in low-to
moderate-inflation contexts, shifts from floating to controlled nominal rates tend to
produce lower short-run rcal and nominal exchange rates volatility, while variations in the
two rates arc almost perfectly correlated. The presence of price sluggishness is the most
intuitive explanation for this result: the pricc level only adjusts slowly to changes in
nominal exchange ratcs, In this case, vatiations in the nominal exchunge rate may strongly
affect the rcal exchange rate. Moreover, the whole transmission mechanism of aggregate
supply and demand shocks may be different under alternalive international monetary
arrangements.

In general, empirical studies on the matter have estimated small structural (VAR)
models of the economy, often in the spirit of the Fleming-Mundell- Dornbusch tradition, to
analysc the importance of thesc considerations. In this vein, Kamunsky and Klein (1994)
estimate a structural VAR to decompose the shocks to the dollar/pound real exchange rate
during the Gold Standard. Their main finding is that shocks to fiscal deficits werc
associated with fluctuations of the cxchange rate, while changes in government spending

per se were not having a systematic effect on it
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Clarida and Gali (1994) perform a similar task, in torn, on the dollar real
exchange rate with the other G3 countries over the post-Bretton Woods period. Their
findings are that agpgregate demand shocks in general had significant long-run effects on
the real exchange rate, while monetary shocks tend to die out much quicker and account
only for a small portion of its variability. Supply shocks, instead, play no role in real
exchange rate dynamics. Eichenbaum and Evans’ (1995) estimated model yields the same
results.

MacDonald (1996) estimates a coinlegrating VAR over the same period and
countries. Impulse-response analysis caryied out after imposing some long-run restrictions
reveals that fiscal balance and productivity shocks do produce appreciation of the real
exchange rate, but this is short-lived and quickly reversed''.

Rogers (1999} is one of the two studies -the other being Muscatelli and Spinelli
(1999)- that uses long historical data sets. It examines the relevance of various kinds of
shocks on the dollar/pound real exchange rate between 1889 and 1992, A structural VAR
analysis is conducied on a variety of system vectors including alternative measures of the
fiscal stance, productivity levels, and moncy market indicators. The SVAR is then
identified applying Blanchard and Quah’s (1989) identification restrictions on the long-
run response of variables to the shocks. The main resull from this study is that, contrary to
Clarida and Galr’s (1994) findings, monctary shocks account for nearly halt of the
observed variability in the real exchange rate, though, again, these effects tend to dic out
relatively fast. In addition, fiscal and trade policies appear to have a substantial impact on
the exchange rate, while productivity levels do not seem to be the a key determinant of the
variance of real exchange rate changes. These results should be carefully borne in mind
when studying impulse responses in our time-varying context'”.

Muscatelli and Spinelli (1999) estimate a semi-struciural VAR model in the real
exchange raie and deviations of domestic productivity levels, real ex ante interest rates and
government spending as a fraction of GDP from their foreign counterparts. The study uses
the same data sct as ours (1870-1995), and it is then particularly relevant”. Identification
of the structural shocks is achieved through a recursive ordering of the variables. Resnlts

confirm that in many cases PPP does not hold even over long time horizons. In producing

' Similac results are achieved by Clark and Machonald {1998).

" However, some words of caution should be spent on Rogers’ (1999) results. mpulse responses arc presented within
error bands representing the 84" and 16" percentiles of the empirical distribution of 1000 simulated impulse responses.
This amounts to assuming a confidence level of abour 70%.

* Compared to ours, their country sumple is extended to include France.
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such deviations liscal and productivity shocks appear to have a substantial and persistent
impact. In line with Rogers (1999), the authors find that a Balassa-Samuelson effect on
real exchange rates can be tracked well before and into the post-Bretton Woods period.
Finally, Clarida and Prendergast (1999) re-examine the question for the dollar/G3
rates, using a structural VAR consisting ot the OECD’s estimates of the structural primary
budget surplus relative to potential GDP, the output gap, the ratio of the actual primary
budget surplus to aciual GDP, and a trade-weighted index of the real exchange rate, Their
findings arc Lhat the real exchange rate snbstantially appreciates in response to an
expansionary fiscal shock, but again, this movement is cventually reversed after a fow
observations. Clarida and Prendergast’s (1999) work is certainly a useful starting point for
analyses devoted to the study of the dynamic effects of fiscal policy (see Fatas and Mihov,
1998, Blanchard and Perotti, 1999). However, the lack of a significant number of
observations —their study employs annual data over 1975 1o 1996- does not permit to take

the above results as particnlarly robust'.

2.4 Real Exchange Rates, Productivity, and Fiscal Policy Shocks: Where Do We Stand?

We are now in the position to express some remarks on the main findings of the

studies just examined. _

a) There is some cvidence pointing towards diverging productivity patterns as
having some persistent effect on real exchange rates. This is in line with the
BSH, though there is litde available empirical evidence as to the relative
importance of this productivity-trend effect in determining observed
movements in the real exchange rates. Also, there is some hint about the
possibility that such relationship, as it depends on changing relative
productivity levels, may not be invariant over time.

b) Some additional evidence suggesis that positive shocks to the fiscal balance
might have some appreciating effecl on the refative price of traded goods.
Such a relationship, however, appears to be confined to short-run deviations
{from equilibrium, and in some studies its sign is not in line with theory's

predictions.
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c)

d)

The persistence profile of both kinds of shocks appears to be very
controversial. This does not comc as a surprise, however. All recent
intertemporal macro models {Obstfeld and Rogoff, 1997) show that the
persistence profile of such shocks is affectcd by changes in consumer
preferences, demographic and technological factors, as well as by capital and
labour mobility. The question is then an eminently empirical one, and it calls
for some caution in cmploying structural models to disentangle the issue.

The variability in the results of many of the empirical analyses surveyed
above also suggests that the data frequency, and the period over which such
siudies are conducted, are indeed crucial. The main rcason might be thal the
transmission of monetary and non-monctary shocks is not invariant to the
monetary rcgime in place, and that real exchange dynamics is better

decomposed using fow-frequency data.

- 3. VAR Models of Real Exchange Rate Fluctwations: Time-Invariant or Time-
Varying?

In the light of the above considerations aboul the existing evidence, we decided to

study the dynamic response of bilateral real exchange rates between the US, UK and Italy

from a time-varying VAR perspective. Since the empirical methodology we apply

deserves careful examination, our next steps are as follows. We first illustrate the way we

cast the model illustrated in Section 2.1 into a standard VAR representation. Then, we turn

to discussing how such form can be further developed into one that better takes into

account the intrinsic tirue-varying natare of the relationships we are investigating.

Equation [[4] below {in which the bar on g cmphasises the character of long-run,

equilibrium value for the real exchange rate)

Fra1 ="a[5ﬂ1 - fwﬁrﬁl +(fN _])gé-:-l +P,] {14}

was derived in the context of a small structural model in which the basic features

of the recent wave of intertemporal macro models wete all taken into account. It

' This is likely to be the reason why the authors do not provide standard crrors bands for their estimated impulse

[eSponses.
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represents a relationship between the real exchange rate, relative productivity levels in the
iraded and nontraded sectors, and government spending as a proportion of GDP. This
specification, however, illustrates a loug-run, equilibrium rclationship, and would
naturally call for a cointegration approach’® (MacDonald, 1996). However, Muscatelli and
Spinelli (1999) have already attempted such route, and for the same exchange rate series
as ours, found no robust evidence of cointegration. Furthermore, we believe that a
cointegrating approach employed on a very long dataset as ours, would end up assuming a
fixed relationship amongs{ the variables, which is partly contradicting our original aim.
Finally, the points we raiscd at the end of last section suggest to avoid being too dogmatic
about the relationship between structural models and economctric specifications for the
real exchange rate.

Drawing upon the negative findings of Muscatelli and Spinelli (1999) about the
joint trending properties of owr fime series, we then choose to re-formulate the abhove
model. In particular, following MacDonald (1996) and, infer alia, Meese and Rogoff
(1988), we now anchor a real exchange rate short-run adjustment mechanism to the long-
run relationship in [£47°. Consider the standard uncovered interest parity condition for a

one-period bond:
E, {Aem} = ;e +u, 115]

where ¢ is the nominal interest ratc (again, circumflex denotes deviations from the
foreign country’s respective value) and #™ is a relative money demand shock. Subtracting
the expected inflation differential in ¢ + 7 from both sides we obtain a measure of the real

interest parity condition expressed in terins of the actual equilibrium exchange rate:
9y "_'Et {an}‘?n [16]

where 7, =i, ~E, {Ap,,,} is the real ex ante interest ratc. If we further assume that

the first term on the RHS of [16] coincides with the equilibrium real exchange rate (in

1% Please recall, however, the difficultics the literature finds in detecting such cointegrating relationship cinpirically. See
for example Chinn (1997).

1% Clark and MacDonald (1998) and MacDonald und Nagayasu (1999} lind that Mcese and Rogoff™s (1988) inability
detect strong evidence of thwe lang-mun link beiween real exchange rates and real interest differential might be due to

the estimation technique, MacDonald and Nagayasu (1999) find strong evidence in favour of such liuk by using pancl
cointegration techniques.
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t+1) we have in [14], we derive an expression in which the actual real exchange rate is a

function of productivity and fiscal policy fundamentals and the real interest differential:
G = Ef"m - ?m = "‘aiftﬁl - fNaﬂrl + (fN - 1) gf v T ﬁu ]‘ﬁu [17]

The above equation is our final relationship. The presence of the real interest
differential constitutes the main mechanism through which the real exchange rale adjusts
towards its long-run equilibrium. It should be noticed, once again, that it is the absence of
perfect intersectoral factor mobility that allows us to obtain persistent fluctuations of the

real exchange rate.

Expression [17] can be trivially turned into the following unrestricted VAR(p)

specification’”;

»
Xo=c+Y AX, +e =12,.T;j=12,.p, [18]

=1

where X, is a (nxI) vector of endogenous variables, Ajs are the {nxn) matrices of

parameter coeflicients, and & is a (nx]) vector of disturbances for which, of course

Elg}=0
E{S,E;}=2
E{f:!f:;.}=0, Vigs

In our case, X, = (q, '?,ﬁ,?)f and n = 4., g represents a CPI-based measure of the

bilateral real exchange rate, D is a measure of the fiscal irmbalance as a fraction of GDP,
and 7 is the refative level of productivity in the traded scctor'®. As before, circumflexes
indicate that variables are expressed as departwes of domestic magnitudes from their

respective foreign counterparts.

? We cemind that Claxida and Gali {1994), Kaminsky and Klein (1994), and Muscatelli and Spinclli (1999) adopt semi-
suuclural VARs. MacDonald ¢(1996) estimates & (Juhansen) cointegrating VAR aud perfortus struclural anatysis on the
orthogonalised shocks. The cointegrating relationship involves assuming that the real exchange rale depends on real
interest rate differentials and the deviations of fiscal and praductivity variables from foreign values, MacDonald’s (1996)
approach appears very close to ours, in that it assumes a long-run rclationship similar to our {13] and adopis the same
information set as in our subsequent time-varying VAR cstimates.
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Now, the existing empirical literature adopting VAR approaches (whether
cointegrating or not) is confronted with the difficult task of devising some identifying
restrictions in order to recover the [undamental disturbances from thc VAR residuals, and

to perform the necessary structural analysis. Following Lutkepohl (1991), Hamilton

(1994), and Pesaran and Shin (1998), we re-cast the model in [18] in the following way’®:
X=AZ+U,
X= (Xpn Xp*Z X'r)r'

A=(CA1 AP),‘Z=(ZP Z,,+1 ZT~1)

1) [19]

X g

Z =| X, LU =(£P+1 Epz e 87)
\Xr.-pn)

where now we have only T* = T - p observations available in each equation.

Assuming that the model is stationary is cquivalent to saying that the VAR has
the following finite MA representation

X, =Y B#._, [20]
=0

where the B)s are the (rxm) MA parameter matrices. Given the information set (2,

if the residual variance-covariance matrix 2’ is diagonal, the impuise-response funclion

will be defined as

IRy (11,8,0,) =F{X,,|e, =6, }-E{X, .|}, 211

namely, the difference between the expected value of X; at horizon £, given that a

shock & hits the system in time ¢, and the expected value of X, in the absence of shocks.

'8 Below we examine the key issues relative to the measurement of such variables in our historical context.
L) .
1* Henceforth we assume that p is known.
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The MA parameters ¢ can then be interpreted as responses of X, to a shock in ¢ on

variable j:
®;in =Be;, 122]

where ¢; is a vector of zeroes with one as the jth element.

If, on the other hand, . is not diagonal, contemporaneous interactions amongst
the variables prevent any interpretation of the VAR residuals as fundamental dishubances,
and the system is not identified.

The solutions put forward by the traditional VAR literature (Blanchard and Qualh,
1989; Haroilton, 1994) run essentially along two main avenues. First, one might try to

impose some structure on the VAR by orthogonalising the shocks according to a Choleski
decomposition of the residual variance-covariance matrix: PP’ = 2, where P is a lower

triangular matrix. This way, the orthogonalised 1csponses are recovered as
Qj;-,)h =B}rpej . [23]

Of course, devising congruent identifying restrictions is a major task that presents
the researcher with problematic dilemmas about the ordering of the variables in the
system, which in turn determines the dynamic interactions amongst reduced-form
residuals.

Alternatively, Blanchard and Quab (1989) proposed to impose restrictions on
long-run MA parameter matrices only. leaving the shorl-run movements of variables
untouched. As in the case of recursive-triangular representations of the system, however,
this amounts to impose some structure on the variables in order to recover the fundamental
shocks. This obvicusly entails making relatively stringent assumptions on the transmission
of thc shocks. There is no agreemcnt on the ideal recursive ordering or identifying
structure to impose to our set of variables. In particular, it would be peculiarly hard to
imagine a clear-cut way of configuring the apparent cosrelation existing between
productivity and fiscal variables. Moreover, in our particular case, a fixed recussive
ordering or a method a {a Blanchard-Quah, would also entail that the transmission of the

shocks is imposed to be invariant to fundamental changes occurring in the economy. Since
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we employ a relatively long-spanning data sct, the fatter idea sounds particularly odd. The
approach we use is instead inspired to avoiding such restrictions. This is why we chose to
tollow, for the structural analysis following the time-varying estimation of our VAR
systems, Koop, Pesaran and Potter’s (1996) and Pesaran and Shin’s (1998) Generalised
Impulse Response methodology. They propose to employ an approach in which the
empirical distribution of the respoase to a large number of different shocks to the system
is examined. In our case, this approach will allow to overcome considerable difficulties we
would meet in envisaging the interaction between the variables, and in attempting to
identify the transmission of the shocks. This is particularly helpful, also because the
contemporaneous correlations between productivity and fiscal stance measwres are likely
to be substuntial.

Let us consider the impulse response of X, to a shock on variable j, assuming

that there are contemporaneous interactions amongst the variables:

IRy (1,6,,0,,)=E{X,,,

&)= 5/' "QM }* E {X,.,,;, |Qf—1} =

~B,Els |6, =5} 4

If the distribution of & is multivariate normal, the conditional expectation of &;

given the shock in equation j is
[ )
=5 V.
Ede e, _5}.}._3-5‘,., [25]

where the oy are elements from 2. Accordingly, the generalised impulse

response is defined as
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0'”.\
R (5,0, )=B,| 7 i _ppe OB 8
e T T T 126]
Gy
:B,,Zej :?7,?;,

T

In other words, the generalised impulse response function is based on an

“average” shock hitting the system. It is equivalent to the function generated through a

conventional Choleski decomposition when the restdual variance-covariance matrix is

diagonal.
In the same vein, defining the MSE matrix of a h-step forecast of X, by
=1 ) ..
MSE(X,(h))=> B,IB,, (271
i=0

the error of a A-step forecast of a variable X, can bc decomposed into the
contributions of innovations ta the variables of the system. In the case of orthogonalised
and generalised responscs, we have, respectively, the following forecast —error variance

decomposition functions:

h=1

> (o8 e, )
'e) -i_““
k.f(h) - MSE(Xk,.‘(h))

1 h-i 5
—> (ekB}»Eq)

S, () L2

MSE(X“(k))

(28]

An important caveat of this approach is that the interpretation of impulse
responses and forecast error variance decomposition is different from the case of
othogonalised disturbances. If the residual variance-covariance matrix is not diagonal,
innovation accounting is such that the sum of all contributions (o explaining, for example,

the total forecast etror variance, does not add up to one. This means that comparisons over
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which variables contributc most to such variance cannot be conducted in percentage
levels, but in relative terms.

Amongst the contributions we recurrently refer ta®, Rogers (1999) employs
Blanchard-Quah’s siructural-VAR  framework. MacDonald  (1996) cstimates a
cointegrating VAR on which long-run restrictions are imposed to investigate the impulse
responses of the real exchange rate to various orthogonalised shocks to VAR’s elements.
Muscatelii and Spinclli (1999) use for the reul interest rate and productivity differentials,
and for the rcal exchange rates, the same data set as ours. No cointegrating relationship is
in turn found. The authors then identify the fundamental disturbances to the system
through some restrictions imposed on the short-run parameter mairix.

Against this background, it 1s clear that the VAR approach overall represents
quite a natural instrument to examine the relative importance of the fluctuations we are
investigating. However, we have sought to circumvent the problematic identification tasks
skelched above, not only by conducting structural analysis according to a generalised
impulse response framework, but also by taking « radically different route as far as the
VAR estimation is concerned. Following a recently developed strand of litcrature, we
adopt a Bayesian perspective to the specification of the VAR system {Canova, 1995;
Hamilton, 1994). We try to “enhance” the signai-fo-noise content of the historical data set
we use by adopting “....a symmetric atheoretical prior on all the variables ro trade off
overparameterization with oversimplification”*'. We first cast our baseline model into a
convenient state-space representation, and then apply the Kahman filter to recursively
compute an optimal estimate of the particular unobserved state vector used to explain the
system’s dynamics. Our formulation then allows the VAR coefficients to be time varying,
and, us we will see in the next Section, proposes a peculiarly unrestricted dynamics for the
state vector. This avoids resorting to strict identilying restrictions and estimation
procedures that might bias the economic hypotheses we are testing for*.

Our model is close to a number of time-varying coefficient models, developed
during the eighties, which devoted particular attention to the specification of optimal
probability distributions for the coefficients (Nicholls and Quinn, 1982; Quinn, 1986).

Also, our approach s close, at least in spirit, to the studies stemming from the classic

 Sea Scction 2.3

2 Canava (1995), p. 85.

* Bec, Ben Salem and MacDonald (1999) estimate a ‘Vhreshold Autoregressive model (TAR) of seven real exchange
rates in which the thresholds are defined in terms of the real interest rate differential, Substantiat nonlinearites are then
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Baycsian analysis of Doan, Litterman and Sims (1984). Our investigation differs from
those analyses in that we do not rely on any prior belief about the autorcgressive process
of cach time series. This will be particularly evident in the next section, where we clarify
that the “atheoretical” prior we adopt is particularly “loose”, and characterised by the
smallest possible number of parameters. Furthermore, in contrast with standard structural-
VAR approaches, the time-varying specification adopted here does not require taking into
consideration the eventual trending behaviour of some or all the vasiables included in the
system. The analysis hinges on the likelihcod principle, which makes it unaffected by the
presence of unit roots {Canova, 1995).

The search for the optimal definition of the state veetor is performed by applying
the Kalman filter recurstvely over the sample. This yields (Marvey, 1989), under the
assumption of normality of the residuals, the parameters (prediction error and its variance)
of the optimal prediction error decomposition of the likelihcod function. In turn, the
selection of the optimal state vector is carnied out numerically, through evaluation of the
likelihood function. Structural analysis is finally performed over each observation of the
state-space VAR model.

The dynamic response of the rcal exchange rate to shocks in each of the
remaining vartables of the system is finally examined, using the Generalised Impulse
Response Approach of Koop et al. (1996) and Pesaran and Shin (1998). In principle, one
possible alternative to this route would have involved assuming a particular recursive
ordering of the variables in the VAR, and perform structural analysis through Choleski
decomposition of the residual variance-covariance matrix. As already discussed, this
approach was followed by Muscatelli and Spinelli (1999). We believe that, given the long
span of data, and the characteristics of the variables included in the model, an appropriate
and unquestionable identification scheme for the various shocks within the system would
be hard to find. As we have seen, despite the recent progress in the development of open
economy intertemporal models, there is still wide disagreement as to the ways in which,
for example, monetary and real shocks determine real exchange ate fluctuations. More
specifically, we suspect that the degree of correlation between fiscal and productivity
variables goes well beyond any effort to identify the transmission of shocks between them.,
Finding a recursive structurc that fully accounts for such cortelations would certainly

represent a daunting task. Purthermore, a fixed recursive scheme assumed for the

detected, indicating that real fundamentals, like the ones considered in our work, might be very relevant in explaining
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transmission of fundamental shocks to the variables wonld amount {o treating the 130
years of data as generated under one single monetary regime. 'Lhis would be in open
contrast with the aim of unveiling whether and how the transmission of shocks has

changed over time.

The next Section illustrates in more details our approach.

4, A Time-Varying VAR Perspective on Real Exchange Rates

A transition and a measurement equation overall define a state-space model (sce
Harvey, 1989; Hamilton, 1994; Kim and Nelson, 1999). The measurement cquation
describes the dynamic relationship the model postulates between a nxT vector of

observable variables y;, and the so-called state vector 4. The latler is usually assumed as

generated by a first-order Markov process™:

B=Tp_ ,+¢+Rny t=1,.T [29]

where £ is a mx{ vectar, T, 1s a mxm matrix, ¢ is a mxl vector, and R, is a mxG

matrix. The mecasurement equation is in turn:
y, =20 +d +e  t=1,.T {30]

where Z, is a nom matrix that links the observed variable y, and the state variable
G, and d, 18 a nxl vector. The disturbances 7 and & are white-noise, uncorrelated
processes of dimension (rx/ and nx/, respectively, with time-varying covariance matrices:

g 0 Q,
( 5__}MVN(O H]

\ t

Once a model is formulated in state-space form, the Kalman filter is initially

applied to obtain eslimates of the unobserved state vector conditional on some starting

long-run real cxchange rute movements. Bayoumi and MacDonald's (1998) conclusions point to the same direction.
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value for the state vector and its variance. In correspondence of each observation, when
system residuals are normally distributed, an evaluation of the log-likelihood function
based on the prediction error decomposition yields an intuitive way of updating those
starting values. Iterating the filtering procedure from ¢ = 1, and evaluating the log-
likelihood function from ¢ + 1 onwards, minimises the effect of the starting values, and
yiclds estimates of the state vector based on information available up to time 12,

Now, if a new observation on the data is available at the end of each period, the
basic Kalman filter consists of two steps: prediction and updating®. In the former, an
expectation of the state vector f conditional on information up o the previous period is
computed. Subsequently, a forecast of y, is calculated, along with the prediction error.
Since this contains information about the state vector that goes heyond that contained in
the estimated value for the previous period, a more accurate inference about it can now be
made, based on information up to the present period. Using such information, the estimate

of the state vector is updated.

Analytically:
Prediction Updating
:Bf|t-1 = TEIBt-l +¢, B = ﬁflf-l +K, 7,
R“q = TF‘P.'—IT'I' + R, R; P = ( I -KZ ) P
£ n = ) e {311
Yiper = ZiBypa + 8, where
U =Y =Yg K = PEVJZ;I‘;A

F = ZIPIIt—IZ; +H,

AL F is a diagonal matdx with valucs less than one as its disgonal elements, the state vectar follows a stationary
auULOrepressive process.

** Along with this basic filter, the smoothing procedure yields estimales of the state vector based on all the available
information in the sample up to 7.

% For more details about the derivation of these two steps, see Harvey (1989) or Hamilton (1994).
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In the above, P is the covariance matrix of the state vector, and K represents the
Kalman gain, which determines the weight assigned to new information contained in the

prediction error. We initialise the recursive procedure by estimating an unrestricted VAR

in X, =(4,7,D,7} . Standard lag-length pre-tests are applied, yielding p = 3 and p = 2,
=g \ P Pp

depending on the pair of countries under examination, as the optimal order. Next, we build :
the initial state-vector using the VAR estimated values of the residual varjance-covariance :
matrix for each equation and all coefficients’ standard errors. The model is then cast into
the state-spacc formulation we shortly illusirate below, and the (basic) Kalman filter
procedure is passed recursively through the sample®. This way, we produce an optimal

estimate of a first state vector, providing values, inter alia, for the residual variance of

each equation. Simultaneously, we apply a second Kalman filtering procedure -this time
with an ernbedded smoothing algorithm- on the VAR’s coefficients. A vector of estimated
coefficients is then generated for each observation. This way, we allow the contribution of
single variables lo the explanation of the total variance of each equation to vary in
correspondence of each observation.

In time-varying formulations of the state-space model, the Z matrix is represented
by a matriz of exogenous and/or predetermined varjables. This is exactly what happens in
our model (recall that our baseline specification involves n = 4 and p = 2 or 3), in which

lags of the endogenous variablcs are included in the Z matrix:

] Y 0 0 You 0 0 Yot 0 0 |
0 ¥, O 0 vy, O o 0 v, O
0 0 y‘l,f O 0 yZ,# 0 0 yn,t -
Z, =
y‘l,f—pﬂ. U D yZ.t—pH U 0 yn,t-pﬂ U 0
0 yl.!---pﬂ 0 0 y2,l—p+1 0 o 0 yn,t—p+1 0
L 0 0 yl,l—p-=-l 0 0 yz,t—p+l O 0 .1)‘,.,:-,»1 i
[32]

# Maximum Likelihood Estimation (BFGS algorithm) is nsed. All estimates were produced using 2 GAUSS code
purposely elabasated with Ulrich Waitek, whom 1 am parlicularly grateful to, The code is available from the author upon

request, The Kalman filter and ML procedures employed TSM, an advanced time-series package for GAUSS, hy Thierry
Ronealli.
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Furthermore, we assume that all the elements of the T, matrix, and of the ¢, vector
(refer to equations [29]-{30]), are zcroes. This amounts to hypothesise that the stale vector
of the model behaves according to a white-noise stationary process. The rest of our state-

space mode is as follows

R =I

pi I‘lz

. [33]
dI:[ﬂlt ﬁzz ﬁ3z ;341]

whereas the O and / matrices are made up of appropriately chosen elements of
the state vector. Te sum up, the statc-space representation we adopt is, in terms of

equations [29]-[301, the following:

v, =25 vd ve =11 34]
B =Ry t=1,.T “

One appealing feature of the state space representation we adopt is that, by
allowing the behaviour of the state vector to be unaffected by its past values, we avoid a
major risk of using historical data. That is, we prevent the volatility of observations 10 be
exceedingly reflected in the estimation of the state vector. Such a case would prevent us
from capturing the many of the shocks of onr system, as the signal-to-noise ratio perceived
in the case of, say, a stationary autoregressive process for the betas in [34], would

probably be lower.

5. lnvestigating Real Exchange Rate Fluctuations

Before evaluating the dynamics of the three real exchange rates we study, we
perform a series of standard Augmented Dickey-Fuller tests for nonstationarity on all our

series. For each couniry, we pre-test for the level of integration of each of the elements in

the system vector X, = (q, ?'b'?), . OF course, Augmented Dickey-Fuller tests are not the

optimal way of asscssing the stalionarity properties of our seties. Already Froot and

Rogoft (1995} forcefully argued in favour of cointegration tests rather than standard tests
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for the mean reversion of real exchange rates, on the grounds that the former provide less
stringent assumptions concerning the relative price of nontraded goods. Accordingly,
Muscatelli and Spinelli (1999) perform, inter alia, Johansen cointegration tests on the
same (CPI-based) real exchange rate series we study, finding very mixed results. For the
US dollar/UK sterling real exchange rate, onc cointegrating vector is identified, but the
unit restriction on the coefficients on the price levels is rejected. For the Italian lira/US
dollar rate there is more evidence of cointegration, while in the case of Italian lira/UK
sterling rate, no significant eigenvectors are found.

More generally, a numbcr of recenily devised altermative tests, with trend-
stationarity as a null (Kwiatowski, Phillips, Schmidt and Shin (1992), for example), or
which account for structural breaks in the trend, are likely to be better suited to investigate
such properties”’. It is also clear that a system perspective, where the effects of temporary
and permanent shocks of endogenous variables are more closely pinned down, is a much
better framework for conducting a study of the ticnding properties of real exchange rates.
However, a cointegrated-VAR over a long historical data set would prove inappropriate,
as the long-run relationships of both productivity and fiscal policy factors on the exchange
ratc may well change over time. This is one of the eye-catching features displayed by the
three series, as plotted, for each country, in IFigares 5 to 7 (see below a description of the
way wc measure each differential). Sincc the subsequent time varying VAR analysis is
unaffected by the cointegration or nonstationarity properties of the serics under
investigation, in our context this issue does not appear to be of primary relevance.

The real exchange rate sertes we use are CPl-based (Consumer Price Index)
measures of the bilateral real exchange rate. Given the long time span covered by the data,
we expect to find, in the ADU tests, some evidence supporting stationarity. The bilateral
exchange rate series arc shown in Figure 1, where we huve scaled means and ranges to
allow better visual impression of the movements in the bilateral rates. The real exchange
rate series have been constructed in a way that ¢ decreasc in their value constitutes a real
appreciation.

Table 1 below displays results from simple ADF tests on the three bilateral

exchange rates, using both CPI and WPI (Wholesale Price Index) definitions.

7 Sea Maddaka and Kim (1998} for an cxcellent sugvey of such methods. However, Engel (1996) shows thal tests, like
those in Kwiatowski st al. (1992), suffer from scvere shortcomings when applicd to rcal cxchange rate series. In
addition, such tests appear biased towards finding stationarity, exactly as in the case of traditional ADF Lests.
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CPI Definition WPI Definition

Test/Bil. Ex. Rafe t, r L, i,

UKIUS -3.1307% -3.7242% -3.3423%* -3.3998
ITIus -4.5157%% -4.71714%% -371311%% -3.8711*
UK/IT -2.7417 -3.2759 -3.0487* -2,9505

Table 1 — Rcal Exchange Rates, Augmented Dickey-Fuller lests. Sample: UK/US, 18G61-1995; IT/US,
1861-1998; UK/IT, 1861-1995. Real exchange rates are defined nsing the Consumer Price Index (CPT)
and the Wholesale Price Index (WP1). The numbers in the coluruns labelled 2, and ¢, refer to ADE tratios
from regressions {(two lags were employed) in which a constant only and a constant plus a trend,
respectively, were included. “*" and “**” indicate that the null of non-stationarity is rejected at the 5%
and 1% significance level, respectively. Critical values are from Banerjee, Dolado and Mestre (1992)

The test statistics are computed from autoregressions with a constant only, and
with a constant and a iime trend. In most cascs, the null of nonstationarity is rejected, with
the notable exception of the CPIl-defined UK/Italy exchange rate. The fact that with WPI-
based measures of the real exchange rate the null of nonstationatity tends to be rejected
more easily than with equivalent CPI-bascd series, is well known in empirical work”™, as
well as the strong sample-dependence of the results™.

Next, we test for the level of integration of the series we use for the productivity,
budget position, and real intercst rate differentials. All differentials are defined as hoine
values minus respective forcign country’s values.

Productivity levels are proxied by real GDP per capita. Obviously, there arc
important shortcomings associated with such a measure, while output per worker could
have represented a better indicator, However, given the long time span and the lack of
reliable data on employment and capital stocks, our choice is rather limited.

Our measwre of the fiscal imbalance is the ratio of government spending minus
tax revenues on real GDP. Muscatelli and Spinelli (1999) adopt government spending on
GDP as heir measure of the fiscal stance. This, however, does not allow capturing the
effect of tax-driven changes in the budgetary position. Of course, it is not ¢clear how tax-
driven fiscal shocks --as opposed to spending shocks- should be nterpreted in terms of the

Balassa-Samuelson hypothesis and, more generally, of the intertemporal approach to the

™ See, for example, Muscatelli and Spinelli (1999). Bayoumi and MacDonald (1999), using a shorter samyple, detect the
same behaviour {n their series. This is probably due to the smalier weight nontraded goods have in WPI serics,
* Rogers {1999), using a shorter sample, finds evidence of nonstationarity in the US/UK real exchange rate.
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current account and the exchange rate. However, we do believe it is necessary to take into
account a more approptiatc mcasurc of a country’s fiscal position in our estimates.
Unfortunately, data constraints do not allow us to take into account the effect of interest
payments and transfers on gross government spending.

Finally, the real interest rate is computed as the neminal rate on long-term bonds
minus the inflation rate in the previous period. Figares 2 to 4 compare such serics for the
three countries.

Table 2 below lists results from ADF test on the three series for each country.
There is strong evidence of nonstationarity in the productivity differentials, whereas
equally strong evidence of stationarity is found in the real interest differentials. The former
result is in line with what one expects to find in a group of countrics that have experienced
relatively comparable productivity levels only recenlly by historical terms. On the other
hand, the stationarity of the real interest differential is an intuitive and familiar finding
{Bec, Salem, and MacDonald, 1999, for example). As regards the deviations in the fiscal
indicators, results are less clear-cut. This can however be explained if one takes into
account the impressive relevance of the war periods on the overall Ttalian-US differential

series (and to a similar cxtent on the UK-Italian one), as displayed in Figure 3.

Productivity Budget deficit/GDP Real interest rate

differential ..__ratio differential differential
Coiry Pt “ ‘*' y
UKIUS -2.5205 -2.4313 -3.8077%%  -4.30647%% -0.5762%F  -6.8507%*
s -2.4404 ~2.2514 -2.8132 -2.8011 -4.2307%  -4,2103%%
UK/IT -1.0772 -2.4613 -3.3052% -3.3391 -4 1271 4,1082%*

Table 2 — Productivity, budget deficit/GDP ratio and real interest rate differentials, Augmented Dickey-
Fuller tests. Sample: UK/US, 1871-1895; I'T/US, 1867-1936; UK/IT, 1871-1995. Productivity levels are
proxied by (the log of) GDP per capita levels. Budget deficit/GDP ratios are defined are government
spending minus taxes over real GDDI. The real interest rate is computed as the nominal rate on long-
term bonds minus Lhe inflation rate in the previous period. Dilferentials arc defined as home values
minus respective foreign country’s values. The numbers in the columns labellad ¢, and ¢, refer to ADF #-
ratios from regressions (two lags were employed) in which a constant only and a constant plus a trend,
respectively, were included. “*” and “**” indicate that the null of non-stationarity is rejected ai the 5%
and 1% sigaificance level, respectively. Critical values are from Banerjee, Dolado and Mestre {1992)
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We now turn to our time varying estimates. For each country pair, we initially

estimatc the baseline VAR model consisting of the vector X, =(q,f,f),?)rover the

longest sample we have®™. We remind that our approach lets the time-varying VAR
coefficients contribute to explain each equation’s variance, in turn optimally estituated
using the Kalman filter, in a different way at each observation. This way, we allow the
contribution of single VAR parameters towards explaining the total autoregression
variance to change in correspondence of each year. Subsequently, we use generalised
impulse responses to make some inference about the source of fluctuations in the real
exchange rate. Irnpulse responses are bound between 95% confidence bands obtained
through 500 Monte Carle simulations. Analytical standard errors were in principle
available (Pesaran and Shin, 1998), but are not sufficiently tested. On thic other hand,
bootstrapping (Davidson and MacKinnon, 1993} is a perfectly legitimate alternative to
simulation, and in fact, it tends to yicld roughly the same confidence bands. Despite
finding a substantial aumber of insignificant responses at various horizons, we feel that
our catculation of conlidence bands took place along much more conservative grounds
than in many related studies’’. Though this will not modify the lines along which
infetence is conducted, we believe that the evaluation of our empirical cxcreise should
give this some consideration.

Figures 8 to 16 collect generalised impulse responses of the three bilateral
exchange rates (RERATE) to shocks in the following differentials: productivity lcvels
(PRODDEYV), budgel deficit/GDP ratios (BDDEV) and real iaterest rates (RDEV). The
first column of each figure displays the effects on RERATE of its own shacks; the second,
third and fourth columns, to shocks in each of the above variables, respectively. Each row
shows impulse responses for selected years during the classical Gold Standard, the second
post-war period, Bretton Woods and the froe-floating experiences.

Starting with the UK sterling/US dollar exchange rate, the two pancls in Figure 8
show that shocks to the relative fiscal position do not have significant impacts on the real
exchange rate. Shocks to the real interest rate differentials have some very limited
depreciating effects, bul these are negligible and very short-lived. On the contrary, under

the classical Gold Standard, shocks to the productivity differential appear to have a

® UK sterling/US dollar, 1871-1995; Italian lira/US dollar, 1867-1996; UK sterling lialian lisa, 1871-1995. Standard
lag-icngth sclection procedures were nsed o compute the optimal order of the VAR, found to be p = 2, or p = 3,
depending on the country and the sample.

*! Clarida and Prendergast (1999), for example.
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significant, bul not very persistent, depreciating effect. As a matter of fact, such effect
becomes insignificant soon after the first year, when it does not reverse into a rcal
appreciation (see third row in the Figure). On the other hand, the picture becomes less
clear-cut in the second post-war period, with exchange rates first fixed and then allowed to
float under the Bretton Woods and the post-1971 regimes (Figure 8, Panel b). The
sterling real rate response to shocks in the productivity differential seems to become
overall more persistent, and episodes of real appreciation altemate with ones of real
depreciation. A cursory look at the forecast error variance decomposition reveals that, for
the horizon at which all shocks seem to somewhat have some effect on the real exchange
rate (h ='1), the contribution of innovations to the productivity differential is by far the
largest*:

FEVD UK sterling/US dollar {typical vear)

horizon PRODDEV > BDDEV > RDEV >
RERATE RERATE RERATE,
H=1 0.94553 0.001311 0.026174

When we turn {0 analysing the Italian lira/US dollar case (Figure 9), we find that
positive innovations to the productivity differential do have an appreciating effect on the
real exchange rate, but this is apparently confined to the first year or so following the
shock, with no particular differences across monetary regimes. When it cotnes to assessing
the impact of shocks to the relative fiscal position, we observe that these tend to have a
short-lived depreciating effect during the Gold Standard years, with the remarkable
exception of the inter-war period™. In very recent years, however, in (ront of huge primary
deficits accumulated by Italy since the late cighties, this pattern appears to be completely
reversed: the initial depreciation is followed by a persistent real appreciation. The same
changing patiern, but with an opposite sign, is displayed by the dynamic effects of a
shocks to the real interest differential: these trigger a real appreciation during the Gold
Standard years, and a persistent depreciation in more recent times®. This suggests Lo
further investigate the links between shocks to the fiscal stance, net of intercst payments,

and the behaviour of interest rates. The relative contributions of the various shocks to

3 pesaran and Shin (1998) explain in detail why forecast error variance dccomposition with generalised impulse
responses does not yicld percentage contributions. This is why interpreting forccast error variance decomposition
functions in vur context is much harder,

%% After the suspension of convertibility Italy lived after 1913, the country briefly returned to the Gold Standard between
1927-1930.

M In recent years -hotween 1988 and 1995. such differential returned to be positive.
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explaining real exchange rate’s error variance, looks stable across the regimes covered by

these cstimates:

FEVD Italian lira/US dollar (1906)

horizon PRODDEV > BDDLEV - RDEV >
RERATE RERATE RERATE
H=1 0.621211 0.086472 0.280335
H=2 0.618922 0.089069 0.283007
H=3 0.603851 0.111271 _...0.293212
H=4 0.596338 0.122271 0.298713
H=5 0.593059 0.127075 ~_0.301194
FEVD Italian lira/US dollar (1927)
horizon PRODDEV > BDDEV > RDEV >
RERATE RERATE RERATE
H=1 0.621211 0.086472 0.280335
H=2 0.614344 0.093491 0.28827
H=3 0502572 0.258736 0.36552
H=4 0.448099 0.338283 0.898392
H=5 0.388491 0425896 |  0.449482
FEVD Italian lira/US dollar (1955)
horizon PRODDEV = BDDEV > RDEV >
RERATE RERATE _ { RERATE
H=1 0.621211 0.086472 0.280335
H=2 0.621035 0.086681 0.280542 |
H=3 0.667779 0.165231 0.319632
H=4 0.561744 0.174058 0.32398
H=5 0.559807 0.176898 0.325389
FEVD Italian lira/US dollar (1990)
horizon PRODDEV > BDDLYV -> RDEV >
RERATE RERATE RERATE
H=1 0.621211 0.086472 0.280335
H=2 0.621075 0.086647 0.280496
H=3 0.491021 0.278475 0.377345
H=4 ; 0.490974 0.278544 0.377382
H=5 0.49097 |  0.278549 0.377385

The figures above suggest that innovations to the productivity differential account
for most of the varation in the forecast variance of the exchange rate at shoit horizons. At
Ionger horizons, shocks to the remaining differentials become more relevant, with the real

interest diffcrental especially important in recent years, probably as a result of the

increased international integration of Italtan financial markets.

Next, we examine the UK sterling/ftalian lira exchange rate. The picturce
emerging from Figure 10 is not particularly clear-cut. The wide swings in the relative

fiscal positions between the two countries introduce a stubborn amount of noise into the
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estimates, and make it peculiarly hard to assess the persistence of some effects. Shocks to
relative productivity levels and to the real interest differential always have an appreciating
effect on the exchange rate, as expected. This pattern, at least at the present stage, does not
scem o be affected by the monetary regime in place. The refative importance of the
various shocks to the decomposition of forecast error variance does not change much

either across time:

FEVD UK sterling/ftalian lira {typical year)

horizon PRODDEV <> BDDEV <> RDEV -
RERATE RERATE RERATE

H=1 0.891545 0.003553 0.347798

H=2 0.891383 0.003672 0.347733

H=3 0.887798 | 0.008344 0.347757

H=4 L0887005 | 0 0.009246 | 0.347742

H=5 0.886955 0.009427 0.34774

This also points to shocks in the productivity differentials and, to a lesser
extent, in the real interest differential, as the main sources of innovation.

The main resull from our estimates, so far, is that the evidence in favour of a
persistent, productivity effect on the real exchange rate, if any, appears very thin. Instead,
the link between fiscal shocks and real appreciation appears much more robust.

Only partly satisfied by the precision of our findings, we decided to conduct a
further battery of estimates. That is, we spiit the initial sumple into two sub-samples. The
first covers the classical Gold Standard, running from around 1870 up to the Tirst World
War, whereas the second spans the Bretion Woods years plus the post-1971 floating
experience. This way, we seek to introduce further room for variation in our estimates,
allowing the VAR variance-covariance matrix to change across the historical data set we
employ. The explicit cost of such strategy will involve giving up any attempt of using
inter-war data for our estimates. However, a bird’s eye view to the series in Figuyres 1-7
suggests that such cost is not toe bigh, compared to the level of noise brought hy those
observations.

Figure 11, Panel a illustrates generalised impulse responses for the
sterling/dollar exchange ratc from the model estimated over 1871-1913. The response of
the real exchange ratc in a typical year of the Gold Standard (1899) substantially confirms
the inrelevance of the shocks to the relative fiscal position we had already found. In
addition, shocks to the real interest differential appear irrelevant at all horizons, ‘This (ime,

however, the latter seems to trigger a real appreciation, in line with the predictions of our
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theoretical model, rather than depreciation. Shocks to the productivity differential, again,
have a significant and very strong depreciating impact on the exchange rate, but not
beyond the first year or so.

Estimation of the baseline modcl over the post-war sample yields the typical
impulse responses illustrated in Figure 11, Panel b. The picture shows that during those
years a shock to Britain's relative productivity levels did produce a shost-lived
depreciation of the exchange rate, of a much smaller size than during the Gold Standard.
Innovations to the relative budget position instead trigger a real appreciation, this short-
lived too. No persistent effects on the real cxchange rate are detected.

When sub-sample estimation is conducted on the lira/dollar rate, the generalised
impulse responses we obtain are displayed in Figure 12. Panel a shows resulis for the
Gold Standard sample; in common to the (ull sample estimates they indicate that a shock
to the relative budget deficit indicator leads the exchange rate to depreciate in real terms.
On the contrary, a shock to productivity differential depreciates the rate, and by a
remarkable extent. Interestingly, such peculiar result is reversed in the post-war
csiimates (Panel b). The forecast error variance decomposition for a typical year of the
sampte confirms the increasing role of fiscal and monetary shocks over the Jatter part of
the sample. Though not persistent, shocks originated in the demand side of the economy

again appear to be of increasing relevance:

FEVD Walian lira/US dellar, 1867-1913 (typical year)

horizon PRODDEV > BDDEV > RDEV »>
RERATE RERATE BERATE |
H-1 0.601211 0.077472 0.240335
FEVD Italian lira/US dollar, 1852-1996 (typical year)
horizon PRODDEV > RBRDDEV = RDEV =
RERATE RERATE RERATE
H=1 o 0.984994 0.291946 0.681189

Finally, Figure 13 illustrates our {indings when system estimates arc computed
over the two sub-samples for the sterling/lira model. During the Gold Standard {Panel a),
productivity and fiscal policy shocks seem to impact on the real exchange rate according
to the BSH, whercas the responsc to a real interest differential shock is somehow perverse.

The picture is not much different for the second post-war period (Panel b), where

¥ We have already detected a similar pattern wiih the UK sterling/US dollar rate.
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however shocks to fiscal policy appear to have more enduring -though smaller-
appreciating effects on the real exchange rate, Panel ¢ also shows that in the free-floating
period following the breakdown of Bretton Woods, in some instances the initial reul
appreciation is subsequently reversed into a real depreciation, and that the overall response
tends to be more persistent. Forecast error variance decomposition for selected years
confirms this finding, with post-1971 innovations in relative fiscal policy stance

accounting for a noticeable larger amount of variation in the exchange rate:

horizon PRODDEV > BDDEV > RDEV >
RERATE RERATE RERATE
H=1 0.830231 0.125634 0.990171
H=2 0.830231 0.125634 0.990171
H=3 0.78862 | 0.179742 .0.9341.02
H=4 0.757065 0.210565 0.902159
H=35 0.757064 0.210566 0.902158
FEVD UK sterling/Ttalian lira, 1949-1995 (1982)
horizon PRODDEV > BDDEV > RDEV -
RERATE RERATE RERATE
H=1 0.830231 0.125634 0.990171
H=2 0.830231 0.125634 0.990171
H=3 0.759194 0.208084. 0.904721
(H =4 0.72756 0.244802 0.866668
H=5 0.727559 0.244803 0.866667

Overall, the results we obtained using the sub-sample approach are interesting,
because they tend to confirm that the response of the real exchange rate to shocks in
productivity levels and the relative fiscal position is essentially sample-dependent. Again,
such feature could have not been captured using a time-variant, fixed sample framework.

Moreover, it seems that such changing pattern is not strictly due to the exchange
rate regime in place, us substantial differences emerge, within the post-war sample, in the
responses obtained during and after the breakdown of Bretton Woods. Overall, we found
refatively little cvidence in favour of an appreciating effect of shocks to relative
productivity levels. Real exchange rates” response to such shocks, when having the sign
predicted by the BSH, tends to be short-lived. On the contrary, in a number of occasions
we find that fiscal shocks, especially thosc of a considerable size, like the prolonged fiscal
deficits in Italy in recent years and during the interwar period, do have persistent effects

on the real exchange rate™. This is at odds with what generally expected, as one would

* Sueh cffeets arc line with the predictions of the theoretical model adopted here in the [irst case, but not in the second,
thus highlighting an important difference in the transmission of fiscal shocks.
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imagine the effects of demand-side shocks to be wiped-out by factor mobility in the
mediwm to long-run. In the next section we bricfly sumiarise our findings, and point to

possible avenues for future research.

6. Concluding Remarks

In this chapter, we aimed at providing some empirical evidence as to the origins
of real exchange rate fluctuations over a long period of data. Time-varying VAR
cstimates, conducted within a Kalman filter perspective, in which stringent identifying
restrictions need not to be imposcd, sought to attribute those fluctuations to historical
episodes of shocks to productivity levels and government spending. Overall, we found
very weak evidence in favour of shocks of the first kind as having a persistent appreciating
effect on the real exchange ratc. Somehow, stronger support is found in favour of such an
effect as produced by shocks to the relative fiscal position®. Aside from this general
conclusion, three points seem to emerge from the empirical exercise we performed in the
previous section.

First, estimation over sub-samples that do not include the war and inter-war
periods shows mixed results as regards the effect of divergences in productivity levels on
the real exchange rate. Especially during the Gold Standard years, such divergences tend
to yield a real depreciation, whereas the case for a real appreciation, confirming the
Balassa-Samuelson hypothests, appears marginally stronger in the post-wur and post-
Breiton Woods periods. Moreover, we have found some evidence supporting the idea that
during the Gold Standard fiscal imbalances were producing real depreciation of the
exchange rate, exactly the opposite than during the post-war period.

Second, estimates over the entire sample show that, for particular rates and
specific cpisodes, like the tira/dollar in very recent years, prolonged and sustained
differences in government spending net of tax revemue appear to trigger persistent real
appreciation. During the Gold Standard, and the early Bretton Woods years, however, the
same shock seem leads to a diametrically opposite response of the real cxchange rate. This
can be readily interpreted as evidence of the fact that, beyond the exchange rate regime in
place, which is indeed relevant, what matters in determining the persistence of shocks to

3 This result is broadly in liue with what found by Clarida and Gali (1994) for the post-Brelton Woods periad,
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the real exchange rate is the underlying economic structure. That is, there appears to be
some evidence pointing to the underlying economic structure and the cxchange rate
regime ag determining real exchange rate volatility, and the transmission of real shocks to
the terms of trade.

It is then true, as we hinted, that the interactions between productivity levels, the
(iscal balance and the real exchange rate be might strongly affected by the nature of the
international arrangements™ linking the monetary authorities. The sub-sample results we
found, however, confirm that the exchange rate regime is not the unique determinant of
the transmission of such interactions. Beyond the iniernational monetary arrangements in
place, one may wonder about the direciion in which causality runs along such links, and
along the interactions between the behavioural relationships in the economic system and
policy’s institutional settings.

In the first chapter of this thesis, we have found some evidence that suggests how,
in the context of monetary policy conduct, institutional reforms probably tend to somehow
follow, rather than precede, changes in the collective preferences or in the basic structure
of an economic systerl. In the same vein, one cannot therefore exclude that the exchange
rate regime is relevant in accounting for differences in the transmission of fiscal and
productivity shocks to the real exchange rate. However, changes in the monetary regime
should be seen as an effect, not a cause, of changes in the behaviouraf relationships in the
cconomy. Demographic and technological factors are likely to account for changes in
relative price flexibility even to a greater extent than the exchange regime in place.
Moreover, the apparent correlation between the fiscal stance and the behaviour of
productivity, suggests that it is mainlty through such linkages that the above factors affect
the transmission of shocks. Accordingly, if the response of the real exchange rate to
various shocks differs over time, this is likely to be due to all those factors. The response
itself may be endogenous to the set of condilions that led to the adoption of the specific
exchange rate regime in place. It then follows that whether real shocks tend to prevail on
monetary shocks as to the geperation of observed real exchange rate fluctuations, is a
highly case-specific mattet.

Though blurred by the lack of more precise mcasures of productivity and
government spending for the early part of our sample, the results just summarised

somchow help bridging the gap between theorctical predictions and observed real

* Or, perhaps, by the absence ot such arrangements, as under free exchange rate floating regimes
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cxchange rate behaviour. In particular, many of the long-run hypotheses some recent
advances in intertemporal macrocconomics have rccently developed, deserve further
empirical investigation, perhaps along the historical lines we begun to tackle in this study.
One possibility would be to extend our time-varying approach to a model explicitly
allowing for discrete regime changes, so that the passages from Gold Standard, (o Bretton
Woods, and to the free-floating regime is directly accounted for by the statistical model.
Another research priority would call for the construction of more refined indicators of the
policy stance, especially for fiscal policy. As we have seen, the complex links between
monetary and fiscal policy shocks often prevented exact identification of the underlying
dynamics. In addition, the results of the existing literature, as we have seen, make us
suspect that one major problem of these analyses is the identification of productivity
measures that are not as strongly comvelated to the fiscal stance as in our and other cases.
However, we believe that our study has unveiled some imporlant features of historical real
exchange rate movements, and successfully addressed a number of relevant

methodological issues.
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Data Appendix

Real GDP and government expenditure series were obtained by deflating the current price

series using the GDP deflator.

The pre-1950 GDP, fiscal and price data were obtained from Flora (1983, 1987), Siute
Economy and Society in Western Europe, 1815-1975. Vols. I and H, Campus: Frankfurt,
and Mitchell (1992), International Historical Statistics — Europe 1750-1988, New York:
Stockton Press. and Mitchell (1993), International Historical Statistics — The Americas

1750-1988. New York: Stockton Press.

The pre-1950 data on interest rates were obtained from Spinelli and Fratianni (1991)
Storia Monetaria d'Italia, Milano: Mondadori: Friedman and Schwartz. (1982) Monetary
Trends in the UK and the US , Chicago: Chicago University Press; and Homer and Sylla
(1995) A History of Interest Rates, New Brunswick: Rutgers University Press.

The data for the post-1950 period was obtained from standard sousces (IFS, WEFA), and

spliced together to obtain continuous series [or the whole sample period.
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Figure 1 — Bilateral real exchange rates (CPI), 1867-1996 (scaled means and ranges). UKUS,
UK sterling/US dollar; UKIT, UK sterling/Italian lira; ITUS, Italian lira/US dollar.
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Figure 2 . Differentials in productivity levels (see the main texl for details on the proxies
used here), 1867-1996 (scaled means and ranges).
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Figure 8, Panel b — UK sterling/US dollar, 1871-1995. Generalised Impulse Responses.
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CONCLUSIONS

Summary of Findings for Each Chapter

The aim of this thesis was to bridge the substantial gap existing between some of
the theoretical predictions elaborated by the literature on the political economy of
monetary policymaking, and the apparent lack of empirical validation which has often
accompanied their emergence as normative guidelines for policymakers. Part of this
research was further motivated by the need to establish some empirical regularity as to the
role of leading indicators for monetary policy, and of fiscal and productivity shocks for the
behaviour of real exchange rates.

Overall, this empirical study has addressed a number of relevant methedological
issues, and voveiled some important features concerning the role of structural and

institutional changes on contemporary pelicymaking. What follows is a summary of the

main results, articulated for each chapter.

Chapier One: Interest Rate Rules and Policy Shifts in QECD Economies

In this chapter, we have discussed and estimated forward-looking interest rate
reaction functions for two groups of OECD economies. Our aim was twofold. First, we
sought to envisage whether the recent emphasis placed by the existing empirical litevature
on the consistency of monetary regimes in the G-3 economies with an inflation-forecasting
approach, was validated by the data. Sccond, we wanted to establish whether there was
any systematic pattern between institutional change, in the form of the adoption of explicit
inflation targets and central bank reforms, and the operational conduct of monetary
strategies. A number of general conclusions emerge from our empirical results.

First, the evidence we gathered suggests that the monetary authorities in our
sample did not follow stable simple forward-looking policy reaction functions based on
output gaps and expected inflation (and, a fortiori, Taylor rules). In the US and Tapan,
countries where there have been no major institutional reforms, we find that policies
underwent considerable evolutions in the 1980s and 1990s. However, it is only since the
1990s that estimated interest rate rules in these countries begin to look like the ones the
theoretical research on inflation-forecast targeting has recently illustrated.

Second, in countries where there were explicit intermediate targets (such as the

growth of M3 in Germany}, these appear mainly as a device to anchor expectations. In




addition, monetary policy is often found to follow a broad set of extermal objectives. Our
resulis confirrn thosc of previous researches who have detected in the Bundesbank a
marked “targeting” attitude regarding inflation, output, and some external conditions.

Third, with the exception of the UK, the recent switch to inflation targets in the
countries we studied does not seem to have radically changed the way in which interest
rate policy pursues its ultimate objectives. In practice, there is some evidence, particularly
clear in Canada’s and New Zealand’s cases, that any major change in the responsiveness
of interest rates to expected inflation took place well before the adoption of inflation
targets. The same pattern seems to have been followed even when such institutional
reforms have been accompanicd by greater central bank independence. A possible
interpretation is that the new regimes were brought in simply fo consolidate gains in terms
of lower infiation.

Finally, we detected some important differences in the behaviour of central banks
as far as output stabilisation is concerned. On the one hand, we found some evidence
suggesting that the I'ed has been apparenily exploiting its consolidated antinflationary
reputation to focus on the cycle. At the other extreme, some monelary authorities
apparently leel the need to build up such a reputation. .

Whether central banks that have only recently acquired their independence, such
as the Bank of England and the European Central Bank, will find themselves into ihe first

or the second category of experiences, remains, however, a fairly open question.

Chapter Two: Interest Rate Rules and Policy Credibility on the Road to EMU

Similarly to what we did in the previous chapter for other couniries, we have
examined the behaviour of interest rate policies in France, Italy, Belgium and Ireland,
during the cightics and on their road to EMU. Estimated reaction functions for each
country provided us with some evidence about the relative costs these countries faced in
maintaining their exchange rate parities within the ERM, and in fulfilling the basic
convergence criteria laid out in the Maastricht Treaty. The role of exchange rate risk, and
the way in which long-term interest rate differentials reflected the overall credibility of
fiscal policies in each country, has been analysed in relation to the trade-offs national

policymakers faced between domestic and cxiernal objectives.
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Our findings highlight quite clearly that in some cases (France, Belgium) the
process of convergence towards a stable exchange rate vis-a-vis Germany and a tight
inflation control took place amidst sustained policy reforms over a medinum- to long-term
horizon. In addition, the ERM mrbulence in 1992-93 does not appear to have impaired the
largely achieved macroeconomic stability. On the contrary, Italy's, and to a much lesser
extent, Ireland’s monetary policies, seem to have becn severely constrained, in their
efforts to stabilise the economy, by the lack of credibility of their respective fiscal siances.

Overall, our results appear as a first empirical validation, with reference to
European countries, of the idea that fiscal imbalances do lmpose some additional
constraint on the manoeuvrability of monetary policies. This message appears even more
relevant in the context of a unified Ewropean monctary policy process.

In the EMS context, the relationships between a country’s budgetary position and
interest rate determination were somehow made more evident by the presence of a further
binding constraint on economic policies ~the ERM band. The adoption of exchange rate
agreements made financial markels, and the public in general, more aware of the new
trade-off faced by monetary authorities, by attaching extra penalties to departures of
interest rate policies from an anti-inflationary stance. It is clear that financial markets and
policy observers, for the very same reason, scrupulously and critically monitor the
behaviour of the European Central Bank. Whether the interesting results found in this

study are to be observed for the euro area as a whole and for other economies, is left as a

direction for further rescarch.

Chapter Three: Evaluating the Information Content of Euro Area Monetary Aggregates

In this chapter, we provided some preliminary cmpirical evidence as to the
usefainess of the growth of M3 for predicting future inflation in the euro area. First, we
found little empirical support for rejecting at standard confidence levels Granger non-
causality of M3 on prices. This conclusion is found stable throughout the sample and
robust Lo a number of robustness checks. Second, we investigated the leading indicator
propertics of M3, by looking at a Pstar-type model in which information about the
cyclical state of the economy and a measure of authorities’ inflation target feed back onto
the generation of inflation forecasts. Our results confirm that a significant positive

association exists between the real money gap and future inflation up to five to six
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quarters ahead. Similar predictive ability is displayed by the output gap, the real interest
rate and (to a lesser extent) by the term spread.

Third, we compared the forecasting propertics ol the mmodel developed here to
those of an alternative, non-monetary model for euwro-arca GDP. Overall, cach model
appears to have some strengths of its own: both of them incorporate some information that
is relevant to explain GDP inflation. However, taken individually, none of the models
seems o be able to provide a complete account of inflation developments in the curo arca.

All this suggests quite clearly that information derived from both monetary and

non-meonetary models (and indicators) should be used to generate reliable forecasts for

euro-ared inflation.

Chapter Fourth: Real Exchange Rates, Productivity Levels and Government Spending

In the final chapter, we aimed at providing some empirical evidence as to the
origins of real exchange rate fluctuations over long historical datasets for the US, UK, and
Italy. Time-varying VAR estimates, conducted within a Kalman filter perspective, in
which siringent identifying restrictions need not to be imposed, sought to attribute those
fluctuations to historical episodes of shocks to productivity levels and government
spending.

Our main resuli is that there appears to be very weak evidence in favour of
shocks of the first kind as having a persistent appreciating etfect on the real exchange rate.
Somehow, stronger support is instead found 1n favour of such an effect as produced by
shocks to the relative fiscal position. Additional points emerge from the empirical exercise
we performed.

First, estimation over sub-samples that do not include the war and inter-war
periods shows mixed results as regards the effect of divergences in productivity levels on
the real exchange rate. Especially during the Gold Standard years, such divergences tend
to trigger a rcal depreciation, whereas the case for a real appreciation, confirming the
Balassa-Samuelson hypothesis, appears marginally stronger in the post-war and post-
Bretton Woods periods. Moreover, we have found some evidence sopporting the idea that,
during the Gold Standard, fiscal imbalances were producing real depreciation of the
exchange rate, exactly the opposite than during the post-war period.

Sceond, estimates over the entire sample show that, for particular rates and

specific episodes, like the lira/doflar in very recent years, prolonged and sustained
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differences in government spending trigger persistent real appreciation. During the Gold
Standard, and the early Bretton Woods ycars, however, the same shock leads to a
diametrically opposite response of the real exchange rate. That is, there appears to be some
evidence pointing to the underlying economic structure and the exchange raie regime as
determining real exchange rate volatility, and the transmission of real shocks to the terms
of trade. Moreover, the sub-sample resulis we found confirm that the exchange rate regime
is not the unique determinant of the transmission of such interactions.

In the first chapter of this thesis, we have found some evidence suggesting how,
in the context of monetary policy conduct, institutional reforms probably tend to follow,
rather than precede, changes in collective preferences or in the basic structure of an
economic system. In the same vein, one cannot exclude that the exchange rate regime is
relevant in accounting for differences in the transmission of fiscal and productivity shocks
to the real exchange rate. However, changes in the monetary regime should be seen as an
effect, not a causc, of changes in thc behavioural relationships in the economy.
Demographic and technological factors are likely to account for changes in relative price
flexibility even to a greater extent than the exchange regime in place. Moreover, the
evident correlations between fiscal stance and preductivity, suggests that it is mainly
through such still unclear linkages that the above [actors affect the transmission of shocks.
The transmission wechanism itself may be endogenous to the set of conditions that led to

the adoption of the particular exchange rate regimes in place.
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