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CHAPTER 1
INTRODUCTION

1.t BACKGROUND

Fundamental contributions to interational trade theory in the last two decades greatly enhanced
its ability to predict the industrial restructuring and the patterns of trade that followed tradc liberalisation
between countrics. The introduction of the theories of economies of scale {(Krugman, 1979),
transporiztion costs (Krugman, 1980) and the location of production activities (Kmgman, 1991b), wto the
new international trade theory resuseitated the theorelical and empirical works of economic geograpbors
and regional economists (von thinen, 1842; Pottier, 1963; Paelinck and Nijkamp, 1975). The core-
periphery model (Krugman, 1991b) used two types of regions (a central, core, industrialised arca and an
agricultnzl, peripheral, resource area) to imrodnee the theory of economic geography and the endogenous
location of manufacturing activity through the forces of agglomeration and dispersion. This medel found
that trade liberalisation encourages supplier and final goods producers to seek gommon geographic
production locations tlose to central markets to achicve pecuniary agglomerate advantages in production
(Krugiaan and Venables, 1996). Theoretical resulls using a model with these two types of regions found
diversified agglomerate outcomes arc possible under conditions of both perfect and imperfect Jabour
mobility (Ludema and Wooton, 1997, Forslid and Wooton, 1999). Tu a further application of this two-
region, core-petiphery model, the Hceckscher-Oblin  von-Thilnen model found that a country’s
charactoristics of location and resouree codowments and its factor and transport intensily of commuoditics
determined its spatial production aclivily (Venables and Limao, 2002). These theoretical results from a
core-periphery model bave establishod a rigerous basis for understanding and predicling effects of trade
liberalisation between countries.

The empirical literature (Bridhart and Torstensson, 1996) accompanying this theoretical
international trade litcratwe has used industry concentration measures to examine the tvpe of industrics
thai will locale in central, industriatised regions, Relative and absolute concentration measuses have been
doveloped to detenmine whether industry location is determined by comparative advantage and
specialisation or by economics of scale (Haaland et.al, 1999). Forslid er. al, {1999) develop an absolute
concentration measure to predict industry behaviour by its characteristics. Midelfart e7. af, (2000) usc the
location-Gini (ascending order (¢ LG, < 0.5) to measure the changing industry concentrations in the
European Union (LU), This empirical research bhas shown the strong, home-market effects for core region
induostries that need cconomies of scale, forward and backward linkages, skilled labour inputs, and high
exponditure shares (Haaland et. al, 1999; Davis and Weinsicin, 1998, 1999; Foislid ef. af, 1999,
Midelfart er. @l, 2000). Tho importance of industrv characteristics interacting with country characteristics
has been empirically verified (Midclfart ez. @/, 2000).




Tn all, these empirical resulis have demonstrated the fundamental validity of the new international
frade thcory based on a model with two types of countries. These resulis show that industrial
concentration in both core and periphery couniries is either increasing or decrcasing because of trade
liberahisation. ‘T'his conclusion implies, then, that agglomeration and dispersion forces have been at work

among the economic regions within each country to produce the abserved effects at the national level.

1.2 RESEARCH MOTIVATION AND OBIECTIVE

However, the empirical literature is absent of any analysis of the effects of trade liberalisation on
regional manufacturing location within the regions within a country. The new economic geography theory
argues the importance of industry concentration in the economic development of a country (Krugman and
Venables, 1995). Yet, there has been no analysis of the effect of integration on the production structures
and manufacturing locations, at the regional levels within the EU member-nations, in the face of declining
barriers to trade and trade costs. Neither has there been an analysis of the effects of the endogenous forees
on the micro-economic variables, such as wages, wage convergence, gross investment, and the costs of
production.

The objective of this dissertation is to empirically examine the forces of agglomeration and
dispersion inherent in the core periphery theory (Krugman, 1991b) at the regional level within EU

member states and specifically analyse trade liberalisation cffecis in Spain.

1.2.1  The Core-Adjacent-Periphery (CAP) Model

Although much attention in the literature (Venables, 1994) focuses on the theory of agglomeraies,
agglomerate growth, and agplomerate stability, no empirical research has undertaken the task of defining
and identifying the core rcgions in the EU, Agglomeration forces' work within a geographic area where
cumulative causation creates accumulation (Venables, 1994). This disscriation introduces the concept of
an agglomerate to definc such a geographic area: « region with one or more large urban population
areas with industrial complexes. An agglomerate is similar to Krugman’s (1991a) description of a home
market, which has finite geographic size where economic general equilibrium effects dictate agglomerate
industrial composition. Industry relocation could thus lead to a regional process of internal differentiation
and structural change among several agglomerates within a country.

The core periphery model with two types of regious needs to be expanded to include a third
region type, in order 1o develop a national regional model. This dissertation extends the core-periphery
maodel to include an ‘adjacent’ tegion by using a synthesis of von Thiinen’s (1823) concentric circle
theory and the theoretical nomenclature used by regional economists to describe national region ypes

{Paelinck and Nijkamp, 1975). In concentric circle theory the core region serves as the centre region and

! The word agglomerate has its arigin in the Latin word agglomeratus, the past participle of agglomerare, which means to heap
up, join, to gather into a ball, mass or cluster (Merriam-Webster’s Collegiate Dictionary (1 o /ed), Merriam-Webster Inc., 2000).




the periphery region is tocated in the second concentric circle avound the centre. However, between these
two extromes is an ‘adjacent” region, located in the first concentric circle — the ‘in-between’ region — that
borders on the core and periphery regions. This adjacent region enables an empirical analysis to reveal
whether the Industry cxpansion in a core region will accommodate those mdustries requiring strong
forward and backward linkages and the benefits of pecuniary agglomerate advantage and a high final
demand bias.

Von Thiinen’s (1823) concentric circle theory postulates that the transportation cost of markel
access reduces the lovel of salcg rewvenucs in direet relation to the distance between the location of
production agtivity and the core region. Therefore, the further production activity is located away from
the core region, the lower income and wages received will be, Concentric circle ticory assumes that
production activity is located I rings around the core region. Regional economists have classificd
national regions in these concentric circles, around a core region, as adjacent and periphery, based on
their geographic distance from the core (Paclinck and Nykamp, 1975). The national regional model
developed in this dissertation is a synthesis of these two schools of thought and creates a framework for
the analysis of agglomeration and dispersion forces.

The national three-region CAP model will i1l the empirical gap by cieating a framework within
which the theorefical effects of agglomeration and dispersion forces can be measured within national
borders. With a clear categorisation of region types and the identification of adjoining rvgions, an
empirical analysis can examine convergence or divergence of industry structures over time, Using the
CAP model, ore regional industry concenliation ratio measures both relative and absolute concentration,
as well as measures the offects of agglomoeration and dispersion forces between region types.

This three-region medel is called the core, adjacent, periphery (CAP) model.

1.2.2  CAP Analysis of the European Union

The identification of regions of EU member countrcs allows them to be categorised for
determining the contres of manufacturing location. This allows an exact identification of the EU
geographic core regions, adjacend regions, and their periphery. Furthermore, it permits an empirical
cxamination of vor Thinen’s concentric circle theory of an mverse relationship betwoenn income and
distance from the centre.

The adjaccnt region allows for an expansion of industry with strong wmutual intecdependencies
lcading fo the clustering of upstream and downstream indugirics in core and adjacent regions. The CAP
model will allow us to identify the extent to which supplier and fina! goods producing industries cluster in
adjoining regions (Krugman and Venables, 1996), and whether industry has beeome regionally more or
less concentrated (Krugman, 1991a). The CAP model enables such an cxamination and highlights the

nuportance of adpacent regions as bultresses for core agglomerates.




1,2.3 CAP Analysis of Spain

The choice of Spain as the country to which to apply the national regional model is motivated by
four rcasons.

First, Spain has been classified in the hiteratwre (Krogman and Venpables, 1990) as an EU
geographic periphery region subject to apglomeration forces from the EU geographic core. The objective
of trade liberalisation policy is fo catalyse economic development in national regions like Spain with self-
sustaining manufacturing activitics that reduce the export of regional unemployment. The new
international trade and economic geography theorics argue that a geographic periphery country shonld
attract firms because of its favourable wage cost differential and high relwrn on capital investment. A
viable sell-sufficient economy in Spain depends on the competition offect outweighing the home market
cttect of the geographic core. Spain therefore is of interest since the regional model reveals the micro-
economic behaviour of firms to retain or become more cost efficient and compcetitive. Spain serves as an
example of entrepreneurial behaviour in the face of trade liberalisation for a couniry relatively now in. the
EL.

Second, Mudelfari et alf, (2000) have found a greater spatial distribution of European
manufacturing in the lae 1980s and early 1990s. The authors snpgest that a pessible reason for this
greater dispersion is due to the increased manufacturing concentration in the southern Ewropean countries.
An increase in the overall level of industry concentration i Spain might explain the greater spatial
distribution of European manufacturing. If industry concentration has increased i Spain, thep an
exanination of changes in industry location in Spanish regions is valuable because it will reveal the
location choice and characteristics of the new firms entering Spanish industrial sectors.

Third, irade liberalisation secks to encourage indusirial convergence between border regions
{Krugman and Venables, 1996). Because Spanish regions border in the north on France and in the wost on
Portugal, a rcglonal model analysis of Spain can assess the extent to which there has been a convergence
or divergenee n industrial structures and factor prices between these foreign region types (Krugman and
Venables, 1996). Using the CAP model we will be able to examine whether irade liberalisation has
stimulated convergence or divergence of industry structures among border periphery regions in adjoining
forcign. It further allows for an examination of the contribution of agglomeration or dispersion forces to
cqualising factor prices between these region types.

Fourth, with three tvpes of regions, the CAP modet can identify multi-agglomerate production
structures within a country. If scveral regional agplomerates are identificd, then an analysis would show
the clusterimg behaviour and location of supplier and final goods producers. If production structures
between agglomerates have become more similar, then factor proportions have possibly becoms more
similar due to perfoct domestic labour mobility. Such a development would imply incomc convergence

between regional core regions, but also would enhance the ability to predict the cxport industrics of




regional agglomerates. An application of the CAP model to Spain would discover whether such regional

effects from EUJ trade liberalisation are present.

1.3 SUMMARY OF RESULTS
1.3.1  The Classification of CAP Regions for the European Union

The CAP modcl identified and classified region types as core, adjacent and periphery and their
geographic location, according to a Eurostat population density definition of an urban agglomerate: five
hundred people per square kilomeirs, The categorisation of the regions reveals 72 core regions, 69
adjacent regions, 68 peripliery regions, and 13 island periphery regions in the fifleen-member country EU.
Within the FU, the geopraphic centre is an uninterrupted scrics of core regtons stretching from the west
coast in the UK, through the Beneclux and western Germany, to the northern regions of Italy. Several
scparate core regions exist at the edge of the EU, to the northy, south, and west of its geographic centre.

The demographic analysis of EU CAP classification revealed net population relocation among
regions of 5.8 million poeople between 1987 and 1989, Of this aumber, 5.1 million people relocated to
core regions. Only the extreme periphery regions in the EU north and south experienced a population
outflow. Population increased in most periphery repgions, possibly duc to new viable and profitable
manufacturing activitics thal creale eew employment opporiuniiics. This is a favourable oulcome for the
ohjectives of the new regional ceconomic policy proposed by the Delores Committes (1989). At that fume,
fear was expressed that trade liberalisation wonld result in an export of wnemployment from the periphery
regions {Doyle, 1989),

The demographic cvidence suggests a marginal population out migration in only two countrics,
Spain and Ualy. This out migration is very marginal considering the total population size of these two
countries. This outcome provides mitial proof of the ‘imperfect [international] labour mobility’
assumption m the EU, as theorised by Ludema and Wooton (1997), supporting a divergent production
outcome in the EU,

The sconomic data supports the concentric circle theory. There exists a significant difference in
the levels of average per capita incone in the CAP regions. The Tukey-Kramer test statistic for
differences in means substantiated the sigmficance of the income differcnces between regions. A positive
correlation exits between income levels and regions types. The levels of per capita income are highest in
the corc regions and lowest m the island periphery repions. The data suggests a strong conyergence
between income levels in the periphery regions, further evidence pointing to the creation of new
employment opportunities in the periphery regious.

1.3.2  Resuits from the CAP Model Applied to Spain
Trade hiberalisation resuited in a decling 10 fhe number of firms in suveral industrics: purification

and distribotion of water, food beverage and tobacco, and manufacturing of jewellery and musical




instruments. Net declines cccurrd in the cngineering sector: quarrying and miwng of energy imaterials,
fabricated metal products, and other transporttation.

A number of industries have relocated between repions. The industry branch quarrying and
mining of non-cnorgy materials expericnced a relocation of firms to the southem periphery regions,
suggesting Heckschor-Ohlin comparative advantage. Tn the fabricated metal products branch, relocation
occurred to the core and the adjacent regions, possibly for reasons of internal and external cconomies of
scale, while in the wearing apparel branch firms relocated to all three types of regions. In gencral, the
periphery regions experienced a mef increase in the pumber of fimmas in the branches extraction and
processing, enginesring, and other manufacturing.

Trade liberalisation resulted in the entry of new firms in industry branches and industrial seclors,
In general, all industry sectors expenienced entry of new firms. However, there was not a uniform
distribution of new firms over the regions of the CAP clusters. Firms do not astomatically cluster i the
vore regions. It appears that the ndustrial structure — fotial ‘low” or “high’ shares ~ in egions deternnes,
to a large exteni, whether new fitms locate wn the core, adjacent, or periphery regions (Krugman and
Venables, 1996). The regional model revealed the recomposiiion of industry in the core and adjacent
regions in one of the CAP clusters, starting from “low’ mitial levels of concentration. The recomposition
consisted of a significant increase of now finms in the supplier industrics. This development suggests an
active regional industrial policy of afttracting supplier industries, and stimulating the process of
cumulative causation.

Industry rclocation changed regional industry shares. Regions with initial “high’® or “low” indusiry
shares expericnced a significant increase of new firms. This result is contrary to the outcome of Midelfart
ef.af (2002) for indusiry location in the EUJ. This analysis suggests that both inlcrmediaic and final good
producing firms sclocated primarily to core and adjacent regions with initial ‘high” industry shares. A
number of adjacent regions with mitial selative high share positions retained these positions and
expericnced growth. This means that the process of agglomeration is occurting not only in core regions,
but also in their adjacent regions, suggesting a convergence of industry structure between the core and
adjacent rogions thereby revealing a sirong economic geography effect. In the four periphery regions of
Asturias, Andalucia, Extremadura, and Murcia industry shares increased starting from ‘low’ initial levels
signalling factor accomulation for industrial developmont.

The greater smularity between the core and adjacent regions due io the location of new firaas and
manuiacturing labour is supported by the findings of the Krugman’s (1991a) indnstry index of regional
similarity or diversity, The statistical measurements reveal a convergence of regional industry struchures
in the CAP clusters aflor ceconomic intepration. The strength of the competition effect attributed to this
growth of new [irms in lthe adjacent regions significantly increasing industry structure similarity between

these two region types. The competition offect also resulted in a preater similarity in industrial structures




between adjacent and periphery regions, Finally, the analysis roveals there is a duplication of production
structures in geographically separated regions. The production stracture in Spain is polveentric.

The new regional labour-land concentration ratio verifies the polycentric prodoction structure.
The characteristics of the measurements are such that it meots the two requirements of: one, measuring
indusiry concenfration per region, and two, providing a clear cut-off peint between absolute and refative
concentration. These two characteristics make it the concentration measure of choice. The location-Gini,
LGy measures industry concentration per region, but cannot distingnish belween relative and absoluie
conceniration. ‘1he Amiti (1997) and Forslid {1999) relative and absolute measurements arc country and
not region specific.

in 1997, fourteen of the twenty-three industries showed absolutc concentration valucs. Of these
fourteen industries, seven incrcased their absolute concentration, five dispersed industries became
concentrated, and three industrics showed a marginal decline in absolute concentration. 'The remaining
nin¢ industries showed relative concentration values. Of these, three absolutely concenirated industries
became more dispersed, with the remaining six industries showing some positive and negative declines in
lbeir relative concentration valaes.

The regional labour-land conceptration ratio suggests that on uverage industries experiencing
absolute concentration are located in the core agplomerates and are characterised by low to medium final
domand bias indicating strong economic geography home market effects, as found by Dawvis and
Weinstem (1999). Industries with relutive concentration ratios are located in core and adjacent regions
aud are characterised as industries in the dispersed - morc/less — dispersed catogories. On average, these
mdustries show a medium to high final demand bias indicating the need for proximity to high domestic
cxpenditures. These industrics show a greater dispersion across the CAP clusters suggesting regional
specialisation in production for domestic consumption.

The outcomes of the labour-land concentration ratio reinforce the industry index analysis of
greater similarity in production structures between core and adjacent regions. It suggests the development
of ¢conomic districts where economic structures transcond region boundarics, Multiple economic districts
within the CAP clusters would lead to the deduction that these industries have commodities with high
demand elasticities and high transport infensitics dependent on infra and infer-mdustry inputs.

Spatial correlasion analysis found the core regions in Spain to exert a strong home market effect
as predicted by Krugman (1991b). These regions attracted the largest number of new firms and
manufacturing labour. These events confirm the theory of cconomic geography, resulimg m relatively
higher wage and salary disbursements. Economies of scale in the core regions increased due to the
relatively high lovels of gross mvestment in manufacturing activity. Theory suggests an increase in new
finus mcreases the supply of new product variety thereby reducing imported producis bearing
transportation costs, This results n a decling in the price index in the core and increases real wages
(Krugman, 19910},




Trade liberalisation had its most significant effeet on structural adjustment in the adjacent
regions, These adjacent regions experienced a relatively larger readjustment in the number of new firms
vorsus the core regions. The data reveals a reversal in the total number of firms between the core and
adjacent regions. Although the core acted as am attraction region, stimulating the process of
agglomeration, the competition effect in the adjaceml regions, cicaicd a strong convergence of the
microeconomic variables, such as average number of employees per firnm, average wages per coplovee,
average wage cost per firm, average gross investment per firm, and average gross mvestment per
employes.

The periphery regions cxperienced the relatively highest level of gross imvestment and high
average gross investment per employee. The rates of change in these two variables exceeded those of the
respective core regions, attesting to the profitability of new investments in these regions (Venables,
2000). Firms in the periphery expanded plant capacity to create cconomies of scale, and became sclatively
more capital intensive to emhance their competitive posiion. Although the periphery regions saw a
decling in total manufacturing cmployment, there was a strong convergence with the core in average
cmployee per firm indicating a greater sumlacity in the production structure, The growth of average

wages exceeded that in the core reglons, but remained relatively lower i absolute torms.

1.3 The CAP Model Applied to the Spanish, Portuguese, and French Border Regions

The analysis of trade liberalisation on border periphery regions reveals two scts of resuits; the
first of these pertains to industry structures, and the sccond, concems economic growth in the border
regions.

First, the development of industry structures in the two sets of Spanish border regions contignous
to Portugal and France is unequal. Industry structures between the French and Spanish border regions
show a wmarginal divergence. Industry structures between Spain and Portugal show a  stronger
convergence with the Portuguese border regions than with the regions in their own CAP cluster of
Maduid.

Second, home market and competition effects are evident in the foreign border periphery regions.
Increases in the number of new firms and the inflow of manufacturing iabour in the Portuguese and
French horder regions exceeded those in Spain, which experienced a strong decline in these regions. This
resulted in relative higher levels of wapge disbursoments in foreign border rogions. Capital investment in
the Portuguese core region was comparable to that of the three French adjacent regions. This resulied in a
strong convergence i regional average gross investment per firm. Production structures converged
between these regions as evidenced by average number of manufacturing employees per firm, and the
average wage costs per firm. There was, however, no couvergence of average wage per employee
between the Spanish and Portuguese border periphery regions, Absolute wage levels in the Portugucse

regions remained lower than the Spanish and French regions. However, there is significant convergence




of average wage per employee between the Spauish and French adjacent vegions suggesting Stolpet-

Samuelson factor-prics equalisation effects.

1.4 ORGANISATION OF THE THESIS

The remaining thesis consisis of gix chapters, with appendices. Chapter 2 prosents a review of the
current literature of international trade theory, and an empirical literature review of published rescarch in
the field of the mew ceonomic goography. Chapter 3 defines the concepts and terms of economic
integration used in the thests, Chapter 4 contams the mathematical derivation of the CAP moedel, the
identification and classification of the regions in the member states of the EU, and the demographic and
geonomic facts from that classification that demonstrates the applicability of the three-region CAP model.
Chapter 5 uscs the CAP modcel for Spain to analysc the changes in firm location m the regions, the
changes in regional industry shares, the changes in manufacturing employment in the regions, the
industry stmilarity/diversity analysis, and changes in regional industry conceniration using the new
labour-and relative and absolyte concentration ratio. Chapter 6 estimates the strength of agplomeration
and dispersion forces between the CAP clusters of the Spanish regions using the spatial correlation
coefficient. A similar analysis is underiaken for the Spanish, Freach, and Portuguese border periphery
regtons. Finally, Chapter 7 draws conclusions about the usc of the CAP modcl to analysc the rcgional

cffeots within a country from trade liberalisation.
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CHAPTER 2
LATERATURYE REVIEW

2.1 THEORETICAL LITERATURE REVIEW

2.1 Introduction

Intevnational trade theory describes the economic forces that determine the nature of exchange
between sovercign nations. There are three main bodies of theoretical thought that explain the nature of
exchange thal is aclually obscrved in the real world. The three themes are comparative advantage, the
‘new’ trade theory, and the ‘new’ economic geography. Each theme identifies a particular cconomuc
force. The driving forces underlving the theory of comparative advantage are perfect competition and the
exopcnous differences between sovereign countries resulting m fmfer-industry trade. In the ‘new’ trade
theory, the wnderdymg driving force is mmperfect competition and s wmique characteristic of internal
returns to scale that explains imtra-indusiry trade. Fivally, the ‘new” ccomomic geography theme of
iviernational trade is based on endogenous differences between production locations due to trade costs,

and examines the forces of agglomeration,

2.1.2  Comparative Advantage

In intemnational trade thoory the ierm comparative advantage means the ability to produce a
product whose opportunity cost of production in terms of other goods is lower in ong country than i the
other country. The theme of comparative advantage is found in the trade models of Ricardo, and
Heckscher-Ohlin. In the Ricardo modet trade arises becanse of relative differences in technology, In the
Heckscher-Ohlin  (H-0) model the source of trade is bascd on relaiive differences in endowments of
factors of production. In both madels there are exogenowns differences ou the supply-side that create

comparative advaniage.

2.1.2.1 Ricardian Trade Model

o the Ricardian model, trade belween nations 1s based on differences in technology for a given
state of the art. The model assumes two countrics (4 and B) two producis (X" and ¥); and onc factor of
production — labour (Z). Labour requirements and costs are constant. It also assumes perfect competition
so that labour is paid its value marginal product. Tn autarky each country produces both goods, with the
relative prices of goods (Px) and (Py) determined by their relative unit labour requirements or labour
productivity. Trade oceurs bocause of the relative price differences between the two countries in autarky.

The paticen of trade is determined by differences in labour productivity. If the per wnit labour
requirements in the production of good (X) in country {4) arc lower than the per unit labour reguirements
in the production of good (X) in country {B), then the price of good (X) will be lower in couniry (4), and
country (4) will bave a comparative advantage in the production of good (X). In this casc, country (A)
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will export good (X) to country (B). Similarly, if country (B) has a comparative advantage in the
production of good (¥). good (F) will be exported to country (4). The result of the opening up of trade
between the countries is that relative prices will be equalised, and each country will now specialise in the
production of the good in which it has a relative comparative advantage. In general, the gains of trade arc
twofold: one, total workd output increases due to specialisation i production by both countries; and two,
consumers in both countries have a wider choice of products.

The Ricardian madel of trade is unable to explam some aspeels of trade, and is therefore limited
in its prediciive powers. One, it predicts complete specialisation even though the real world is
characteriscd by any countries producing a similar good. Two, the model does not consider the effccts
of trade on the domestic distribuiion of income. Three, there 15 no allowance for differences in resource
endowments as a reason for irade. Four, the model is based on the assmmpiion of perfect competition,
thereby neglecting ceonomies of scale as a cause of trade. These issues will be addressed in subscquent

models of internafional trade.

L1 2122 Heckscher — Ohlin Trade Model

The Heckscher ~ Ohlin model of internationat irade addresses the issue of trade based on relative
differences in resource endowments. It postulates that a covatry will export the commodity whose
production requires the intensive use of the nation’s relatively abundani and cheap factor of production,
and import the commedity whose production requires the intensive use of the nation’s relatively scarce
and expensive factor. The model is a supply-side model because it isolates the differences in relative
factor endowments among nations as the determivant of comparative advantage and international trade.

The THeckscher-Ohlin model is based on a number of simplifying assumptions. The madel
assumes two countries, two products, and two factors of production (2 x 2 x 2). It assumes perfect
competition and constant returns to scale in production i both cowtries. Tastes and technology are the
same in both countries, with labour being perfectly mobile within countrics but not between countrics.
The same respeetive commodities in cach country are labour (L) and capital intensive (X). There are no
transport costs, tariffs, or other obstructions to tradc. 'Fhere 1s full employment 1y both counttries, as well
as incomplete specialisation in production,

The model explains comparative advantage and states that the pretrade differences in relative
Prices between two countries are due to relative factor abundance. In autarky relative factor prices differ
between couniries. The factor abundant product in the respective cowntries will have the lower price and
be traded. As trade is opened commodity prices are equalised. The Siolper-Samuelson theorom argues
that frade will change factor prices between couniries. An increase in the relative price of the tradable
commodity will increase the demand for the abundant factor iput and Jecrease the demand for the scarce
factor. This results in an increase in the return to the abundant factor, and a lower return to the scarce

factor in both countries, thereby changing income distribution. Trade will thus reduce the pretrade
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difference in factor rewards in the two conntrics, and eventually bring about factor price equalisation.
Once relative commodity prices are equalised, refative factor prices will also be equalised between the
two countrics.

A drawback of the Heckscher-Ohlin model is its assumption of perfect competition and constant
returns to scale. This limits the model’s predictive ability with respect to imfer-industry trade where
capital-intensive products are exchanged for labour intensive products. It consists of an exchange of
manufactured for agricultural products and thus reflects comparative advantage. Krugman and Obstfeld
{2002) observe that the Heckscher-Ohlin modet fails to explain the real pattern of international trade. An
important shortcoming of the model is its falure fo mcorpamale transpostation costs, In reality, a
considerable share of world trade occurs between highly industrialised countrics with relatively similar
factor endowments. The Heckscher-Ohlin model fails. fo explain trade in differentiated products produced
under conditions of mperfoct competition and economies of scale. This requires a new theoretical model

of wmicrnaiional trade,

2.1.3  The New International ‘Yrade Theory

The wvew mtcrnational frade thcory asswmes a world with imperfectly competitive market
structures. The market stractures are characterised by monopolistic competition and oligopoly. The key
feature that distinguishes oligopoly from monopolistic competition is that in the former the actions of one
firm have a direct mpact on those of the other. There are two main forms of eligopolistic competition;
purc and differentiated oligopolics, Pure olipopoly consists of vivalry between a fow fims in an industry
that produce a standardized product. Examples of such products include; “steel, aluminium, Iead, copper,
cement, rayon, foel oil, plywood, tin cans, pewsprint, explosives, and industrial alcohol.” A differentiated
oligopoly is characterized by an industry with a few firms that domnate the market for a differentiated
product. Examples of producls from such industrics are; ‘automobiles, toothpaste, cereal, cigarettes, TV
sels, clectric razors, compulers, furm implements, refrigerators, air conditioners, soft drinks, soap, and
beer” (Thompson and Formby, 1993).

Pure oligopolistic compctition with a standardised (homogpenous) product 15 also known as
Cournot competttion. Duopoly refers o two finms 4 and 8 competing in an oligopohistic market. A
Coumot duopely is a quanlity seiting oligopoly where each firm determines its own profit-maximising
level of output. Now, assume the two firms sell a homogenons product, have identical production costs,
and divide the market equally. This mcans both firms face an identical demand for their product such that
their average revenve, marginal revenue, average total cost, and marginal cost curves are identical. Both
firms maxinuse prefits where marginal cost equals marginal revenue., This means both firms charge an
identical price for their produst. Fach firm has half of the industry demand.

It one firm B increases production, its own product price dechines and the demand curve facing

firm A shifts to left for every price-output combination. If firm A wants 1o sell the original fixed quantity,
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it has to lower its prce. Firm 4 faces lower demand and marginal revenue curves for every price-cutput
combination. The ultimate rcsult in the market is, lower product prices and a lower optimum level of
output. To avoid this sub-optinal outcome, each i must be convinced about the behaviour of its rival.
In the miial situatiop, cach finm is maximising profits with the understanding that the rival {itm is
committed to producing the current level of output.

A differentiated oligopoly is characterised by a few firms producing mmperfect substitutes.
Bertrand duopoly ts a price-setting oligopoly where each firm sets a profit-maximizing price with the
beticl that the price seb by Ms rival 15 fixed. Assume price is higher than the equality of marginal revenue
and marginal cost. Now, if firm A believes the price set by its rival # is fixed, then firm 4 can lower its
price marginally below its rival and atiract a larger market share. The reaction of fitm B will be 10 lower
its price and undercut the price of its rival. This process of undercutting each other will continuc until the
price is bid down to the peint where there arc zero profits,

Monopolistic competition is distinguished from oligopolistic market competition because it is
characterised by many sellers, and focuses on product differentiation, price competition, and non-price
competition in the form of product performance features, quality and service, A differentiated product is
one whose attributes differ from competing products in satistfying a similar consumer necd. Differentiated
products provide the conswner with a variety of products to choose from. Many countries in the
indusirialised world have similar industries operating in markets characteriscd by imperfect and
oligopolistic competition. Countries trade in these products to satisfy consumers’ insatiable desire for
variety. This results in international trade m similar products also known as infra-industry trade. The new
international trade theory is one of non-comparative advantage. The ‘new’ theory was iultoduced and
subsequently developed by Krugman (1979, 1980, and 1981),

2.1.3.1 Imperfect Competiition und Economies of Scale

A drawback of thc Heckscher-Ohlin model of infernational trade is the assumption of perfect
competition and comstant retumns to scale technology. This limits its prodictive accuracy as an
international trade model. The model fails to cxplain trade between countries in similar manufactured
products, This deficiency in intcrnational trade theory was climinuted by Krugman (1979), who showed
that mternationat trade in similar produets can be generated through economies of scale in manufacturing.
The author asswunes a product market structure of Chamberlin monopolistic competition in a two-country
waorld with identical tustvs and technologies. The model has one factor of production - labour. This factor
1s bemng used at less than minimum economies of scale (MES) because of the size of the product market.
The force driving the now trade model is economies of scalc rather than factor endowments.

The Krugman (1979) model suggests three ways of increasing market size: an increase in the
labour force, international trade, and labour migration. In aularky an increase in the labour force will

result in an igercasc in both the number of firms, #, and the number of products, x, produced. The welfare
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cffects of this prowth are twofold; one, it increascs rcal wages, and two; it increases consumer chaice
since the number of products increases.

The opening of trade — at zero travsportation cosis — between two countries with identical tastes
and technologies results in an increase in the scale of production, the number of products available, and
welfarc. Since there are no barricrs to trade, the effect of trade is the same as if cuch country experiences
an increase in ifs labour force. Wage rates and product prices remain the same after trade. The mmportant
difference from the Heckscher-Ohlin modet is, that in this case, ¢cconomics of scale give rise to trade.

Third, if labour is perfectly mobile, and there arc positive barriers to trade, migration will be
induced by higher real wages and the desire for enhanced consumer choice. The region to which labour
will migrate will be deternuned by the distribution of the population, initial cconomic conditions such as
wages and prices, and the historical presence of increasing returns. This conclusion lays the foundation
for ‘cumulative causation” and the forces of aggiomeration.

The model points out that under conditions of Chamberlin monopolistic competition economies
of scale create a reason for international trade. International {rade means larger markets and foreign
demand allowing the full explottation of economies of scale. Krugman (1979) notes, ‘the effects of trade
arc similar to those of labour force growth and regional agglomeration.” The model demonstrates that
Ricardian international difference in technology or Heckscher-Ohlin relative factor endowments are not

necessary for trade to occwr.

2.1.3.2 Internaf Returns io Scale and Transportation Costs

In a subsequent paper, Krugman (1980) extends his formal development of a trade model with
economies of scale by introducing transportation costs. The introduction of transporl and trade osts into
the theory of mtemational trade contributed to making trade theory more realistic since these costs were
assumed away it the Heckscher-Ohlin model. Transportation costs changes the previous outcome that
wages remain constaut. With the opening of trade, transportation costs lead to higher wages n the couniry
with the largest population density. The reason for this developent 1s thal (ransporlation costs make it
more attractive for production to be located near the targest market. Tn the larger market a firm will be
able to realise both (i) econtomies of scale, and (31) minimize travsport costs.

The author introduces the concept of the *home market™ and defines it as a geographic location
with a rclatively higher population distribution, higher wages, and a higher relative demand for products.
The development process of a home market is derived from a mamber of assunptions. Krugman (1980)
assumes the existence of two symmetrical countries — Flome and Foreign — with respect to their size,

labour force, mumber of firms, products produced, domand functions, wages, prices, and output. The

* Alfred Marshall (1920} has explained why the home market is attractive. It provides external economies of stale, a pooled
market for skilled workers, the supply of industry specific inputs, and technological spiliover effects,
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assumplion of equally sized labour forees is relaxed 1o study the process of the home market creation, The
cconomie effect of a relative increase i the Home market’s labour force is an increase in the number of
firms, a rise in production levels, an increase in nominal wages, a rise in product diversificaiion, and
lower product prices resulting in higher real wages i the Home country, The reduction in Home prices
increases the clasticity of substitution for Home products. Home becomes the fargor inarket with a higher
population, wages, and demand.

The introduction of transport costs between the two countries affects trade and production of a
particular product. Transport costs mean that the price of Home imports for a similar product from
Foreign will bear transportation cost raising the relative Home import price of that product. Uf the demand
clasticity of subshitution in the Home market between the domestic and the imported product is zero, then
Home will specialize in the production of that particular good and export it to Foreign. If on the other
hand, Foreign can offset the transpottation cost of ber exported product to Home through increased
economies of scale, thereby reducing the export price, both countries may end up producing that product
depending on il Home elasticity of substitution for product variety. In this case, incomplete
specialisation will ocenr in both countries.

Krugman (1980) has shown how the decision to irade will become a choice involving a trade-off
hetween transportation costs and the need for economies of scale. The possibility of incomplete
specialization, and hence diversified production, will be higher, the higher are iransportation costs and the
lower the need for ceonomies of scale. Finally, with incomplete specialisation, both countrics will trade
all classes of manufacturers. Howcver, the country with the largest domestic demand for a particular
product will be the nct exporter of that product. Incomplete specialisation results in high levels of infra-
industry trade between countries.

Having established the fact that trade in similar products can occur under conditions of imperfect
competition, with economics of scalc, and transportation costs, Krogman (1981a) makes three
observations about the current pattern of world tvade. First, there is substantial trade between countries
with similar factor endowments. Second, international trade consists of exchange of similar products i.c.
ts intra-industry. 'Third, the expansion of world trade since the end of WWII has vot resulted in “sizeable
reallacation of resources or income distribution effects’,

The author develops a model that assumecs impertect competition, product differentiation, and
unexploited economies of scale in production 1o cxplain these three observations about real world trade.
The model assumes no transportation costs and allows the author 1o cxaming the conditions under which
countries with similar endowments engage in intra-industry trade, and why countrics with dissimilar
endowments sngage in iraditional Heckscher-Ohlin infer-industry type trade.

To examine the first two observations, Krugman (1981a) uses the Grubel-Lioyd index of infra-

industry irade in combination with a factor proportions similarity index.
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where X, represents the exports of a country in iadustry &, and My represents the imports in that indusiry.
The value of the Grabel-Lloyd index will be unity if there is balanced trade between cach industry, and

zero if there is complete international specialisation. Krugman defines a factor proportionality index” z as:
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The value of the factor proportions index will be unity (z = 1) if factor proportions between countries are
identical, and zero (z = 0) if they are completely disstmilar.

in answer to the first obscrvation, that there is substantial {rade between countries with similar
factor endowments, Krogman’s modcl shows that ‘the ratio of trade to income is mdependent of factor
proportions’. In other words, economics of scale and comparative advantage both generate trads.
Krugiman’s second observation, that international trade is infra-industty in nature, is answered by the fact
that if the Grubel-Lloyd infra-industry trade index and the factor proportions imdex are both equal to unity
({ = z = 1), then trade is completcly balanced between industries. In this casc, the patlern of tradc is intra-
induslry and generated by idemtical factor proportions m industries of both countrics. I, on the other
hand, both indices show a value equal to zcro, then trade is not balanced between idustrics, indicating
specialisation and trade based on factor proportion dissimilarities between industries.

Krugman’s third observation addresses the welfare effects of trade. Whether or not factors gain
from trade will depend on individual utility, wages, prices, and the number of substitutable products. The
author notfes that the welfare effect is determined by a distribution effect and a market size effect.

Tirst, the model shows that factor price equalisation ocours. Real wages tn industries engaging in
intra-tadusiy teade will romaie constant i torms of their own industry, However, in terms of industrics
where trade is based on comparative advantage, their real wage may decline if it is an abundant factor
indusiry. This is cansed by product price increases in that industry. These products enter the domestic
price index that vises, causing teal wapes in intra-industry {rade type ndustries to decline. The reverse
will hold true 1T it is a scarcec factor industry,

Second, the market size effect refers to the incrcased number of products avatlable whereby

consumer chotce is cnhanced. The welfare effect will benefit the abundant factor. However, it is not clear

* n a two country world consisting of a “Home’ and ‘Foreign’ the industcy size in Home is given as [, =2 — 2, and [, = z, while
in the Foreign country relative industry size is given bv ) =z and L, =2—z,
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whether the scarce factor will be better off. To determing this the author looks at the elasticity of
substitution between products.

The clasticity of substitution is determincd by the degree of product differentiation. However, the
degree of product differentiation reflects similarity or dissumilarity in faclor proportions. If countries have
similar factor proportions whercby products can be substantially differentiated, then both the abundant
and the scarce factor will gain from trade. On the other hand, if products are not sufficiently differentiated
— indicated by a high clasticity of substitution — then factor proportion are not similar ¢nough, and
whether the scarce factor gains will depend on the critical valuc that determines whether trade is of the
intra- or inter-industry type. Finally, infra-industry trade results in lower levels of resource allocation and
ceonomic disruptions.

The iroportance of the Krugman (1979, 1980, 1981a) papers is their significant contribution not
only o the theory of intemational trade, but also in (heix expository contribution Lo understanding the
patierns of world trade. These patterns can now be explained by traditional theories of comparative
advantage with constaut returns fo scale technology, as well as the now trade theory based on increasing
returns to scale teelnology. However, Krugman has also introduced the concept of the home market as a
geographic location for production, consumplion, and export of products, This opens the door to the new

theory of economic geography in the international trade htcrature,

214 The New Econemic Geography

The traditional theory of international trade neglecied the location of production and assumed that
trade ocecurrcd between two points in space. The new economic geography theory, however, introduces
production location by identifying the economic parameters that deteriine the location of production and
the development of industrial structures. Krugman (1991b) introduces the new economic geography

theory through the core periphery model’ with production location as its central theme.

2.1.4.1 Krugman’s (1991b) Basic Core periphery Model

A compleic mathematical formulation of the Basic Core Periphery Model is presented in
Appendix 2A for this chapter. Bricfly, the model assumes that a sovereign country consisis of two
regions. Fach region hus two sectors of production activity - agriculture and manufacturing. The
agricaltural sector is one of perfect competition, producing a homogenous product under constant refums
to scale techuology. The sector employs agticultural labourers who arc immobile between sectors. The
wnit labour requirement in agriculture is one. The manufacturing scctor is characterised by imperfect
competition, product diffcrentiation, and increasing roturns to scale technology. Manufacturing activity is

located in both regions and employs interregionally mobile manunfacturing workers.

% The centre-periphery sodcl was first introduced into regional cconomics by Pottier (1963). It was subsequently used by
Friedmann {1966, 1972)
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In the Jong rem, labour 18 intercsted in wages, and will migrate io the region that offers the tugher
real wage. If labonr migration lcads to a similar supply of agricultural and manufacturing labour in both
rogions, real wages will converge. In this case, a diversified production structure emerges with production
occuring in both regions. However, if labour migration results in a concentration of the manufacturing
labour force in one region, the real wages will diverge botween regions. Under this scenario. a ‘core
periphery” production structure emerges with manuficturing production occurring i the region with the
highest population.

Krugman (1991b) notes that labour migration will inmtially have an ambiguous effect on the
movement of relative wages bucause of opposing forces in the short mn.

The first force is the Aome market effect. The region with the larger labour force population (L)
will be the larger market, have the higher concentration of finms (#), and will have the higher level of
wages (w) and income (¥). A hgher concentration of finms means a larger choice of ‘variety’ of
manufactured products. Increased competition in the home market reduces prices.

The second force is the price index effect \bal renforces the home market effect since overall
prices i the home market will decling as more firms (#7) enter to produce for the local market. A price
index measures the cost of a basket of goods in a particular peographic area. It includes mporied goods.
The larger the proportion of domestically produced goods to imported goods, the lower will be price
index since fower products include transport costs. Lower prices result i mnercased consumer surpins and
welfare.

The third force is the comperition effect. This refers to the increased competition for customers by
the growing mumber of firms () m the home market. Price competition in the face of rising nominal
wages puts dowaward pressure on profit margins wntil the breakeven point is reached. Since firms in the
home market cannot force a lower nominal wapge on Iabour to avoid this outcome, they cleet to shut down
and relocate to the periphery region to profit from the nonunal wage differential. The competition effcot is
a dispersion furee.

In the shori run, the home market effect and the price index effect outweigh the competition
effect since the ‘real wage effeci” will cause real wages to tise 1n the core and decling in the periphery.
The higher rcal wage 1s an incentive for muanuticuring labour to mugrate to the core region. As long as
the real wage difference between repions persists the migration incentive will remain in favour of the
home market, and a core periphery structure will develop. The incentive for manufacturing labour to
migraie will be removed when the real wage dillerential is reduced. This can only come about through
mereases in (L) and {#) in the periphery rcgions, or through a reduction in real wages in the home market.

Krugman (1991b) wentifies three parameters that will detenmine which of the above forces
domiate in the long run aod whether the system moves to convergence or divergence. The three
parameiers arve: ‘the share of expenditwre on mumufactured goods, y; the clasticity of substitotion among

praducts, o; and the fraction of goods shipped that arrives, ©°. ‘Three labour demand / supply scenarios are
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developed under three varying transport cost valucs, 7. The high {ransport cost case, 7= 0.5; low transport

costs 7 = 0.75; and wediumn transport costs 7 = 0.6, The demand for labour is measured by the relative
real wage tale: @,/ ®,, where @, =w, / P,* The supply of labour is measured by £ = L; / 1. The results

are depicted in Figure 2.1, In equilibrium at point 4, manutacturing labour 1s equally distributed betwcen
the two rogions so that [, — L, and @, ~a,. A sitnation of diversified production prevails, and the
systein is i equilibrivm,
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Sonrca: Wootan €2007) hased on Kregman (1991h), Figure 1.

Line {1} in Figurg 2.1 ilustrates the case of high agglomeration forces. At low trade costs, any
movement from cquilibrium at point 4 indicates an uneven distribution of the manulactusing labour force,
In the case where L, > L, at point D to the right of equilibrium, the home market ¢ffict and the price
eglfect will generate agglomeration forces resulling in a core periphery outcome with manufacturing
concentration m region 1. The same forces will gencrate manufacturing conceniration in region 2, had the
initial labour shares been reversed, L, > L; The outcome is agglomeration and a corc periphery struclure
of production.

In the case of high trade costs, linc (II}, if manufacturing labour, and hence firms, relocate to the
region with the lower sharc of the manefacturing labour force, the competition effect will prevail, thercby
equalising real wages in the two regions. ITigh transportation costs leads to a diversified outcome with
production concentration in both regions. The competition offcct proviuls when fums with low
substitution clasticitics, and high levels of vnexploited cconomiss of scale, move to compete in the vegion
with the lower share of the manufacturing labour force. These firms service the core from the periphery

regions. In the long run, as more firms rclocate, they provide a counter balance to agglomeration forces.
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Finally, line {I1) in Figurc 2.1 illustrates the case of nmultiple equilibria. Points B and € arc
equilibria where real wages betwesn the regions are in equilibrivm, bot relative manufacturing labour
force shares differ. Both points indicate that it is possible to have wage convergence between regions with
different tabour foree shares, and hence manufacturing concentration. However, the equilibna B and C are
not stable. Over the range of the curve B4 and AC, the competition effect, wage convergence, and a
diverse production structure dominate. Beyond points € and B the home market and price index effects
fead to a core periphery outcome at the point where L; = L or £, = L. In subsequent years, the Krugman’s

(1991b) core periphery model was normaliscd.

2.1.4.2 Normualising the Equations of the Core periphery Model

Fujita, Krugman, and Venables (1999) have normaliscd the core periphery model (Krugman,
1991b). and use it to MHustrate how it can be employed 1o explan variations on the basic core periphery
theme. These varations are found in the literature i the works of Krugman and Venables (1995), the
writings of Puga (1996), Puga and Venables (1996), and the contribution of Forslid and Wooton (1999).
The authors develop a conunon language, terms, and definitions to allow a thorough discussion of the
range of issucs found in the ‘new economic geography’ The normalised equations and the corc periphery
model arc prescuied i detail in Appendix 2B of this chapter.

The significance of the new economic geography model lies in the identification of the econamic
forces that determine the endogensous location of mmmfacturing production. It complements the existing
theoretical Jiterature in allowing a better prediction of the pattern of trade between countrics once 2
couniry’s geographic location, resource endowments, manufacturing structures, and the costs of market
access (trade costs) have been identificd. The core periphery model, however, assumes perfect mobility of
manufacturing labour between the regions. This assumption will always lead to a divergent production
outcome. Subscquent theorotical liicrature examiines the cconomic forces that militate against a core

periphery outcome ard ensure a diversified agglomeration production structure,

2.1.4.3 Diversified Agglomeration

The core periphery model dlustrates how (he home market effect and the price index effect lead to
agglomeration and a concentrated production structure. In the model, the only countervailing force to
agglomeration is provided by the competition effect, If sirong enough, this effect leads to a diversified
produstion outcome and a convergence of wages betweon the regions. The forces miliating against an
agglomerate outcome are; general equilibrium effects, wape differentials, less than perfect labour

mohility, and comparative advantage.
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] General Equilibrium Effects

Kropman and Venables (1990) explore the comscquences of trade cost reductions on a small
ecoromy in a geographic core periphery setting. The authors assume a Jarge market {the geographic corc
consisting of countries) and a small market (a periphery country) with high initial trade costs. A reduction
in trade costs has five initial effects on the small economy. Firsi, since the larger economy has more
firms, there is an mcentive for firms to relocate to the larger economy (home market effect). Second,
firms in the smaller econony cxperience a decline in profits, aud consumers a rise m priccs. third,
production in the small cconomy will rise because of iis acoess to a larger market. There is a reduction in
net imports. Fourth, as trade costs come down, the price of imports from the larger cconomy decline.
Since the small cconomy is a net imporier of manufacturers, its domestic prices will also decline. Fifth, a
decline in domestic and imported prices resalts i a gain in consumet surplus in the periphery country. It
leaves producer surplus at zero because of fiee entry and cxit. Social welfare increases. In the limit, as
trade costs continue to fall, finns relocate to the larger cconomy, and supply the periphery from the core.
Under these assampiions and conditions a core periphery outcome is obtained.

The authors examine the cticets of two separate gencral equilibrium forces on the structure of
production. First, they consider the effcct on prices by assuming that tramsport costs of agricultural
products ave no longer zerp. Instead, there arc positive transport cost between the periphery and the core.
The periphery has a larger agricultural scotor than the core, so that the core becomes an importcr of
agricultural produets. Transport costs make agricnitural products more expensive in the core than the
periphery. This raises the cost of living in the core vis-a-vis the periphery and is translated into higher
manufacturing wages that puts Lhe core at a relative cost disadvantage. Since there will always be
transport costs between the core and periphery, the lower production costs in the periphery will attract
firms. The outcome will be a divergent production structure and a convergence of incomes, The
competition effect domtnates.

The second general equilibrium effect that can change the core periphery outcome is the
assumption that the supply of manufacturing Iabonr is less than perfectly elastic in the core, Krugman and
Venablcs (1990} turther assume that factor endowmeits in the two cconomies are identical. As trade costs
are reduced firms and manufacturing labour relocale from the periphery to the core. This reduces the
Tactor endowment ratio in the periphery resulting in a lacger share of the labour force employed in
agriculture. Initially, the periphery region experiences a decline in manufacturing output, and a
deterioration of its net import position.

The rising manufacturing labouy costs in the core resulis in a wage discrepancy belween the two
regions. The wage diffcrence and lower production costs in the periphery attract firms. Production in the
periphery is increased resuiting in a higher level of exports to the core and a reduction 1n net imports. The
competition effect leads to a U-shaped producbon curve at some intermediate level of transport cosls. As

transport costs continue to dechine, production continues to relocate to the periphery, oulput continues to
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ingrease, and a trade balance results when all trade costs are removed. The result is a divergent production
structure and a convergence of wages between the regions. The general equilibrium effect works against

concentration of production and an agglomerate outcome.

{h} Wage Differential

Anthony Venables (1994) remarks that the core periphery model (Kmygiman, 1991b) only considers
the home market effect and it coreesponding growth in demand as manufacturing labour and firms
relocate to the core. The author obscrves that the core periphery mode! does not aflow for the effect of
‘cnmulative causation”, This refers Lo the initial lacation of indusiry and the desite of fiems to cluster Le.
to Jocate where other similar type firms arc located. As finms locate where other have localed before
them, a clustering process develops, generating ndustry mterdependencies and high levels of demand.
Tnitial locations of production activity are caused by historical econtontic development or what Krugman
(1991d) has called ‘historical aceident’. Firns want to locate close o large markets. The markets are
largest where other firms have clustered. Relocation to these indusirial clusters brings the advantage of
the Marshathian triad of economic benefits; a generous qualificd labour supply, a supply of intermediate
products, and technological spillovers.

Venables {(1994) argues that cumulative causation creafes linkages between firms and industries
that act as an atiraction force’ for other firms. The author argues that three types of linkages are created:;
one, a demand linkage; two, a cost linkage, and three, an input-output linkage. Each of the three hivkages
individually or in combination. contributes {0 the forees of agglomeration. The demand linkage is created
by labour mobility that lcads to agglomeration. Market stze is a positive function of the number of firms
and manufacturing labour. The cost linkage is caused by technological externalities that result in lower
mput costs and hence production costs. The input-output linkage is caused by industry interdependencies.
When industries use their own output as imtermediate inputs, production siructuses create dependencies.
The desire to be close to wntermediate supplier widustries creates agglomoration forces. In the latter case,
both demand and cost linkages iead to industry congentratiof.

In a world characterised by mmperfect competition and the need for intgrmediate inputs,
aggiomeration of tndustey will depend on three faclors; one, the size of unexploited cconomics of scale,
two, the noed for mput-output linkapes, and three, the size of trade (fransportation) costs. Venables noles
ihat there is some critical trade cost value, 7, for a firm or industry that will cause it to iclocate resulting in

apglomeration, industry concentration, and a core periphery production structure. The proccss is

llustrated in Figure 2.2,

> Attraction theory of growth centres was developed by regional economists who posited that input-outpot analysis describes the
technical linksges between economic activities and is essentiafly demsnd-oriented. See Klaassen (1972), who argued that
altraction forces betwesn ccoposmic aclivitics are formed by the existence of transportation and communication costs. Total
transporiation and communication costs ol a certain aclivity, located in a certain region, arc composed of input and antput costs.
Atiraction theory desciibes the pracess of indusiry concenteution,
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In Figure 2.2, the ratio of the number of firms in each region is measured on the vertical axis. The
level of trade costs is measured on the horizontal axis. The author assumes identical tastes. technology,
and endowments between the two regions. In equilibrium, relative prices and wages arc identical.
Initially, there is a diversified production structure with the number of firms equally divided between the
two regions. 7; = n,. Venables (1994) assumes that intermediate and final goods producers are located in
each region, but that this distribution is not symmetric. Region one could produce intermediate goods
demanded in region 2, and vice versa. This means that infra-industry trade is occurring between the
regions.

At high trade costs (> 2.5) the system is stable with a diversified equilibrium. #, = n,. In the
intermediate range of trade costs (1.85 — 2.5), industry could have relocated entirely to either region 1 or
to region 2. This means a stable agglomeration in whichever region industry locates. In this range there is
also an unstable equilibrium. Any reduction in trade costs over this range will cause relocation. As trade
costs drop below 1.85 there are two stable equilibria; point 4, with industry concentrated in region 2. and
an unstable diversified structure. The unstable diversified equilibrium is the result of the needs and
behaviour of individual firms. There is some level of transport costs where individual firms, with given
demand clasticities and input-output needs, relocate. The model does not indicate to which region
industry will move causing an agglomerate outcome. The contribution that Venables (1994) makes to the
core periphery model is the recognition that agglomeration is driven by the dependence of industry on
intra- and / or inter-industry intermediate inputs. This need, combined with increasing returns to scale,
magnifies agglomeration forces.

FIGURE 2.2
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Venables (1994), however, points out that in a general equilibrium context with wages
endogenously determined, industry relocation will create a cost differential between regions that will



dampen or even eliminaic the forces of agglomeration. Agglomeration will be characterised by wage
differentials between regions. This is illustrated in Figure 2.2. At zero aud very high trade costs the
system is stable, and equilibrium is characterised by #; = ;. There is full-employment, an equal diviston
of the number of firms cach producing o differentiated product, and an cqual demand for labour. Wages
and prices are identical in both regions.

In the intermediatc range, cost differentials between the two reglons result i ag unstable
cquilibrivm up to peint B, and two stable equilibria at 4 and C. At 4, industry bas concentrated in region
2, with no production in rogion I, Venables potes that these results indicate that at zero trade costs
indusiry location is determined by the supply of factors of production. At very high trade costs the home
market effect plus the need {demand) for imput-oniput structurcs dominate. At intermediate levels
agplomeration forees dominate creating cost differentials sinec the region that gains industry will
cxperichce a real wage increasc, while the region that loses industry experiences a real wage decline.

The significance of the Venables {(1994) paper lies in the fact that he introduces the operation of
the cumulative causation theme in the home market. Cumulative causation brings with it demand, cost,
and input-output linkages that feed apgglomeration forces. Agglomeration forees create wage differentials
and general equilibrium effects that militate against agglomeration. Finally, the aunthor miroduces the

{home of the lack of labour mobility between repions that can rosult in a diversificd outcome.

(c) Labour Immobility

The models discussed so far (Krogman, 1991b: Krygman and Venables, 1990; Venables, 1994)
have assumed free moblility of manufacturing labour btetween the regions that lead to agglomerate
outcomes. The theme of labour immobility between regons and its effect on the endogenous location of
mamfacturing activity is considered in the papers of Krugman and Vewmables (1995), Krugman and
Venables (1996), and Ludema and Wooton (1997). The theme of these papers is that less than perfect
labour mobility will lead 1o a diversified agglomerate outcome,

Krugman and Venables (1995) consider the effect of labour immobility between countries and
regions on the forces of agglomeration. The framework is a poncral ¢quilibrium core periphery model.
The authors focus on the input-output siructural relationship between industries as the driving force of
agglomeration mstead of the demand linkages of the basic core periphery model. The model considers the
fact that some countrics have a larger industrial base than others. A larger industrial base implies a larger
final goods-producing sector and a larger supplicr goods mdustry. The latler means lower prices of
intermediate inputs. As trade costs are reduced, the country becomes atiractive for final goods produccrs
because of the larger supplier indastry and lower input prices, This, in turn, also makes the country more
attractive for intermediate good suppliers. Agglomeration forces lead o manufacluring concentration in

the larger country i.e. core country,
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Production conceniration in the core resulis inn the de-industrialisation of the periphery countries.
Real wages rise in the core counizy and decline in the periphery country, creating a cost differential with
lower wages in the periphery. The process initially leads to a divergence m production structures and
wages. As transportation costs continue to decline, the lower wages in the periphery make it attractive for
firms to relocate. The lowsr ransportation costs remove the disadvantage of being close to final markets
and the accompanying forward and backward linkages. Industry rclocation resnlts in a re-indusirialisation
of the periphery and a convergence of real wages. The model emphasises the role of fower transportation
costs and the need for input-ontput structures. The model reinforces the work of Venables (1994) and
illustrates the inevitable diversificd agglomerate outcome driven by lower production and transportation
cosis in the face of labour immobility.

Krugman and Venables (1996} examine the importance of industry agglomerations and mput-
output structures that resnit in regional specialisation in production.® They note that the basic core
periphery model, based on imperfect competition, focused on the need for internal refurns to scale as a
foree driving agglomeration. The introduction of input-oviput structures in industrial production brings
with it the pecuniary benefits of extermal economies of scale. High trade barriers prevent complete
industry specialisatton in a core resulting 1 a diversified production struchure with incomplete
speciatisation. The model is characterised by imperfect competition, and consists of two countries with
similar resources, technology, and tastes. Each couutry bhas an industrial base producing both
mtermediates and final goods. Labour is unmobile bolwecn countrics, and reguires adjustment time
between domcstic industries. Since labour is not assumed to be instantaneously mobile belween
industries, there is a domestic wage difference.

The model assunies the two countries are symmetric, as are the two industries. Both fitra- and
inter-mdustry trade 18 present with intra-industry trade cxcceding infer~industry frade in both countries.
With high barriers to trade, each country will maintain its industry structure producing both intermediate
and final goods for domestic consumption. The industiies remain symmetric.

With the reduction of {rade barriers a recomiposition of industrial structures in the two countrics
occurs. The authors nofe that the country with the “initial stronger position’ in etiher the intermediate
goods industry or the final goods producing industry will tend to ativact firms in that industry. This staris

the ‘cutnulative causation” progess in the particular indusiry.

‘Producers of final goods will find that the country with the larger industry supporis a
larger buse of inlermediate producers, lowering their costs sufficiently to enable them to
export o other markets. Prodicers of intermediate goods will find that it is to their
advantage to concentrate producition near the large final goods indusiry.

* The Krugman and Venables {1996) paper teflects the theme of the Tinbergen (1961; 1964) — Ros (1964) systems for general
logation analysis.
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The result is that industrics will cluster, and the composition of industrial stractures withm the two
countries will change. The authors argue that if indusiries are initially distnibuted very unequally between
the two countries, relocation resalts in self-reinforcing concentration and compleic specialisation.

In their model, agglomeration occwrs if the strength of infro-indusiry mput-output linkages
oxceeds that of imfer-mndustry linkages. This point confirms the Venables (1994) conclusion Lhat
agglomeration forees will be stronger the higher the need for input-output structures, cost and demand
linkages. The range of crilical values for transportation costs over which agglomeration forces will be
strong, will be larger, the higher the share of infra-industry inputs, and the lower the elasticity of demand.
Given that trade costs yomain positive but not prohibitive (the intermediate range), a wulliple-agglomerate
outcome is possiblc with changed industrial structures. Complete specialisation will enhance tnter-
industry trade at the cxpense of imtra-industry trads.

Ludema and Wooton (1997) illustratc that a diversified agglomerate outcome is possible by
changing the labour mobility assumption i the core penphery model. It has been domonstrated
(Venables, 1994; Krogman and Venables, 1996) that diversified agglomerate outcomes are possible under
the assumptions of complete and incompleie labour mobility. Ludema and Wooton (1997) examine the
ouicomes of the Krugman (1991b) core periphery modet by assuming lahour is imperfectly mobile. All
asswmptions of the basic core periphery model remain the same. The authors relax the perfect labour
miobilily assemption and assome that labounr has locational living preferences that mitigate their relocation
desires. They demonstrate that “imperfect labour mobility” will reduce the forces of agglomeration and
result in higher wage difforentials botween the regions within a geopraphic arca. The reduction of barriers
to trade tcads (o the dynamics of an initial reduction in ‘diversification, partial agglomcration, and a
return to diversification.”

Thewr model leads to the estimation of three labour supply schedules; relatively inelastic, perfeetly

clastic, and one with an clasticity value lying between these two extremes. In Fignre 2 3, the labour
supply schedules, L/, arc superimposcd ou the labour demand schedules, KK Relative real wages are
mwasured on the vertical axis, and the distnbution of the labour force on the horizoutal axs.
The uniform distribution of labour preferences is shown by the relatively inelastic labour supply curve,
LI,;. Labour is hesitant {not perfectly inclastic) to relocate. It is the case of labonr immobility. No amount
of compensation will induce these workers 1o migrate. All other preferences exceed the wage preference.
The perfectly elastic labour supply corve, LL,, indicates worker locational indifforences between the two
courttries. Labour is perfectly mobile. There is no tocational preference teade-off. Labour responds to the
higher real wage as . the Kugman {1991b) model. The case of ‘imperfect labour mobility” is shown by
LL;. In this case, labour is williyg to consider relocating if the wage imcentive is such that it minimizes or
offsets the preference opportunity cost loss.

The slopes of the demand schedules reflect the level of transportation costs. At very high

transportation costs the demand schedule slopes downward and theire is a divergent outcome with wage




27

convergence. As trade costs decline the demand schedule slopes upward, and with perfect labour
mobility, LL,, the system moves to a core periphery outcome. This outcome will always occur as long as
the labour demand curve is steeper than the labour supply curve. The contribution of the authors is found
in the situation where the supply schedule, LL,, is steeper than the demand schedule KK;. Any movement
away from equilibrium to the right along the demand schedule creates an excess demand (EE") and
(E'E") for labour that will not be satisfied because of labour preference intransigence. This means that the
forces driving agglomeration, such as the “home market effect’ and ‘cumulative causation” do not get an
opportunity to develop. The result will be a diversified production structure.

FIGURE 2.3
EQUILIBRIUM ALLOCATIONS OF LABOUR SUPPLY AND DEMAND.
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The authors consider a second case where labour becomes more mobile and further integration
reduces trade costs. Greater labour mobility means that the labour schedule L, will become more clastic
and rotate downwards to the right to LL;. As trade liberalisation further reduces trade costs. the demand
schedule KK also becomes more elastic and rotates in the same direction. Complete free trade and labour
mobility is indicated by the horizontal line LL, = KK,. The line ab indicates the effect of trade cost
reductions on the demand schedule. causing it to rotate from negative to positive. As trade costs decline
and labour becomes more mobile, there may be a range of trade costs where the labour demand schedule
becomes steeper than the labour supply schedule, such as LL;. In this case, agglomeration forces are
positive and are reinforced by the relocation of the most mobile workers. A ‘partial agglomerated
equilibrium” develops.
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As trade costs decling, the demand schedule KK3 becomes more elastic, so that as it rotates
downrward 1 the direction of KK, (shown by ¢), the supply schedule 7.7.; becomes sieeper, and exccss
demand develops, thereby weakening agglomeration tendenctes. Strong worker preferences result in a re-
migration to the region of origin. The long-run effect of preater trade liberalisation, assuming labour
becomes more mobile is; onc, a diversified outcome, followed by two, a partial agglomeration, and three,

a retarn to diversification as trade costs are eliminaicd.

(i)  Comparative Advantage

Traditional international trade theory considered differences in technological and resource
cndowments as [he bases for trade. Given the new trade theory and the now economic geography models
of (rtade, the question arises as o the current refevance ol these theories. Kiugman and Venables (1990)
address this issuc i a corg penphery framework, The authors modify the original model by introducing
two factors of production so that the iwo countrics differ in market size and factor endowments. They
further assume that the periphery is relatively labour abundant, with a comparative advantage m labour
mtensive manufacturing. They examne how comparative advantage in mamufactaring imteracts with
lower trade costs and market access.

Theis simulation results show that an initial reduction in trade barriers will cause the production
of manufacturing output to dechine. This 1s not an unexpecied result, as firms, in a formerly segmented
market, need to reorganise under the competitive pressures from market expansion. Agglomeration forces
develop and the country becomes a net importer. This oulcome 1s contrary to the predictions of the factor
endowment model. As trade costs continue to decline, exports increase with a U-shape production
owlcome. At even lower trade costs, the periphery bocomes a net exporler of manufactured goods,
conform the prediction of the Heckscher-Obln model. So there appears o be an intermediate range of
trade costs over which the periphery is a net importer. At a cerlain level of trade costs, the initial
agglomeration forces reverse themselves and the competition effcct dominates, There exists an itial
wage difference between the periphery and the core due to comparative advantage. This wage difference
increases as apglomeration forces dominate over the intermediate range of trade costs. However, as trade
barriers continue to faft there will be wage convergence in the limit. The model suggests that mitial
reductions in trade barriers are accomparicd by structural adjustments in the periphery. More importantly,
the periphery does not experience de-industrialisation. Comparative advantage creates a diversificd
oulcome with real wage equalisation as trade barriers are reduced to zero.

Forslid and Wooton (1999} develop a formal model to examing the role of traditional trade theory
um a framework of imperfect competition, economies of scale, and location theory. Their objcclive is 1o
study (he extent to which comparative advantage creates a counterweight to agglomeration forces thereby
contiibuting to a diversified production outcome. The analysis is developed in a Krugman (19915) corc

periphery model with two modifications in the original assumptions. The authors assume all product
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varteties are mutually exclusive and that production costs diffor betweon countries for all variety of
products. These cost differences arise from comparative advantage due 1o production technology or factor
abundance, Second, the assumption of an immobile agricnitural labour force is removed. The forces of
agelomeration will not depoputate a region because of the imperfect mobility of manufacturing labour
(Ludema and Wooton, 1997), "these agsumptions provide a diversilicd production structure within which
the forces of competitive advantage can be studied. With no barricrs to trade, relative wages between the
two countries wall differ. The country with the lowest opportunily cost of producing a common product
variety will have the higher relative wage rate. Relative wages will be unity when each region produces
the same number of products and their labour force is equalised.

The dynamics of their model rests on the fact that with free trade ie. no barriers to trade,
agglomeration forces cease to operate. The system is stabic. The movement of Iabour to the higher wage
region will cause nominal wages to decline - an inceutive for labour to relocaic Lo s region of ovigin. If
agglomeration forces arc absent, mndustry locates according to comparative advantage and officicncy in
production. The smnulation results of their model revealed that when trade barriers are lowered, there
concs a ‘break’ point when industry and manufacturing Iabour, dependent on comparative advantage,
will relocate from the core to the peripheiy. At high trade costs, there is a diversified structure with
manufacturing producing for local markets. At intermedtate trade costs, apglomeration forces dominatc
and the system becomes unstable. At very low trade cosis, comparative advantape dominates completely
resulting in a diversified structure, This result ig significant for peripheral regions since it dispels initia)
apprehensions of the EU Commission of the de-industrialisation of periphery regions (Dovie, 1988,
Delores, 1989).

To summanse, the significant contribution of the new economic geograpby theory to the theory
of miermational trade is the identification of the endogenous economic forces that determine a diversificd
or agglomerate production structure. The literature has shown that there are economic forees that militale
agamsi an agglomerate outcome. The literature has also shown that traditional comparative advantage
theory and the new trade theery, combined, play a promincent role in the new economic geography theory
in determining the endogenous tocation of manufacturing prodaction. Venables and Limao (1999) use the

themes of comparative advaotage, and cconomic geography, to describe the forces determining

internnational specialisation in production.

2.1.5 A Heckscher-Oblin-von Thiinen Model of International Specialisation.

Venables and Limao (2002) examine how distance and transportation costs determing the volume
of trade, the paitern of trade, industry structure, factor prices, and the level of income across countries.
Their theoretical model is based on the coniributions to location theory by von Thiinen (1826), and to
miernational trade theory by Hockscher-Ohlin. The von Thiinen model consists of a central location and a

number of more remote locations where producers, located at progressively greater distances from the
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centre, Teceive lower prices for their products delivered to the centre, and pay morc for products reccived
from the centre. The Hockscher-Ohlin factor abundance theory assumes that locations can have a variety
of fixed factor endowments used in the production of goods that determines a product’s factor intensity.
The anthors notc that, “Combining thesc traditions gives outcomes determined by the micraction of two
types of country characteristics with two types of commodity characteristics. The country characteristics
arc location and endowments of primary factors, and the commodity characteristics are transportation
intensity and factor inteosity.”’

The trade model developed by Venables and Limao (2002) assumes a world chatacterised by
perfoct competition with a constani rcturns fo scale technology, The model assumes a central
manufacturing location at the country level, This cuntral location is defined as having, ‘(a) one good {or
composite of goods) that is exported...(b} the central location imports all other tradable goods, and (c) all
other locations can be arsanged on a line going through the centre.” The manufactured product exported
by the central repion can bc used for final consumption and as an intermediate good m production.
Couniries located away from the central country are endowed with two immobile factors of production —
capital and labour. The model assumes theee tradable goods, X, ¥ and Z. Geod X is produced and cxported
[rom the centre, while goods ¥ and Z arc produced in other countries and imported by the centre. The
price of good X in the centre Is ynity and acts as the numeraire. Income m the centre s fixed in terms of
good X. The model further assames there is ‘no iteraction between economies on either side of this point
[0, the central location].”” All tradable goods arc subject to tramsportation costs. Consumers in cach
country consume all three products.

Venables and Limaoc (2002) introduce distance and transport costs nto the Heckscher-Ohlin
world by assuming thal all production activity is located on a radius exiending from a central location.
These production tocations are ‘non-connscted® countries where the ‘relative endowments do not vary too
nuich.” Countries are located in zones, with the siz¢ of vach zone determined by supply and demand for
goods being produced. Since tradables are subject to “ice-berg” type trausporiation costs, prices on goods
cxporfed from {he central location will rise exponentially with distauce, as will the price of imports by the
cenre. The authors asswme that labour s concemtrated o hw cenlic and dechnes n numbers, as
production activity is located at a further distance from the centre. The reverss is truc for capiial, as
{abour endowmenis decline capital endowments increase.

The three products in the model ave characterised by factor and transport intensity. Factor
mignsity refers to share of labour and caprtal used in the production of the good. Transport intensity refers
to transport cosls of intermediarnes used i production, and the transport costs of market access Lo the
centre. The location of production is determined by the location where a firm can minimisc resource costs

per unit sold, which includes reducing ‘fransport cost per unit vatlue added.” ARl products are assumed to

" Venables and Limao (2002), p. 2
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have a combiation of transport and factor intensity. Good X is labour infensive with low transport
intensity. Tt is produces and exported by the centre. Good Y is highly labour intensive with a high
transport intensity, and good Z is capilal intensive with low transport infensity. Both products are
produced in countrics that radiate outward from the centre.

Given these assumptions, Venables and Linao (2002) show that production location of transport
intensive goods will be close to the central country. The production of good ¥, which has a high transport
intensity and a high labour factor imtensity — specialisation in production — will be produced in a location
very close 1o the centre, The centre imports this product. As we move away from the cenlre along the
radius of production locations, the endowment ratios change. There will be countries that produce both
poods ¥ and Z. There will come a point along the radius where it becomes unprofitable for countries to
export good Y to the centre singe the share of transport costs per unit value added (transport intensiiy)
incrcases production costs that exceed the price obtained for good ¥ at the centre. These countries will
continue fo produce good Y for domestic consumption, but not for export.

As endowmenis change in the locations across the radius moving ontward from the centre, capital
becomes relatively more abondonl. This allows the production of good Z to grow across countrics and
reach a point where good Z is exported to the centre because of its low transport intensity and high capital
factor share. There is a range of countries in the Hockscher-Oblin world that show incomplete
specialisation 1o production, yet expert both products. However, as we move across this range away from
the centre, countries in this range will begia to show a different production structure and pattern of trade
due to the transport and factor intensitics of the goods being produced. Incompicte specialisation remains,
regardiess of distance. However, the production structure of output can change as we move further out
from the centre. In some cases only one product is exported because the transport intensity makes
exporting the other good unprofitable. At subscquent locations, finther removed from the centre,
couniries become self-sufficient in the production of all three goods. Vonables and Limao (2002} point
oul that “transport costs are more itaportant relative to factor endowmeunts the greater is the difference in
factor intensities between the two products, and the higher are the elasticitics of substitution between
primary factors.”

In the Heckscher-Oblin world of two products, — goods ¥ and 7 — and two iaputs, capital and
labour, as capital becomes more abundant its fuctor price will rise and that of labour decline. The authors
show that real wages {imcomes) decline, as production activities are located at a greater distance from the
centre. This reduction i real wages is due to the higher share of transport costs in the value of trade at
forther distances. Venables and Limao (2002) point out that as transport costs decline, the locations of

goads production may change becausc of their transport and factor intensities. The authors show that

¥ Ibid., p4. Brackets inserted by the avthor,
? Ibid. .13
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transport cost reductions have a negative offect on real wages in locations close to cenire, but a positive
effect on real wages in more remote locations causing real income to increase there.

The model developed by Venables and Limao (2002) introduces transport cost to allow the modcl
Lo make better predictions about industry structure, factor income, and the resulting pattem of trade. They
draw three important conclusions. First, that in order to be able predict the structure of production and the
pattern of trade a model must consider a country’s geographic location, the Tactor endowment of the
couniry, and both the factor and transport intensity of the product, Sccond, transportation costs are the
cause of real income disparity between the centre and more remote regions. Reductions 1n transportation
costs induce supply changes. These supply changes affect prices, and, depending on both factor and
(ransport intensity, altering the terms of trade between the vepions. Real incomes are reduced in regions
close to the centre, but sise in more wmote regions. Third, remote regions are attractive for the location of
new industry since their factor prices have alrcady discounted distance. The authors write; ‘Choice of
location depends on both the factor intensity and the transport inteusity of the new activity, compared to
these intensities in existing industries.”

In a companion paper, Venables (2000) examines the optimal location of capital in a Heckscher-
Ohlin — von Thinen modcl (Venables and Limao, 2002). The objective of the paper is to answer the
question, “Where docs industrial capital locate? The model differs from Venables and Limao (2002) in
that this paper focnses on sector specific factors and the mobility of factors of production. In this model,
Venubles assuraes coundries are endowed with the factors capilal, labour, and land. Tiach counbry
produces twe goods — manufacturers and agriculture. The production of these goods requires labour, and
the specific inputs land for agriculture, and capital in manufacturing. Capital is internationally mobile
while labour and land are not mternationally mobile. However, labour is intersectoraily mobile within a
country. All goods produced are subjsct 1o trade costs.

As in Venables and Limao (2002), trade costs create exponesntial price functions embodying
distance. In a world of porfect competition these prices equal the marginal cost of production. Prices,
production technology, and country endowincnts detormine the production structure in a country, and the
returns to factors of production in the form of wages w, land rent v, and the rolurn to mobile capilal r.
These variables determine income in the respective countries.

Singe countries are assumed {0 have different endowmenis, and since labour is assumed to be
intersectorally mobile within countoies, the employment structure within countries can vary between high
levels of manufacturing employment or high levels of agricultural employment. A country with a
rclatively higher endowment in capital has a higher share of employment in mamafacturing, while a
country with a high endowment of land hag a higher share of employment in agricultural production. As
in Venables and Limao (2002), *the effect of distance from the centre on the structure of production is
given by the difference in transport intensitics of the products in the two sectors.” Factor prices vary

across countrics because of the transport intensitics of their products. ‘The author shows that nominal
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wages and return to land s a deckining fanction of distance from the centre, while the return o capital
could be positive.

To answer the question of where capital locates, Venables (2000) sketches two cases on the
assumption that cndowments of land and capital are uniform across cousntrics. The cases explore the
retwrn to capital as a function of the geographic centrality of a country. Case one, assumces the transport
infensity of manufacturing products to exceed that of agricultural products. Since industries with high
transport mtensily have been proven to locate close to the centre, the return on capital, land, and labour
will be fower in more remote locations. The existing capital will move from the remote locations and
relocate to the centre. The remote locations losc manufacturing activity and increase agricultural
production. There will be a divergence in wages belween the geographic locations since agriculture is
transport infensive.

In casc two, the transport intensity of agriculture is assumed to exceed that of manufacturing. The
capital stock relocates from the centre to the more remote countries, and becanse wages arc low in these
countries the return to capital will rise. If countries close to the centre now undertake agricnitural
production, wages and the retorn to land increases i these countries, while the return to capital declines.
There will be a convergenee of wages between countries, with remote countries specialising in
manufacturing. So, the answer o the question Venables posed, is that capital flows to the regions with
transport intensive products.

Venables (2000) considers the case where the capital stock is given for countrigs along the radivs
from the centre, and asks the guestion, “Where will {additional or sow investment] locatc?” In case ong,
capital flows into countrics close to (he centre, wages are bid up, and the rerura fo capital and Jand
dechnes. Manufacturing produciion is increased m these countries, agricultural production declines, and
the demand for tutermediates from the centre nise. In case two, the reverse ocenrs. If new capital tlows
into remote regions where initial returng to capital are high, the new inflow will reduce the rate of return
to capital, manufacturing production in remote regions will expand, with the higher demand for labour
driving up wages in remole regions. Wages converge with the centre. Finally, Venables {2000) notes, that
there are countries along the radius at intermediate locations botween the centre and remote countries
where the returng on capital are at a level (intexior maximum) between these two extremes. New capital
will first flow to these countrics. Foreign investment will flow to a subset of countries close to the centre
depending on the relaitve transport intensity of their sectors.

Venables (2000) shows, that when comparing the optimal allocation of capital 1o the free market
equilibrium aflocation, for both case vnc and (wo scenanos, more capital will be allocated to the remote
regions than the contral ones. The awthor cxperiments with mtermediate regions that differ in their
locations and endowments elative to the cenire. He finds an optimmun allocation of capital in these
countries will crease wages and the rate of return more than in other regions, The reason for this is

twofold: one, they are relatively poorer thereby raising the value of capital, and two, ‘the terms of trade
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effect is more important the larger are capital imports; giving a country a low initial endowment will icnd
to make imported capital a lager sharce of the overall capital stock, enubling the country to benefit more
from the terms of trade.” Put ditfcrently, the capital inflow reduces veturns to specific factors and raises
the wage; the smaller the amount of specific tactors by a country, the large will be its overall income

gain.’

2.1.6 Conclusion of the Theoretical Literature Review

The distinguishing contributions {o the theory of trade that have madc the patterns of trade more
predictable have been; the introduction of imperfect competition, internal and external ¢conomies of
scale, the role of transportation costs, the similarity or diversity in factor proportions in determining xra-
or infer-industry tradc, home markete, (he geographical location and distribution of production activity,
distance, and the transport intensity of products. These contributions have not diminished the miportance
of the role of traditional comparative wdvantage, be it Ricardian technological advantage or Heckscher-
Ohlin resource abundance. The combination of these theories coutributes to the ability of international
trade theory to explain the real world pattems of trade.

Intcrnational teadc theory has incorporated cconomic geography and the cndogenous location of
production. The relogation of firms, and cven eutire industrics, is sct in motion by the forces of
aggiomeration and disperston in response to reductions in trade barriers and transportation costs. The new
theory of international trade has reswscitated the theory of economic geography. The Heckscher-Ohlin-
von Thilnen model recognises the substance of repional growth theory as developed by the classical
regional economists. Tho Venables and Limao (2002) and Venables (2000) modes apply {o discomected
countries located jn zones on a radius cxiending from a manufacturing intensive core country. The theme
of their model 1s that wcomes decline the greater the distance of production activity from the centre
beeausce of the discounted transport wiensity of products.

. The forces of agglomeration and dispersion berent m ¢he two-couniry core periphery model are
applicable fo muiti-country models, such as the models of Fujita, Krugman, and Venables (1999). The
theory behind these models is applicable al the national regional levels. The development of a national
multt-regional model would explain aggiomeration, dispersion, and real income effects within the
geographic confings of national borders. Such a model is useful since the economic shock of trade
hiberalisation miially impacts manufacturing production activity at the national regional lovel. The new
cconomic geography theory is concemied with the endogenous location of industry. If the now trade
theory purports to identify the geographic location of production activity, thereby incrcasing the
predictability of the patieras of {rade, income, and welfarc, then a theoretical micro-regional {ramework

must be devetoped o track the changes in the domestic Iocation of production due to economic policy.




2.2 EMPIRICAL LITERATURE REVIEW

2.2.1 Introduciion

The empirical literature is silent on the theoretical valwdity of the Krugman model at the European
egional level. There is a lack of research on the spatial distribution, location, and concenteation of
production activities at the regional Jevel within countrics, or at the regional level within the new multi-
regional geography of Europe. Research on production location, and its distribution throughout Europe
has focused more on production location and relocation on a nationat level i the EU Member states, than
on its regional concentration and dispersion. A summary overview of the empirical work done on the

measures of industry concentration and their application to the United States and Europe is sct out below.

2.22 Location Quota
In his analysis of the American Manufacturing Belt, Mever (1983} used a measurement statistic
called a “location quota’’’ ta measure urban mannfacturing specialisation in prodnction. His location

quota was computed as tollows:
LQ=(CM, 1CM)I{(NM, INM ) (2.1)

where CA; and CAMf; aic respectively a city’s employment in industry 7, and iotal manufacturing
cmployment T, and NM; and NVfr are respectively the national emplovment in industry 7, and the total 7’
mamufacturing cmployment. The ratio {CM; / CMr) is a measurement of the share of industry / in the total
of manufacturing emplovment in a city. The ratio (NM; / NMy) is a measurement of the total national
sharc of manufacturing employment in industry 7.

The location quota allowed Meyer to idontify industrial specialisation in the urban agglomerates
of the manufactaring belt. Meyer found a strong positive relatiouship to exist in an agglomerate between
specialisation in consumer durable production and specialisalion i supplier industrics. Moyer stresses
that Lackward (upstream) and forward (downstream) demand linkages developed, which coniributed to
regional  industrialisation and applomerate  specialisation.  Efficiencies in  transportation  and
communication resulicd tn relocation of mtcrmediate and final copswmer durable goods produccrs to

larges market areas.

2.2.3 The Cumwnlated ‘lacation-Gini’ coeflicient
In an empirical siudy of industry location in the US, Krugman {1991a) uscs the ‘location-Gini

coefficient’ 1o measure manufacturing and masufacturing emploviment in the individual U.S. States. His

Y Meyer, (Up. Cit, Table 5.
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study bad a twofold objective; to determine first, bow localised U.S. mdustry is, and second, which
industries arc highly concentrated. The “location-Gini coefficient” requires the construction of a number

of ratios required for the construction of the ““location-Gini coefticient’.
The first ratio R ‘,j" is region j's share of employment e in industry /. The ratio is calculated as

follows:
RSy =R NS 2.2)

whers R;Eis the total number of mamifacturing Iabourers in industry i employed in region j, and N is

total mational employment in industry 7. The second ratio RS is region ;s sharc of total regional

manufacturing employment (me) in total national manufacturing employment. The ratio i calculated as

follows:

j?S;?n_‘- :R;‘Je /N-me (23)

where R} is total manufacturing employment (7€) in region j, and N™ is total national wanufacturing
employment. The third ratio, LC, is the “lovation cocfficient”. The ‘location coefficient” vsed by

Krogman (1991a) is the inverse of Meyers™ (1983) ‘location quota’, and is required to rank the regions.
The ratio uses cquations (2.2) and (2.3),

rc,, =(rsv /nss, ) 2.4)

The value ol the “location coefficient” is such that 0 <LL; 2 1. The value of the L), cocfficient

1s then used to rank — in descending order — cach region, and its respective percentage employment sharc

per mdustey, as well as its percentage sharc in tofal national manufacturing  The cunmlated valne of

RS can be symbolised by C(RST”) and that of Rﬁ;’ by C(R ‘;‘}. The cumulated variables sum to 1.

The cumulated values are then used to create a (cumutalive) ‘locational Gini coeflicient” for a specific
industry,
To calcalate the locational Gini coefficients, we use the ratio presented by Jacobson and

Andréosso-O’ Callaghan (1996). The ratio |using our symbolism| is defined as follows:
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C(RS?)
[C(RSE Y+ C(RS™)]

C(LG,) 2.5)

whete C{LGy) is the value of the ‘location-Gini coefficient’, (L(iy) for indusiry / m region /, with the
symbol C indicating that the “location-Gii® is ncasured with the cumulated values of the two respective

variables. In the numerator, the term C(RS;" ) represents the cummlated value of region ;s shares of

employment in industry 7. In the denominator, the term C(RS7*) represenis the cumulated vale of

region ;’s share of national manufacturing employment. The valucs of the ““location-Gint coefficient™
that are calculated with cgeation (2.5) are then used to construct the Lorenz curve {See Chapter 2,
Appendix 2C). The “location-Gini” is a relative measure of regional industry concentration since il relates
the rogiong” shares of employment m industry 7 to the size of the repions” share in fotal national
manutacturing cmployment,

The {cumulative) “location-Gim coclficient” for an mdustry can have a valuc between 0.0 and 0.5,
An industry that is net localised, but is simply spread out in proportion to overall employment, will have
an index of 0. An industry that is concentrated in one region with a small share of overall employment
wiil have ai index value close to 0.5, These two limits on the values of the ‘location-Gini coeflicient’ are
the dircst result of using the ‘location coefficient” to rank the regions in descending order. By cumulating
these values, the addition of the Tast region will result in the cunmudated series to sum to 1. The last region
added will have the highest industry concentration. This can be proven using the “location coefficient’ in
aquation (2.4).

1C, ={Rrs™ /RS?)

The percentage values of both 25 and RS’Ef are less than 1. If the vabse of the denominator is

sufficiently large refative to the mmmerator, the value of the ‘location coefficient’ will become small
taking on a value between 0 and 1. The value of the “location cocfficient” closest to zero will be the last
value added in the cumulating process resulting in the comupdative values to sum (o 1. A low valuc of the
location cocfficient” means that the percentage croployment share of industry 7 in region 7 substantiaily
cxceeds the pereentage share of region j’s share in total national manufacturing. In other words, the
regional manufacturing labour force is dominated by employment in a given industry concontrated in that
region. The proof that the highest value, 0.5, of the ‘locational Gini coefficient’ indicates regional
industry concentration fics in the fact that the cumulated values of the two variables of the last region both
equal 1. When these values are substituted in equation (2.5}, the ‘location-Gini cocfficient” will have a

value of 0.5 (See Chapter 2, Appendix 2C, cquation 2C.3).
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The results of Kragman’s® (1991a, pp. 129 - 131) study point out that many mndustries in the
Uniied States are indeed highly concentrated geographically, such as the automotive industry in Detroit;'!

Motor vehicles & equipment with an 7.y, 17 on pg = 0.303, at the NACE 3 classification level (371).

The industrics that are the most highly concentrated aie the textile and textile-related industries. Kragman

found: weaving mills and syntbetics have an 1.G.y ;4 v = 0.477; weaving mills and cotton have an
LGy sogane =0443; yam and thread mulls have an LGy 0 54 50 = 0428 and finally, textile
finishing, cxeopt wool have an LGy o ve i = 0410 0 Al of the toxtile and fextile-related industries are

tocated in adjoining statcs along the Eastern U.S. coast. Finally, the mdusiry with the highest

concentration is the reclasmed rubber industey with an LGy yy gy g = 0.5, This industry is concentrated

in gcographically separated states in the West, Mid-West, and Eastern U.S.

2.2.4  The Non-Cumulated ‘Location-Gini’ Coefficient

Briilhart and Torstensson (1996) have used non-cumulated “focaiton-Gint cocflicients’ in order to
‘capture the degree of concentration and dispersion of the EU industrial sectors,”'? Their construction of
the ‘location-Gini coefficient’ differs from that wsed by Kmgman (1991a), in that they do not calculate a
“location coefficient’, do not rank the regions under consideration in descending order, and therefore, do
not cumulate the variables (See Chapter 2, Appendix 2C, Table 2C.1). Instead, they calculaie regional
industry employmeat shares and regtonal employment shares im national manufacturing employment as in
eqeations (2.2) and (2.3). The value of these ratios, which all have valnes less than 1, is then substituted

in a “ron-cumulated’ version of the ‘location-Gm coefficient’ ratio that is defined as follows:

RS]

LGy =— ey
RS + RS]

(2.6)

The “location-Gini coefficients’ caleulated with equation (2.6) will have values m the range of 0
to I. A valuie of LG, =0.0, mcans that the ratio RS;‘ ~0.0 (is very small), and RS ~1.0(is
significanily larger). For example, if the regional share of employment in industry 7 is 1%, and the
region’s share in total pational manufacturing employment is 90%, then LG, =0.011=00. The value of

LG, =10 when the oppesite holds 257 ~1.0 and K57 =0.0, Using the same share values in the

reverse order, the value of L&, =0.998~1.0 mdicating that industry 7 is highly concentrated in region /.

" G4 — Georgia; SC = Sonth Carolina; NC = Norih Carolina; R7 = Rhode Tsland; Y = Wyoming; H7 = Wisconsii;
and, ¥ = West Virginia.
2 Britlhart and Torstensson, Op. Cit., p.14
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A valug close to 1 mdicales a high degree of manufacturing concentration or infer-industry specialisation.
A value close to 0 mdicates that a sector is not localised, but as Krugman has noted, is spread out in line
wilh total manufacturing employment.

This calculation mcthod has the practical property that it provides a cut-off valuc below which

industry cannot be considered concentrated. A value of LG, =05 meaus that RS =RST”, whercas a

0.5<LG; <1 suggests that RSy >RSY and we can readily identify industry concentration, and

revealed regional comparative advantage. Finally, the non-cumudative “Jocation-Gini coefficient” ranks
the regions i the same order as the curmlative “location-Gini coefficient”. A disadvantage of the latter
method is that it fails to provide a cut-off point for the identification of mdusirial comparative advantage
on a regional basis. The former allows for the ranking of regions according to the degree of comparative

advantage, and their changing specialisation over time.

2.2.5 Economic Geegraphy and Industry Concentration

Briithart and Torstensson (1996) developed a thoorctical model where the level of international
tradc depends on economic geography, and specifically, on thc location and concentration of
manufacturing activity. Their theory consists of four hypoiheses, of which two relate to industry
concentration, and two to intra-industry trade, Each hypothesis cxpresses a relationship between two
variables. Each of these relationships can be graphed. The four graphs arc illustrated in Figore 2.4. The
two hypotheses relating to industry concentration are portrayed in quadrants {I) and (II). The two
hypotheses relating to nfra-industry trade arc depicted m quadrants (111) and (IV).

ItGURE 2.4
IvtEGRATION, CONCENTRATION, ECONOMIES OF SCALL, ANT INTRA-INDUSTRY TRADE
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Indusiry Concentration

In quadrant (1) we find Hypothesis (1). A quadratic rclationship exits belween  industry
concentration, LG, and decreasing trade costs. 7C. There is a range of declining trade costs R that will
induce firms to disperse and thus reduce industry concentration. However, as trade costs decline bevond
this pomat, F, industry concentrafion imcreases.

Hypothesis (2) is found m quadrant (11). There exisis a positive relationship between industry
concentration LGy in the core, and the degree of economies of scale, ££§. The more concentrated industry

hecomes in the core, the higher will be the required degree of economics of scale

Intra-Industry Trade

In guadrant (111), we depict Hypothesis (4). A nepative relationship oxists between increases in
intra-industry trade, XI7, and the degree of economies of scale, £S. Intra-industry tradc between countries
1s driven by the locational degree of available cconomies of scale.

In quadrani (IV), the relationship of Hypothesis (3) 1s illustrated with a quadratic function to
depict the stages of economic integration. There is a range of declining trade costs, SF, in the initial stage
of cconomic imegration over which infra-industry trade increases. As trade costs decline boyond point 7,

furthering economic integration, inira-industry trade declines,

Theory of the Model

khgh trade costs result in a concentration of industry such as point 4 in quadrant (). ndustry
concentration ecewrs in the core, with a given degree of economies of scale, esp. High industry
concentration is associated with a low level of economic integration, B, and a given level of intra-industry
trade, 7y, as described by the rectangle ABCD.

Industry concentration in the core declines, g1, as the costs of market access are reduced. Over the
range Afs, industrics with intermediate trade costs, and requiring low degrecs of economics of scale, ex.,
will begin o dispersc away from the core in the early stage of economic integration, BF The dispersion
of these mdustries results in a higher level, 1, of infra-industry trade hetween countries. This intermediate
cost scenario is represented by the rectangle FFGH.

Industries dependent on a high lovel of economies of scale, es,, with low trade costs, will tend to
concentrate i the core, g2, as the costs of trade continue to decline over the range £Z Lower trade costs
beyond the intermediate range are indicative of increased economic integration, 47, and result in a lower
level of inra-industry trade, /. The low cost scenario is represented by the rectangie LKL,

Finally, There is an inverse relation between economics of scale and the clasticity of demand. A
high demand elasticity iraplies a low level of nnexploiied economies of scale i.c. the finm is operating
closc to its mmimum efficiency scale (MES). A high product demand elasticity means a [airly clastic

demand cutve tangent to the MES point of operations. A low demand elasticity implies a high level of
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unexploited economies of scale suggesting that the firm is operating high on its average cost curve to the
feft of MES. This inverse relationship implies that products of highly concentrated industries will have a
high demand clasticity and low levels of unexploited economics of scale. Firm with a low demand

claslicity and igh levels of unexploited economies of scalte will be more dispersed.

Empirical Evidence

In their empirical analysis, Brilhart and Torstensson (1996) borrow and develop varables for the
estimation of their hypothests conceming industry location and those concerning intra-industey trade. To
determine the geographic core of the countrics in their sample they wse a ‘cenfrality-index’ cocfficient
derived from the ‘peripherality-index” developed by Keeble ¢f @l (1986). This measure needs to be
estunaled because their theory relates the depree of industry conceniration to the core i.e. the “‘centre’ of
the EU) custom union. The authors calculate the non-cumulated value of the “location-Giini coefficient’ as
defined in ¢quation (2.6) as a measure of mamufacturing concentration in the countrics of their sample.
The ‘Gunt” cosfficient is ¢stimated using manafacturing conployment data for cighteen industrics in cleven
EU coumniries. The measures for economics of scale are taken from Pratten (1988) who had rawked
mdustries ‘w the order of importance of ceonomics of scale for spreading development costs and for
production costs’. The size of the firm, the type of product, and the length of the production runs
detcrmined the degree of cconomies of scale. The authors used this variable as a proxy for ‘internal
economies of scale’.

To test the hypothesis of a positive relationship between industry concentralion and economies of
scale, mannfacturing industries were ranked in desconding order according to the *Gini® coefficient. Once
ranked, each indusity was associated with 2 number that reflected the ‘ranking value’ found by Pratten
(1988) for each industry’s degree of economics of scale. The authors used the Spearman rank statistic to
test for the correlation between the ranked vanables. 'The value of this statistic was 0.69, which is
statistically significant at the 1% lovel. This Icad the authors to conclude that there was a positive
relationship betwoen the ranked “Gini’ coefficients and the respoctive ranked cconomies of seale (IRS)
valucs found by Pratten {(1988).

The next step was to determine whether industries reguniring a high degree of economics of scale
are located in the core. This issue was deternuned by calculating the Poarson correlation cocflicicnt
botween the calculated valves of the “centrality-index” and a country’s cmployment share in a given
mdustry — the location-Gini coefficient. The value of this statistic was interpreted as an indicator of
Jocational bias’ towards the core {(central countrics). A high value indicated a strong locational bias
towards the centre since a country’s employment share in that industry was relatively higher than in
periphery counivies. The statistic was calculated for 1980 and 1996 to detect changing values over time

and then compared to the indusiry economies of scale rankings.

3
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The authors found a rank correlation of 0.63 between industry economies of scale rankings and
the locational bias coefficient, The correlation was found to be sigaificant at the 1% level, indicating that
industries with high levels of economies of scale are “located in the central EU countrics’. Finally, the
authors found a strong corrclation between industty concentration and their location in the “central EU
countries’. The more dependent industrics are on scale cconomies, the morc they are located in the core.
Thesc empirical results supported their two theorems of industry coneentration.

The second set of hypothesis concerns the relationship between imfra-industry trade (II7), an
industry’s dependence on economies of scale, and the reduction in trade costs. The model hypothesised
that intra-industry trade will decline as its dependence on a particular degree of economies of scale
increased. To examing this issue, the authors relied on the work of Pratien (1988) and the OECD (1987).
Both of thiese sougces provided evidence of an tnverse relationship between #mra-industry trade and the
degree of economes of scale, Pratien (1988) found that ‘industries with high and intermediate economies
of scale exhibit consistently lower indrg-indusity {rade than indusirics with low scale e¢conomies’. The
OECD (1987) data showed that “scale intensive industries.... display consistently and significantly lower
intra-industry trade than the average’. This evidence (Brivlhart and Torstensson, 1996, Table 3) supports
the theory of their model.

The same data also snggests a reversal in infra-indusity trade patterns since WWII due to the
relocation of indvstrics dependent on high degrees of ecovomies of scale. The authors find that in the
early ycars of the BU customs unmion there was a dispersion of industries to the EU periphery countries.
This trend, however, reversed itself in the 1980s, with a contraction of industry concentration m the
peripbery countrics. The lowering of high Non-Tariff Barriers (N7Bs), and hence trade costs, resulted i
the relocation 1o the ceutral countries of industries dependent on high internal returns to scale (IRS), thus
reducing /7. The reduction in f77"1s the result of the presence of upstream and downstream industries in
the core, reducing the need for depondencs on trade.

The authors conclude that industrics requiring a high degree of internal returns to seale will Jocate
m the centre. The periphery couniries will specialise in manufactaring activilies requiring very low or no
economigs of scale, and non-mannfacturing activity such as the scrvice industry, Their theoretical and
empirical results lead to the conclusion that these regions would experience de-industrialisation and an
elimination of infra-industry trade. The authors admit that a disadvantage of their empirical estimations is
their assumption that economies of scale across indusiries remain constant over time. There is no current
daia available on “‘changes in minimum efficient plant scales”.

A final observation on the location-Gini coefllicient is in order, The location-Gini coefficient is a
statistic that measures relative concentration. In the Briithart and Torstensson (1996) model, the statistic
measurcs the rolative concentration of munufacturing labour per industry and per country. However, we
may question the role of the location-Gint coefficient as a relative measure of labour-intensive industrics.

Although there may be a relative abundance of labour in a particular industry in a given country, there
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may also be a relatively greater concentraiion of the respective pumber tirms iu that industry. Since there
are a large number of firms, it would not necessarily mean that the industry is Iabour intensive, A capital-
intensive industry may have clustered, and becanse of the relative size of its concentration, may resuli in a
relatively higher number of manptacturing employees in the industry. A concentration measure reflecting
an industry’s capital/labour ratio might be more informative and should be given some consideration.
Nevertheless, Briilhart and Torstonsson (1996) have taken the first empirical step in examining the

detorminants that explain changes in mxdustry concentration,

2.2.6 Economic Geography: Relative and Absolute Industry Concentration

Haaland, Kind, Midelfart-Knarvik, and Torstensson {1999} recopmse the thrce themes i the new
intermatitopal trade theory that constituie the forces of mdustry concentration. In the Heckscher-Ohlin
model, conceniration occurs through comparative advantage originating from relative resource
endowments that leads to specialisation in production. The new trade theory attributes concentration to
increasing returns to scale and demand density. The new economic geography focuses on agglomeration
due to the clustering of ndustries. The anthors emphasise the noed to develop a statistic thal measurcs
concentration atizibutable to the above elements of trade theory. They recognise the empirical limitation

of Briithart and Torstensson's {1996) use of the ‘location~Gmni coefiicient” as a concentration measure

Theory

Haaland er af. (1999) propose two measures of indusiry concentration; relative and absolute
conceniration. The authors theorise that “an industy is relatively concentrated if it differs from the
average spread of production between countries; it has a high degrec of wbsolute conceniration if i is
unevenly distributed between the countrics,”™ They theorise that country size plays an important role in
the choice of concemiration mcasurc. If countries are of identical size, then the values of relative and
absoluic conceniration will be the same. If countries differ in size, these valacs will diverge. They furilicr
postulate that “high telative concentration of an industry implics a high degree of country specialisation
fand comparative advantage], whilc tiis is not necessarily the case when there is high absolute
conceniration.”™ The reason for the distinction in the industry concentration measures is to be able to
make better predictions with respect to the theory of comparative advantage, the new trade theory, and the
new sconomic geography. The theories of comparative advantage and specialisation relies on relative
concentration of industry, while scale econonnes, infra-industry trade, and agglomeration is measured by
absolute concentration. The authors propose to unravel Brilhart and Torstensson’s (1996) dual function
of the locational-Gini cocfficient.

Haaland ef al. {1999) use Amiti’s (1997) formulation of the relative concentration index.

3 "Forstenssan et af., Op. Cit., p. 2
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SF = MJ% sy -5, F 2.7
S

where s; s the share of production in industry i carried out in couulry j, s; is country j°s share in total
production, and ¢ is the population number of countries. The index is known as a relative measure
because the share of industry employment is related to the size of the country’s share in total EU
matufacturing employnient. A high value for the relative concentration index indicates greater industry
specialisation. A value of S >1.0 indicates that industry 7 is more concentrated than the average
industry.

The mndex of absolute concentration is defined and constrocted i the following manner:

S = \Ez_ (s, J (2.8)

The statistical measure in equation {2.8) does not adjust for conniry size.”* It is significant to point out
that both the relative and absolute measures of concentration refer to individual industries 7, and do not
indicate country location 7. The authors focus on two measures of industry concentration and sct out to

cmpirically examine the determinants of these two concentration ratios.

The Theoretical Model

The objective of the study of Haaland ef al. {1599) is to identify the determinants of the relative
and the absolute industry concentration measurcs. They postulate that the relative concentration ratio
indicates industries with comparative advantage, while the absolute conceptration indicates industries
with cconomics of scale. The authors specify the following theoretical model for relative industry

concentration that captures the three forces of industry concentration,
SR =+ B IAB, + B,HCAP, + B,TECDIF, + B, EXPENT + B,SCEC; + 3,10, + B, NTB, 29
The forces of the traditional Heckscher-Ohlin theory indicating different relative factor intensitics

resulting i production specialisation and concentration are captured by the variables LAB; and HCAF;

The variable LAB; measures relative labour intensities in the different industries, and the variable HCAP;

Y 1bid, p.2

S fhid., p. 3. Haaland et af. (1999) point ont that industry size can be weasured by “production (cutput), value
added, or employnient.
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measures relaiive human capital intensities i industry 7. The variable 7RHCDIE; capturcs Ricardian
relative differences in technology between industries. Relative technology differences give rise o
‘comparative advantage and specialisation” in production leading to industry concentration. The anew
tradc theory is captured by the two variables relative cxpenditure EXPENY as a proxy for the ‘home-
market’ effect and demand density, and the varniable SCEC) measunng cconomics of scale. Industucs
dependent on a high degree of economies of scale tend 10 be more concenirated (Brihart and
Torstensson, 1996). The two vanables input-output (FQ) linkages between indusiries, and non-tariff
barricrs, NTBs, caplure the new economic geography forces. Input-output structures are important for the
clustering behaviour of firms encouraging the forces of agglomeration, and hence, industry concentration.

The variable NTB; rcpresents trade costs for ndustrics, the authors thoorise a positive relationship

between lowering of trade costs and industry concentration.

Empirical Estimations

The empirical results consist of calculating the relative- and absolute concentration ratios, and
estimating their theorctical model. For the two period under consideration, 1983 and 1992, the relative
concentration index has shown the most change in the ranking of industrics, suggesting that the forces of
comparative advantage cause concentration. The absolute concentration index has indicated little or no
change in the ranking of some indusirics, from which the awthors conclude that these ndustries are
localised in large countries. They also find that some industries are concenirated in relative terms, but not

in absolute iterms, Icading to the conclusion ‘that some small counirics are specialised in these

. . 216
industries.

Relative Concentration

Haaland ef al. (1999) estimated the determinants of the relative concentration ratio, equation (2.9)
using OLS and 25LS. The strongest regression results were found for 1992 and 1985 using OLS log-
estimations. The 1992 estimations are found in equation (2.9a) and the 1985 estimates in equation (2.9b).

The calentated f-values are presented in brackets below the estimated coefficients.

S = 1 0063+ 0.0618.LAD; +0.0886.HCAF; —(.00259 TECDIF, + 07454 EXPENE — 01618 SCEC,
(-1.486) (1.902) (2.517) {-0.046) (8.927) (=2.041)

+0.0521.10; + 0.019 NTB,; (2.9a)
0.871) (0.210)

R*=089 R?>=086 n=35 df =27

' bid., p. 16
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The 1985 estimations;

ST =_2 0061-0.0104 LAB; +0.1401 HCAP; +0.00785 TECDIF; +0,7698 EXPENT ~ 01293 SCEC;
(~1.690)  (~0267) (1.868) (0.104) (6.104) (~1.056)

+0.067 JO; —0.0422 NTB; {2.91)
(0.678) (-0.246)

R*=076 R* =069 n=35 df=27

The estimated cquations of the Haaland er al. (1999) model reveal different results for the two
years wder consideration, The 1985 cstimations of equation (2.9b) have the wrong signs on the labour
1.AB; and ccononiics of scale SCEC; coefficients. Only two of the independent. variables are significant in
explaining the variation in the relative concentration ratio. The relative expenditure EX:"EN;? coefficient
is significant at the 1% level, and the coefficient on the human capital HCAP; cocfficiont is significant at
10%.

A test of the same structural equation (2.9a) for 1992 showed resulis that are more promising.
Estimated coefficients on threc of the independent variables are significant. The relative expenditure
FXPEN ,R coefficient is significant at the 1% level, the coefficient on the human capital HCAP; coefficient
is gigmficant at 1% level, and the labour LAB; cocfficient is significant at the 10% level. Although the
sign on the cconomics of scale SCEC; coefficient is negative (i.e. contrary to expectations), the coefficient
is significant at the 10% level. The remaining variables in the specified equation for relative concentration
are msignilicant.

The estimated cyuation for 1992 has a correlation coefficient of £7 =0.89, and au adjusted

correlation coclficicnt of R* =0.86 as compared to the 1985 test results of respectively R* =0.76 and

R? =069, The authors contribute the improvement in the test estimatus to the effects of economic
integration. The sigoificance of the labour coefficient in the 1992 estimate suggests that the ‘degrec of
labour intensity” has become more signiticant in explaining the variations in the relative concentration
mcasure. The authors conclude ‘that the completion of the mternal market has altowed for increased
specialisation in accordance with comparative advantage in tabour intensive products’. The model shows
that the relative conceniration ratio is determined by Heckscher-Oblin relative factor endowments and by
the size of the - home-market an element of the new trade theory. The cocfficicnls of variables vnskilled-

and skilled labour, and cxponditure are all significant.

Relative Industry Concentration Mode!

The dynamics of the relative concentration model of Haaland ef a/. (1999) is captured below in

Figure 2.5,



47

FIGURE 2.5
RELATIVE INDUSTRY CONCENTRATION
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Source: Author’s diagram based on the work of Haaland et al. (1999)

The positive relationship between relative concentration and the localisation of expenditure is
presented in quadrant (I). Quadrant (IV) represents the cumulative causation relationship between
population density and expenditure. Industry locates where the market is largest and the market is largest
where manufacturing and manufacturing labour is located. This represents the Heckscher-Ohlin theme of
comparative advantage, and demand. The inverse relationship between economies of scale and the
relative concentration ration is found in quadrant (II). This characterises the authors™ new trade theory and
cconomic geography finding of a negative relationship between unexploited economies of scale and
manufacturing concentration. The higher the unexploited economies of scale the more dispersed an
industry will be. Finally, quadrant (III) illustrates the reduction in unexploited economics of scale and the
quantity of manufacturing labour. There is a negative relationship between unexploited economies of
scale and the level of manufacturing employment. Reductions in unexploited economies of scale are
rcalized by expanding employment and output.

The empirical results of the model indicate low relative concentration, s,, for industries with high
levels of unexploited economies of scale, es,, in arcas with low expenditure, exp,, and a small
manufacturing labour force, /,. This situation is represented by the rectangle ABCD. With the reduction
of trade barriers, industries specialising in labour intensive products will become relatively concentrated
in arcas with an abundance of labour and a high localisation of expenditures. Increased competition in the
centre reduces unexploited economies of scale and increases the clasticity of demand. This development
is shown by triangle EFGH. These findings arc supported by Briilhart and Torstensson (1996) whose

model shows the inverse relationship between the levels of economies of scale and the elasticity of
demand.
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Absolute Concentration

To explain the cross-sectoral variation n absofufe concentration m industry 7, the empirical model

was modificd to (he form;
S =+ B EXPEN} + 3,5CEC, + 3,0, + 3, NTB, (2.10)

The dependeni variables in this specification are the same as in cquation (2.9) except for the
construction of the expenditure variable ZXPEN that is now measured in absolule terms instead of

relative terms. The most promising estimated results of equation (2.10) were the log-transformed 2SLS-

cstimation. The estimated equation for 1992 is given as equation (2.10a), and for 1985 as cquation
(2.10b).

S{ =0.7428+ 13966 EXPEN ~ 00521 SCEC, +0.0285 J0; + 40,0437 NT'8, (2.102)

(30591  (11.697) (2.699) (2.244) (1

R*=081 R*=079 n=35 af=30

and for 1985
S/ =1.1596 15431 EXPEN]' —0.0245 SCEC, +0.0303 10, +0.0203 NIB, (2.10b)
(3202)  (9514) (0.353) (1.854). 0.793)

R*=073 R*=069 n=335 df=30

The estinrated cquations show that a change in economic structure has occwrred between 1985
and 1992. The 1985 estimate indicates that non-tariff barrier, and cconomies of scalc were not significant.
‘I'he latter cocfficient also has the wrong sign. The cstimated equation for 1992 shows significant resulls,
The cstimated coefficients are all significant. The constant term and expenditure coefficients are
sigurlicant at the 1% level, while the remaining cocfficients are significant at the 5% level. The economy
of scale vatiable again has the wrong sign.

The authors provide an explanation for the diverpence of this empirical result from their theory,
but also point out thal their results may be consistent with the theor¢tical literature, First, there exists a
possible measurement crror. The argument is made that the 1980s data used to measure cconomies of
scale have become outdated and may not reflect the changes i techoology and production techniques.
Secondly, the authors pomnt out that their economy of scalc measurcment is defined as ‘the clasticity of
average costs with regard to output,” If an wdustry produces a level of ouiput on the high portion of its

average cost curve, the industry would be characterised by “unexploited scale properties’. Should (his be
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the case, then their model indicates that an industry will be less concentrated the higher the level of
unexploited econories of scale. The negative sign of the coefficient would then be acceptabie.

Third, the authors introduce the work of Amiti (1998) who argues that in a world of mmperfect
competition lhere is au interaction between demand clasticitics and trade costs. This presents two
opposing forces. ludustries whose products face a high clasticity of demand (and low scale cconomies)
will be aitracted 1o the larger market fo avoid the extra burden of irade costs. On the other hand, an
industry may be atiracted to the smaller market due to relatively lower factor prices and production costs.
In this case, firms wilh unexploited economics of scale may locate in the smaller market if trade cosls are
very low. The authors conclude that this theory would be consistent with their estimated results of the
economies of scale variable.

The results would also be consistent with the theory presented by Britlhart and Torstensson
(1996). Industries with a low elasticity of demand and a high degree of unexploited ceonomies of scale
would tend to relocate away from the core as trade costs are reduced. In Figure 2.6, these types of
industries would fall in the range AX m quadrant (I). It remains vnclcar why the authors did net estimate
their modcl with a re-specification of the cconomies of scale variable. Amiti (1997), and Briilhart and

Torstensson (1996) have suggested average tirm size as a proxy for economics of scale.

The Model

The Haaland ef al. (1999) model is graphed m Figure 2.6. The authors found a strong positive
corrclation to exist between absolute concentration, $°, and the localisation of expenditures, EXPEN®. The
model 1s distinguished from the relative concentration model by the empirical significance of the input-
oulpui, fO;, and the non-tariff barrier, NTB;, variables. The cmpirical cvidence supports the theory that
industries that are dependent on input-output linkages, will tend to cluster. High trade costs can be
reduced through industrial agglomeration. The force driving this agglomeration is the pecuniary
advantage of external ecomomics of scale provided by strong inpui-output linkages. The empirical
evidence supports the theory {hat industries that are dependeut on impul-output linkages, will tend to
cluster. High trade costs can be reduced through industrial agglomeration. The force driving this
applomeration is the pecuniary advantage of exfemal economics of scale provided by strong input-output
linkages.

In Figure 2.6, the rectangle EFGH shows that m the face of high trade costs, industrics will
agglomerate in the core. These industries have a low lfevel of unexploited economies of scale and are
dependent on strong input-output structures for cxternal economies of scale. Industrics with low trade
costs and high-unexplotted economics of scale are less dependent on strong mput-output structures and
will show a lower level of absolute concentration. These industries will be dispersed away from the core,

This situation 1s shown by rectangle ABCD in Figure 2.6,
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FIGURE 2.6
ABSOLUTE CONCENTRATION
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Source: Author’s diagram based on the work of Haaland et al., (1999)

Strong input-output linkages are characteristic of absolute concentration in the core. In a market
characterised by imperfect competition and economies of scale, product differentiation creates high
demand eclasticities and low levels of unexploited economies of scale. Industries located in the core are
dependent on input-output structures to internalise the pecuniary advantages of external economies of
scale. On the other hand, industries with trade costs, low demand eclasticitics and high levels of
unexploited economies of scale are less dependent on strong input-output structures and will exhibit a
lower level of absolute concentration.

Conclusions

The authors, Haaland et al. (1999), conclude that localisation of expenditure is the most important
determining variable on industrial concentration, and has become more important because of economic
integration be it relative- or absolute. The empirical results indicate that the measure of relative industry
concentration supports the traditional theory of comparative advantage. The measure of absolute industry
concentration supports the determining forces of both the new trade theory and economic geography. The
model has indicated that the expenditure variable is significant thereby providing evidence for the role of
the “home-market’. The economic geography forces of industry localisation are supported by the positive
influence of input-output structures and trade cost reductions contribution to agglomeration. The
measurement of economies of scale issue remains open for future research. However, the theoretical

reasoning surrounding the empirical results of this variable are supported by the model of Briilhart and
Torstensson (1996).
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2.2,7 Industry Characteristics, Comparalive Advantage, and Industry Concentration

The rescarch of Haaland ef al. (1999) revealed that relative industry concentration resulted from
tradifional Heckscher-Ohlin comparative advantage. Absolute industry concentration was determined by
pecuniary agglomerative forces arising from strong input-output linkages and hiph trade costs, as
predicted by the new cconomic geography trade theory. Forslid, Haaland, and Midelfarl-Knarvik (1999)
continue this line of research. The author’s objective is to twofold. First, to identify individual industry
characteristics that detcrmine their concentration. Concentralion occurs because of: one, strong intra-
industry linkages and increasing returns fo scale, and, two, comparative advantage and the need to
specialise. Second, to examing wheiher the reduction in trade barriers tirough cconomic integration has
resulted in an increased level of overall industry concentration.

Torslid ef af., (1999} argue that industrial agglomeration is the result of *sclf-reinforcing backward
and forward linkages... [that result] from a combination of increasing retums to scale, trade costs, and the
faci that firms arc linked via their input-output matriccs.” Intra-industry linkages consist of the
dependencies between upstream (supplier) and downstrcam (final goods) indusiries that provide
pecuniary externalities or external economics of scale. The dependencics cmbody the forward and
backward linkages that form the input-output structurcs between industries. The forwaid linkage is the
supply telationship from intermediatc supplier industrics to final goods producing industries. The
backward link is demand by final goods-producers for intermediate inputs from supplier industries, This
intra-industry dependency forms the basis for agglomeration forces in markets characterised by imperfect
competition and ¢conomies of scale. The consequence of itrade barrier reductions is a possiblie rclocation
of both upstream and dowmsiream industries to arcas with initial levels of industry conconiration
(Krugman and Venables, 1996),

Forshd ef al., (1999) recognise the existence of two canflicting ceonomic forces in pre-integrated
Eurepe. The first is the desire to reap the pecuniary benefits of agglomeration. The second is the market
segmentation effect of bigh trade costs resulting i hiph product prices and oxcoss production capacity. In
a pre-integrated Europe, industries developed in segmented markets. High trade barriers and donﬁstic
market paucity resulted in unoxploited econonrics of scale. Upstream and downstream industries were
geographically separated with high intra-industry trade costs. Nerb (1988) has itemiscd the trade barriers
as; “administrative barriers (customs), fronticr delays and costs, differences in VAT and excise taxes,
standards and regulations, transport market regulations, public purchase of goods, implementation of EC
law, capital market restrictions and othcr barriers.” In their study, Forslid ef af., (1999} consider three
types of trade costs “transport costs, laritts, and export taxes’ in their simulation model. The authors notc
thal high irade costs make it less attractive to export products, This vicw is supported by an EC survey,
which finds that high distribution and import costs dampen export incentives. Barriers to frade work in the

dircelion of less concentration.
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The authors theorise that with high trade costs, firms are locked in geographic space. Trade cost
reductions create an incentive for finms to relocate, Relocation of particular firms in different indusiry
sectors occurs for a number of reasous: the desire to exploit internal economies of scale, the need for
strong input-output linkages to reap cxternal cconomies of scale, the need to elimmnate decreasing returns
to scate, and the desire to specialise i production through the forces of comparative advantage. As trade
costs are reduced, individual firms m different industrial scetors respond for their own reasons by either
agplomerating in the centre or relocating away from the centre depending on the required levels of
economies of scale. Forslid ef al, (1999) theorise that as irade costs come down, some industries will
lacate to the centre, and as trade costs continue to decline, other industrics may relocate away Trom thie

centre.

Industry Concentration Measurement
Forshid ef al. (1999) develop a ‘summary index’ of concentration in order to study the cffects of
greater mtegration on agglomeration tendencies in specific industries. To this end, thev construct a

statistic to measwrc the vakue of absolute industrial concentration for an individual industry /.
¢, =Jz sy =5V /N @11)

whoresy, = X'y, / X X, reprosents the value of the share of “production m industry 7 taking place in region
i

J/» with N representing the nomber of regtons (4) im Eurcpe.” The statistic§; is the average value of sy, so

that the measure of absolute concentration C; is the standard deviation of the disteibution of s; where sy <
1. A high value of this statistical measure, C; > 1, means a high concentration of industry 7.

‘Fhe indusbry concentration mcasure of Forslid ef of. (1999) is differont from Amiti’s (1997)
relative concentration ST measure in equation (2.7). The difference is found in the fact that Amiti (1997)
relates a coumtry’s share of production in industry 7 to the coumiry’s share of production in total
production. These country shares can vary in valuc size and are thus not constant. Forslid et al. (1999)
relate the regional share of production in industry 7 to the industty’s average mdustry share of the regions.
Since the sum of the industry share per region must equal o ong, the average industry share value for all
industrics across all the regions will be the same. i.e. a canstant valuc. The concentration measure is not
related to country size.

The absolute concentration coefficient, C;, proposed by Forslid ef af (1999), is more akin 1o
Amit’s (1997) formulation of the absolute concentration coefficient. Both authors use a country’s

regional share of industry i’s production (employment) as a variable in their calculation, s, . The Forslid
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el al. (1999) meithod adjusts the calculation with a constant value across all regions. Their method
calculates the concentration measure for cach industry as a deviation from a constant average so that cach
industry’s measure is a rclative deviation from an industry’s national mean. Since the mean values arc all
identical, the industry concentration measures are individual standard deviations from a constant mean
value.

The significant difference between the concentration measure of Forslid ef af. (1999) and that of
Amiti (1997) is that the Forslid er al. (1999) model uses onc measurcment (o capture the three forces
determining industry concentration. The initial location of induslry clustors, the relative requirements of
comparative advantage, cconomics of scale, and mtra~industry linkages in the face of declining tradc
costs determine the degree of industry concentraiion. The inverse relationship between economies of

scale and demand clasticity is also Leue for this model.

Empirical Estimations

The simulations'’ of Forslid ef al. (1999) reveal two major rcsults with respect to changes in
patierns of production and location for two industrial sectors. The first proup consists of the mdustrial
scetors: chemicals, machinery, transport equipment, and metals, which are strongly dependent on
economies of scalc and intra~industry linkages. The second group is comprised of: wood products, food
products, textiles, and leather products. This latter cluster of indusiries appears to be predominantly
dependent on the forces of comparative advantage and specialisation. The relovant statistics for these two
sroups of industries are presented in Appendix 2C, Chapter 2, Table 2C.1.

The simwdation results for the first group of industries indicate that the levels of regional
production activity remain relatively constant as trade costs are redoced, This suggests a stable
polycentric production structure. The forces behingd this “strong agglomeration tendency” in large markets
is the dependence of these industries on high levels of incrcasing returns to scale, and the need for strong
input-output linkages. For example, the chemical industry shows the need for high (above average) levels
of returns to scale, above average levels of wput shares from its and other intermediate industries, and a
need for skilled labour, The data indicates that the chemical, machinery, transport, and metal mdustrigs all
have high scale elasticities, show varying dependencies on input-cutput structures, and are dependent on a
skilled labour force.

The transport and metals industries show an above average need for both unskitled and skilled
labour. The simudation rosults indicate that a reduction in trade costs wil cause these industrics to
merease their concentration in the core, increasing the rekative wages rates in these regions, The avthors

find that as trade cosis arc fwrther reduced, general equilibrium offects of relative factor price mercases

" orslid et af., {1999), have used a geographic cluster of national adninistrative regions, which inciude the non-IiTJ countries of
Switzerland, Iceland, and Norway. Ixcluding these regions the Furopxean North consists of Finlaud, Sweden, (fecland and
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will result in those industries dependent on unskilled labour to relocate to peripheral regions for
comparative advantage. The metal industry is a case in point, with a relatively lower return to scale
clasticity, and a relatively higher dependence on unskilled labour. Although the data does not show a
strict one-to-one relationship between the variables, the general results of the economic forces driving the
behaviour of these industries in the simulation analysis are captured in Figure 2.7.

FIGURE 2.7
CHEMICAL, MACHINERY, TRANSPORT EQUIPMENT, AND METAL INDUSTRIES

{(b) ;> 1 {a) o (d)

(c) 10

Source: Author’s diagram based on the simulation model of Forslid et al., (1999)

The inverted U-curve showing the quadratic relationship ABD between absolute concentration
and high, intermediate, and low trade costs are presented in panel (a). This represents the new geography
theme of international trade. The positive relationship NM between the need for high levels of economies
of scale and the tendency to concentrate in the centre is presented in panel (b). The line OR. in panel (c)
illustrates the positive relationship between the need for high levels of internal returns to scale, and the
strong need for input-output structures. The new trade theory of imperfect competition and economies of
scale is captured by the relationships in panels (b) and (c). Finally, the traditional Heckscher-Ohlin theory
of competitive advantage through relative resource abundance is shown in panel (d). There exists an
inverse relationship between relative wages and the relative supply of unskilled to skilled labour ratio.
Relative wages are higher in the core (C), and lower in the periphery (P).

At imtial relatively high concentration levels, ¢;, and high trade costs, specific industries
requiring high levels of economies of scale. intra-industry linkages, and unskilled / skilled labour are
located at point % on the outer limit of the centre regions. As trade costs decline, existing firms and new

Norway); the EU South consists of Greece, Italy, Portugal, and Spain; the EU West is Belgium, the Netherlands,
Ireland, France, and the UK; and Central Europe consists of Austria, Denmark, and Germany (Switzerland).



55

entrants into the industey will agglomerate in the centre to exploit internal retums to scale es, and
strengthen their input-ontput relationship to o). The effects of agglomeration raise relative wages in the
centre rogions to @y, There is a range of intermediate costs that retains industries in the contre regions.
The authors have found that as trade costs decline further, some industrics sueh as metals, will relocate
away from the core to the periphery. These indusirics are characterised by lower internal economies of
scale, but dependent on a relatively higher vnskilled Lo skilled labour ratio. At low Ievels of trade costs, J,
indusiries are driven by comparative advaniage to regions with an abundance of unskilled labonr and
lower relative wages, @, thereby reducing geographical concentration.

These sumulated results appear to confradict the finding of Britlhart and Torstensson (1996) who
find the opposite results. These authors conclude that a reduction in trade costs will canse industrics
requiring high levels of cconomics of scale to increase their concentration in central conntrics. This point
of view also finds support in the work of Haaland ef al. (1999, p.8). The authors theorise, supported by
empirical estimates, that “...cven though degree of scale cconomics have an ambiguous impact on relaiive
concentration, it does suggest that industries chavacterised by significant econamies of scale will be
absolutely more congentrated than others’.  The seeming contradiction is due to the absence of relative
factor price effects in their respective models.

The second industry cluster consists of wood products, food products, {exiiles, and leather. The
simulation shows that these industries will undergo a chanping pattern of production as trade costs are
lowered. These mdustries ave characterised by tow lovels of economies of scale, a relatively high Jevel of
intcrmediate inputs, and a strong dependence on unskilied labour. The authors find that with low irade
costs these mdustries will r¢locate from mittal high concentrations in the centre and become increasingly
more concentraicd in the peniphery. The removal of impedunents to trade will cause these industrics to
relocate and concentraie to take advantage of strong ‘intra-industry linkages’ and regions with an
abundance of low cost unskilled labour to realise their competitive advantage position. The dynamics of
the cconomic forces for these industries is shown in Figure 2.8.

The Ime AD" in panel {(a) represenmts the negalive relationship between absolute industry
concentration (; and trade cost reductions. In panet (b) the linc NA{7 is relatively inelastic since thesc
industries have low economiecs of scalc clasticitics. The data reveals a negative relationshdp between
gconomies of scale of mput-ouiput structurcs. The line PQ in panel (¢) expresses this relationship. The
relative wage and labour ratios arc shown in panel (d).

At high levels of trade costs, these industries are concentrated in the core at ¢y, facing a high
relative wage ratio, @;. The low lovel of ccopomics of scale and input-output structurgs are shown
respectively by esp and ioy. As trade costs are reduced, these industries will relocate away from the core to
the periphery becanse of their need for relatively high levels of iput-output siructures and large

quantitics of unskilled labour. These indusiries are relafively labour miensive.
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FiGUrRe 2.8
Woob, Foon, TEXTILES, AND LEATHER INDUSTRIES
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Source: Author’s diagram based on the simulation analysis of Forslid et al., (1999)

The production of textiles is expected to relocate from Austria, Denmark, and Germany, to the
EU West, but especially to Greece, Italy, Portugal, and Spain. These countries are characterised by strong
intra-industry linkages, and low labour costs. The leather industry is also expected to agglomerate in the
aforementioned southern EU countries, due to their comparative advantage in labour-intensive
production. The loss of Government subsidies in the North will cause the wood products sector to relocate
throughout the other EU regions. The authors are of the opinion that manufacturing industries with high
levels of economics of scale have reached their concentration peak. Industries, requiring low levels of
cconomies of scale, and dependent on comparative advantage, will continue to relocate and cluster as
trade cost are further reduced.

The Overall Concentration Measurement

As a final exercise, Forslid et al. (1999) attempt to answer the Krugman and Venables (1995)
question of whether, ‘All manufacturing activities [will] tend to concentrate in the core, with de-
industrialisation of the periphery?’'® To answer this question, Forslid constructs an ‘overall' industrial
concentration” index.

H=\$,(h, ~h,)* IN 2.12)

' Ibid. p. 18
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where, h, =3 X, /3. 5,X;;is the share of total manufacturing production m region /. with N

representing the (4) geograpbic clusters of national regions in Europe. A value of # >1 indicates a high
lovel of industry concentration. A comparison of the values of this coofficient for two differcnt tinc
periods will indicatc whethor increased concentration has occurred. As argued above, to determine
whether country 7, either a cote, and / or periphery country has experienced an increase or decrease in
industry concentration, we would have to ecxamine the individual values of the counbiy’s squared

doviation from the mean.

Simlation Model Conclusions

The simulation results per sector show that. for intermediate tradc cosis, agglomeration forces
dominate, although the “trade off between inter-industry linkages and general equilibrium factor price
cffcets’ witl determine the region in which this occurs. For low trade costs, the forces of comparative
advantage dominate. When considering the simulation results of general equilibrinm effects, Forslid er of.
(1999} conclude thal further economic mtegralton may not necessarily result in increased industrial
concentration to the extent fhat poripheral regions would sullfer 3 decling i wellare. ‘On the contrary,
when we ate close to free trade, all regions, apart from Evrope Ceutral, gain from forther integration in
our simulations.”" "The tesults of Forslid ef al. (1999) simulation sustain the view of multi-agglomerate

production structures.

2.2,8 Economic Geography and Regional Production Structure: An Empirical Investigation

Davis and Weinstein (1998) empirically assess the concept of the ‘home market coffect’
{Krugman, 1980). 'The home market cffect distinguishes the Heckscher-Ohlin comparative advantage
trade model from that of the new cconomic geography model. They pose the question, “Can unusuvally
strong demand for a good i a country lead that country to export the good?” Tn a comparative advantage
model the answer would be negative, but in an economic geography model, with economies of scale and
trade costs, the answer would positive.

The authors build on the assumptions of the Krugman (1980} and obscrve that with incomplete
specialisation boith counires have identteal demand patierns and produce the same number of varisties
resulting 2 zero trade balance. The awthor note that the Kiugman (1980) model suggests ‘that the
predictions of the production structure, ceferis paribus’ should bg centred around an even distribution of
the industries across couniries.” Any deviations from this evenly distributed production structure must
then be explamed by idiosyncratic demand. ldiosyncratic demand measures ‘the exient to which the

relative demand for a good within an industry differs from that of the rest of the world.” The authors wish

¥ Ihid. p. 23
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to identify the components of this idiosyncratic demand, which has a magnifiing effect on production
thereby causing production structures to diverge.

To test the existcoce of the home market cffcct the anthors develop a measure of “unnsual strong
demand’ for output of an industry called idiosyncratic demaiid, and combine this with a gravity measure
to “derive industry spoeific parameters on the dissipation of demand across space.” This construct allows
for the inclusion of demand in other geographic regions, and is thus an indicator of ‘market access.” This

introduces the cross~country effects of demand.

Methodology

Davis and Weinsicin (1998) consider three levels of product appregation: varictics, goods, and
industries. Product variety is inherent to the economic geography modcet where cconomies of scale are
important. A good is defined as © a collection of a large number of varisties produced under monopolistic
competition.” Goods exhital increasing refuras to scale in production. At the goods level the authors make
a distinction between, the Heckscher-Oblin comparative advantage model, and the economic geography
model. In ibe fonmer, a good is theorised as being a homogenous product, while in the lattor it is a
heterogencous product. Finally, an industry ‘consists of a collection of goods produced using a common
technology.” This definition of industry is simitar for both the comparative advantape model and the
increasing feturns model. In the Heckscher-Oblin model the collection of industry goods are Leontief
input cocfficients, while in the sconomic geography model ‘all varieties of all goods within an industry
use inputs in fixed proportions.”™

The awthors develop the following model for their empirical analysis, where # is an ndex of
industries, g is an index of goods, and ¢ is an index of countrics. The symbol # stauds for the world with

ROW referring to the rest of the world (excluding country ¢). The total output of good g for industry # in

country ¢ is represented by A';°, and that for the rest of the world by X ;HOW. The vector of endowments

for country ¢ is represented by ¥° . The symbol £ is the inverse of the technology matrix, and €37 is the

row corresponding to the g’ ™

good in industry #. These symbols provide the basic elements to construct
the Heckscher-Ohlin model of goods production that determunes the structure of indusiry in a country.

This model 1s detined as:

Xr=Qry° (2.13)

» Empirically, industry is defined as 3 digit ISIC data, while goods are defined 4 digit ISIC data.




The authors define, €, as “the n’th tow of an inverse technology matrix for industry output where the

coefficients indicate average inputs at the equilibrium scale per varety...[and]...G" as the number of

products in industry #.” The outpuot of industry # in country ¢ is defined as:

G‘ —
X" = ZX;‘ — Q"VC (2.14)
1

g

The authors assume a “square’ Heckscher-Ohlin mode! for all countries with identical Leontief
production technelogies (equation 2.13). This model determines a couniry’s industrial structure and
production, but reveals nothing about the composition of production ‘across the goods within an industry”
(cquation 2.14). The authors conclude that within a comtry, resource consiraints become specific to cach
industry, because of the assumption that all varicties are produced with an identicat factor input mix, and
the Leontief assnumption of identical production technologics. Since resources are allocated in the same
proportion across the poods of all industries, domestic demand is such, that each couuntry produces “base
level” of goods 1n a particular industry. Idiosyncratic demand for a country’s products will cause output to
gxcecd this “base level’ of goads, and gives rise to Krugman’s {(1980) home market effects. It is this
demand that results in Krugman’s intra-industry specialisation.

To develop an equation capturing both these demand components, Davis and Weinstein (1998)

define the following terms; DY represents a vanable that defincs the demrand within a country for a
product produced in many domestic lecations; D*is a variable defining domestic derived demand that

producers in differont locations” face for their product; and, D defines the foreign derived demand.

. "1’,”: 1 Py -
An output share is defined as; y;,‘*z—\;% and represents the share of industry £’s output in the total
domestic output of industty 7. A demand sharc is defined as; 6 = B and represents derived domestic

e gravity model is embexdddes] in the variable ﬁ;’” . The gravity model at the industry level is specified as:
{f )= § + Alf{GNPGNP, )+ in(DIST, 477,

where 77, is the vohue of trade in industry » between countries ¢ and ¢’, GNP, is the GNP of covatry ¢, IS8T, is the distance

between ¢ and ¢ . The pasmncicrs 1o be estimaled are ¢, 2, yr, and 7, where g is normally distributed error lerm. The authors nse
the estimated coeflicient on the distance variahle that measures “the degree to which distance canses the demand for 4 product lo

decline.” Then derived demand for local preduction is defined by, D" =4"SD™DISTY and world demand given by
L P e 8

5:”’ = /(:IZD;"DISE:.." . To take foreign demand into consideration so that “redistribution of world demand does not change

P

aggrepate world demand, the authors require that,” k7 = 3.0 / ED;‘DISI;:'." .
[3 ce’
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demand for good g as a share of total derived demand for the goods produced by tdwstry 7. The authors
define SHARE =y x™, which represents the ‘country’s base level of production for each good in an

industry...[and]... 1DEODEMT = (f‘fg‘ é‘";"‘"“’} 7= which mcasures ‘the oxtent of idiosyncratic derived
demand,’
The demand tor a good 2 from industry # in country ¢ is specified as follows:

X" =a + B, SHARE™ + [, IDEODEM ¥ + €' (2.15)

where the variable IDEGDEM weasures ‘the extent to which the relative demand for a good within an
industry differs from that in the rest of the world.

Davis and Wewstein (1998) postulate, that if endowments matter at the four-digit goods level,
then the Heckscher-Ohlin comparative advantage 1model of goods production can be inserted in equation
(2.15) as tollows:

X =al+ Byl X™ + B (8 -8 1X " + QI el (2.16)
or
X =0 + BSHAREY + B, IDEODEM ™ + Q1+ &' (2.162)

The estimatc of B, allows the authors te distinguish between throe hypotheses. One, ‘in a
frictionless world {comparative advantage or increasing returns), the location of demand does not matter
for the pattern of production, so we would predict B; = 0...ftwo]...when there ave frictions to trade,
demand and production are correlated even m a world of comparative advantage, reaching exactly one-
for-one when the frictions force autarky. However, production does not rise in a more than one-for-one
manner. Accordingly, if we find B, €{0,1], we conclude Lhat we are in 2 world of comparative advantage
with tramsport costs. Firally, i the world of economic geography, we do expect the more than one-for-

onc response, hence p; > 1.°%

Outcomes

Kirst, the cstimated gravity eguation showed positive results. The coefficients had the expected
signs and were significant for all industries. The distance cocfficient was negative and significant. A one

percent merease in distance reduced trade by one percent.

2 Davis and Weinstein (1998), Op. Cit, p.18
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Second, the cstimated distance coeflicient was used to develop a new measure of idiosyncratic
demand. The authors found ‘that accounting for geography causes large changes in the demand deviation
variable for small countries” far more frequently than for large countrics.” This leads them to conclude
that it is more important for small economies to be located near large markets than larger economies.

Third, equation (2.16) was estimated using four-digit data. The results revealed an estimated
coefficient value on the IDEODEM variable that exceeded unity, indicating the presence of a home
market effect. The authors found that if the ‘derived demand deviation rises by 1 percent, then output
rises by 1.6 percent.” They conclude that production in home markets responds by more than a one-for-
one factor to idiosyncratic demand.

Fourth, when estimating the ¢ffccts of derived demand deviation for each individual four-digit
secior, Pavis and Weinstein (1998) found that “half of 1he scctors had coefficients on IDEODEM that arc
larger than unity, and of these cleven are significantly greater than unity.” This result suggests that some
industries have consiant returns to scale while others bave inoreasing roturns proving the presence of the
liome market effect.

Fifth, the industry-pooled estimation” revealed that more ‘than balf of the industries exhibited
home market effects’ with four of the estimated coclficicnits being significantly Jarger than unity.
Purthermore, for fifty percent of the secfors witlin these industries the coefficient on IDEODEM excecds
unity. Davis and Weinstein (1998} are led to accept the theory of economic geography, since the evidence
shows that most of the sectors™ exhibit home market cffects,

Sixth, the authors provide a summary on the mmpertance of economic geography in QECD
production. They examine the ‘relative sizes of the sectors for which B, is greater than wnity.” At the four-
digit product level of 50 scctors, the sectors with IDEQDEM estimates greater than unity, “account for
64% of total ontput.” At the thwee-digit industry level that encompasses all manufacturing cutput in 22
countrics, *50% of all manufacturing production is governed by economic geography.”

Davis aud Wemsicin (1998) conclude that ‘sectors that appear to have home market effects
account for a majority of manufacturing ouiput... fand].. cconomic geography matters for international
specialisation.”™ They also conchide that ‘comparative advantage maiters. .. |sincc]...one-third to one-
haif of OECD manufacturing output scems to be governed by simple comparative advantage. However,

increasing returns also play a vital role in the particular form known as cconomic geography.™

# There are twenty-two conntries in the data sel. Australia, Belgiun/Luxembourg, Canady, Finland, ¥rance, Germany., Italy,
Japan, Netherlands, Norway, Sweden, UK and US. These thirteen countrics provided data at the three and four-digit level. The
remaining nine countries provided data at the three-digit level, ‘Lhese were: Austrie, Denmark, Greece, ireland, New Zecland,
Parlugat, Spain, Turkey, and Yugoslavia.

! The four-digit data was pooled with each three dipit-indostry, with the coefficient on IDEGDEM being allowed 1o vary across
three-digit indusiries.

*3 The sectors were: tadio, television and communication equipment, electrical appliances and hiouse-wares, and metor vehicles.
% Davis and Weinstein (1998), OL. Cit., p.36

T Ibid, p.38
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In a companion paper, Davis and Weinstein (1999), usec a compacter verston of their model to
examine the production structure across regions within a country. The model does not include the gravity
cquation. They postulate that economic geography could be very important for the production structng
across regions due to the fower inierregional trade costs, and the high degree of interregional factor
mobility within a country. The anthors theorise that a country may have a diversified regional production
structure 1n the absence of trade costs with only interregional transport costs. Larger regions are attractive
for industry location becausc of demand and supply linkages, as well as pecuniary agglomeration
advantage. Wagcs arc higher and prices lower in these regions making them atiractive for labour
migration af the expense of the “hinteriand’.

Davis and Weinstein {1999) applied their model to a sample of regions m Japan to examine the
importance of economic geography in determimng repional production structures. The empirical evidence
revealed that in sectors using low-skilled labour, there was no evidence of econowic geography effects.
However, economic geography ellects were significantly prosent in the scotors using high-skilled labour,

The analysis revealed mixed resulis with the tespect to the estimated cocfficients® on
IDEODEM. Of the ninctecn iudustrics, six showed a negative cocfficient (§; < 1). The six industries are:
apparel, fieniture, petrol and coal products, stone, clay and glass, fabricated metal, and gencral
machinery. OF these six, the estimated negative cocfficienis for two only industries — apparel and
fumiture — are significant at the five percont level. The remaiving four estimates are imsignificant. Four
industries - printing, rubber, leather and leathor products, and other mamufacturing — revealed estimates
for Bz €[0,1]. Only the estimate for the printing industry was significant at the five percent level
supporling the hypothesis of comparative advantage with transpost costs for the industry.

Lconomic geography was tevealed to be statistically significant for nine of the nincteen
manufacturing sectors. The cight scotors that showed a B, > 1 are: ‘lumber, Lransportation equipment, iron
and steel, electrical machinery, chemicals, precision instruments, nonferrous metals, toxtiles, and paper
and pulp.” It must me noted that the estimate for lumber (. = 1.0622) was marginally larger than unity.
The empirical resuits support the presence and mmportance of home market effect tor these industrics.
They locate in large regions and arc dependent on increasing returns to scale.

The authors provide two reasons for the strenglh of ceonomic geography at the regional level.
Ounc, lower trade costs within a country means ‘lower implicit profection for production in the relatively
smaller markets.” Two, the high factor mobility withm a country ‘reinforces the economic geography
cifects, relieving scarcilics in rogions favourable on economic geography grounds for production of
particular goods.” The authors conclude by pointing out that if international trade costy arc reduced to the
level of mterregional trade costs, ‘then quite a substantial international restructucing of industry may be in
the offing.”

* Davis and Weinstein ( 9993, Table 6, p. 400. The authors used three-digit industry data for 19 industries across 47 prefectures.
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2.2.9 Location of European Industry

The objective of the stndy by Midellart er.al., (2000), is to study the changes in mdustry location
in Europe between the vears 1970 and 1997, To this end, the authors use a number of statistical methods
to assess the changes in industry location. First, the Krugman (1991a) industry index is used 1o determine
whether the economic structures between countries have become more similar or less similar. Second,
they develop an Industry Characieristic Bias ({CB) measurement 1o determine in what type of industries
countrigs are specialising. Third, the “location Gini® coefficient is employed to examine which industries
arc bccoming more concentrated. The authors also develop a Country Characteristic Bias (CCB)
measurement to determine whethor ‘particular types of mdustries are concentrated in particular types of
countries.” Fourth, the study seeks to identify the underlying forces that determine indusiry location
patterns. To this end, the authors spectfy a regression model whercin industry and coumtry characteristics
are aliowed to witeract in order to measure and explain these industry location pattemns, All measurements
are at the EU country level. The sample consisted of fourteen EU counttes. Luxembourg was excluded

from the analysis.

Indusiry Index

The industry index measurcment allowed the anthors to address and answer two guestions: How
specialised are countrics? How similar arc the industrial structures of different countries?

To answer the first guestion, Midelfart ez.af, (2000), caleulated four year country averages for
1970/73, 1980/83, 1988/91 and 1994/97, using the vattable pross value of manafacturing ountput. The data
revealed a decline m value for ten countries between 1970/73 and 1980/83, indicating that production
locations became mare similar. However, form 1980/83 the average valucs showed a rising trend, for ail
countries except the Netherlands, indicating greater divergence, and therefore an increase in
specialisation. The authors consider two possible reasons for this divergence in production structures;
one, high initial shares in an industry, and two, ‘differential change.” A cowniry with a high initial sharc n
a given indusiry will show diverge if the industry is growing fast. Differential change refers to “countries
moving in and out of industries.” The authors cstimate that more than 88% is due to differential change,
and 20% due “to amplification of iitial differences.’

The angwer to the second question is obtamed by examining bilatcral index values between
countries. The authors found that ‘of the 91 distinct pairs, 71 cxhibit increasing difference between
1980/33 and 1994/97 and conclude thai, ‘the vast majority of cownirics cxperienced a growing
difference between their industrial structure and that of their EU partners,” This leads the authors to

examinc the characteristics of industrics in different countrics.
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Industry Characteristic Bias (1CB)
The answer 1o the guestion, “What are the characteristics of industries located in each countrv?’ is
found throngh the construction of the Industry Characteristic Bias mcasurement, This mcasturement

identifies industry characieristics”

and allows the authors to study how the characteristics in each
country’s indusiry struciure have changed over time. The industry characteristic bias for cach

characteristic in country 7 is given by:
ICBAy=3 vi(Dz* (2.17)

where, v/ is the share of sector  in the total production activity of conntry j, and Z° the sct of industry

characteristics. The authors found ‘the industrial structures of France, Germany. and Great Britain are
characterised by high returns to scale, high wehnology, and a relatively high educated workforce. This is
disiinctly ditfferent from Greecce, and Portugal, which arc biased towards industries with low returns 1o
scale, low technology and a workforce with relatively little cducation, that have a high final demand bias
and a low share of non-manuwal workers.. Portugal’s and Greeee’s industrial compositions are
significantly more similar to sach other than they arc to that of Spain,...and Spain has indvstry with
higher returns to scale and higher technology than Porlugal and Greece.”® The authors conchide that there

exist significant cross-country differcnces of industry characteristics.

‘Location Gini' Coefficient

Midelfart ezal (2000), found a marginal decline in the concentration of the overall
manufacturing sector. They roconcile this with their findings of greater comntry specialisation by noting
that conntries are not equal in size, and that individeal mdustrics have a much more varied development
paticrn than do countries. The anthors gronp industries by their lovels and changes in concentration. There
are four main categorics: a) concentrated industrics that have remained conceniratcd over time (CC); b)
concentrated indusiries that have become less concentrated (CD);, 3) dispersed industries that have
become more coucentrated over time (OC); and, 4) dispersed industries that bave stayed dispersed (DD).
The remaining indusirics are classified as residual.

There are six concentrated (CC) indusirtcs: Motor Vehicles, Motor Cycles, Aircraff, Electiical
Apparatos, Chemical Products NEC, and Petroloum Praducts, The six industries that were concentrated

and have shown some dispersion (CD) are: Beverages, Tobacco, Office & Computing Machinery,

* Industry characteristics examined: econvmies of scale, technology levels, R&D intensily, capital intensity, share of Tabour, skill
intensity, higher skills intensity, intra-industry linkages, inter-industry linkages, final demand bias, sales to industry, aud
mdustrial growth, (Midelfar eznaf,2000), Box 2.2, p.13

¥ (Midelfart er.ql,2000), p.16
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Machinery & Equipment, Radio-TV & Cowmunication, and Profcssional Instruments. The dispersed
industries thal have become more concentrated (DC) are: Textiles, Wearing Apparel, Leather and
Products, Fumiture, and Transport Equipment NEC. Finally, the dispersed industrics that have stayed
dispersed (DD} are: Food, Wood Products, paper & products, Printing and Publishing, Metal Products,
Noa-Metallic Minerals NEC, and Shipbuilding.

Midelfart er.al (2000}, have examined the characteristics of concenbtrated and dispersed
industrics. The (€C) industries are characterised by: high increasing rcturns to scale, high/medium
technology aecd, and high/medium final demand bias.*' Three of the six industries — Motor Vehicles,
Aircraft, Chemicals — use a ‘high share of intermediates {rom their own sector, while most use little
agricufiural mpwts.” The (CD) indusiries are characterised by ‘lower increasing rcturns to scale, less
reliant on intra-industry linkapes, but slightly more reliant on inter-industry Iinkages, bave a hagher skill
intensity, and less significant final domand bias.” These industries have expenonced rapid growth in the
tast thirty years. The (DC) industrics are characterised by ‘low increasing returns to scale, low
technology, a high share of agricultural inputs, and low skill intensity.” These indusiries have grown
relatively slowly. Finally, the (D£) industries are low technology with all, except Transport Equipment,
using high levels of agricultural inputs.

Country Characteristic Bias (CCB)

The country characteristic bias is a mcasure that examines the relationship bulween country
characterisiics and industry concentration. It provides an answer to the question: ‘Are particular typos of
mdustries concentraled in particular types of couniries?” The answer to this queslion contributes to the

understanding of industry location. The measure is ¢onstructed as follows:
CCB* (1)=73 sf (D)3 (2.18)

where, s’ is the sharc of country ¢ in the total activily of industry &, and z refer to the country
characteristics. ** The measurc CCB* smmmarises the country characleristics for each industry.

The authors found, that wmdustries that are characterised by ‘high technology, high-medinm
relurns to scale, and capital mtensive, tend 10 locate in the core countries,” such as industries classified as
(CC) and (CD). Industries that were inilially disporsed, such as (DC) and (DD), showed a bias towards
the periphery regions. The authors also found, that, “over time, (CC) and (C) industrics have started to

move out of the core,..[while]...dispersed industries (DD} and (12C), bave moved toward locations with

* Percentage of sales to domestic conswners and exports.

% Country characteristies are the tollowing: market polential, capital labour ration, average mannfacturing wage, relative wages,

researchess and scientists, educalion, agriculiural productios, segional aid, and tofal slate aid (Midelfarl er.al 2000), Box 3.1,
p25
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higher market potential. ™ Similar rosulis were found for the wage CCB. Wages are highly correlated
with corc countrics. However, “the couniry bias of low and medinm return to scale indusiries. .. favoured
the low wage cconomies rather than peripheral countries.”

When considering a country’s endowment of rescarchers, (he authors found a difference between
the low-tech industries in the (2C) and (D) groups. The (DD) industries showed a bias towards
countrics with an abundance of researchers, smce these locations also provide access to natural resources.
Finally, industries characterised by low and high capital labour ratios arc “biased towards simiar
locations, with high market poteufial, high wages, and a large number of researchers.” The authors
conclnde that “capital intensity is not likely to be a driving force behind the choice of location” becanse of

the high degres of capital mobility within the EU.

Sputiat Separation Index
The spatial separation index is developed by Midelfart er al, (2000) to study the geographic
distance bolween the concentration of individual industries and the countrigs in which they are located.

The index 15 constructed as follows:
SPE=CY, 3 (50 9)8y) (2.19)

‘where, d; is a measure of the distance between 7 and 7, s is the share of industry & in location #, and C is

a constant. For a given location ¥, Z;— {s%5,) is the average distance to other production in industry .

The first sunvmation adds this over all locations /, weighted by their share in the industry, ¥ The
interpretation of zj(s,." s58,) is therefore a production-weighted sum of all the bilateral distances
between locations. This measure is zero if all production occurs in a single place, and increases the
spatiatly separated is production.”*

Midelfart et.al., (2000), found different concentration patteras over time, which are reflected in an
inverse-U shape for manufacturing as a whole. Between 1970/73 and 1982/85. there was an increasc in
spatial scpavation that levelled cut in the mid 1980s, and declined after EUJ economic integration. The
spatial scparation that occurred during the 1970 was ‘of far greater magnitude than the clustering that
took place m the 1990s.” Furthermore, “the spatial disinbuiion of Buropean manufacturing appears 1o be
Jargely driven by developments in Southern Europe (and possibly Ireland).” The authors found that EU

manufacturing dispersed when the Southern European countries incrcascd their wanufacturing share

* Midelfart er.al., (20009, p.25.
* Ihid, p.28
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between 1970/73 and 1982/85. This trend continued during the 1980s, but was reversed as the Sonthemn
European share in fotal EU manufactaring staried to decline marginally. This contributed to the increase
in spatial clustering in the 1990s.

The authors found some significant developments. First, the high tech industries that are the least
separated throughout the entire time period, started to move out of central regions. The five high tech
industries that moved out of the central regions and separated geographically were: Drugs and Medicings,
Officc and Computing, radio-TV and Comnmwnication, Electrical Apparatus NEC, and Professional
Instrnments. Aircraft moved to the corc. These industries also became less geographically concentrated.
Second, ‘high retums io scale and high capital intonsity industrics are initially more spatially scparated
than high tech industries, and exlubit a similar pattern (o manufacturing as a wholc - incicasing
sepavation in the 1970s and 1980s followed by mcreasing clustering in the 1990s.°

Third, between 1970/73 and 1994/97 the “trend towards dispersion is reflected in 29 out of 36
industries. In confrast, over the same period only 23 out of 36 industrics report declining Gini coefficients
of concentration.” The spatial sepavation measure reinforces the findings of a dispersion of EU
manufacturing activity. Fourth, in gencral ‘indusirics with declining Gini coefficicnts are found to be
spatially separating, and vice versa.” This, however, docs not hold true for a munber of industries that
became more concentrated during 1970/73 and 1994/97, These industries are: Textiles, Wearing Apparel,
Rubber Products, Motor Vehieles, and Motor Cycles & Bicyeles. The authors® note that these industries
also became more spatially soparated sugpesting ‘increased concentration in a swaller number of
countries at the same time as they see a break-up of trans-national clusicrs in central Enrope.”

Mideltart et.af., (2000), conclude that up Lo the latc 1980s, indusiries became more dispersed.
Tius irend scems to have reversed itself after BU 1992, “The agpregate picture masks substantial changes
in the tocalion of individual mdustries. Dividing industries into groups according to their concentration,
we see that of those mdustrics that were initially concentrated, a group — largely consisting of high retums
to scale industrics — have remained concentrated; others, including some relatively high tech, high skill,
fast growing industries, have become more dispersed. Of those industries that were initially dispersed, the
slower growmg and less skilled labour intensive ones have become concentrated in low wage and low

skill abundant economies.”™

Feonometric Analysis
Midelfart et.al., (2000),bave found, that the pattern of industry location across the different EU
countries is deternuned the by interaction of industry and country characteristics. To cxplain these

patterns the authors speetfy a vegression equation that includes four country and six industry

¥ fbid., p. 30



08

characteristics. The choice of variables is motivated by the fact that they “are emphasised by theory.” and

‘they all have a significant effect at some point in the time period under consideration.’

TaBLE2,1
INTERACTION VARIABLES
CountrRy CHARACTERISTIC fvpusTRY CHARQCTERISTIC
j=1 Market Potential Sales to induslry, % of outpul
j=2 Markel Potential Intermediate goods, % of lota) costs
j=3 Market Potential Economics of scule:
Factor Abundance Tactor Intensity
j=4 Agricultmal prodinetion % GDP Agricaltural input, % of total costs
j=3 Secondnry and higher education % GDP Non-manual workers relative {o manual
;i 6 Researchers and Scientists % labour force R&D share in valve added

Source: Midclfsst ef. al {2000), p. 32

The interaction variables are meant by Midalfart eral.. (2000), to caplure ‘comparative
advantage® and ‘new cconomic geographv effects.” The choice of interaction variables is motivated as
follows. The variable (7 = 1) capiurcs the backward hinkage; (j = 2) captuyes the forward linkage; {7 = 3)
captures the idea that scale intensive industries locate in ‘relatively central locations.” The structure of
cmployment is captured in the vamables j = 3, 4, 5. The vanable (/ == 4) is an cxogenous measure of
agricultural abundaunce; the variables (7 = 3) captures the skilled labour intensity of the sector; and (f = 6)
theoretically capture the interaction between an industry’s capital endowments and a country’s capital
Intensity.

The model’s specificd and estimated forms are given as follows:
In(sf ) = el pop,) + Fintman, )+ Y HNA L, — T ~xL7) (2.20)

‘where sfis the share of industry & in country #; pap; is the shate of EU population fiving in country 4;
mary is the sharc of total EU manufacturing located in country 7, v{j}; is the level of the jiir couniry
characteristic in cowntry #; z{7[* is the industry ¥ value of the industry characteristic paired with country
characteristic 7. Finally, o, B, B/, vl/], «l/], arc cootfivients,” The ¢stimated model is Lhe expanded
equation:

In(s)=c +ortn(pop,) + Bin(man,) + 3 BV, 278 = BUWLN= - LKL, (2.21)

where, ¢ is a constant texm; « In (pop;) and B In (man;) capture the country size offuet; the torms in the
surmmation -~ x[71, v/l and B{j] — capturc the interaction effects between industry and country
characteristics.
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Resulis

Midclfari er.al., (2000), found the estimated coefficients on the two country size variables to be
signiticant and show the correct positive sign®. The country and industry characteristics show negative
cocfficient values, as was expected. The authors focussed on the results of the Bl7] coefficients, “which
measure the offects of the interactions and capture the scnsitivity of location paiterns 1o the various
country and indvstry characteristics.” They report the following main conclusions.

First, backward finkages (/ = 1) arc becommyg more mmportant over e as a determnant of
lacation. “Industries that sell a high share of output to industry, are, other things equal, increasingly likely
to locate in couniries with high market potential.®

Second, forward linkages (f = 2) are becoming more important. ‘Industrics which arc heavity
dependent on intermediate poods arc coming to locate  central regions with good access to imermediate
supplicrs.”

Third, the coefficient on the intcraction variable market potential and economies of scale {f = 3),
is declining. “Theory predicts that the forces pulling increasing returns to scale industrics into central
lovations are strongest at the ‘imermediate’ levels of transport costs.” The declining vafue of this
coefficient over time suggests that trade barrers ‘have fallen below intermediate values.” This result
suggests that ‘high increasing returns mdustrics became better able to serve markets from loss central
locations.”

Fouwrth, the iuteraction variable agriculiural production as a share of agricnitural costs, {f = 4),
shows very low significance valucs over time and becomes significant at the 10% level in 1997, This
suggests the growing attainment of comparative advantage in agricultural production,

Fifth, the highly sigmficant value of the coetlicient on the interaction variable, education level of
the population / non-manual workers relative to manual workers, (7 — 3), suggests the ‘importance of a
skilled labour force in attracting skilled labour intensive industries.”

Sixth, the strong wteraction between researchers in the labour force and R&D intensity, indicates
‘the increasing imporiance of the supply of researchers in deterinining the location of high technology

industries.”

2.2.10 Conclusion Empiricat Literature Review

The empirical literature has focussed on changes in industry concentration in the EU, OECD, and
Japan as a consequence of the reduction of barricis lo trade and transportation costs. Industry
conceniration measures, such as, the ‘location Gini® (Kragman, 1991a; Britthart and Torstensson, 1996
Midelfart e7. al., 2000) have successfully identified the geographical tocation of industry. The relative and

absoluie concentrabion measures (Amiti, 1997; Haaland et al, 1999, Forslid ef af., 1999) were found fo

* the coeflicients om In {mar) were found to be close {0 nnity.
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distinguish between traditional comparative advantage location, and location reflecting the new irade
theory of cconomics of scale. Concentration measurcs were developed to examine industry concentration
as function of industry characteristics 1o vxplain the types of indusiries and geographic destination of their
relocation as trade barriers arc reduced.

The empirical resulis suggest that industries with high demand elasticitics, the need for large
patential markets, low unexploited levels of cconomics of scale, the need for mput-output structures,
{forward and backward Hokapes), 'skilled labour inputs, and high transport inensilics locate in or very
closc to the core countries (Midetfatt er. al, 2000). Industries with low demand elasticities, a high level of
uncxploited econoinics of seale, a medium to low need for input-output structurcs, a proportionally lower
skilled to unskilled labour requivement, and fow transport infensitics tend to move out of corc countrics
and service the larger markets from a mores distanl location.

The empirical results provide evidence for the role of the home market (Haaland ef. af,, 1999;
Forslid et al., 1999; Midelfart, s /., 2000) and identify industry types that locate in core countries and
prodace for domestic and foreign consumption (Davis and Weinstein, 1998). Strong cconomic geography
cffoets were found in large Japancsy prefectures where low transport costs and perfect labour mobility
reinforced agglomeration forces (Davis and Weinstein, 1999). In the EU countries, the lowering of
barriers {o trade resulted i the industry structurcs becoming more diverse and specialised due
predominantly (o countrics moving in and out of mdustries, and less o initial high mdustry shares
(Midelfart ez. af., 2000). Finally, European manufacturing industry experienced increased dispersion in
the 1980’s due to increased mannfacturing share in Southem Eu rope.

Although the empirical research of Midelfart e.a/.(2002) into the coonomic geography cffects of
trade liberalisation has traversed the reatm of simmlations (Forslid ex.af. 1999) in determining the futurc
EU geographic locations of manufacturig activity, there remaing a gap in the cmpirical rescarch that
necds to be addressed.

The empirical rescarch has focused on the development of concentration measures 1o identify
dustries types with characteristics (hat are central market oricnted bascd on resouice endowment and/or
ceonomic geography nesds (MHaaland et.al,1999; Forslid et.al, 1999, Midcifurl etal, 2000). These
studies conclude that changes in the index of wdustry structurcs between countries and changes in
industry concentration ratios reflect the workings of agglomeration and dispersion forces inherent in the
theory of the core periplicry model of the new economic geography trade theory. In all cases, the analvsis
was conducted at the country lovel. Core countrics are identificd as central countries with farpe domestic
expenditure levels,

The gap in the cmpirical Hteratmrc is the absence of roscurch examining the effects of
agglomeration and dispersion forces at the national micro-regional levels. The cmpirical rescarch at the
countty lovel has concentrated on national agersgate information to study the convergence or divergence

of industry structures and industry concentration. These mcthods measure the movement of firms,
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industries, and manufacturing labour at the pational level. Tlowever, these variables tell only half the story
of the effects of trade hiberalisation. The omission in the research 1s an examination of trade liberalisation
offects on chanpes in manufacturmg wapes between countries, chanpes in the costs of production in
industrics, and changes in capital Investments to create ceonomies of scale in production,

To close this gap in the empirical literature, this study develops a national regional modcl that
measurcs and capturcs the full effects of agglomeration and dispersion forces at the lacal regional lovel
where production activity is located. To accomplish this, the core periphery model is modified to a three -
region model that can be extended to a multi-region model. Within the framework of this model, the
theoretical agglomeration and dispersion forces, that drive the core periphery model, can be analysed at

the national regional level. The foundations tor this three-region modet are laid in the following chapter.
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The total size of the labour force in both regions is 4 4+ L = TL, In terms of shares 4 + L = 1, making the
agricultural labour supply equal to 4 — 1 - L, which is distributed evenly over the two regions so that 4

{1 — u)/2. Agriculiural labour 1s immobile between regions.

Cost of Production

The agricultural indusiry 1s one of perfect competition. It produces under conditions of constant returns (o
scale. Each agriculiural workor produces one unil of outpul and is paid ils value marginal product. The
model assumes agricultural products are freely traded without transport costs. This makes the price of
agricultural products and the wage of agricultural labour the same in both regions, so that Py =ws = | is
the numeraire.

The total cost of producing an individual manutactured good 7 is expressed by the following cost

function:
iy m e+ By, (2A4)

where L, is the quantity of labour employed in the production of good i, the coetficient & represents total
fixed cost, S represents a constant marginal cost, and g; 1s the quantity of good i produced. Each firm
produces one product facing an clasticity of demand equal to o. Each region has the same technology in
manufacturing prodoction. Manufactured goods face the Samwelson ‘ice-berg’ form of transportation
costs. I a product variety is exported from region 1 to region 2, part of cach unit melts away during
transport with only a fraction 1/ arriving at its final destination. k is the cost of market access and
represents distance. Krugman (1980} notes that the price of a mamnfactured product is cqual 1o the
producer price 2. Since both regions produce manufactured goods, the price of an exported good includes
cost, insurance, and freight (c.i.£} so that consumers in both regions pay (P) for imported goods. We

assume 7 constaitt for all modes of transport and all varietics of products.

Profit Muximising Behaviour by Firms
A firn’s profit z in region 1 15 defined as total xevenue p; g; minus total costs L;. The profit~maximising

cquation for a representative finm in region 1 and region 2 is given as:

Ty =(pygy ) — (o + g
Ty =(paqy) —(w+ g, )w,

A firm will set its markei price with a mark-up over marginal cost or its wage rate. The price set by the

firm that consumers face in rogions 1 and region 2 ts given as:
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= ?%ﬁw {(2A.5)
P = %ﬂwz

where, respectively, Sw; is marginal cost, and o Ao — 1} is the monopoly mark-up. These two equations

arc used 1o comnpare the relative prices and wages in the two regions. The relative ratios arc given by

bW

Py Wy

(2A.6)

Optimum Levels of Firm Quiput

In the long ron, with free entry and exit of firms, profits of a representative firm m region 1 are driven to
zero so that da; = 0. The profit maximising equation for a representative firm maximising output subject
to a cost constraint is given by:

zy = () - @+ g w, =0

Setting revenues equal to costs gives:

74y =aw + fing

which upon rearranging becogs:

P — Pw))=aw QA7)

Rearranging equation (2A.7) for ¢, and sebstituting the results of eguation (2A.3) gives the following

equation for the optimum kevel of output of an individual firm in region |

o _ afo —-1)

g, = [& - ﬁ] ﬂ (2A.8)

A similar equation is developed for region 2:
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af(o —1)

q; = 8

Equation (2A.8) indicates that the optimim level of output per firm in cach region is identical.
Number of Goods Produced

To determine the number of goods produced »7; we make use of the full employment level of output,

which for region 1 is defined as:
Ll =E(a+ﬂq1)?m(a+ M})

The maximuam number of manufactured product varieties in region 1 is obtained by rearranging the
equation, substituting for fg, from equation (2A.8), and solving for . A similar procedusc is uscd Lo

calculate the maxirnum sumber of product varetics #; for region 2.

I, L

H] e —— o ——
a+fy, oo

ety o

_a+,8c]2 oo

or for the entire country:

To show that the number of goods produced in cach region is proportional to the number of workers we

obtain the ratio:

m_ 4

D —— {
i (2A.9)

This equation shows that, in cquilibrium, the number of firms is proportional to the full-employment
number of workers in each region. Since each firm produces a single product varicly, the variety of

producis supplied is proportional to the number of manufacturing workers. A proportional increase in
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mamufacturing workers will therefore increase the variety of goods available to the conswmer in equal
proportion. The increased supply of product variety and firms, in either region, occurs without an increase

in the scale of production, and without a change in the price mark-up over marginal cost.

Shor+Run and Long-Run Equilibrium

In the short-run, the distribution of agricultural and manufacturing Tabour is given. The model has
assumed that manufactwing labour is mobile between (he regions, and thal manufacturing labour will
move to the region with the higher real wage. Labour migration can bave two effects; first, if labour
migration leads to a similar supply of agricultural and manufactuting labour in both rcgions, real wages
will converge. Second, if labour migration results in a concentration of the manufacturing labour force in

one region, the rcal wages will diverge between regions.
Demand

The manufacturing composite index indicates that consumers have a preforence for ‘love of variety’.

Demand for an individual product by a consmmer in region 1 for a product from region 1 is given by
OO
Chq=p =W

Similarty, domand for a product from region 2 in region 1 is given by:

wheic 1 < 1 and represents the cost of transport to region 1. With positive transport costs, the price of an
imported good will always exceed its domestic substitute. The relative demand in both regions for a

domestic and imported product is expressed by the ratios:

- -
E&z(ﬁﬁ} :[KJEJ (2A.10)
‘12 Pa Wy

Equilibrinm Income and Expenditures
Total manufacturing labow income in either region is the product of total wages paid to manufacturing

labour times the full employment number of labourers, There are no savings and no taxes so that total
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manufacturing income is spent on the conswmption of manufacturers. This relationship is expressed in the

following equation;

L=u
N
wl =3¢, =m pc
i=
where wi is the value of total Iabour income in the two regions and the term #,p,c; is the value of

consumption expenditures on all varieties of manufactured products. Each region has its own expenditure

function. Assuming no exchange of goods between the regions their respective expenditure fnctions will
be:

wly =n e

Waly =130,

With the exchange of goods between regions, the cxpenditure function of both regions will include
imported goods. Let z,; represent relative expenditure in region 1 on home products to that of fureign

produects and z,; the relative expenditure of region 2 on its domestic and foreign products. Then,

~lo-1)
{2 )] 0 oath
Hy P2 NC2 Ly A ow,
LY w N
zu{wl_ { IJ 2.12)
L, ) W,oT

The equation shows that relative expenditure by either regions will be determined, ceteris paribus, by the
relattve size of the number of varctics produced, and hence the relattve number of firms.

Total income in region 1 is determined by total spending of its manufacturing labour on region 1
products plus the spending by manufacturing fabour in region 2 on region 1 products. Total income in

region 2 is determined in a similar manner, These relationships are expressed as follows:

2 z
wl =u Uy 4| 22y, 2A.13
i HHZUJI [1+212 ? ¢ )
1 1
T+zy, 14z,
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Total income in each region depends on the distribution of manufacturing labour and their respective
wages. Given that the wage rate of agricultural labour is the numeraire, the total income equation for

region 1 and region 2 becomes:

¥, = 2)” +wy L (2A.15)

Y, = 1%*‘-‘- + WoLy (2A.16)

Krugman (1991b) points out that the set of equations (2A.11) — (ZA.16) is a system that determines
nominal wages w,; and w; in both regions.
The respective price index of manufacturers for consumers in region 1 and region 2 is given by

the price index equations:

(o=l —1/(er -1}
B = l:ﬁyl—(n'—l) {1~ f)(li’l] :| QAT
W T

-1{{o-1)

—(o-1)
= [f[%'] +(1-7) wg""'”} (2A.18)

wheie [ =1, / g is the share of the manufacturing labour force in region 1. The price index equation can

be reformulated given that L, + L, =lsothat L;=1- Ly, and both Z; and L, < 1.

P = L (2A.17a)

(o1} L{a-1)
w
(.EI (w)y 4o, [TZJ }

P, = 1 (2A.18a)

<ot} 1io-1)
[LL (w_l] + Ly (w, Yy~ }
7

The price index equations nicely reveal the regional price effects of an increase in a region’s share of the

manufacturing labour force. In equilibrium, relative wages are the same in both regions. Transport costs
are positive but constant. A migration of manufacturing labour from region 2 to region 1 results in a
decline of the P,, while #; increases.

Real wages @, in either region are defiied by the following two cquations:
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wy = w (2A.19)

y (2A.20)

wz :WQPQ,

so that a decline in the price index in region 1 causes real wages to rise in region 1. A price increase in

region 2, due to the aforementioned Iabour migration from to region 1, will result in a rise in the price

index P,, and thus a decline in real wages in that region.
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CHAPTER 2 APPENDIX. 2B
FuJiTa, KRUGMAN, AND VENABLES® (1999) NORMALISED CORE PERIPHERY MODEL

Consumer Behaviour
Consumers maximise their tastes via a Cobb-Douglas utility function for both manufacturing, and

agricultural products. This utility function is given by:
¥ = MH AH (2B.1)

where M is a composite index of manufacturing products, and A represents consumer expenditure on
agricultural products. The share of consumer expenditure on manufacturing products is given by #, and
the share of consumer expenditure on agricultural products is give by (1 - ).

‘Lhe manufacturing aggregate contains a large vaviety of products m, and is defined by constant-

elasticity-of-substitution fimctions CES, The manufacturing aggregate is defined as:

1

M= [i mf -il; (2B.2)

i=1

where # represents the total number of varieties produced, and m; the consumption of product i from the
total variety of products available to the consumer from the manufacturing aggregate M.

The parameter p is an elasticity measure that represents the consumer’s preference for a particular
product variety in the basket of manufaciuring products. This parameter takes on a value such that
0<p<1. A parameter value of p~1, means that the consumer perceives the attributes of one particular
product as a near perfect substitute for a competitive product. 1t implies little or no perceived product
differentiation. A parameter value of p~0, on the other hand, means that the consumer perceives the
attributes of the product as being highly differentiated from a competitive product.

The elasticity of substitution between any two varieties of manufactured products is given by o,
where ¢ = 11 - p), and the value of ¢ > 1. This implics that p = (s - 1) /o. A high elasticity of
substitution between products roflccts a high elasticity of demand, while a low elasticity of substitution

implies a low elasticity of demand, and a highly differentiated product.

Given consumer income ¥ and the prices of agricultural products p;, and manufacturing

products p* , the consumer bas to maximise utility in equation (2B.1) subject to budget constraint given

by:
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pita +>° pim, =Y

There are two steps in the budgeting procedure. The first step is to choose each manufacturing product
from the continvum of products in the manufacturing aggregate so that the consumer minimises the cost

of attaining M. The consumer minimisation problem for manufacturing is formulated as follows:

n it iy »
min Y. pilm, subject to [Z m;”] =M (2B.3)

i=1 =1

This consumer minimisation problemmn results in a tirst-order condition expressed by the ratio:

1 M
o=l (2B.4)
s Pl M
) J2p

which is the marginal rate of substitution to price ratios for a given pair of products 7, j. This resulés in the

EXPression:

141-p)
h¥%4
M, = [}7_,‘
S ] VT
Pi

Substituting this result into the original budget constraint from (2B.2)

1

& »
M= [Z‘ mf ]
i3

provides,

ML=l
m; = i) © M (2B.5)

l"
Lo
i=]

This equation (2B.5) is the compensated demand fanction for the /* manufactured product variety.

The expression for minimising the cost of attaining A4 can now be found. We know that

expenditurc on the " variely is pj” i ;. Substituting this expression in equation (2B.5) we obtain,

"
1=

{p-1) o
Z(Piw)p/(p-l)} M (2B.6)

i

B
Zpﬂ'{mj=

Ji

| et
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where the termi on the right hand side of the equation represents the product of the composite
manufacturing aggregate Af, and the manutacturing price index. The product of these two variables equals
the expenditure on manufacturing. Now, substituting p = (o - 1) /o with ¢ = 1/l — p), where o is the
elasticity of substitution for manufacturing, and letting G denote the symbol for the manufacturing price

index, we obtain the following expression for the mannfacturing price index:
I n 1/1-)
G=| (p;.’l""r )1"0 ] 2B.7)

This identity shows that the minimum cost of any product in the manufacturing goods composite index,
M, is given by the price index (4. A price index represents an expenditure function. By using the
expression for the manufactuting price index in equation (2B.7) and substituting into (2B.5) afllcr the

necessary exponential substitutions, gives a demand expression for the #," manufacturing variety:

JTRNE G MYT
N S VN (2B.8)
G G

ho conand otan 1. th
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mcome between agriculture and manufacturing products. The consurner must maximise
U=M*4"" subject to the constraint GM +ptA=¥ (2B.9)

The first-order maximisation result provides the uncompensated demand functions for agriculture

4=4 ‘ff)r {2B.10)
Z
and for each variety of manufacturing m, the demand expression becomes,
;= MY -(p—“'_();-_-ﬁ for je[0,n] (2B.11)
G

An indirect utility function can now be obtained from the consumer’s maximisation problem. Substituting

equations (28.10) and (2B.11) into equation (2B.1) we obtain,
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Y L) e
- GH (pfi )(1—#)

(2B.12)
where the term in the denominator G* (p4)1-#) is the cost of living index. A decline of either agricultural
or manufaciuring prices will increase consumer utility maximisation,

The indireet utility function (2B.12) can also be used to show the effect on consumer welfare as a

consequence of an increase in the availability of mnore manufactured product varieties. Assuming that all

manufacturers are supplied at the same price so that p) = p‘:“f the price index in equation (2B.7)

becomes,
Mo 1HQ-a)

G ZLZ”’:‘H >J = pp - (2B.13)
It

Gl M%_ pHn,

i

This result is important for a humber of reasons. First, it shows that an increase in the number of
varicties available teduces the wanufacturing price index, thereby increasing welfare. Second, the
responsiveness of product price depends on the elasticity of substitution between product varieties . The
more differentiated product varieties are, the lower will be the value of ¢, and the larger the reduction in
the price index as a result of more product varieties being supplied. Third, an increase in substitute
producis ~ varicties — will cause the demand curves for exisling varictics to shift downward. This can be
seen in equation (2I3.11). An increase in the number of varieties, n, reduces the price index G- and
increases 77, The increased product matket competition through the availability of more varieties, causes
a downward shift of the demand curves for existing products, and reduces the sales of these products.
Fourth, this price effect is set in motion by agglomeration forces through the clustering of industries.

The income equations of the two regions are defined by the following two equations:

¥, = udw, +% (2B.14)

¥, = il - Ay, i]_T’” (2B.15)
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The price index cquations are derived from equations (2B.14) and (2B.15), after substitutions of
cquations (2A.6) and (2A.9), and the condition that I = i, lead to the price index equations for

region 1 and region 2, which become;
Gy = [ 4 (1~ A)w, )0 1= (2B.16)
Gy =[AOART)7 + (1= 2w P77 (2B.17)
The wage equation for region 1 and region 2 are developed from equations (2B.16) and (2B.17).
Each eguation is expanded to incorporate the other region’s price index and the cost of transportation. The
resulting wage equations arc as follows;
w =[1GY T+ B,G T Ve (2B.18)

wy =[[GE 1 1 7,GST e (2B.19)

The real wage equations are derived from equations (2B.18) and (2B.19). Since the price of
agricnitwral products is assumed to be the numeraire in this normalized model. such that =1, the
agricultural price variable is eliminated from the real wage equations. The real wage equations are then

defined as;

P (2B.20)

@y =Wy Gy 2B.21)

The normalised core periphery model is defined by equations (2B.14) to (23.21), and consists of eight

equations and eight endogenous variables.
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CHAPTER 2 APPENDIX 2C

Krugman’s Locational Gini Coefficient

The ‘locational Gini coefficient’ is a statistical measurement nsed to construct a Lorenz curve. A
Lorenz curve correlates the cumulative percentage value of any fwo variables. Krugman (1991a)
describes how u locational Gini coefficient is catoulated. To meussure ihe conceniration of production
activity in a region, Krugman measures the relationship between the cumulative percentage value of a
region’s share of manufactwring employment, and the cumulative percentage value of a region’s share of
employment in a given industty 7. The measurement procedures to reproduce the calculations in Table

2C.1 consist of six steps.

TaBLe 2C.1
JLOCATIONAL GINI CORFMCIUNT: RANKING IN 4SCENDING ORDER
Region RSE_J)M) RS’-(EU I LCI C(RS}”“‘I)) C(RS}NJ) C(}"Gﬂ,}') | LG},J
EONE e G ® (5) (6) n_' @®

R 02 0.5 j76) =RSI(m€.} /Rsl(ei) =0.2/05=04 0.2 0.5 0.714 0714

; 5
R, 0.4 04 16 =RS£""'] /)?Sge’) ~0.4/04=10 Q.6 0.9 0.600  |0.500

“ b
Rs 04 01 |, Cam RS nge, 0401240 1.0 1.0 0.500 [0.200

Step 1 Siep 2 Step 2 Step 4

The three regions R for (¢ = 1,2, and 3) are listed in column (1). A region’s share of

manufacturing employment symbolised by RS is found in column (2). In coluinn (3) we find a

regions share of employment in industry #, symbolised by RS’ . Column (4) is the calculated location
coefficiout used to rank the regions in either ascending ov descending order, In columns (5) and (6) we
find the cumulated values of the respected shares in ascending order. In columms (7) we find the
cumuiaied ‘location Gini® coefficient caicuiated according to equation (2C.2}. Finally, column (8) shows
ihe calculated valnes of the location Gini based on the values in columns (2) and (3). The steps in the

calculation of the above values are given below.

StEp il

The first step consists of two paits; a) to calculate region j°s share of total mannfacturing employment as a
percent of total national manufucturing employment, RS{"; and, b) to calculate region ;’s sharc of
employment in indusiry 7 as a percent of fotal employinent in industcy 4, Iﬂi‘,{f’,‘-’. The respective values of

these Lwo variables that Kruginan uses in his example are listed in colommns (2) and (3) of Table 2C. 1.
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STEP2
The second step requires the calculation of the location coefficient. The location coefficient is measured

wifth the ratio:

LC RS} (2C.1)
{3 B o
Rbi,j

The numerical value of this ratio is then used by Kiugman to rank the regions. The values of the location

coeffictents are found in column (4) of Table 2C.1.

STEP3
Step three in Krugman’s example, ranks the regions in ascending order, and adds the percentage values of
the respective variables. The cumulative values of the two variables are listed in columns (5) and (6), and

respectively sum to unity. This calculation makes use of the data in columns (2) and (3) of Table 2C. 1.

STEP4
Krugman’s (1991a, p.56) fourth step plots the cumulated values from columns {5) and (6) on the vertical

and horizontal axis of Figure 2C. 1, which is reproduced below.

C(RS™) Fioure 2C.1
0.9 )
!

1

i
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1

————— !

0.5 i i
1 !

| |

[} 1

1

|

t (

{ |

1 i

O 0.2 0.6 C(RS™N)

Source: Kwugman (1990), Geography and Trade, p.56

The cumulative percentage value of a region’s share of manutacturing employment, C(RSJ(,.""”) ,
is measured on the horizontal axis, while the cumulative percentage value of a region’s share of
employment in the widget industry, C(RS}, is measured on the vertical axis.

The figure tells us that 20% of the country’s manufacturing employment found in region 1,

represents 50% of employinent in the widget industry. The next 40% of manufacturing employment,

found in region 2, represent the next 40% of employment in the widget industry. The final 40% of
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mamfactyring employment is located in region 3, and is only 10% of total employment in the widlget
industry. The curved line OP represents the relationship between the cwmulative percentage values of
these two variables, These calculations indicate that employment in the widget industry is largest in

region 1, and that region 1 has a concentration of widget industry production activity,

STEP S
To caleulate the locational Gini coefficients, we wse the ratio presented by Jacobson and

Andrépsso-O’Callaghan (1996). Thic ratio [using our symbolism] is defined as follows:

CLG, )= RS, (2C.2)
NGRS +CRSEY

The calculation of the locational Gini coefficient makes use of the cumulative percentage values of the
variables listed in columns (5) and (6) of Table 2C.1. The cstimates of this ratio are listed in columa (7)
of Table 2C.1. The region with the highest percentage of regional employment in the widget industry
relative to the region’s percentage share of total manufacturing employment will have, by definition
(Kragman, 1991a), the highest locational Gini coefficient value, and thus the highest concentration of that
industty.

STEF 6

Our estimates show that region 1 has the highest conceniration with a C(7.(7,;)=0.714, and
region 3 the fowest C(/.(5, ;}=0.500. This outcome is contrary to Krugman’s (1991a, p.56) intended

illustration. ‘An industry that was not localised at all, but simply spread ount in propostion to overall
employment, would have an index of 0; onc that is concentrated almost entirely in a region with small
overall employment would have an index close to 0.5,

However, if we use the non-cumulated vatue of equation (2C.2), and use the data in columns (2)
and (3), we obtain the same region rankings as if we used the cumulated values. Figure 2C.1 is a mirror
image of the Lorenz curve when regions are ranked in descending order. This is illustrated in the
following 'l'able 2C.2.

In the tollowing example, the six steps performed in calculating the values in Table 2C.2 arc the
same as before. The values of the locational Ginmi coefficients that form the Lorenz curve are obtained by
ranking the values of the location coefficient i¢; in descending order as is illustrated in column (4) of
Table 2C.2. A high location coefficient means a relatively low share of regional employment in a given
industry, while a low value of the location coefficient means a relatively large share of regional

employment in an industry.




33

In Krogman’s example, region 3 has a low share of regtonal employment in the widget industry,
but a relatively higher share of regional manufacturing employment, resulting in a high value of the
location coefficient. region 1, on the other hand, has a high share of regional employment in the widget
industry, and a relatively lower share of regional manufacturing employment, resulting in a low value of
the location coefficient. The location coefficient relates regional industry employment to the size of

veral regional employment.

TaBLE 2C .2
LOCATIONAL GiNt COEFFICIENT: RANKING I EESCENDING QORDER
RS{e) ps(eh ¢y CRS) CRSEDy (CUG ) 116Gy
Roggion [~ 7 ! ! AN ;
) ) @) “) ) (6} H . ®
. 2 9

Rs 0.4 0.1 105 ;ng,,w) ;nger) —0.4701=40 04 0.1 0.200 |0.200
R, 04 0.4 105 =RS§,,,9) !.f(.?é"") _04/04=1.0 08 0.5 0.385 | 0.500
R, 02 0.3 10y = RSEMW),RSI((:D —02/05=04 ' L0 1.0 0.500 | 0.714

Ranking the regions in descending order by locational coefficient results in a set of different
percentage cumulative values of the variables than if the regions were ranked in ascending order. A plot
of these values, as demonstrated in Figure 2C.2, results in a Lorenz curve and the respective values of the

cumulative locational Gini coefficients C(L(7, ;) with a possible minimum value of 0, and a maximum

value of 0.5. These values can only be obiained when the locationasl Gini coefficient is calculated unsing
the percentage cumulative values of the two variables, based on descending ranking order of the location

coefficient.

CRSPHTIGURE2C2 P

1.0

0.1 08 1.0 C(RSS™)

Sguree: Author's own constnuction using Krugman dafa
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The Lorenz curve of Figure 2C.2, illustrates that the first 40% of manufacturing employment,
located in region 3, represents 10% of total employment in the widget industry. The next 40% of
manufacturing emplovment is located in region 2, and represents 40% of total employment in the widget
industry. The final 20% of total national manufacturing employment found in region 3, and represents
50% of employment in the widget industry in a given counfry. This region has the lowest location
coefficient and the highest concentration of the widget industry in the country.

The value of the cumalative locational Gini coefficient is calculated to be:

C(RSEM) 1

¥, _

TIC@RSENY ¥ CRSEN] 141

s

CLG ;) % =0.5 (2C.3)

This indicatcs that the highest concentration of widget production is found in the region with a
location Gint value equal to 0.500.

The locational Gini coefficient can also be calculated using original data in columns (2) and (3).
The resnlts ave illustrated in column (8) of lable 2C.2. As in Table 2C.1, this method avoids the three
steps of calculating the value of the location coefficient, ranking the data in descending order, and
calculating the percentage cumulative values of the two variables. The procedure used in columm (8),
calculates location Gini-values that allow for the ‘post facto” ranking of the regions in descending order
based on the estimated regional Gini-concentration values. The range of the locational Gini cocfficients

measured in this way is such that 0 < LG, ; < 1.
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CHAPTLR 3
DEFINING AND CLASSIFYING THE REGIONS

3.1 INTRODUCTION
The objective of this chapter is threefold; first, to develop a regional nomenclatme as developed
by regional economists, sccond, to define the term “an agglomerate’ as the central place of production

concentration; and third, to categorise and classily national regions in each of the EUJ countries,

3.2 A NOMENCLATURE FOR NATIONAL REGIONS

In past studies by regional economists, countries were divided into naiionat regions (Paelinck and
Nijkamp, 1975). In these studies, regions were geographical areas of unequal sizc whose boundaries are
determined either by their geography or by an administrative area. Tn this dissertation, we will adopt this
nomenclature and apply it to the core periphery model.

A region has a vector of measwable and quantifiable charactevistics such as natural resowrce
endowments, population demographics, industrial structures, infrastructure, institutions, villages, towns,
cities and metropolises. Not all national regions are equally endowed with ¢lements mm this vector of
characleristics. The disparate attributes of the regions reflect the evolution of economic activity due to
geography, location, historical economic development, and entrepreneurial behaviour. National regions
may be ranked on the basis of the quantitative values of their variables thereby providing a porirail of the
range of economic (manufacturing) activity as if is dispersed {or concentrated) over the national regions.

Regional economists have wraditionally distinguished between two classes of regions,
administrative and programming (Paelinck and Nijkamp, 1975). 'The level of economic activity i an
administrative region can cause it to be classified into one of four categories — polarised, contiguous,

periphery, and natural. A programming region is s combination of one or more adninisirative regions.

3.2.1  Administrative Region

A country is politically defined by its national borders, as are its provinces, regions, and counties.
An administrative yegion is an area defined by polifical and/or administrative boundaries. Political
boundaries are national borders, while administrative boundaties arc regional borders separating regions
within a nation. An administrative region defines an individually circumseribed geographic area with an
gcononic structure, An administrative region’s economic structure may not always be confined within its
administrative bonndaries. Intersectoral linkages may create inpul-output relationships of an economic
structure to extend beyond a single administrative boundary into an adjoining administrative region, thus
creating interregional economic linkages.

Administrative regions are sigaificant since they serve as a starting point for goverament
intervention and planning. Economic policy aimed at a specific administrative region may have no effect

on that region if the intersectoral and interregional linkages are not clearly identified (Paelinck and
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Nijkamp, 1975). In the EU, regional policy measures through the European Reconstruction and

Development Fund (ERDF) aim at the administrative region and its counties.

3.2.2 Programming Region

A programming region consists of one or more counties within an administrative vegion, or a
combination of adjacent counties in adjoining acdministrative regions or one or more administrative
regions in their totality. A programming region is a clearly defined peographic area that is targeted for a
particular regional development programme. Its geographic boundaries are defined such that planning
objectives may be efficiently accomplished.

Progranwning regions are ‘target regions’ where specific economic policy measures can stimulate
economic growth, An optimal policy for a programming region requires a clear identification of both the
geonomic objective to be attained, and the structure of the regional economy as defined by its input-
output linkages. Regional input-output struciures could differ because of different technological and
factor endowments. The economic ¢ffects of such stimulation should tansmit growth to adjoining
counties and regions, and thus affect industries through their interrcgional and intersectoral linkages
(Boudeville, 1963).

3.2.3 Polarised Region

A polarised region is a region ‘... that consists of interdependencies between economic and
spatial elements™, The economic environment manifests a high degree of external economies, and
intersectoral commodity and factor flows. The spatial element refers to traffic, transportation, and
communications. The degree of polarisation depends on the intensity and integration of all economic
aciivity within the region. It can be characterised as being a singular physical area with an interwoven
patiern of economic activity between industrial sectors reflecting forward and backward linkages. It is the
spatial integration of interdependent heterogeneous production activities, which can create structural
(compositional) inter-industry differences between these types of regions, leading to disparities in the
levels of regional incomes.

Boudeville (1963)* has argued that a polarised region should satisfy the following three criteria
of: 1), a total population of more than four million people; i), an integrated industrial complex; and iii). a
relatively high volume of exports. Boudeville’s population criterion recognises not only the need for a
large labour force with purchasing power, but also imposes a boundary on the minimum size of a

polarised-region.

37 ¢Perroux 1955, Boudeville, 1963) in Paclinck and Nijkamp 1975
3 In Paclinck and Nijkamp, (1975)
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3.2.4 Contiguous Region

A contiguous region is defined as a region that is adjacent to, and horders on, a polarised region.
Tt posscsses an economic structure that is dependent on that of a polavised region. Furthermore, a
contiguous region is an adminisirative region with intersectoral and interregionat input-oniput linkages to
the polacised region. However, the level of economic activity in the contiguous region is weaker than that
in the polarised region (Paelinck and Nijkamp, 1975). Consequently, this means, that we cannot assume
that regional classification will automatically result in the defining of autonomous core and periphery
tegions. An economic input-output structure does not necessarity have to be confined to one

administrative region, but can extend to au adjoining region.

3.2.5 Periphery Region

Regional economists note that a periphery region is an outlying region and, as its name sugpests,
geopraphically distanced in space from a polarised region. The spatial geographic Jocation of a periphery
region is such that strong intersectoral and interregional economic linkages between it and a polarised
region are not strongly developed. Krugman (1980, 1991a, 1991c¢, 1991d) has described a periphery
rogion as ‘a geographic area with a low population density, consisting mainly of fatmers, and a small
share of manufacturing labour vis-3-vis the polarised region.” However, the Furopean Commission
(1994) describes periphery regions as national border and ceastal regions with low levels of economic
activity. These pre-integrated regions arc peripheral because their neighbouring foreign regions have a
different social, economic, legal, and political systern, These differences restrict trade, and limit the
complete development of interregional demand and supply linkages (Krugman and Venables, 1996;
Holmes, 1997).

Briithart annd Torstensson (1996) contend that a country's periphery cegion, such as a coastal
region or border region, could alsv be classificd as a polarised region since such regions finction as trade
routes with the rest of the world. Geographic distance, high transportation costs, and bariers to trade
encourage the development of peripheral coastal polarised regions, Shmilarly, national internal border
peripheral regions may hecome polariscd regions due to an abundance of natural endowients, econontic
historical development, and qualitative and quantitative bauiers to trade. In a pre-integration situation,
their econamic developiment is contingent upon their industrial struchwre, and trade with foreigu regions.
Therefore, it would thus be erroneous to assume ¢ priori that all peripheral regions have the

characteristics of natural regions.

3.2.6 Natural Region
A natural region is typified by geographical and physical characteristics such as climate, soil
conditions, land fertility, height above sea level, aad geographic location in space. The economic

activities associated with natural regions include agriculture, forestry, mining, shipbuilding, and tourism.
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A natural region is relevant for determining the optimal spatial dispersion of agricuitural production, in
order to minimise the transportation costs of agricultural products. Forestry and mining are fixed natural
resource endowments, while shipbuilding is located along coastal waterways. A natural region exhibits
wide population dispersion with many small urban areas characterised by processing and local

manufacturing industry and by low per capita income levels,

3.2.7 A Three-Region Classification for National Administrative Regiuns

The eatly trade literatore (Krugman, 1980, 1981a) concemed itself with trade between countries,
and emphasiscd trade effects on the ‘home market” or the ‘larger market’. This line of theotetical analysis
of internationa! trade can be equally extended to trade between regions in a large geographic avea such as
the EU. The theory would then apply io interregional trade with highly populated core regions being the
‘home markets’.

In this study the regional nomenclature will be as follows: a polarised region will be catled a core
region; and a contiguous region will be known as an adjacent region. The nomenclatuze for the periphery
region temains the same, and the term periphery includes the natural regions. This creates a three-region
classification of national administrative regions. The advantage of this classification lies in the ease with
which it permits the infernational comparison of the intensity of econemic activity between comparable

administrative regions,

33 AN AGGLOMERATE

An urban agglomerate 1s defined as a densely populated urban cenfre with an indusirial complex.
This definition captures both the regional demand and supply forces, and the pecumary agglomerate
advaniage of production concentration. A core region denotes, by definition, an administrative geographic
avea with a high population density and a high concentration of industrial activity, In this study, an
agglomerate is defined as a core region with one or more wban agglomerates. The term core region is
therefore synonymous with the term agglomerate and Krugman’s (19910) home market concept.

In his analytical framework of indusiry concentration, Weber (1909) introduced the concept of
‘spatial agglomerate economies’ as a determining fuctor in the location decision of a finm, Agglomerate
gconomies arise from the exira reduction in production, transportation, and conumunication costs, duc to
the clustering of intennediate and final goods-producing firms in one location. Transportation and
communication costs are all costs incurred through firms® interaction with their izput and output markets.
These costs can be minimised if firms cluster, thereby creating economies of scale. The new irade

literature refers to these benefits as ‘pecuniary agglomerate advantage’.
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Losch (1954), like Krugman (1978), has argued for the importance of population density in
agglomerate formations, He noted that,

‘Spatial agglomerations such as towns are the results of agglomerative forces in both the

production and the consumption sphere. These agglomerative forces may be of a different nature,

for instairce economies of scale, external economies, and psychological altraction forces. In this
wav. the eeneral interdependent location vroblem is closelv linked wp with the analvsis of urhan

Losch also recognised the relsvance of regions! non-uniform utthty functions, Krugman (1978), on ths
other hand, asswmes a uniform utility function across regions. In describing and discussing Losch’s

focation theory, Paelinck and Nijkamp (1975) point out that,

“the existence of agglomerative forces leads to the concentration of different production units in
one spatial point, This concestration of preduction is comyyolied by the minimisation of
wonsportation costs within the entire indusirial complex. The assumpition of agglomeration
advantages and of iminimisation of integrated transporiation costs, ... leads to bundles of industrial
centres and cities, n which a maximum number of different individual production urits will he
located o the same place. In this way, the econemic landscape will show areas with a high and a
low industriad and urban concentration.”

Losch implicitly recoguised the importance of backward and forward demand linkages in agglomerate
formation. As previously stated, his use of the term ‘psychotogical attraction forces’ indicates individual
regional locational wutility preferences for both management and labour (Ludema and Wooton, 1997).
Losch’s most salient contribution is the explicit recognition of the rolc of large urban centres, which
Krogman refers to as the “home market’. In this study, (he home market concept is synonymous with boti
that of ‘an agglomerate’ and a core region.

Economic integration can affect the indusirial composition of agglomerates and has raised the
issne of agglomerate stability, Kragman and Venables (1996) have discussed and recognised the
importance of inpui-output structures for industrial districts. They conclude that a reduction in barriers
can result in the relocation of industry. More specifically, they argue that intermediate goods producers
will relocate to those agglomerates with the highest concentration of their final goods producers.
Similarly, Gnal goods producers may relocate to industrial complexes where similar type finms in the
industry are located. This, however, would not necessarily affcct the stability of the agglomerate, but
instead, through the interregional relocation of intermediate and final goods suppliers, it would transform
the composition of the industrial complexes. This would result in a higher concentration of 4 particular
industry in any given regional agglomerate®, and can result in complete specialization, thereby changing
the pattern of inter-agglomerate trade from inira to infer industry.

The recomposition of industrial structures does not necessarily imply a core periphety oufcome,

The theoretical literature has proven that industries will not relocate collectively, leaving a region without

¥ The theory of rcgional or agglomerate growth is based on the Krugman assumptions of complete labour mobility, urban
population growth with its purchasing power, uniform conswmer utility fonetions, and simdlar production techmologics across
regions.
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an industiial complex. Venables (1994) has pointed ont that endogenous forces dampen the incentive to
agglomerate, however, when agglomeration does occur it is associated with wage differentials between
locations. These wage differentials discourage industry concentration and cncourage a diversified
outcome with wage convergence. Ludema and Wooton (1997), and Forslid and Wooton (1999) poslulate
that, ultimately, agglomerates will be stable because of the forces of comparative advantage and the
imperfect mobility of intemational labour.

In summary, the definition and identification of regional agglomerates facilitates the examination
of national manufacturing structurcs in core regions versus adjacent and periphery regions. Given the
classification of regions, and the nature of their input-output production structares, it is not unreasonable
to expect that industrial structures of a given cors region will have economic linkages with the less
developed industrial structures of adjacent regions, The competition effect could lead to economic growth
of adjacent regions. However, economic linkages, in the form of manufacturing activity, between a core
region and a periphery region can be expected to be weak due to the transport intensily of manufacturing
products (Venables and Limao, 2002).

In the face of economic integration the existence of national agglomerates ensures inter-
agglomerate frade between them. The trade literature indicates that the core region produces for the local
market and for export (Boudeville, 1963; Krugman, 1991b, Davis and Weinstein, 1998). However, wilh
the removal of trade barriers, manufacturers in the core regions have access to potentially new product
markets, which, in the {irst instance, are the densely populated foreign manufachwing core regions. In
addition to this, compefition will enhance import substitute manufacturing in ail regional agglomerates
(Krugman and Venables, 1996). Consequently, the composition of regional manufactaring structurcs will
be altered through industry relocation driven by the need for external and internal economies of scale, the
dependenicy on input-outpi relationships, the need to enhance comparative advantage, and the desire to

reduce transportation and trade costs (Forslid ef al., 1999).

3.4 A NATIONAL REGIONAL CORE, ADJACENT, PERIPHERY (CAP) MODEL

The objective of this section is to develop a sinple three-region model to clussity a country’s
administrative regions into core regions, adjacent regions, and periphery regions. The significance of the
model is threefold. Firsl, it provides a framework for analysing the forces of agglomeration and
dispersion at the national regional levels where the shocks of economic integration are imitially felt.
Second, the model can be easily extended to a multi-region CAP model. Third, the CAP model develops
an alternative industry concentration measurement, applicable at the regional level. These thyce issues are
examined in subsequent chapters.

This section is divided into three parts, The first part focuses on the development of a Cove,
Adjacent, and Periphery (CAP) model. The second part defines the mathematical stiuctwre behind the
CAP model. The third part explains the criteria, data, and methodology utilised in classifying the national
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regions. This classification is then used to identify and examine the distribution of these regions
throughout the geography of the integrated European market. This allows for the identification of the EU
geographic core, the individual EU core regions, the adjacent regions, and ihe EU geographic periphery.

3.4.1 Development of the CAP Model

The development of the CAP model employs two iraditional themes of regional economics. The
first, is von Thiinen’s (1842) concentric circle theory of cultivation. The second, is the theoretical
nomenclature used by regional economists ecnomists to describe region types (Paelinck and Nijkamp,
1975). The CAP modcl is a synthesis of these traditional lines of thought. The CAP model differs from
thie Venables and Limao’s (2002) Heckscher-Ohlin-von Thiinen model in a number of ways. One, the
CAYP model is a national regional model and not a mulii-country model. Two, the CAP modetl is a
seamless geographic world of regions and not of ‘discomnected’ countries. Three, the CAP model
assumes interregional labour mobility. Four, the CAP model is a framework for mcasuring the
endogenons forces of economic geography in a world of imperfect competition. The similarites that exist
pertain to; one, the inverse relationship between distance from the core and the income received for
production activity; and, two, the appropriate analytical framework provided by the CAP model to
examine the ‘interaction of two types of |region] characteristics with two types of commodity
characteristics.’

Von Thimen’s concentric circle theory of cultivation locates production aclivity across three
geographic areas consisting of: a populated urban area that serves as the consumption and manufacturing
core, and a first and second ring of rogions where agricultural production is located. Von Thiinen
illustrated that the transportion costs of market access reduce the level of rental incomes, in direct relation
lo the distance between the location of production activity and the core region. The further production
activity is located away from the core region, the lower will be the level of wages and incomes received.”

In Diagram 3.1, the concept of administrative regions is superimposed upon Von Thinen’s
concentric citcle model. The inner circle A represents the central urban area. Similarly, PoP) and .,
respectively respresont the distance of the first and second rings around the core. This defines the
concentric circles, The wban area 4 represents an administrative core region, Contignous to the core
region is au arez whose administrative boundaries are indicated by bede. This area is an adjacent region
which encompases, for cxample, three wban contres, . ‘I'his adjacent region falls within the first
concentric circle ring. Juxtaposed to the adjacent region is u region, abef, which falls in the second
conceniric circle ring, This region is a periphery region consisting of two small towns, & Jointly these
three regions define the CAP model. Distance from the core to the periphery is represented by the radius
PoP1Ps.

* Contrary to Venables and Limao (2002}, the CAP model asswmes all regions arc connected.
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The CAP model is a domestic regional model where all regions are connected. Labour is mobile
between regions and sectors. Product markets exhibit imperfect competition. Given that manufacturing
goods are produced with increasing return technology under conditions of imperfect competition, the
CAP model facilitates analysis of the forces of agglomeration and dispersion. The home market effect.
and its reinforcng price effect, are the two forces that work themselves out in the core region resulting in
higher real wages. The competition effect, which resuslts in firm (industry) relocation, works itself out in
the first and/or second rings around the core region. This, however, is contingent upon, what will
subsequently be referred to as , the firm’s (industry’s) ‘geographic location mix’. The geographic location
mix is defined as the firm’s (industry’s) combination of bearable transportation costs, unexploited

economies of scale, and the need for input-output structure in relation to its market — the core region.

DIAGRAM 3.1
RELATIONSHIP BETWEEN CONCENTRIC CIRCLES AND REGIONS

P,

Source: Author’s own construct.

The model is significant due to its ability to trace the domestic interregional economic effects of
an external shock such as economic integration. The importance of the adjacent region*' is its distance to
the core. Since it is geographically closer to the core than the periphery region, this proximity enhances
the attractiveness of the location. Any wage differential, between the core and the adjacent region,
increases the attractiveness of this region for industry location, while retaining profitable access to the
core region. Centrality is the CAP model’s primary focuses, however, at the domestic regional level, the
model allows for the identification of one or more national core regions. In addition, it is also readily
transformed into a multi-region CAP model. The mathematical development of the following equations is

found in Appendix (I) of Chapter 3.
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The muiti-region CAI> model is defined as follows:

4 P
CAL, =C, 2 A, 0 PO >0y 20,p) =D (3.10)

A =

Where, CAP; reprosents a core, and a cluster of j adjacent, and periphery regions. These region types are
symbolised by: C; core, 4, adjacent, P, periphery. Distance from the core is represenied by the symbol 4.
The expression in brackets states that the distance from the core to the periphery fcp is greater than the
distance from the core to the adjacent &y, and the distance from the adjacent to the periphery 84p s
greater than, or equal to the distance from the core to the adjacent. The symbol Jindicates that the
regions are non-overfapping.

The multi-region CAP model is called a CAP cluster. The number of first and second xing regions
around the corc agglomerate determines the number of regions in the cluster. For example, if a core
agglomerate is contiguous to one adjacent and one periphery region such that j = 1 for both 4; and P, this
results in a basic three-region CAP cluster. On the other hand, if a core region is swrounded by three
adjacent regions and two periphery regions, then 4; = 3, and P; = 2, this wounld provide us with a six-
region model, with economic interaction occurring between the regions due to their geographic
proximity.

A multi-region country U; can consist of a number of CAP, clusters, each with a varying number

of regions. An individual country is the sum of its C47; clusters, expressed as follows:

C4r C A P
U= 2CAr, =3 C, A, 3 Pl >80y 283=0 (3.10a)
sl = =l 1

Where, country U is the sum of it CAP; clusters. For example, Spain has the three CAP clusters of Pias
Vasco, Madrid, and Cataluna, with each chuster consisting of a different number of regions. This wonld
typify a national mnulti-agglomerate production structure.

The multi-region CAP model ceases to exist in two cases. First, when the regions in a country do
not meet the adjacent and/or periphery region criteria; it is entirely possible that a country consists of &
coflection of regions where each adjoining region meets the core regiton criteria. This results in a
geographic area of contiguous densely populated regions or agglomerates, An example of this would be

the collection of core regions in the German provinces of Baden-Wintternberg and Bayern. Second, the

M See scetions {d) of Diagrams 2.8 and 2.9 of the Forslid er. al.{1999) paper that pertain to industry relocation. In the analysis
firms relocate either from the outer core to the inncr corc or vice-versa and from the core 10 the periphery. An adjacent region or
couulry climinates this gap.

*Equation (3.10) is developed from equation (3.9) in Appendix I, Chapter 3. Bach CAP cluster is a union of administrative
regions around o vore region that lorm a nog-overlapping collective,
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madel is not applicable when a country has no periphery regions. In this instance the adjacent region
would becore the growth region, as would be the case in Belgium,

The core regions within a country represent a central geographic location of concentrated
production activity. These regions attract or disperse economic activity. If the core is an attraction region,
the agglomeration forces pull economic activity from the adjacent and the periphery regions, to the core
as a resull of higher wages. Conversely, if the core is a dispersion region, the competition effect will push
economic activity in the opposite direction. That is, if the cost of production in the adjacent and periphery
regions is relatively lower than in the core region i.e. a wage differential, the core becomes a dispersion
region.

The CAF model poslulates that the pre-infegration regions in the CAP clusters are not
symmetrical. In other words, manufactaring is not equally distributed over the regions, but instead the
CAP model indicates a sequentially declining manufacturing concentration fiom the core to the
periphery. The model also assnmes, by definition of the regions, that the regional concenfration of
agricaliural production is the inverse of manufacturing concentration. This means that agricultural
imports to the core are subject to transportation costs. This indicates an upward sloping factor input
supply curve that will eventuoally mitigate the forces of agglomeration in the core regions (Krugman and
Venables, 1990).

The dynamics released by the forces of economic integration would initially impact the core
agglomerates, and from there, they would spread to the lower cost adjaccnt regions, and into the
periphery regious. It affects a finn’s (industry’s) geographic location mix. Together with an improved
domestic infrastracture, reduced transportution costs, would encourage the relocation of firms away from
the core that are: i) mot dependent on strong input-output structures, ii) and/or have low demand
elasticities, iii) and/or wish to relocate to lowor cost regions, to enhance their comparative advantage

position. In the case of labour intensive industries, the impact of these dynamics is more pronownced.

3.4.2 Data, Criteria, and Methodology
Data

The source of the data used for the analysis of the TU regions was the Furostat (1993) publication
‘Portrail of the Regions®, Vol. | — 4, This publication provided the most unifonn data for the EU 15
Member States, Howevor, the data is not completely uniform across all regions for a number of reasons:
German Unification was completed in October 1990, and Finland, Austria, and Sweden were adiitted o
the FU in 1995, For the former East Genman Lander, the data was supplemented by information from the
European Commission publication, (1994), ‘EC Regional Policies, Competitiveness and Cohesion’, while
various Eurostat publications ‘REGIONS - Statistical Yearbook® have provided missing data for the other
countries. The regions of all Member States have an identification code at the NUTS 1, NUTS 2, and
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NUTS 3 levels.* Although the regions of Treland have a NUTS 2 code, the regional data is not published
on a consistent basis. The same is true for Denmark. This study employs regional data at the NUT 2 level
for 1989 and 1990,

The publication, ‘Porirait of the Regions’, provides information on geographic, demographic, and
economic variables. Data pertaining to these variables was available on the provincial, regional, and
county levels. Each region is subdivided into its counties. The countly level provides information on the
urban areas in each county, and thus the region in its totality. In each adminisiraive NUT'S 2 region the
number of urban cenites are classified by total population categories of onc hundred thousand or greates,
fifty thousand or greater, and twenty thousand or greater. This information facilitates the identification of
the major urban centres in a region. The urban population density per square kilumetre statistic is
provided for each major city in an admimstrative region. The regional population statistic— population per
square kilomeire — is a population density measure for each county in the region, and the region in its

totality. It includes the population in wban and raral districts.*

Classification Criteria

In the Labour Force Survey of 1998, Eurostat™ introduced the concept of urbanisation and urban
areas for each region. Three types of regions are defined according to their degree of urbanisation.
Although they have been somewhat modified, this analysis has made use of these definitions. A densely
populated region is one where one or more urban areas have a population density of more than 500
people per square kilometre. The region may also contain other urban areas with a lower population
density. An infermediate region is one that is composed of one or more urban areas with a population
density of more than 100 people per square kilometre, [but less than 500 per square kilometre, and
borders on a densely populated region}.“’ A region with a /fow population density is characterised as
having less than 100 people per square kilometre and does not border on an intermediate area. However,
this analysis will not make use of the Eurostat detinition of a low population region. Alternatively, any
region that does not border on a densely populated region, but only on an intermediate region, will be
referred to as a periphery region. A low population density region, as defined by Eurostat, can only be
assumed Lo be an island region.

This study wses the following regional definitions for classification purposes. A core region is
defined as a rcgion with onc or more wban areas with a population density greater than 500 people per

square kilometre. Such an wrban area is called an uwrban agglomerate.’ The term, adjacent region, refers

" NUTS is Burostat’s acronym for “Nomenclature of Territorial Units for Statistics’,

¥ The author Las developed a database contpining geopraphic, demogeaplic, and scoucinic data at the NUTS 1, NUITS 2, and
NUTS 3 regionat classification levels.

* Eurostat, Statistics in Focus: Regions. 1998 (4)

6 Author’s insertion and modification.

47 Furostat definition.
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to those regions, which border on core regions, and that have one or more urban areas with a population
density greater than 100 people, but less than 500 / km?. Finally, a periphery region is a region bordering
only on an adjacent region or another periphery region. Fusthermorc, a periphery region can have one or

more urban areas with a population density greater or less than 100 people per square kilometre,

Methodology

The CAP model has postulated that a core region can be swrounded by a first-ring of adjacent
regions, and a second-ring of periphery regions. The number of adjacent and periphery regions in a
cluster can vary depending on the dispersion and deunsity of urban agglomerates, A CAP cluster § is

defined in equation (3.10} as follows:
CAP, =C, 0 YA, 5P, (O >80y 26,) =D (3.10)
J=1 =

To obtain a threc-region CAP model, this analysis assumes that / — 1, and rewrite equation (3.10} to

chude the theoretical regional aritena as foliows:
CAP, = plupd, ) e C) nyQupd, )€ A Nnylupd;Ye PL(8cp > 6y 20,4p) =< (3.11)

This expression (3.11) defines a three-region CAP model consisting of one core, one adjacent, and one
periphery region. The hierarchical link between the regions is determined by the population density and
distance criteria. The subscripts 7 refer to the number of urban areas in the respective regions.

The classification procedure used the urban population densily of cities in the administrative
regions. The regions were then classified into core, adjacent, and periphery based on the urban population
and the distagce criteria. These are listed in Table 3B.1 in the Appendix 3B to Chapter 3. There are six
types of core regions, Tour types of adjacent regions, four types of periphery regions, and four types of
island periphery regions. The major classifications of core, adjacent, and periphery have been
subcategorised. The region types are identified by the symbols Rix,p), where R refers to region type: C, A4,
P, and IP, x indicates the regions population criterion, and y represents the number of urban arcas m the
region that meets the required criterion. The classification of methods and the symbols used is described

in detail in Appendix 3B of Chapter 3, as are the regional classification results.

3.5 THE CLASSIFICATION AND DISTRIBUTION OF THY. EU REGIONS
The objective of this section is to classify the administrative regions into core, adjacent, and
periphery regions, and to examine their distribution throughout the countries of the EU. The signiftcance

of the classification of the regions lies in the subsequent abilily to identify and compare indusiry location
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ang concentration before and after the complete removal of trade barriers in 1992, Unification encourages
the former border periphery regions to establish interindustry and interregional economic linkages to
stimulate their economic development. As such, the creation of an integrated geographic market resnlts in
a reclassification of the border periphery regions contiguous to foreign core regions.

This section focuses on regional classification, rather than on the comparison of interregional
industry concentration, The former amalysis mwst precede the latter, which becomes a topic for
subsequent research. *® The analysis in this section yields answers to scveral key questions. First, how
many CAP repions are there in each individual member state? The answer to this query will reveal the
mumber of CAP regions in each country, and the change in the classification of periphery regions to
adjacent regions as a result of unification. Second, this analysis affords us the opportunity to study the
location and distribution of the regions in geographic space in order to detenmine the classification of
regions positioned in the EU geographic periphery. Third, it allows for the exact identification of the E1J
geographic core, as well as the independent core agglomerates that signify a multi-agglomerate
production structure (Krugman, 1991a)

The prelinunary siylised facts indicate that the fifieen U member states consist of 81 provinces,
222 regions, and 874 counties, including the regions of Demmark and Iretand, but excluding the French
Dependencies. The integrated market has a total of 2,449 wban centres, of which 335 each have a totat
population greater than 100,000 inhabitants, 509 each with a total population greater than 50,000
inhabitants, and 1,585 with a population greater than 20,000 inhabitants. However, urban areas with a
population less than 20.000 are not included in the above total.

The results of classifying the national regions into core, adjacent, and periphery are found in
‘l'able 3.1. The periphery regions have been subdivided into continental and island periphery regions. The
Irish and Danish regions are included.

The classification results reveal five salient points. One, Belgium has no periphery regions, while
Denmark is a predominantly peripheral area. Two, Germany has 29 core regions and two periphery
regions. Three, France consists of one core region and 15 periphery regions. Four, Greece, Ireland,
Austria, Finland and Sweden respectively have only one core region. Five, the countries with the highest
relative number of core regions are the UK, Belgium, the Netherlands, Germany, and ltaly. There is some
change in regional classification after EU integration in 1992. This consists primarily of the change of

border periphery regions ino adjacent regions.

*® Corc regions are agglomerates. These agplomerates are distributed throughout (he individual EU countries. Identifying their
location contribules siguificantly to the analysis of indusiry concontration in the EU. Furthermwors, it facilitates the EU
interregional camparison of regionat industry structures, concentration, and specialisation.
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TABLE 3.1
U 15 REGIONAT. CLASSIFICATION 1900

(1) S O I O SR T I YN 0}
N _Country C A P TPiTaial
1 Belgium 6 3 11
2  Deomark 1 3 9 1] 14
3 Germany 28 7 2 38
4 Greece 1 2 6 4 13
5 Span 4 7 5 2] 18
& France 1 5 18 i} 22
7 Ireland 1 3 4 8
8 Italy 5 11 2 21 20
9 Luxembowrg 1 1
10 Netherlauds 3 4 3 12
11 Austsia 11 7 G
12 Portugal 2 2 1 2 7
13 Finland 11 3 1 6
14 Sweden 1 1 o6 8
15 UK |14 16 5 35

Total 72 69 68 1?71 222

Sogrce: Author’s own caleulation.

To address the issue of how the classification of regions changed after the removal of trade
batriers, i.e. Eutope 1992, a more detailed cverview of the regional classification is necessary. Although
the mformation in Table 3.1 provides a comprehensive overview of regional classification, Table 3.2
presents a more detailed view that considers the wrban population density criteria. Table 3.2 represents the
regional classification of’ a segmented Burope, as was the case before the signing of the Maastricht Treaty

of 1992. The column numbers of Table 3.2 correspond to those of Table 3.1.

TARLE 3.2
DETAILED EU 15 REGION CLASSIFICATION 1990
a @ )] 4 3) ®) (7
N Comniry  |C C1 C2 C3 C4 CS|TC|A Al A2 A3|TA[T1 D2 T3 T4|TP|IP1 IP2 IP3 14| TP Total
1 Belgiom |1 3 6 14 5 0 11
2 Denmark 1 1 21 1 3 6 i9 1 1 |14
3 Gemmany |3 12 10 4 29015 1 7 2 2 38
4 Greove 1 1 2 211 401 6 12 2 3 |13
53 Spain 1 1 2 4 2 3 2|7 13 11 512 2 I8
6 Trance 1 1 2 3 5 11253 15 1 |1 422
7 Ircland 11 1 23 4 4 8
8 ltuly i 2 2 5 7 4 il 1 2 12 2 (20
9 Luxembourg 0 1 1 0 i
10 Netherlands i1 [ 12 5 9 4 13 3 12
11 Austria I} NNt i |6 1 7 9
12 Portugal 2 2 1 1 12 1 1 ]2 2 17
13 Finland 1 |1 1 11 1 2|3 1 |} {6
14 Sweden 1|1 1 |1 |2 1 316 8
15 UK 13 1 1 7 1 |14] 142 116(3 1 115 35
Tatal 33 16 47234 (72342177 60 (1616106 (5818 3 0 2 |13 [222

Somree: Aulhors own calcplations.

3.5.1 Core Regions
Europe is comprised of seventy-two core regions, varying in population density and number of

urban areas. Of these, nine are single city core regions (). Three of these single city core regions are
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located in Gemmany. The UK has three multiple city core regions (C't). There are sixteen core regions
(C2) with urban areas whose population density exceeds 2,000 people per square kilometve, of which
twelve are located in Germany. Germany also has the most (C3) core regions with an wrban population
density that exceeds 1,000 people per square kilomefre, A third of the total core region consists of regions
with urban agglomerates (C4) of 500 or more, but Iess than 1,000 peopie per square kilometre; seven of
these are found in the UK, five in Belginm and four in Germany. There are four (C5) corg regions with
urban agglomerate whose population densily is less than 500 people per square kilometre. These

agglomerates are found in Ircland, Northem Ireland, Finland, and Sweden.

3.5.2 Adjacent Regions

There are a total of sixty-nine adjacens regions in the individual countries that form the first order
contignity circle of regions.” There are three adjacent regions, (4), that surround a core region. This type
of region is characterised by towns and cities with a very low (< 20/km®)} population density, where the
core region attracts all economic activity. For example; in Belgium, Vlaams-Brabant surrounds Brussels;
in Germany, the region of Braudenburg surrounds the core city-region of Berlin; and in Austria, the
region of NiederOsterrech surrounds the region of Vienna, Of the sixty-nine adjacent regions, forty-two
have urban agglomerates (41) with a population density between 100 and 499 people per square
kilometre. The UK dominates this category with fourteen such regions, tollowed by Italy with scven and
Belgiumm with four. There are seventeen adjacent regions (42), with whban centres where the population
density lies between 50 and 99 people per square kilometre., Finally, the data revealed seven adjacent

regions {43) with one or more urban areas, cach with population densities less than 50,000,

3.5.3 Periphery Regions

In the geographic region of Eurape, there are eighiy-one periphery regions subdivided mto sixty-
eight continental and thirteen island periphery regions. Of the sixty-eight continental periphery regions
(1) that border on an adjacent region, more than half have urban arcas with a population density greater
than 100, but less 500 people per square kilometre. France dominates this category with twelve such
regions, followed by Ausfria with hall as many, Of Denmark’s six periphery regions (P2), one or more
urban cenires have a population density exceeding 50, but less than 100 people per square kilometre. Of
the ten (£3) periphery regions, with an uwrban population density great than 20 but less than 50 thousand
people per square kilometre, four are found in Ireland. Finally, the six (P4) periphery regions, with urban
population densities less than 20 thousand people per square kilometre, consist of the two adjacent
periphery regions of Ka-Suomi and Pohjois-Suoroi in Northern Finland, the three adjacent peripheral
regions of Norra Mellansverige, Mecllersta Norrland, and Gvwre Norrland, that stretch into Northern

® The term *[irst-order contiguity” refers to the first concentric circle around the core region.
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Sweden; and the Scottish Highlands and the I[slands in the UK. It is significant to note that in pre-
inteprated Europe, France had the largest nomber of periphery regions in the ELI Since periphery regions
are predominantly agricultural, this geographic fact influences France’s bargaining position in the

Common Agricuttural Policy discussions.

3.53.4 lslang Periphery Regicns

In total, there are thirteen peripheral-island-regions under FU administration. Of these, eight have
urban centres (/P1) with total populations of 100,000 or more. The second set of peripheral-island-
regions (ZP2) is primarily composcd of the Grecian Islands of Voreio Aigaio and Notio Aigaio. Of these
iwo, the former has two wban centres with a total population of 50,000 or more, while the Iatter has only
one. Finally, both Finland and France have a peripheral islandt region in the (/P4) category. The French
istand of Corsica has two urban centres, each with a total population less than 20,000. In contrast to this,
the Finish peripheral island region of Aland, on the other hand, which lies halfway between Finland and

Sweden, does not have an wrban cenlre at all.

3.6  EU GEOGRAPHY POST 1992

Fuarope 1992 desegmented the European markets by removing non-tasiff barriers. Table 3.3 shows
the reclassification of periphery regions into adjacent regions afier the removal of these barrieis. The
reclassification pertains to those member state’s peripheral-border-regions that border on foreign core

regions before the removal of trade barriers.

TABLE 3.3
DirAILED EU 15 REGIONAL RE-C1ASSIFICATION 1997

) @ 3 @ &) ) (D
N Country CCl1 C2C3 C4C5TCIA Al A2 A3 TAIPL ¥2 P3 P4|TP|IL 132 IP3 4| TIP| Totul
1 Belgiom 13 5 61 4 5 11
2 Denmsrk | 1 2 2 4, 3 8§ 3 1 1 14
3 Germany |3 12 10 4 29|11 5 1 72 2 38
4 Greece 1 1 2 2l 1 41 6 2 2 4] 13
5 Spuin 1 1 2 4. 3 3 2| 82 1| 4 2 21 18
G France 1 1j 9 3 12 5 3 8 I 1 22
7 dreland Mol 1 31 4 3 3 R
8 laly [ 2 2 5 7 4 i1 1 2l 2 2 20
9 Luxembourg 0 1 1 1
10 Netherlands | 1 1 1 2 5 [ 6 1 1 12
11 Aushia 1 1|1 5§ 6] 1 1 2 e
12 Poriugal 2 2 1 2 i | 2 2 7
13 Finland i 1 11 ¢ 12| 3 1 18 6
14 Sweden 1 1 1 1l 2|1 135 ]
15 UK 13 11 7 11 14 2 16/ 3 1 1} 5 35

Taldd [073716 17 22 4l 7277 58 18 8[87/30 15 9 4Js0 8 3 0 2 13] 202

Source: Author’s own caleulations.

Without these trade barriers, such periphery regions fall inio the first concentric circle of the foreign core

region, thereby changing their classification to that of an adjacent region by virtue of the concentric circle
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definition of regions. Their connectivity™ to a forsign core region encourages the spread of econornic
linkages. These regions can now evolve into growth regions, since they i)rovidc an expansion path for
industry wishing to relocate out of the core. Alternatively, the regions become target regions for new
firms wishing (o locate close to a core region. Reclassification has resulted in the creation of eighteen
new adjacent regions, and the elimination of an equal number of periphery regions. Furthermore, the
number of adjacent regions has increased from sixty-nine to eighty-seven, with the major additions
occuiring in the {4 1) category.

The major beneficiary of the reclassification has been France, where the status of seven of its
twelve periphery regions changed, as a result of their coniiguity to the core regions of Belgimn, Spain,
Germany, and Italy. In the other EU member states, the following changes fiom periphery to adjacent
regions took place. Tn Denmark, the region of Sanderjylland became an adjacent region to the Gernman
core region of Schleswig-Holstein. In Spain, Galicia changed status, since it borders on the Portuguese
core region of Norte, Stmilarly, in Trcland, the region of the Northwest and Donegal now borders on the
core region of Northern lreland. In the Netherlands, the two periphery regions of Groningen and Drenthe
boider on the German core region of Weser-Ems. In Austria, integration teduced six periphery regions to
one. Specifically, the Austrian regions of Voralberg, Tirol, Salzburg, and Oberdsterreich now border on
the core regions of the German province ol Bayern, and Kémien borders on the Italian core region of
Friuli-Venezia Giulia. Finally, in Sweden the periphery region of Sydsverige borders on and is connected
by bridge to the Danish core region of Copenhagen. Each of these instances highlights the relationship
between the removal of trade barriers and the reclassification of these regions.

Integration has left the number of core regions, and the number of periphery island-regions,
unchanged. In other words, only the number of adjacent regions has been increased. No reclassification of
regions occwred in Belgium, Luxembourg, Germany, Greece, Italy, Portugal, Finland, or the UK. The
most salient effect of integration and reclassification has been the trunsformation of the Austrian regions
from periphery into adjacent regions. Its significance lics in the fact that these regions form part of the EU
geographic core, which consists primarily of contiguous core regions, with adjacent regions serving as
buffer regions between thom. The reclassification is significant for the analysis of indusiry relacation and
the creation of possible new inpui-ontput structures in the former periphery regions. It is not nnreasonable

to expect income growth in these newly classified regions.

3.6.1 The Geographical Distribution of the Regions
The second classification issue pertains to the question of how the regions arc distributed in

geographic space. It is of interest to know the location and distribntion of {he regions not only per

5 Given the similavity in the population densily elements ir the subsets 4 and P, as specificd by equations (3.4a) and (3.12), a
periphery region’s conucctivity 0 a core region eliminates the distance criterion from the equations for these regions. Therefore,
by virtue of the simarity in the subset criterion clements, the periphery regions are respectively classified into udjucent regions,
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individual member state, but also for the geographic market in its totality. This is relevaut since not all
border regions are by definition periphery regions (Rriilhart and Torstensson, 1996), In Table 3.4, the
regions have been categorised according to the criteria of their geographic Jocation.

The Single City Regions meet the dual oriteria of. ome, official classification, and, two, the
absence of agricultural employment. The Inferior Nown-Border / Coastal Regions are regions that do not
have a coastline or border on an EU or non-EU State. The Non-Coast Borders on Member I1{J State are
those regions without a coastline that border on a pre-integration foreign region. The second group of
border-regions is the Non-Coast: Borders on Non-EUT Country. These tegions border on the former East
Eutopean Countries. The final group on the EU continent is the Regions with a Coastline. The Island

Regions are removed from the continent.

TaBLR 3.4
) GEQGRAPHIC DISTRIUTION OF THE REGIONS
Inlerior  Mon-Cosst Non-Cousl| Regions with 4 Const-ling_
Single Non-border Borders Borders Totul
City / Cousstal Member Non-BU Bordering on; Islaud |Country
Nr. Country Regions Regions B State  Conntry Total| B StateNow EU States|Regions{Regions
Euw 15 ) @ ) IS, ) ® |
1 Belgium 1 3 7 i 2 11
2 Denmark 1 13 1 14
3 Gemany 3 17 12 6 5 2 1 38
4 Greece 1 | 8 3 ) 13
5 Spuin 2 3 1 9 4 1 2 18
6 Francc 1 5 5 3 10 5 1 22
7 lreland 1 7 8
8  Taly 1 3 4 13t 1 2 20
% Loxembourg 1 1 ' 1
10 Netherlands 1 I 5 5 2 12
1T Austria l 5 7 9
12 Portugsl 5 q 2 7
13 Finland 1 4 3 1 6
14 Sweden 8 4 . 8
15 United kingdom 6 11 24 35
Totat Regions 15 43 44 22 113 20 13 13 | 222
Averuge (YA PPS 1990 1188 103.3 102.5 96.4 876 658 923
Average (Y/PYPPS 1997 1207 1046 104.5 100.1  89.7 717 953

Soirree: Anthors own calculations.

The significauce of this distribution pertains primarily to the border and coastal regions listed in
colunms (3), (4), and (5). The analysis indicates that each of these clusters of border and coastal regions
contain corg, adjaceni, and periphery regions. Becamse a particular region may qualify for both
categorisations, the above distribution contains some double counting. The Non-Coastal: Bordering on a
Member Siale group contains eighteen core, and (wenty-two adjacent regions respectively. The cluster
Non-Coastal: Bovdering on a Non-EU-Country contains six core regions and [ive adjacent regions.
Finally, the group Regions with a Coastline shows twenty-eight core regions, thirty-five adjacent regions,
and (ifty periphery regions. These three clusters demonstrate that a repion’s geographic location does not

pre-determine its classification type.
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3.6.2 Urban Agglomerates and the EU Geographic Core

This section examines the concept of the EU geographic core (Krngman and Venables, 1990) and
answers the question; ‘How many adjoining core regions form the LU geographic core, and where are
they located?”

The EU geographic core is formed by {ifiy-two of the seventy-two core regions of its member
states. In addition to this, there are fowteen individual adjacent regions serving as buffers between the
major core clusters. The geographic core stretches in an arc through continental Burope creating a north —
south divide. As shown in Table 3.5, it finds its beginning on the Western UK coast, with the cluster of
adjoining core repions consisting of Menryside, Greater Manchester, and west and south Yorkshire. The
muliiple urban core region of West Midlands is surrounded by adjacent regions; however, it leads to the
largest UK cluster of adjacent core regions with Greater London as its turning point to the South. The
adjacent region of Kent serves as the UK thoroughfare to the core regions of the European continent. On
the continent, the core regions of the Netherlands and Belgimm provide a manufacturing location
continuum with the manufacturing structure in western Germany.

The only French core region of Ile-De-France is connected in the North via Namur to the Belgian
cluster of core rcgions via the geographic location of the French adjacent regions of Picardi and
Champagne-Ardenne. Although lle-De-France is an offshoot ol the contiguous adjoining geographic core
regions, it and its surrounding adjacent Northeastern and Northwestern core regions of the Basin Parisian
flank the Sounthern regions of the geographic core. Furthermore, they serve as a thoroughfare from the UK
to the southwestern (German core regions.

"the Huropean geographic core finds its largest conceniration in the adjoining core regions located
in the six western, southwestern, and southern German provinces. In the west, the ciuster of Dutch
geographic core regions extends into the German Province of Nordrhein-Westfalen, with the core region
of Diisseldorf as its centre, From Nordrhein-Westifalen, {he geographic core extends north into the
Province of Niedersachsen, and cast imtto the Province of Hessen. The province of Rheinland-Pfalz
borders on the two provinces of Saarland and Baden-Wiirttemberg. All the regions in these two provinces
are adjoining core regions. To the East of Baden-Wiirftemberg lies the southern German Province of
Baycmn, with its cluster of adjoining core regions, which extend to the northern border of Anstria. Of the
fifty-two core regions that form the EU geographic core, Germany contributes a geographic continuwm of
twenty-five core regions, which constitutes 48% of the geographic core. Since Diisseldorf, in Germany, is
a core region with five urban agglomerates each with a population density greater than 2,000 per square
kilometre, this region is assumed to be the centre of the geographic core.

The corridor of the east - west Austrian adjacent repions of Kérnten, Salzburg, and Tivol, function
as thoroughfares fom the castern and western core regions of Bayern, and the entire geographic core,
into Northern Italy. The southern extremity of the EU geographic core is found in the northern regions of

Ttaly.
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TABLE 3.5

THE EU 15 GEOGRAPHIC CORE

Reg. Nr  Tot. Unemployment
Core| Pop. | Urb Pop. YP Y/ U u
d_|Reg| Dens | Ar.Change (PPS) (PPS) % %
K |PROVINCE N Code 1997| 1997 90-97 1990 1997 90-97] 1990 1997 90-97
K1 |[NORTH - WEST 1 UK84 Merryside 931|C 2166.3 9 -246 7 746 -24| 126 103 23
2 UK82 Greater Manch 855|C1 2004.9 10 -129 92 93.2 1.2] 79 74 05
K2 |YORKSHIRE- 3 UK24 West Yorkshire 898{C3:1 | 1038.9 6 434 95 938 -121 68 71 03
HUMBERSIDE 4 UK23 South Yorkshire 847|C4: 838.1 4 10.9 80 754 46| 93 104 1.1
5 UK31 Derbyshire, Nottinghamshire 783|AL: 417.5 13 49.2 92 93.1 1.1] 6.1 68 0.7
6 UK72 Shropshire, Staffordshire 828|A1:2 | 239.1 11 372 86 89.0 30, 44 6.1 1.7
K3 |WEST - MIDLANDS 7 UK73 West Midlands 774|C1 2938.8 6 261 97 944 26| 84 88 04
8 UK71 _Hereford-Worcs., Warwick 726]A1:2 | 2039 9 444 80 101.0 120f 38 45 0.7
9 UK32 Leic, N i 735]A1:2 | 3128 11 603 107 1055 -1.5| 40 42 0.2
K4 |WALES 10 UK92 Gwent,Mid-S-W-Glamoran 819|C4: 16 82 739 81| 72 178 0.6
SOUTH-EAST-WEST (UK) 11 UK61 Avon,Glouch, Wilshire 760§C4:1 | 2823 11 1014 108 1148 68| 39 54 1.5
12 UK52 Berks,Bucks,Oxfords 639|C4:1 | 3622 12 9567 113 1263 133] 22 43 2.1
13 UK51 Bed-,Herfordshire 658|C4:1 | 5474 13 497 105 1045 05| 27 47 2.0
14 UKS5 Greater London s70|C 4489.7 1 3163 154 1457 83| 63 95 32
15 UKS3 Surrey, East-West Sussex 626]C4: 464.5 18 1164 101 106.7 37 24 44 2.0
16 UKS57 Kent 472|AlL: 418.8 18 382 92 937 171 39 63 24
K5 INETHERLAND 17 NL32 Noord-Holland 238|C3:5 932.8 22 1044 118 1276 96| 74 57 -1.7
18 NL33 Zuid-Holland 230|C2:1 | 1169.1 33 1318 109 1167 77 73 §2 <21
19 NL31 Utrecht 179|C 794.9 12 678 95 1256 306 62 40 22
20 NL22 Gelderland 123|C4:1 379.1 27 873 87 1005 135] 72 44 -28
21 NL41 Noord Brabant 111JA1:4 | 468.7 261229 95 1146 196] 66 45 -21
K6 |BELGIUM 22 BE21 Antwerpen 212|C42 | 5708 16 397 166 169.1 3] 65 T3 08
23 BE1  Brussels 252|C 5897.7 1 -121 126 1385 125 99 135 36
24 BE23 Oost Vlaanderen 283|C4:3 | 4548 17 243 100 1041 41| 55 66 1.1
25 BE25 West Viaanderen 274|C4:1 | 3587 14 213 107 1162 921 37 82 1.5
26 BE32 Hainaut 169]C4:2 | 339. 17 5.7 78 79.0 1.0} 13.1 154 2.3
27 FR21 _Champagne-Ardenne 287|A2:2 52, 8 40 112 90.1 -219] 93 133 4.0
K7 |[FRANCE 28 FR1 __ Ile de France 487 921.8 37 4218 166 1526 -134] 87 108 2.1
29 BE35 Namuur 137]AlL:1 119.5 3 17.1 83 86.0 30l 99 H3 1.4
K8 [BELGIUM / NETHERLAND 30 BE33 Liege 121)C4:1 263.0 10 17.8 9% 986 26 11 122 12
31 NL42 Limburg (NL) 110|C4:1 5244 3 .-331 94 103.1 911 72 57 -15
K9 [NORDRHEIN- 32 DEA1 Dusseldorf 0]C2:5 | 996.2 42 1012 124 1155 -85 73 96 23
WESTFALEN 33 DEA2 Koin 40|C2:2 | 5688 53 2261 114 1153 13| 65 83 1.8
34 DEA3 Munster 136|C2:1 | 376.6 29 162.2 9% 965 05) 72 86 14
35 DEA4 Detmold 150{C3:1 3132 21 1915 107 1021 49| 56 84 28
36 DEAS Amsburg 45|C2: 476.8 40 1305 105 98 52| 73 97 24
K10 [RHEINLAND-PFALZ 37 DEB1 Koblenz 153|C3:1 187.3 6 1349 95 897 53| 45 68 23
38 DEB2 Trier 278|C4:1 103.7 1 325 89 932 42| 51 63 1.2
39 DEB3 Rbei Pflaz 287|C2: 292.2 12 1551 114 1009 -13.1] 43 77 34
K11 |SAARLAND 40 DEC _ Saarland 348|C4: 418.0 13 93 109 983 -10.7] 7.2 102 3.0
K12 [HESSEN 41 DE71 Darmstadt 217|C2:2 | 4974 31 2121 158 1647 6.7 35 67 32
42 DE73 Kassel 225|C3:1 153.4 7 835 104 1059 19/ 58 9.1 3.3
K13 |BADEN - WURTEMBURG 43 DE11 Stuttgart 392|C2:1 | 3694 33 2901 137 1305 65| 27 6.1 34
44 DE12 Karlsruhe 284|C2:1 3853 20 1819 123 1341 111] 37 66 29
45 DE13 Freiburg 477|C3:1 | 226.0 17 1799 109 1062 -28] 28 63 35
46 DE14 Tubingen 517|C4:1 195.9 13 137 1312 1103 -19f -28 5.7 2.9
K14 [NIEDERSACHSEN 47 DE91 Braunschweig 246|C3:1 | 206.2 16 557 111 976 -134] 78 114 36
48 DE92 Hannover 250|C2:1 | 2375 23 1163 115 1114 -36] 68 9.1 23
49 DE94 Wesser-Ems 404|C3:3 160.5 23 2319 93  102.2 92] 66 93 2.7
K15 |BAYERN 50 DE26 Unterfranken 363|C3:3 | 15590 4 947 98 1021 41| 36 65 29
51 DE27 Schwaben 555|C3:1 173.8 8 1426 110 1054 46] 28 59 3.1
52 DE25 Mittlefranken 452§C2:1 | 231.7 8§ 1127 125 1213 -37| 38 72 34
53 DE24 Oberfranken 417|C3:2 154.1 7 581 103 1064 34 41 74 33
54 DE23  Oberplaz 542|C3:1 110.3 6 781 94 96.8 28| 46 65 1.9
55 DE22 Niederbayern 596|C4:3 112.6 4 106.1 95 1014 64 36 56 20
56 DE21 _Oberbayern 620{C2:1 | 228.0 14 2757 146 1647 187 28 48 2.0
57 AT32 Salzburg 759|A1:1 71.5 1 296 118 1226 46/ 29 39 1.0
58 AT33 Tirol 757|AL: 523 | 305 107 1067 -03] 29 54 25
59 AT21 Kamten 847]A1:1 59.1 2 154 85 89.0 401 39 57 1.8
60 IT31 _ Trentino-Alto Adage 927]|A2:2 67.7 3 342 135 1311 -39] 27 A4l 1.4
K16 [NORTHERN - ITALY 61 IT33  Friuli-Venezia Giulia 1193]€3:1 151.1 5 -178 122 1251 31| 57 70 13
62 IT32  Venetio 989|AL:6 | 2429 26 758 117 1230 60| 39 53 14
63 IT20 Lombardia 876|C3:1 | 3759 52 615 135 1311 -39 34 60 26
64 IT11  Piemonte 936|A1:5 | 169.0 30 -656 121 1167 -43] 60 86 26
_65 IT13 L_iw 1015]C4:1 | 303.8 11__-81.0 116 1189 291 85 1135 3.0
Total of the Geographic Core Regions 51 844 5640.8 1084 109.91 58 74
Total of Geographic Core-, & Adjacent 65 1006
Source : Author's own h. Data from E:

(C) Brand / October

2003
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In contrast to the other EU states that form a part of this geographic core, Tialy does not have a
cluster of adjoining core regions. Instead, northern Italy contains three core tegions, cach separated from
the other by an adjacent region. For instance, in the Northeast, the core region of Liguria is separated
from the core region Lombardia by the adjacent region of Piemonte, while in the northwest the core
region of Priuli-Venezia (Giulia is separated from Lombardia by the adjacent region of Veneto,

It can be conciuded that the EU manufacturing belt consists primarily of the coxe regions in those
countries that signed the Treaty of Rome in 1957. Since that time, the manufacturing belt was extended to
include the UK, with its densely populated manufacturing regions. As a resuit of that development, the
continental manufactaring belt evolved into its current characteristic banana shape.

Identifying the geographbic core is significant because it highlighis the EU’s largest population
density continmum. The new trade theory posits that manufacturing locates in proximity to its final
markets, The classification of the composite core regions of the geographic core allows us to stndy the
industriat complexes in these regions, Alterations and developments in their size and composition will
provide key indicators, which can be ufilised to assess the degree to which cconomic integration has
induced manufacturing to relocate to the EU geographic core or to disperse away from it (Midelfart er,
at., 2000).

3.6.3 Urban Agglomerates Quiside the ElJ Geographic Core

The EU geographic core creates a noxth-south divide of the European economic market with
twenty independent wban agglomerates located in the northem and southern regions. The issue of the
independent agglomerates is meaningful because of the theory surrounding their stability. This question
will be addressed in a subsequent chapter, i which the issuc of the changing composition of individual
industrial complexes due to integration will be examined. The independent agglomerate-regions are listed
in Table 3.6.

Table 3.6 illusirates that the arban agglomeraics of Bremen, Hamburg, and Berlin lic
immediately north of the geographic core, as does the urban agglomerate of Kiel in Schleswig-Holstein.
In Denmark lies the core region of Copenhagen, which serves as a conduit to Sweden aud its core region
of Stockholm. The core region of Uusimaa in Finland with Helsinki as its capital is the most northeta EUJ
core region. The core regions of Stockhohm and Uusimaa are exceptions to the definition of wrban
agplomerates as applied to the other KU regions.

In the northern UK, the contiguous core regions of Nosthumberland-tyne & Wear and
Cleveland- Dutham form a cluster of core regions quite far removed from the centre of the geographic
corc. To the northwest lie the independent core regions of Northern Ireland, and the East in Ireland, with
respectively Belfast and Dublin, respectively as their urban agglomerates. The independent agglomerates

of Madrid, Cataluna, and Pias Vasco in Spain, and Norte and Lisbon in Portugal arc situated in the south
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of the EU geographic core. Located to the south — east are the independent agglomerates of Lazio and
Campania in Italy, and Aftiki in Greece.

In concluding the section on the independent agglomerates, it must be noted that these individual
agglomerates are of special interest in assessing the changing composition of their manufacturing base,
employment strnctures, and income creation as a consequence of integration. Their individual stability is
largely determined by the mobility of their labour force, their manufacturing base, and their comparative
advantage. Any reduction in the size of the individual industrial complexes will substantiate the theory
that industry is relocating to the geographic core, thereby potentially affecting the stability of the

independent core regions.

3.7 CONCLUSIONS ON REGHONAL GEQOGRAPHY

The objective of the foregoing analysis was to harmonise the nomenclature of the administrative
regions to facilitate identification and categorisation of them into a core, adjacent, and periphery region
framework for the individual EU countries. A mathematical model was developed to define core,
adjacent, and periphery regions. The model allowed for the application of the Eurostat definition of an
urban agglomerate to administrative regions. This application facilitates the identification of core regions
within a country. The identification of the core regions is significant for the further study of
agglomerations, The core region, by definition, is a measure of cenftrality, representing a degree of
localised geographic urbanisation, and concentrated demand. Since mamufactoring locates where demand
is highest, we expect these core regions to show fhe highest levels of manufacturing concentration to
conform to the theory that the corc is an attraction region. The analysis allows us make the following
conclusions.

First, the administrative regions, in each EU member state, have been classified into economic
regions that conform the CAP model. Not only does this enable an snalysis of regions within each
country, but also an analysis of the regions in an integrated geographic market.

Second, the classification allows identification of the geographic location of different region
types. In particular, it was demonstrated that border and coastal regions are not necessarily periphery
regions, but can be any type of region in the CAP cluster.

Third, by classifying the border-regions, the periphery regions that will receive direct econoinic
impulses from the elimination of bartiers to trade were identified. This is especially true for periphery
regions that border on foreign core regions. The identification of these regions facilitates the study of the
degree of income converpence or divergence as a result of integration.

Fourtly, the classification of administrative regions has allowed for the exact identification of the
EU geographic core. This geographic core consists of a continuum of core regions — agglomerates — that

creates a clear north — sonth divide in the European Union,




114

Fifth, the classification has identificd (he EU pgeographic periphery regions with their
independent agglomerates. The significance of identifying these independent agglomerates is that it will

enable an examination of the stability of their industrial structures.
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CHAPTER 3 APIENDIX 3A
1. The Mathematics of the CAP Model
Let U represent any country with a set of wrban population density clements upd; where i = 1... 1,

This set of population density elements can be represented by:
U={upd| i=1..1} (BAD

Where 7 is the urban population density of a given urban arca, and 7 is the total of all urban areas in a
country. It is possible to create three proper subsets of U, with the symbols C, 4, and P, such that
CclU,AcU,and PclU, given the condition that C # A= P=U. By using the exiension theorem of
set theory, specific values of the slements from U can be assigned to the three respective subsets: C, 4,
and P.Let the function @(upd;) be the criterion for the subset C, such that p(upd) € C. Subset C is then

characteriscd by the following condition:
p(upd,) e C <> upd, e U mplupd,) i (3A2)

Thus each eloment upd; in U that satisfies the criterion ¢{(upd;) is assigned fo the subset C. For subset 4,

v(upd;) & A, and is characterised by the following equation:
y(upd,ye A<>upd, el mplupd,) my{upd,6-, i (3A3)

Equation (3A.3) states that cvery element upd;, in U7 that satisfies the criteria Wupd;) and not the
criteria ¢(upd;) will be assigned to the subset /4. Finally, the criterion for subset # is the same as for
subset A since a region that is two regions removed fiom the core can (heoretically have the same y(upd,)
as an adjacent region. However, it is differentiated from an adjacent region by its geographic location and
lies in the sccond ting of regions avound the core. The distance criterion is incorporated in equation
(3A.4) indicating that the distance between the core and adjacent regions, f¢y is less than the distance
between the core and the periphery regions, &¢p. This also implies that the distance between a periphery
and an adjacent region 84p is less than the distance between the core and periphery regions, such that ¢p

> Gap.
y(upd)) e P o upd;, e U mplupd ) ~y(upd, XOop > 8y 2 604p) Vi (3A4)

The exiension theorem holds only if the following conditions are met. If ¢(upd) -C w {4 v P) = U,
Y(updy) -4 U (C o P)= U, and y(upd,)(Bcp > Oy = Bapy—>P 0 (Cw A) = U, then:




116

3 COAVPOcp > 00y 200 )=1/ Vi (3A.5)
and
I CnAdnP@pp » 80y 26,4p) =T Vi 34a.6)

The regions are disjoint because of the wban population deusity - and distance criteria assigned to each
subset of regions, The regions are individual non-overlapping units bordering on each other in the order

as given hy equation (3A.6). The universal sct of regions can be rewritten as follows:
J
U=yR, Vi (3A.7)
Then one may write,
J
U= ':_J]RJ.- =COAdNPOpp > 00 20,p) =D Vi (BA.8)
J:
For any country, {/, the union of its regions is a digjoint universal set. The union of the regions is a

collection of a number of core, adjacent, and periphery regions that are non-overlapping as defined by the

extension and distance criteria of set theory. This is expressed in the following egnation;

Wi 8 A I
U= 4R =3C; 0D A N Y Py By >0y 2040 =0 (3A.9)
= j=) Jud Jal

This equation states, that for any country U, the union of its administrative regions is equal to the sum of
its cconomies regions; core, adjacent, and periphery. These regions form a non-overlapping collective.
This model serves as a framework to study the dispersion of economic activity within the geographic

confines of a country.

2. Classifying the Regions

The analysis in this section is based on the CAP model set out in equations (3A.1) - (A3.9). To
begin the analysis of the economic geography of the EU with the CAP model, this section identifies and
classifies the core, adjacent, and periphery regions within the individual EU Member states. Regional

classification is based on a region’s wrban population density, which complies with the theoretical
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criterion of large market demand. This analysis adopts the Curostat definition for the size of an urban
agglomerate and uses il to classify the individual NUTS 2 regions of a country.

The urban agglomerate definition defines the minimum criterion for the population density value
of a core region. Once the core regions have been identilied, the urban population densities of the
remaining regions can be deduced. Any adjoining region or first-ring region around the core that does not
satisfy the primary definition must be an adjacent region. In terms of concentric-circle theory, an adjaceni
region would be called a first-order contiguity region.

A second-order contiguity region is a region in the second circle of regions around a core region
and is called a periphery region. The geographic spatial distance from the core region to adjacent region
(Bca) is less than that of the core region to the periphery region, (@cp). Therefore, aithough the minimum
urban density value identifies the element in the subset core region, all the elements with a lower value
are contained in the subset adjacent and periphery regions. The determining criterion for an element to be
contained in the periphery subscl is distance.

Given the criterion for the elements of the subsets of the C, 4, P regions, the empirically
specified values that have previously heen defined in Section 3.2 can be substituted in cach subset. For

the core regions from equation (3A.2):
C={p(upd,;) e C| plupd,) =500} (3A.10)

Where C vepresents a core region with an urban agglomerate equal to or greater than 500 people per
square kilometre,

Similarly, from equation (3A.3) for an adjacent region,
A={y(upd,) e A(QCA)| 20 < y(upd; ) < 500} (3A.11}

This indicates that a [irst order contiguous region contains an urban area with a minimum population
density of 20 but less than 500 people per square kilometre.

The criterion Tor a periphery region - a second order contiguous region - is identical to that of an
adjoining region, but differentiated from it by the distance criterion. From equation (3A.4), it is defined

as:
P={y(upd;) e P(, <« ﬁcp)' 20 < y(upd, } < 500} (3A.12)

Although the criterion for the adjacent region is theoretically identical to that of the periphery region, the

distinction between the two is determined by geographical distance from the core region. A periphery
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region is, per definition, {wo regions removed from a core region. It is distinguished from the adjacent
region by definition and by the distance criterion. The regions are administrative NUTS 2 regions
categorised into economic regions.

The symbols C, 4, and P, represent subsets of regions with one or more urban areas of a
specified population density. This classification can be redefined to take into consideration the population
density, x, of one or more urban areas in a region, as well as the number of wban areas, y, in the region
that satisfies the given criterion. The core region can be symbolically used as an example, which applics
to all regions in the CAP model. Given;

C =@(x.y) (3A.13)

Where, C indicates the type of region as defined by the subset function ¢, the variable x equals the
subset’s minimum population density critetion, and y represents the number of wban areas in the region
that meet the criterion,

For example, the region of Diisseldorf is classified as (C2:5) where x = 2, and y = 5. This means
that the core region of Diisseldorf has an urban population density equal to or greater than 2,000 people
per square kilometre (x 2 500 = o(upd,)). 1t consists of five utban aveas, each of which satisfies, but
happens to significantly exceed, the criteria for that subset. In the regional notation, there is an inverse
relation between the increasing values of x and the declining vatues of pupd,) exceeding the criterion for
that subset. The classification of the regions proceeds in the following manner. If x = 0, the region is
classified as an official (Eurostat) single city core region (C) or monocentric region, with no agricultural
production. 1f x = 1, and y = 0, the core region is symbolised by (C1) indicating that the region consists of’
a number of contignous wban areas, with no agricultural production. A core region characterised by
(C3:2), means two wban areas with a population density of 1,000 people per square kilometre but less
than 2,000. The svimbolism vsed in the CAI® model thus reflects two important characteristics of a region,
namely, wban population density and the number of urban agglomerates in the region with a similar or

greater population density. The same notation is used for tite adjacent and periphery regions.

3. Economiec Integration
Econotic integration has created a new larger geographic market with muitiple CAP regions, By

swming over all the countries in the union cquation (3A.9) becomes:

U |2 7 4 v r
EU=2U, =3 3 Cimy 3 dyny. 3 Filfop >0c4 =04p)=D (3A.14)

i-i =l =l i~ =i iml =t
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Where, EU represents the economic union and is the sum of the individual countries U; where i = 1..., U,
and U is the total number of countries in the union. The variable C; represents the /* core region in the "
gountry; Ay is the " adjacent region in the i® country, and Pythe " periphery region in the i country. The

condition (6.1 < 8-} holds for all periphery regions in the union.

1.2 EU Geographic Core
The EU geographic core is expected 1o be a continuum of adjoining core regions Cj that stretches through

the countrigs of the EU, such that the geographic core is defined as:
;

GC = [C,d()d(j) (3A.15)
i

Where, j represents the core region and i the country in which the region is located, subject to the

condition that i # /.

1.3 Calculating Average Values
Let, R; represent the core, adjacent, and periphery regions, we can find the average values of the variables

in the characteristic veetor by modifying equation (3A.14) as {ollows:

72 o) U4 14, &
Ui=—3 2Cin=2 >A4,n=> 3Pl >0,20,4)=0 (3A.16)

B =L 1
Ca A 4 = Pid =

] g

L
=

Where, E represents the average values for the EU, U represents the Lotal number of countries in the
union, and C, 4, and P the respective number of core, adjacent, and periphery regions found per country

through the regional classification criteria,
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CHAPTER 3 APPENDIX 3B

TABLE 3B,1
CLASSIFICATION OF NUTS 2 REGIONS INTO CORE, ADIACBNT, PGRIPIERY, AND ISLAND PERIPHERY

DESCRIPTION OF AREA Tyris

Cors

1 C = a single city region

2 ¢ =multipls city region with no employment in agriculture

3 C, - vuntains one or more urban area’s (UA) with a population density > 2 thousand / km?

4 C, = contains one or more urban area’s with a population density > 1 thousand / ke

5 Cs =containg onc or more urban area’s with a population density > 500 / km?

6 Cs  =asingle national urban acca with a population density {PT) < 500 / knt®

ADIACENT

7 A =any adjacent region which completely surrounds a core region

8 A, =any region adjacent to a core witlt one or inore UA’s with a PD between 100 -- 500 / kin®

9 A> = auv region adjacent to a core with one ot more UA’s with a PD between 50 ~ 99 / km?

19 A, =anyregion adjucent to a core with one or more LA’s with a PD» less than 50/ km?

PERIPHERY

11 Py  =ategion bordering on an adjacent or other periphery with ane or more UA’s with PD >100 / km®
12 P,  —aregion bordering on an adjacent or other periphery wilh one or more UA’s with PD = 50 / km?
13 P.  =aregion bordering un an adjacent or other periphery with one or more UA’s with PD > 20 / km*
14 T, ==aregion bordering on an adjacent or other periphery with one or mare UA’s with PD < 20 / km?
ISLAND PERIPHERY

{5 TP, =a peripheral isiand region with vne or rore UA’s with a PD 2100 ¢ km?
16 [, =a pcripheral island region with one or more UA’s with a PD > 50, / kin®
17 1P; =aperipheral islapd region with one or morc UA’s with a PD between 20 - 49 / km?
18 “.."L = a peripheral island region with one or inore UA’s with a PD < 20 / km?

Source: Authar’s awn classification scheme.

Table 3.1 ranks the regions according to the size and number of urban areas. For example,
Brussels is a C, which indicates it is an official region with an urhan area whase size is equal to that of the
county. Greater Manchester is a C1, which indicates that it is a multipie urban region with no agricultural
production. Dijsscldorf is a C2:5 indicating that it is a core region containing five urban areas each with a
population density greater than 2 thousand / km” .

The core region definition is contravened in the case of a C5 core region. In cases where
autonomous national countries only have one major population agglomerate with a populativn density
less than 500,000, it will be symbolised with a C5, such as is the case for Belfast, in Northern Ireland, and
Dublin in the region called FEast. An cxample of an adjacent region complelely surrounding the core
region is the adjacent region of Brandenburg that surrounds the core region, Berlin. It is symbolised by
A:l indicating that it contains one urban area with a population density greater than 100 / km®” The
adjacent region Niederdsterreich is an A:2 indicating that the region surrounds a core region, and comtains
one urban area with a population density greater than 50, but less than 100. Niederdsterreich (A1'12) is
the only adjacent region to the core region of Vicona (AT13). The terms in brackets arc the official NU'TS
2 codes for the regions.
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CHAPTER 4
TESTING THE STRUCTURAL SIGNIFICANCE OF THE CAP MODEL
4.1 introduction
in Chapter 3, the two-region, corc periphery model (Krugman, 1991b) was extended to
include adjacent region types found within a national economy. The resnlting three-region CAP model
was then used to classify these different region types within the fifteen-member countries of the European
Uniomn.

The objective of this chapter 1s io test whether the CAP extension of the core periphery model to
three regions, with the addition of the adjacent region, provides deeper analytical insights into the effects
of trade liberalisation from the analysis of empirical data.

The first {est is an examination of regional data for all of the regions in the European Union to
detenmine whether the regional data conform to the structire and assumptions of the CAP model. The
second test is to measure the statistical significance of the influence of geographic location and the
structure of employment o regional per capita income within the {ramework of the CAP model. 1f
European Union regional data reveals the presence of adjacent regions and the regression analysis
demonstrates that these regions provide statistically significant explanatory data, then the extension of the
CAP model is a valid and useful structural refinement of the core-periphexy formulation.

This chapter is divided into two sections. Section 4.2 examines rcgional demographic and
economic changes in the Buropean Union ex ante and ex post EU 1992. In Section 4.3 a multiple
regression model tests the CAP model as to whether the adjacent region provides stafistically significant

results,

4.2 DEMOGRAPHIC AND ECONOMIC DEVELOPMENTS IN THE EU CAP REGIONS
4.2.1 Demographic Developments

Using the regions in the EU, as classified in Chapier 2, it is possible {0 examine the labour issue
raised by Doyle (1989), Krugman (1991b), and Venables (1994) with respect to migration. Doyle (1989)
expressed concern that trade liberalisation would Jead to the migration of populations from periphery io
core regions and called for a new regional policy to mitigate these relocations. Krugman (1991b) argues
labour is perfectly mobile within a conntry and will relocate from the petiphery to the core in response to
employment incentives. Venablcs (1994), on the other hand, argues that the wage differential hetween the
core aud periphery will stimulate the competition effect, thereby attracling labour to the periphery.
Ludema and Wooton (1997) argue that labour is imperfectly mobile between couniries. The issue to be
examined is, whether populations relocate to core regions in response to trade liberalisation as theorised
by Krugman (1991b).

The EU demographic data for the CAP model in Table 4.1 indicates that, on average, the average

population densities in the EU CAP regions increased marginally. The core regions have collectively
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experienced a net increase of over five and a half million people. The adjacent regions experienced a not
total increase of one and a half million people over the same period. Surprisingly the periphery regions
did not experience a coflective net decline in their total population. o the contrary, they experienced a
net population increase of six hundred and ten thousand people. Only the island periphery regions saw a
population outflow. The population density data indicates declining population levels on the radius
extending away from the core supporting the theory of the CAP model.

These results are evidence of the home market and the competition elfect on population
movements (Krugman, 1991b). As is evident in Table 4A.1 (Chapter 4, Appendix 4A), the EU core
regions attracted the largest population inlfows thereby providing preliminary evidence of ceonomic
geography effects. Population relocation has occurred primarily in the regions within EU geographic
core. The net population increase in the adjacent regions was approximately one quarter of the increase in
the core regions. Seventy-nine perceni ol the total EU adjacent regions experienced population growih.
The periphery regions also showed an increase in population growth. On balance, seventy percent of the
EU periphery regions experienced positive population relocation.

Since labour is domestically mobile in pursuit of employment opportunities, relocation of labour
o national periphery regions implies the development of self-sustaining economic activity and long-term
income opportunities in these regions. This is a significunt development for three reasons. One, it
provides evidence of the success of the mew EU regional policies in preventing the export of
unemployment (oyle, 1989). ‘t'wo, it supports the theory of cumulative causation starting from very low
initial lcvels of capital accumulation (Krugman and Venables, 1996). Three, it supports the theories of
diversified agglomeration (Venables, 1994; Ludema and Wootoen, 1997; Forslid and Wooton, 1999).

4.2.2 Economic Developments in the CAP Regions

The new cconomic geography trade theory assumes that manufacturing wilf locate where its
markets are largest, but its markcis arc largest where population density is highest. The theory furiber
assumes that per capita incomes are highest in the core regions and declines progressively along the
radius extending to the periphery. The decline in income is the result of the (ransporl intensity of
manufactured products (Venables and Limac, 2002). The higher the transport intensity of a praduct, the
closer ihe location of its production will lie o the regional core, and the less manufacturing production
will occur in the periphery. With the removal of trade barriers, some manufacluring will relocate from the
periphery to the core resulting in increased uncniployment in the periphery regions.

The previous section has illustrated the inverse relationship of population densities and distance
in the regional CAP model. Given this fact, it is reasonable to expect a positive relationship between the
levels of per capita income and a region’s CAP classification. This section addresses two questions. First,

is there a significant difference between the levels of per capita income in the CAP regions, and has
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convergence or divergence of income levels ocemred? Second, how has the structure of eruployment in

the CAP regions changed over time?

4.2.2.1 Income Differences in the CAP Regions

The average per capita income’ for the CAP regions are presented in Table 4.1. The EU 15 average per
capita income value is the mean value of the annual regional per capita incone index. The average level
of per capita income for the entire EU geographic market increased by 3.0% from 92.3% in 1990 to
95.3% in 1997, The average levels of per capita income are also reported for the individual CAD regions,
As expected, the data reveals different levels of average per capita income for the CAP region types. The
average level of per capita income is highest in the core regions and lowest in the island periphery
regions. This supporis the theory of a positive relationship belween population density and per capita
income. This outcome is evidence of the concentric circle theory underlying the CAP model.

To answer the question, ‘Is there a significant difference between the fevels of por capita income
in the CAP regions?” the Tukey-Kramer Procedurc™ was used to determine whether the average per
capita income levels of the CAP regions were significantly different from each other. The Tukey-Kramer
Procedure is a single factor analysis of variance procedure to determine which means, in a set of ¢ means,
are significantly different from each other given unequal sample sizes, In Table 4.1, the average levels of
per capita incomes have been calculated for four samples of unequal size — the core, adjacent. and
periphery regions — for four different time periods. The Tukey-Kramer procedure permits a concnrrent
examination of comparison between all pairs of CAP average per capita income means in a given year,”
The null hypothesis states that there is no difference among the average peor capita income levels in a
given year. The alternative hypothesis states that notl all means are equal. The test was applied to the
average per capita income data in Table 4.1 for each of the years for which values are recorded.

For the data observations on each year, the Sum of the Squares Within (SST) groups was
calculated. This allowed a defermination of the Mean Square of the Sam Within (A4SH) given that the
number of levels in cach year ¢ = 4, and the total number of regions # = 202. The upper-tail critical value
Qu [rom the Studentized range distribution with ¢ = 4 degrees of freedom in the numerator, and n — ¢ =
202 — 4 = 198 degrees of freedom in the denominator is given to be Oy =2.37.

The results of the test are given for ¢ {¢ — ()2 = 6 pairs of meansg for a group-to-group
comparison for each year. The aualysis shows that in all the group-to-group comparisons, the absolute
difference between the average per capita income levels exceed their respective critical range. The one
exception is in 1995 between the means of the periphery region and the island periphery regions. In this

case, the absolute difference between the mcans (12.2) is marginally less thau the critical range (12.37),

* Regionul per cupita income is an annual indexed variable used to rank and compare the per capita income development of the
regions, .
52 Levine, D, Berenson, M. L., and Stephan, D., (1999}, ‘Statistics tor Managers (2/ed)’, Prentice Hall, New Jersey, Chapter 10
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so that the null hypothesis cannot be rejected. This situation changes in the following vears. The
conclugion of the analysis is that the null hypothesis is rejecled, and the alternative hypothesis that there
is a significant difference between the average per capita levels of income in the CAP regions, is

accepled.

4.2.2.2 Income Convergence Between the CAP Regions

Ta answer the question whether there is a convergence of per capita income between all the EU
regions, the measures of central tendency and variation for each of the per capita income series 1990 —
1997 is calculated. These statistics are listed in Table 4.2 below. A measure for the convergence ol per
capita income is the distribution of the observations around the mean value of a variable. The wider the
distribution around the mean, the more dispersed and dissimilar arc the observations. The smaller the
distributions around the mean, the more similar are the observations. The most widely used measures of
distribution around the mean are the standard deviation and the variance of the observations. The smaller
the standard deviation, the smaller the variance, and the ntore similar the numerical values of the

observations will be,

TABLE4.2
. MEASURES OF CENTRAL TENDGNCY AND VARIATION.

CENTRAL TUNDENCY 1996 1995 1996 1997
Mean 9.3 94,9 95.1 95.3
Median 95.0 v3.0 92.8 933
Mode 95.0 96.0 1045 102.1
Midhinge 93.5 92.5 92.6 92.1
{nterquartile Range 310 310 28.5 28.2
Midrange 106.5 119.0 1185 119.8
Skewedncss -0.04 0.93 (.85 0.88
VARIATION

Standard Deviation 28.1 25.7 24.8 248
Sumple Variance 786.4 658.8 616.7 615.7
Coefficient of Variation 304 27.1 26.1 26.0
Minimum 30.0 43.0 438 42.5
Maximum 185.0 195.0 1925 197.1
Count 202 202 202 202

Source: Author’s own calculations

The statistics in Table 4.2 provide some evidence for the convergence of per capita incomes
between the regions. First, both the standard deviation and the variance are decreasing in each of the
years under consideration. The change in the variance over the period 1990-1997 is -21.7%. Further
evidence of convergence is provided by the coefficient of variation that declines by 14.5%. Second, from
1995 1o 1997 the value of the interquartile range declined from 31.0% to 28.2%. The interquartile range
consists of 50% of the ordered observations of the variable. Since this value range is declining over the
years, the statistic suggests that the mid-range of values of 50% of the observations have declined. This

means that (here are more observations within that 50% range with a similar value, and that regional per

53 The Tukey-Kramer Procedure’s erupirical resulis can be found in Chapter 4, Appendix (4B).




126

capita income convergence has taken place. It does not indicate, however, in which CAP regions the
largest convergence has occurred.

To assess which of the CAP regions have contributed the most to the convergence of per capita
incomes, the measures of central tendency and variance are caleulated for each of the cluster of regions in

the model. The changes in four of the summary statistics arc presented in Tablc 4.3.

TABLE4.3
CHANGES IN MEASURES OF CENTRAL TENDENCY 1990-1997
IsL.
CORE ADJACENT  PERIPHERY PERIPHERY
Interquartile Range 15.7 -1.7 =19.0 -10.80
Standard Deviation 0.9 ~4.3 -7.8 =127.7
Sample Vartance ~47.1 -194.4 -353.3 -1.2
Coefficient of Variation -1.6 -5.7 -104 -2.6

Source: Avthor's ovwn calenlations.

The core region shows an increase of 15.7% in the size of the interquartile range, indicating an
ingrease in the diversity of per capita incomes. This increase is offset by the substantial decline in the
value of the interquartile range of both the periphery (=19.0) and the island periphery (-10.8) regions over
the period 1990-1997. The largest reduction in the sample variance over this period oceurs in the
periphery (-353.3) and the adjucent (-194.4) regions. This suggests that the largest convergence of per
capita incomes occurred in the periphery regions, followed by (he adjacent regions, with a minor
contribution by the core regions. The change in the relative values of the coefficient of variation supports
this conclusion.

‘The empirical cvidence suggests that both the FUJ average level of per capita income and that of
the individual CAP region types have increased over the period under consideration. Furthermore, it is
also evident that a difference exists between the average levels of per capita income betwsen the CAP
regions. However, this difference is declining due {o the convergence of per capita income between the
periphery and the adjacent regions. This convergence of per capita incomes can only be the resule of
increased cmployment in the periphery regions, and provides a reason for the mitigation of out-migration

trom these regions,

4.2.2.3 The Structure of Employment in the CAF Regions

The structure of employment is defined as the percentage distribution of the labour force
employed in agriculture, manufacturing, and services. The regional employment structure for the years
1990 and 1998 is presented in Table 4.1. In general, the average EU structure of employment changed
between 1990 and 1998. During this period, there was a relocation of the labour force out of employment
in the agricultural and industrial sectors and inte the service sector, This pattern of relocation is consistent
for all CAP region types.
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It is also evident, that agricultural employment is lowest in the core regions and highest in the
island periphery regions, Agriculiural employment increases with distance from the core. The inverse is
true for industrial employment. The highest percentage of industrial employment is found in the core
regions and the lewest in the island periphery regions. The highest share of labour force employment
exists in the service sector. This evidence supports the new geography trade theory that industry is
congentrated in the core regions, and agriculture in the periphery regions (Krugman, 19914, [991b).

The policy effects of cconomic integration and the new regionalism are visible in the direction of
change in the employment structure. The parallel effect of these policies was to restructure regional
agricultural and industrial employment. Employment in agriculturc declined in all CAP regions with the
smallest decline occurring in the core regions and the largest in the island periphery regions. The
elimination of barriers to trade resulted in a decline in industrial employment in the EU CAP regions,
This decline in industrial employment, however, is smaliest in the periphery regions. Similarly, the
increased employment in the service indnstry is highest in the periphery regions, followed closely by the
island periphery regions. These two developments support the observations that out-migration from the
periphery regions is being mitigated by new employment opportunities primarily in the service industry,

The objective of this section was to examine whether developments in regional demographic and
economic data could be analysed within the framework of the CAP model at the E1J regional level. The
stylised facts support the ceonomic geography ihcory. The CAP model reveals the working of
agglomeration and dispersion forces at the EU regional level. The home market effect has resulted in
population migration primarily to the EU core regions, as theory predicts (Krugman, 1991b), The
competition effect is evident in pepulation migration to the adjacent and periphery regions.

Furthermore, per capiia income is highest in the core regions and declines sequentially in the
adjacent and the periphery regions. There is a significant difference in the average levels of per capita
income between the CAP region types, with some income convergence betwecn the adjacent and
periphery regions because of the competition effect. The structure of employment in the EU is such that
manufacturing employment is the highest in the core regions and lowest in the island periphery regions.
Agricultural employment is lowest in the core regions and increases with distance through the adjacent
regions to the periphery regions (van Thincn, 1842). The structure of rogional cmployment is changing
with labour moving out of the agricultural and manufacturing sectors and into the service sector.

Through the inclusion of the adjacent region, the CAP model shows that population density, per
capita income, and manufacturing employment decling gradually with distance from the core region.
Agricultural employment increases in regions more distant from the core, as concentric circle theory

predicts, The following scelion specilics a regression ¢quation 1o caplure these offects,
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43 A MULTIPLE REGRESSION ANALYSIS OF THE CAP MODEL

The styliscd facts show that the CAP model is able to measure changes in demographic and
economic variables as predicted by the new economic geography theory (Krugman, 1991b). Mote
significantly, the CAP model shows the functional importance of the adjacent region in measuring
agglomeration and dispersion forces between geographic region typcs. We now want to specify a multiple
regression equation to test the CAP model by using all the classified EU region types. The empirical
estimation of this equation, for two periods in time, should reveal both the significance of the CAP model
for regional income determination, and the effects of trade liberalisation on regional economic structure.

We specify the following equation to captures the quantitative geographic, demographic, and

economic variables of the CAP model.

where (¥/1); represents the level of per capita income in region j (f = [....,R) for all R European regions.
‘The demographic variable PD); measures the population density per square kilometre for region /, aud UC;
measures a region’s share of total EU urban arcas per square kilometre. The employment structure in
region j is measured by the percent of the regional labour force employed in agriculture 4;, manufacturing
industry M, and the service industry S;.

The urban concentration measure is constructed in the following manner. The square kilometre
area of a region is given by the symbol ;. The sum of EU1S regions defines the total geographic area of

the EU in square kilometres, as represented by;
. R
TDEG 15 - Z D[
4=l

'This expression defines the geographic area of all CAI" regions, where j = 1, ...,R, and R represents the
total number of all EU15 regions. A region’s square kilometre share, Rf of the total BU geographic area

is given by;

R =7

i R
2.0

J=1
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R )
where Z R ;’ =1. Let the number of urban areas i in region j be represented by U4, where i > /. The case
J=l

where i = j is a monocentric or a city-region. The total number of urban areas TU4, in region j =1 is

defined as:
. I
TUA; = .ZIU/I??"
where i = 1, ... , 1, and [ is the total number of all urban areas in region j with a population size larger

than twenty-thousand people. The total number of urban areas in the ElJ is then:

R I
TUAEUIS - Z ZL?A!,"

7=l i=l

A region’s urban area or urban densily share in the EU total is then given by:

'The regional urban concentration ratio UC; per square kilometre is then defined as a region’s EU15 urban

density share divided by its EU15 geographic arca share:

{_JA
e, =—1
S

A region’s urban concentration ratio will be greater than unity if its EU urban density share is
larger than its EU geography share. Conversely, the ratio will be less than unity if the EU geography
share exceeds its EU wurban area share. The variable UC; is a measure of urbanisation per square
kilomeire, and it is assumed that both the number of urban areas per region, and a region’s circumference
remain constant. The value of UC; decreases as a region’s distance from a core region increases because
the urban deusity share declines as a larger share of a region’s geographic area is devoted to agricultural

production.
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To capture the geographic effect of CAP region type, three slope dummies are included in the
specification. The slope dummies are included to capture the effects of the quantitative variables on per
capita income of each region type. The quantitative and dummy variables combined give the following

specification:

Yi=P1X1j+P2Xoj+P3X3j+PaXy;+PsXs;+8Dy+63Dy+63D3+p; (4.2)

where X, ‘s are the quantitative variables for i = 1.....,k for j regions j = 1,...., R. The effect variables for
the three region types are represented by D, for i = 1,2,3. The variable , is a normally distributed random
error term with a zero mean, a constant variance, and is independent. A multiple regression analysis was
performed on cross-sectional regional data to test equation (4.2) for the two periods 1990 and 1998. The

estimation results and goodness of fit statistics for both periods are presented in Table 4.4.

TABLE 4.4
REGIONAL PER CAPITA INCOME (}¥/P), ESTIMATIONS

ESTIMATIONS _ t-STATISTIC | ESTIMATIONS  -STATISTIC
INDEPENDENT REGIONAL VARIABLES 1990 1998
QUANTITATIVE VARIABLES
Population density PD, 0.0060 2.4347 0.0038 1.8290
Urban concentration ratio uc, -0.9487 -3.9831 -1.2275 -4.6286
Percentage employment in agriculture A -0.8850 -4.6473 -2.0078 -6.8986
Percentage employment in manufacturing M, 0.4647 29135 -0.1447 -0.6445
Percentage employment in services M 09139 8.5083 0.4430 2.9813
EFFECT DUMMIES
Core D, 36.2504 4.0221 97.5050 7.2707
Adjacent D, 32.5460 3.7115 86.2112 6.5587
Periphery D; 27.2122 3.1023 79.9699 6.2430
GOODNESS OF FIT STATISTICS
Number of data observations / sample size n 201 201
Multiple regression coefficient MR’ 0.6896 63561
Regression coefficient R 0.4755 0.4039
Adjusted regression coefficient AR 0.4513 0.3772
Standard error s 17.980 21.166
Sum of the Squared Errors SSE 62397.69 86463.93
Durbin-Watson statistic DW 1.9307 1.7896
Calculated F-statistic F 21.872 16.352
Critical F-value F¢ 2.10 2.10

Source: Author’s own research estimation

Methodology

The two data samples have an equal number of observations. The quantitative variables are
percentages except for the population density variable, which is measured in hundreds. The three
employment distribution variables sum to unity since they measure employment distribution of the
regional labour force in agriculture, manufacturing, and services. The effect variables are dummies: one
for each of the three region types — core, adjacent, and periphery. Initial regression estimates reveal

positive residual autocorrelation for both estimation periods. To eliminate the autocorrelation, the
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Newbold (1988) calculation, T = 1 — DW/2, is used to obtain an estimated value for p. The estimated 1
values for the regression equations are respectively © = 0.3172 in 1990, and © = 0.3469 in 1998. The

equations were re-estimated to eliminate the autocorrelation effects.

Goodness of Fit of the Estimation

The Goodness of Fit Statistics indicates the 1990 estimate to be the better of the two estimated
regression equations. In the 1990 equation, 68.9% of the variation in the dependent variable is explained
by the predictor variables, while the same variables only explain 63.6% of per capita variation in 1998.
The t-values of the estimated coefficients are all significant at the a = 0.05 level with the exception of the
manufacturing employment coefficient in 1998, which becomes insignificant. The calculated F- value for
both regression estimations exceed the critical value; for 1990 F (5 93.8.1) = 21.87 > F© =2.01, and for
1998, F' (5, 193.8-1) = 16.35 > F© =2.01. Both of the estimated equations are free of residual autocorrelation.
For the 1990 equation dy < 1.9307 < 2, while for 1998, d;; < 1.7896 < 2. The variance inflation factor
(VIF)) analysis of the explanatory variables used in both equations revealed the absence of correlation

between them.

Chow Test for Structure
The Chow test measures the pooled equation for structural stability. The joint null hypothesis
assumes there are no significant difference in the estimated coefficients of the two regression equations.

The restricted pooled estimation results are presented in Table 4.5.

TABLE 4.5

CHOW TEST RESULTS FOR THE RESTRICTED POOLED DATA
QUANTITATIVE VARIABLES B -Sat.
Population density PD, 0.007  4.525
Urban concentration ratio uc, -1.226 -6.222
Percentage employment in agriculture A; -1.493 -9.292
Percentage employment in manufacturing M, 0.206 1.433
Percentage employment in services S) 0.601  5.907
EFFECT DUMMIES
Core D, 71.821 7.781
Adjacent D; 62.817 7.002
Periphery D, 57.681 6.538
GOODNESS OF FIT
Number of data observations / sample size n 404
Multiple regression coefficient MR’ 0.7133
Regression coefficient R 0.5089
Adjusted regression coefficient AR’ 0.4977
Standard error of estimate SSE 181421.2
Calculated F-statistic F 51.3
Critical F-value I 2.10
CHOW TEST
Restricted pooled data SSER | 181421.2
Unrestricted oiled data SEE; | 148861.6
Joint probability J 9
Degrees of freedom df 396
Calculated F-statistic F 9.624

Source: Author’s own calculation.
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For illustralive reasons, the unrestricted pooled estimations can be obtained via the {ollowing regression

equation:

Yi=p1Gr+ Xy 421G+ B Xo; +73(G1&X )+ B3 X +7a(GiX3) + faXq; +ys(G1X4)+
BsXs5; +ye(Gr1Xs)+ 8D +yq(GiDy)+ 203 +yg{Gi D)+ 83Dy +po(GD3)+ p1;

where the variable G; is a dunmy variable with a value ¢, = 1 for the 1990 pooled observations, and G;
= { for the 1998 observations. We test the equivalence of the per capita income regression functions for
the two periods by testing the J = 9 joint nuil hypothesis Hy: y; = ¥, =... = 9 = 0 against the altcrnative
hypothesis H;. at least one y; £ 0.

This equation was not estimated. Instead, the unrestricted sum ol the squared errors SSEy is
caleulated by adding the sum of the squared residuals from the 1990 and 1998 regression estimations. At
the o = 0.05 critical value the - statistic, 7= 9.624, exceeds the critical vaiue F© =2.10. This measure of
the differences in two variances, leads to the rejection of the null hypothesis that the variances ol two
estimates are the identical. Hence, the alternative hypothesis, ), is accepted that the estimated
coelficients are significantly different from zero. This means that a significant structural change has

oceurred in the regional EU economy as the result of trade liberalisation.

Evaluation of the Estimated Regression Equations

The estimated equations support the concentric circle theory as captured in the CAP model. As
expected, there exists a positive relation between per capita income and population density. We expect
the valuc of this cocfficient 3; to be close Lo unitly to reflect the one-to~-one relationship between per capita
income and population density in accordance with the home market theory that income wili be highest in
regions with the highest population densities. Adjusting the coefficient value, we obtain f; = 0.6,
indicating an unequal proportional increase in per capita income du to a 1% increase in population
density. In 1998, the level and the significance of this variable declines to half its 1990 value due to the
increased strength of the dummy variable that captures the influcnce of the region types, which are
defined on a population density basis.

There exists a negative rclationship hetween per capita income and the urban concentration ratio.
This outcome is contrary to expectations. Fcopomic geography theory informs us that incomes are
highest in rcgions with a large number ol urban arcas, such as the core and adjacent regions. The
outcome, however, suggests that the higher a region’s urban concentration share, the lower will be its
level of per capita income. This outcome can be explained in two ways. First, since the value of a
region’s urhan conceniration sharc did not change between 1990 and 1998, the negative relationship

reflects the large population inflows into cities in core and adjacent regions reducing the levels of per
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capita incomes in the urban areas in these regions. This is not an unreasonable explanation, since the per
capita income variablc measures regional income divided by total population -- young and old, employed
and unemployed. As more families migrate to the cities, the average total level of urban income declines.

Second, the urban concentration measure does not capture urban growth. It simply measures a
region’s share of EU total urban areas. The total number of urban areas may remain constant, but they
must have grown to accommodate growing populations. This argument would be consistent with the
rising average per capita incomes in the core and adjacent regions, as revealed by the stylised facts in
Table 4.1.

The economic variables reflect the relationship between the structure of cmployment and the level
of per capita income. There is an inverse relationship between the level of per capita income and the share
of the labour force employed in agriculture. The more people employed in agriculture, the lower will be
regional per capita income. The sign on the estimated coefficient is as expected and supports the
concentric circle theory. This result is consistent with income determination in the periphery regions.
However, the coefficient value and the level of significance of the agriculture variable has increased in
comparison to 1990, suggesting a stronger influence of agriculiural employment on per capita income
determination. This outcome contradicts the findings in the stylised facts.

‘I'he estimated coefficients for manufacturing employment and service sector employment are
significant and have the expected signs for 1990. In 1998, the coefficient on the manufacturing variable
shows a negative sign and is insignificant. This outcome reflects the declining average share of
manufacturing employment across the EU regions as found in the stylised facts. Contrary (o the evidence
from the stylised facts, however, is the declining coefficient value and level of significance of service
sector cmployment in 1998. ‘T'he resuft from earlier analysis gave strong growth indications of this sector.

The coefficients of the estimated slope dummies for the core, adjacent, and periphery regions
have the correct sigh and are significant in both vears. However, in 1998, these coefficients more than
doubled in size, and their #-values strengthened. The increase in values suggests that the characteristics of
these region types have hecome more significant after trade liberalisation. The Chow test supports the
hypathesis of economic structural change between 1990 and 1998, Furthermore, these cstimates provide
strong initial evidence for the concentric circle theory and the inverse relationship between geographic
location from the core and income determination. The estimations of the coefficient of partial
determination and the predictive values of the regression equations are found in Appendix (4A) of this
chapter.

In summarising, the estimated rcgression equations are initial evideuce in support of the CAP
model and the concendric circle theory. The Chow test provides evidence of regional structural change.
The influence of these changes is also evident in the partial determination coetficients. However, even
though the predictive values of the regression equations are reasonably accurale, they do not capture the

direction of change of the economic variables as found in the stylised facts. Stronger yet, they contradict
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developments in the structure of regional employment by suggesting the movement of labour out of both

the manufacturing and services sectors into the agricultural sector,

4.4 CONCLUSIONS

The demographic and cconomic stylised facts analysis provides sufficient statistical support for
the theoretical developmenis in the literature of the new economic geography theory. The inclusion of an
adjacent region in the CAP model reveals the validity of conceniric circle theory in a regional geographic
model. The stylised facts show the economic geography cffects of trade tiberalisation. Populations have
relocaied 1o predominantly core and adjacent regions. The periphery regions saw an average increase in
their population levels as well. The structure of employment across the EU CAP regions changed, moving
from agriculture and manufacturing into service sector employment. The outcome of trade liberalisation
on per capita income development is evident in the regions types of the CAP model. Per capita income is
highest in the core regions and declines gradually with distance through the adjacent to the periphery
regions. The stylised facts reveal income convergence between the adjacent and periphery regions as
evidence of new economic activity in the periphery regions, mitigating the wholesale export of
unemployment,

The regression equations, however, only capture the positive relationship between region type and
per capila income, supporting the theory that income declines, as production activity is located further
away from the core regions. The estimated coefficients do not support the findings of the stylised fact
with respect to the changing siructure of employment. ‘This suggests that the model should be re-
estimated to include interaction variables to measure the interaction between the quantitative variables
and the effect dummies in the European Union CAP region types, thereby strengthen the findings of the
stylised facts.
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TABLE 4A.1 APPENDIX 4A
REGIONAL POPULATION CHANGES 1990 - 1997
Pop. Pop. Pop.
CORE Change ADJACENT Change PERIPHERY Change
90 -97 90 -97 90 - 97

Brussels C -12|Limburg (B) Al:3 37|Dessau Pl:1 -38
Antwerpen C4:2 40| Vlaams-Brabant A 43|Halle P1:1 -140
Oost-Vlaanderen |C4:3 24|Brabant Wallon Al:l 28| Anatoliki Makedonia, Thraki P2:2 -8
West-Vlaanderen |C4:1 21|Luxembourge (B) Al:l 12| Kentriki Makedonia P1:1 51
Hainaut C4:2 6|Namur Al:l 17|Dytiki Makedonia P3:4 9
Liege C4:1 18| BRANDENBURG A:l -50|Thessalia P2:2 12
Denmark C2:1 148|Giezen Al:4 79|Ipeiros P2:1 32
Stuttgart C2:1 290|MECKLENBURG-Vor. A2:1 -166|Dytiki Ellada P2:2 34
Karlsruhe C2:1 182|Luneburg Al:6 180|Asturias Pl:1 -58
Freiburg C3:1 180|SACHSEN Al:3 -412|Extremadura P3:2 -25
Tubingen C4:1 157|Magdeburg Al:l -20]|Andalucia P1:3 56
Oberbayern Cc2:1 276| THURINGEN Al:l -221|Murcia P2:1 29
Niederbayern C4:3 106|Sterea Ellada A2:1 83|Basse-Normandie Pl:1 31
Oberplatz C3:1 78| Peloponnisos A2:2 65|Franche-Comte P1:1 20
Oberfranken C3:2 58|Galicia Al:2 -195|Pays de la Loire P1:1 126
Mittelfranken Cc2:1 113|Cantabria Al:l -8|Bretagne P1:2 91
Unterfranken C3:3 95|Navarra A2:1 1 |Poitou-Charentes P2:4 38
Schwaben C3:1 143|Rioja A2:1 -6|Limousin P2:1 -7
Berlin C -11{Aragon A3:3 -24|Rhone-Alpes Pl:4 316
Bremen € -6|Castillia-Leon A2:1 -105|Auvergne P2:1 -7
Hamburg C 74|Castillia-La Mancha A3:5 8|Valle d'Aosta P3:1 4
Darmstadt C2:2 212|Comuniaded Valenciana Al:2 20|Calabria P1:3 -81
Kassel C3:1 84|Champagne-Ardenne A2:2 4|Friesland P13 18
Braunschweig C3:1 56|Picardie Al:l 60|Burgenland P3:3 5
Hannover C2:1 116|Haute-Normandie Al:l 50|Steiemark Pl:1 21
Weser-Ems C3:3 232|Centre A2:3 88|Algarve P2:1 7
Dusseldorf C2:5 101|Bourgogne A2:2 16| Vali-Suomi P3:1 -5
Koln C2:2 226 |Nord-Pas-De-Calais Al:2 43|Ita-Suomi P4:4 -10
Munster C2:1 162|Lorraine Al:2 2|Pohjois-Suomi P4:2 11
Detmold C3:1 192|Alsace Al:2 95|Smaaland Med Oearna P3:4 17
Amsberg C2:3 131|Aquitaine Al:l 106| Vaestsverige Pl:1 9
Koblenz C3:1 135|Midi-Pyrenees Al:l 95|Norra Mellansverige P4:3 -14
Trier C4:1 33 |Languedoc-Roussillon Al:2 166|Mellersta Norrland P4:2 -6
Rheinhessen-Pfalz |C2:1 155|Provence-Alpes-Cote d'Azur Al:4 240|OEVRE NORRLAND P4:2 0
Saarland C4:2 9|Piemonte Al:S -66|Lincolnshire Pl:1 28
Schleswig-Holstein [C2:1 171| Trentino-Alto Adige A2:2 34|Cornwall, Devon P1:2 51
Attiki C4:1 -74|Veneto Al:6 76| Dumfr.-Galloway, Strathclyde  |P1:1 -100
Pias Vasco C4:1 -99|Emilia-Romagna Al:8 18|Highlands, Islands
Madrid C -6| Toscana Al:6 -34|Grampian 2
Cataluna C4:1 -103|Umbria A2:2 31 “l . Total Reg
Ceutay Melilla  [C2:2 3|Marche Al:3 18 SR
lle De France (¢ 422|Abruzzo Al:3 8 dard Devia
Ireland C5.1 157 [Molise A2:2 -5 ~ Var
Liguria C4:1 -81|Puglia Al:4 19 Coef. V
Lombardia C3:1 62|Basilicata A2:2 -14 Net Total
Friuli-Venezia GiulijC3:1 -18|Luxembourg Al3 43
Lazio C4:1 59|Groningen Al:3 4
Campania C2:1 -17|Drenthe Al:3 22
Gelderland C4:1 87|Overijssel Al:3 41
Utrecht C 68|Flevoland Al:l 75
Noord-Holland C3:5 104|Zeeland Al:2 13
Zuid-Holland C2:1 132|Noord-Brabant Al:4 123
Limburg (NL) C4:1 33|Niederosterreich A2 56
Wien C 60|Kamten Al:l 15
Norte C3:1 101]Oberosterreich Al:l 45
Lisboa e vale do Tej{C3:1 8|Salzburg Al:l 30
Uusimaa C5:1 42|Tirol Al:l 31
Stockholm C5:1 68| Voralberg Al:l 14
Cleveland, Durham |C4:1 14|Centro (P) Al:3 -12
Northumberland, Ty|C2:1 2|Alentejo A3:4 -26
South Yorkshire C4:1 9|Etela-Suomi A3:7 26

(C) Brand / October 2003
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West Yorkshire C3:1 39|Oestra Mellansverige A3:5 5
Bedfordshire, He >4:1 41 |Sydsverige Al:l 22
Berks., Bucks., OxfqC4:1 82|Cumbria A2:1 0
Surrey, East-West S§C4:1 99{Humberside Al:l 28
Greater London o) 280|North Yorkshire A2:1 12
Avon, Gloucs., WiltdC4:1 89| Derbyshire, Nottinghamshire Al:2 49
West Midlands ( C1 27|Leics., Northamptonshire Al:2 60
Greater Manchester |C1 -16|EAST ANGLIA Al:3 97
Mereyside C1 -24|Essex Al:l 60
Gwent, Mid-S-W GI|C4:2 114|Hampshire, Isle of Wight Al:2 84
Northern-Ireland 28:1 75{Kent Al:l 38
&3 Dorset, Somerset Al:2 49
Hereford-Worcs., Warwicks. Al:2 44
Shropshire, Staffordshire Al:2 37
3 Cheshire Al:l 24
ok Lancashire Al:l 33
Net Total = Clwyd, Dyfed, Gwynedd, Powys
Bord.-centr.-Fife-Loth.-Ta

Source; Authors own research.

(C) Brand / October 2003
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TABLE A 4.2
PARTIAL DETERMINATION COEFFICIENTS

COEFFICIENTS 1990 1998

Per capita income / population density T 0.0297  0.0170
Per capita income / urban concentration - 0.0760  0.0999
Per capita income / agricultural employment s 0.1006  0.1978
Per capita income / manufacturing employment I 0.0421 0.0021
Per capita income / service sector employment 2 e 0.2728  0.0440
Per capita income / core dummy Fpc 0.0773  0.2150
Per capita income / adjacent dummy B 0.0666  0.1823
Per capita income / periphery dummy " 0.0475  0.1660

TABLE A.4.3
ACTUAL AND PREDICTED AVERAGE CAP INCOMES
1990 1998
Actual Predicted | Actual Predicted
Core region 106.7 105.3 | 1163 1144
Adjacent region 89.4 92.6 95.1 95.6
Periphery region 78.9 78.2 80.6 81.0
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APPENDIX (4B)

CHAPTER 4
TABLE 4A.1
TUKEY — KRAMER PROCEDURE
TEST FOR MULTIPLE COMPARISON OF SAMPLE MEANS
1990
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 106.7 Absolute Difference 17.3 Absolute Difference 10.5
Sample Size 72 Standard Error of Difference 2.88 Standard Error of Difference 3.46
Adjacent Critical Range 6.83 Critical Range 8.20
Sample Mean 89.4 Means are different Means are different
Sample Size 79
Periphery Group 1 to Group 3 Comparison Group 2 to Group 4 Comparison
Sample Mean 78.9 Absolute Difference 27.80 Absolute Difference 27.80
Sample Size 39 Standard Error of Difference 3.51 Standard Error of Difference 5.48
Island Periphery Critical Range 8.33 Critical Range 12.98
Sample Mean 61.6 Means are different Means are different
Sample Size 12
MSW 625 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 45.10 Absolute Difference 17.30
Standard Error of Difference 5.51 Standard Error of Difference 5.84
Critical Range 13.06 Critical Range 13.83
Means are different Means are different
1995
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 110.1 Absolute Difference 18.90  Absolute Difference 10.30
Sample Size 72 Standard Error of Difference 2.58 Standard Error of Difference 3.09
Adjacent Critical Range 6.11 Critical Range 7.33
Sample Mean 91.2 Means are different Means are different
Sample Size 79
Periphery Group 1 to Group 3 Comparison Group 2 to Group 4 Comparison
Sample Mean 80.9 Absolute Difference 29.20  Absolute Difference 22.50
Sample Size 39 Standard Error of Difference 3.14  Standard Error of Difference 4.90
Island Periphery Critical Range 7.45 Critical Range 11.61
Sample Mean 68.7 Means are different Means are different
Sample Size 12
MSW 500 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 41.40 Absolute Difference 12.20
Standard Error of Difference 4.93 Standard Error of Difference 5.22
Critical Range 11.68 Critical Range 12.37

Means are different

Means are not different
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1996

Core
Sample Mean  109.9
Sample Size 72

Adjacent
Sample Mean 92.1
Sample Size 79

Periphery
Sample Mean 80.7
Sample Size 39

Island Periphery

Group 1 to Group 2 Comparison

Absolute Difference 17.8
Standard Error of Difference 2.48
Critical Range 5.87

Means are different

Group 1 to Group 3 Comparison

Absolute Difference 29.2
Standard Error of Difference 3.02
Critical Range 7.16

Group 2 to Group 3 Comparison

Absolute Difference 11.4
Standard Error of Difference 2.97
Critical Range 7.05

Means are different

Group 2 to Group 4 Comparison

Absolute Difference 23.3
Standard Error of Difference  4.71
Critical Range 11.2

Sample Mean 68.8 Means are different Means are different
Sample Size 12
MSW 461.8 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 41.1 Absolute Difference 11.9
Standard Error of Difference 4.74 Standard Error of Difference 5.02
Critical Range 11.2 Critical Range 11.9
Means are different Means are different
TUKEY — KRAMER PROCEDURE
TEST FOR MULTIPLE COMPARISON OF SAMPLE MEANS
1997
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 110.1 Absolute Difference 17.6 Absolute Difference
Sample Size 72 Standard Error of Difference  2.47 Standard Error of Difference
Adjacent Critical Range 5.85 Critical Range
Sample Mean 92.5 Means are different Means are different
Sample Size 79
Periphery Group | to Group 3 Comparison Group 2 to Group 4 Comparison

Sample Mean 80.5 Absolute Difference 29.6 Absolute Difference
Sample Size 39 Standard Error of Difference  3.01 Standard Error of Difference
Island Periphery Critical Range 7.13 Critical Range

Sample Mean 68.6 Means are different Means are different
Sample Size 12

MSW 458.4 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 41.5 Absolute Difference

Standard Error of Difference  4.72 Standard Error of Difference

Critical Range

11.2

Means are different

Critical Range

Means are different

Source: Analysis uses data from Table 4.1 — CAP Model Demographic and Economic Statistics. Data used is: ‘CAP Model Average Index

of Regional Per Capita Income (PPS)’.
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CHAPTER 5
INDUSTRY LOCATION, STRUCTURE, AND CONCENTRATION
THE CAP MODEL APPLIED TO SPAIN

5.1 INTRODUCTION

The objective of this chapter is to initiate an analysis into the workings of the endogenous cconomic
mechanisms that comprisc the ‘black box® of the new cconomic geography medel (Baldwin es. al., 2002).
This chapter examines the location and concentration of manufacturing industry in Spain in the context of
the CAP model. In the new economic geography theory (Krugman, 1991b), reductions in {rade bartiers
and transportation costs release forces of agglomeration and dispersion ¢hat result in the endogenous
location of manufacturing industry. Theoretically, agglomeration forces combined with perfect
interregional mobility of labour, results in industry relocation and concentration in the core regions with
the deindusirialisation of the periphery. This represents a divergent outcome with a relative wage and cost
differential in favour of the periphery region (Venables, 1994).

The new theoretical trade literature, however, also embraces theoreticians who argue in favour of a
diversitied outcome and wage convergence between regions. Diversified agglomeration is the result of
general equilibrium effects (Krugman and Venables, 1990), relative wages differentials in favour of the
periphery (Venables, 1994; Krugman and Venables, 1995), the need for input-output linkages under the
assumption of labour immobility (Krugman and Venables, 1996), the imiperfect interregional mobility of
labour (Ludema and Wooton, 1997), regional comparative advantage with perfect fabour mobiligy
{Krugman and Venables, 1990; Forslid and Woolon, 1999), and the transport intensity of products
{Venables and Limao, 2002). These theories are no less important as an cxplanation for international
industrial developiment, than they are in explaining national regional economic development. Empirical
studies have supported these theories at the national EU level, but no studies have been undertaken at the
more disaggregated EU national regional level.

The empirical literature finds that industries requiring a high degree of internal returns to scale will
locate in the core regions, while firms with a low product demand clasticity and high Jevels of
unexploited economics of scale will be more dispersed (Britthart and Torstensson, 1996). Haaland er.
al ,(1999) have found that the localisation of expenditurc in the home market and the need for input-
output structures are determining criteria for industry concentration. Davis and Weinstein (1998; 1999)
find that industries with high economies of scalc located in the core regions are able to satisfy
idiosyncratic (export) demand. Forslid et.al., (1999) find that reductions in trade barriers lead industries
dependent on economies of scale and input~-output linkages lo relocate to the core regions, whilke
industries dependent on the forces of comparative advantage and specialisation lecate in the periphery

regions.
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In a definitive cmpirical study of changes in industty location, ex ante and ex post BU 1992,
Midel{art ef af.,(2000) combines indusiry characteristics with country location, Like Davis and Weinstein
(1999) in their siudy of Japanese prefectures, Midellart ef.al..(2000) find that industrial structures of
central countries are characterised by high returns to scale technology and a highly skilled labour force.
Periphery countries are found to have industries with low returns to scale, low technology, and a less
skilled labour force. Midelfart er.af.,(2000) also combine country characteristics with industry
characteristics to find that central countries with a highly skilled 1abour force and high wages attract high
technology, medium returns to scale, and capital-intensive industries. Periphery countries, on the other
hand, with fow wages attracted industries with low to mcdium returns to scale.

Midelfart et.df., (2000) lind a growing divergence in the production structure of TU countries
indicating greater country specialisation. The marginal decline in concentration of the overall
manufacturing sector and the changing spatial concentration patterns over time, is attributed to the
increased EU manufacturing shares in the Southern Furopean countries. Finally, Midelfart et. «l.,(2000)
found strong empirical results that location of industry across the EU is determined by the interaction of
industry and country characteristics. These results underpin the theory of industry location on the basis of
comparative advantage and new economic geography forces.

The aim of this chapter is to examine the movement of firms (n) and manufacturing labour (1), set in
motion by the forces of EU trade liberalisation (reduction in ice-berg transportation costs, 1), to bring
forth the absolute and/or relative concentration of regional manufacturing, in Spain. The analysis is
conducted at the national regional geographic level in accordance with the framework of the CAP modecl,
instead of the more conventional aggregated national core periphery (CP) model. Regional level analysis
is significant since it allows for an examination of the endogenous forces (black box) of economic
geography on the choice of firm and industry location at the micro-regional levels.

This chapter consists of six sections. Scelion 5.2 provides a brief discussion to explain the choice
of Spain for this analysis, Section 5.3 chronicles the data sources for this analysis. Section 5.4 elucidates
the changes in the regional number of firms and firm location. Section 5.5 provides an analysis of the
relocation of manufacturing employment. Section 5.6 uses Krugman’s (1990a) industry index

measurement to anatyse whether Spanish regional industry structures have converged or diverged.

5.2 INDUSTRY LOCATION IN SPAIN

Spain. is of particular interest for an evaluation of the economic geography effects activated by EU
trade liberalisation for three reasons.

The first reason concerns its classification as an EU geographic peripheryi * region hy Krugman and

Venables (1990), who theoretically examine domestic economic development in Spain by means of a

¥ Krugman and Venables {1990) use the EU index of per capita income as the centrality/periphery criteria.
£ b p ty/periphery
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trade liberalisation model. This model allows agglomerasiion and dispersion forces to interact with the
larger EU geographic core. In that sense, the theoretical economic analysis of the behaviour of economic
agents in Spain -- the manufacturing sector — serves as a behavioural model of economic agents for
southern EU geographic periphery regions that are subject to increased foreign competition, i.e. Portugal,
and Greece. Krugman and Venables (1990) argue that it remains ambiguous whether the pull of the home
market effect of the geographic core will outweigh the competition effect of the geographic periphery.
This study seeks to eliminate that ambiguity.

The sccond reason is that, since trade liberalisation reduces market access costs to transportation
costs, agglomeration and dispersion forces within Spain will ensure the endogenous location and
concentration of manufacturing industry in those Spanish regions whose size and geographical location
provides access to domestic and foreign core regions (Krugmaun, 1991b; Davis and Weinstein, 1999). In
the west, Spanish regions border on Portugal, while in the northeast its regions border on southern France.
The well-developed infrastructure along the northern Mediterranean coast from Spain to Italy provides a
low cost market access route to the EU geographic corc for the geographically located competitive
eastern Spanish regions,

Given the southern geographic location of Spain, its resource endowments, and its relative wage
and cost advantage (Krugman and Venables, 1990; Venables, 1994) versus the EU geographic core,
theory and crapirical evidence would argue that Spain could expect not only to attract industry with low
product demand elasticities and high levels of uncxploited economies of scale (Kragman, 1991b; Haaland
et. ¢l., 1999; Midelfart et. af., 2000), but also industries wishing to take advantage of strong infra-industry
linkages, in regions with an abundance of low cost unskilled labour, to realise their competitive advantage
position (Krugman and Venables, 1995; 1996; Forslid and Wooton, 1999; Forslid, ¢t. af., 1999; Midelfart
et. al., 2000).

These theoretical arguments and empirical findings suggest that EU wide economic integration
would have a significant effect on the regional location of Spanish manufacturing production activity.
The free interregional mobility of the Spanish labour force, combined with low domestic transportation
costs, will [uel home market effects through agglomeration forces (Davis and Weinstein, 1999). Spain’s
geographic periphery status, with its relatively low wages, and abundance of natural resources, will attract
capital investment duc to its relatively higher rate of return versus the geographic core. The competition
cffect leads to higher levels of invesiment 1o acquire economies of scale, resulting in capital stock
accumulation, higher employment levels, higher wages, and a convergent production outcome relative to
the F1J geographic core (Venables, 2000).

The third reason is prompted by the empirical work of Midelfart et. al., (2000), who found that ‘the
spatial distribution of Europcan manufucturing appears to be driven by develepments in Southem
Europe.” The authors find that as Southern Buropcan counirics increascd their share of European

manufacturing, EU manufacturing became more dispersed during the 1980s and 1990s, which contributed
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to the increased spatial clustering of manufacturing, These outcomes suggest a strong geographic
competition effect in Spain that outweighs the agglomeration effect of the geographic core. The findings
also support the self-sufficiency theory of Venables and limao (2002) based on a country’s location,
endowment of primary factors of production, commeodity characteristics of transportation intensity, and

factor endowments.

5.3 DATA SOURCES AND DATA ORGANISATION

"The sources of industty data used in Chapters 5 and 6 of this study arc as follows; Eurostat (1993),
The Structure and Activity of Indusiry; Data by Regions 1988/89, Theme 4, Energy and Industry; Eurostat
(1999), Industry, Trade, and Services, Theme 4, SBS — Structural Business Statistics (Industry,
Construction, Trade, and Services), and Eurostat (1999, 2000, and 2001), Regions: Statistical Yearbook.
The study examines 23 industry branches per region at the NACE 2 digit level. The indusirial sectors and
their industry branches are listed in Appendix 5A, Table 5A.1, at the end of this chapter.

The following data is available for each industry branch i per region j: number of units (firms) in
the industry, #; namber of persons employed, 7; gross wages and salaries, w; and, total of investments, X
This data aflows the calculation of the following variables across rcgions; average number of employees
per firm, L/n; average gross investment per [irm, K/r; average gross investment per employee, K/7L;
average wage per employee, w/L; and, average wage costs per firm, w/n.

The industry structure in Spain is subdivided into the sectors Energy, Extraction and Processing,
Engineering, and Other Manufacturing as found in the Burostat (1993) publication, The Structure and
Activiiy of Industry; Data by Regions 1988/89, Theme 4, Energy and Industry. The sector Energy consists
of the public utility companics, and the extraction and processing of energy materials. The scctor
Exfraction and Processing is composed of indusiries that extract and transform non-encergy-producing
muterials. The sector Engineering consists of metal manufscturing indusiries as well as mechanical,
electrical and instruments cnginecring. It represents the supplier firms of intermediate products and forms
the source for economies of scale through backward linkages for final goods producers. Finally, the scetor
Other Manufacturing includes the final goods supplier industrics, and creates forward linkages for the

intermediate goods producers.
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5.4 REGIONAL CHANGES IN THE. NUMBER OF FIRMS, (2).

In the new economic geography theory trade liberalisation brings about an endogenous relocation
of tfirms and industries {(Krugman, 1991b) to larger markets where other industries have located betore
them {Venables, 1994). Empirical research at the country fevel (Briilhart and Torstcnsson, 1996; Forslid
ct. al., 1999; Midelfart et. al, 2000) and at the regional level (Davis and Weinstein, 1999) has
corroborated these theories.

The new cconomic geography theory of industry location can he applied to the micro-regional
framework of the CAP model. In this modcl, trade liberalisation would be expected to increase the
number of new {irms and/or industries in the core agglomerates where firms in similar industries already
exist (Krugman, 1991b; Venables, 1994; Krugman and Venables, 1996). The core agglomerates in Spain
arc the regions of Pias Vasco, Madrid, and Catatuna, Each of these core regions is accompanied by a set
of adjacent and periphery regions. This allows us to define a CAP cluster as a care region with onc or
more adjacent and periphery regions.

This section examines three issues concerning the entry of new firms. One, which region types
experienced the largest increase in new firms? Two, how are the new firms distributed over the regions in
the CAP clusters? Three, how are the new firms distributed sectorally in the CAP clusters? These
questions are relevant because they address the initial cutcomes of trade liberalisation on firm n
behaviour, relocation and industry growth (Krugman, 1991b). Furthermore, it will reveal the clostering
behaviour of intermediate and final goods producers in a commen region or adjoining regions, thereby
affccting regional industry composition (Krugman and Venables, 1996).

The question of which region types experienced the largest increase in the location of new [irms is
of interest since it reveals the endogenous outcome of regional industry location through agglomeration
and dispersion forees. The effect of trade cost reductions on firm relocation in the CAP clusters™ is
revealed by the data in Table 5.1. The net growth of industries in the core regions is positive for Cataluna
and Madrid, and negative for the core region of Pias Vasco. However, the three cote regions show an
absolute increase in new firms in the four industry sectors, with the exception of the Energy sector in Pias
Vasco. The positive growth of new firms in the core regions of Cataluna (# = 12,840) and Madrid (n =
6,578) is accompanicd by significant increases in their total populations, and hence manufacturing
employment™, indicating strong agglomeration effects in the corc agglomerates (Krugman’s (1991b). in

the core agglomerate of Pias Vasco the growth in the number of new firms (r = 1,593) is significantly

5 The CAP cluster of Cataluna, in the east, experienced the largest increase in the number of firms in all four industrial sectors.
The 22,510 new firms in this cluster represent 58% of all new firms in Spain. In the CAP cluster of Madrid, 10,837 new firms
were established, which represents 28% of the total. In the CAP cluster of Pias Vasco, there were 3,766 new firms or 10% of the
total. Finally, the Island Periphery regions experienced an increase of 5%, which transtates into 1,920 new establishments. All
tlree of the CAP clusters reveal an inciease in the number of firms in their core regions, as well as in their adjacent and periphery
regions.

38 See Chapter 4, Table 4.8
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less than the other two agglomerates. The core agglomerates together experienced an increase of 21,011
new firms.

Within each of the CAP clusters, all of the adjacent regions experienced a significant growth in
the number of new firms across all industry sectors. The most significant increase occurred in the
adjacent region of Communidad Valencia (# = 8,734) that borders on the core region of Cataluna in the
cast, followed by the adjacent regions (» = 1,700) surrounding the core region of Pias Vasco in the west,
and (# = 1,416) in the adjacent regions of Madrid. The border region of Galicia, an ex ante EU 1992
periphery region in the west, reclassified ex post as an adjacent region, experienced a significant increasc
in'new firm establishments in all four industry sectors. The adjacent regions combined cxperienced an
increase of 11,850 new firms. The periphery regions experienced an increase of 4,252 new firms.

This outcome suggests agglomeration forces dominate in the core regions, with the competition
effect dispersing (irms to the adjacent and periphery regions. It verifies the concentric circle theory of the
CAP model that industry concentration declines with distance from the core (Von Thimen, 1823). The
three CAP clusters represent a diversified agglomeration production structure (Krugman and Venables,
1996) or what Krugman (1991a) has called a multi-agglomerate production structuce.

The second question focuses on how the new firms are distributed over (he regions in the CAP
clusters? This question is significant in determining whether similar industry sectors consistently locate
similar region types (Midelfart et.a/., 2000). If so, then there is a correlation between industry and region
characteristics that fuel this distribution. The regional distributions of new firms within the relevant CAP
clusters, over the period 1989 to 1997, are shown in Table 5.2, This analysis does not consider initial
concentration (clusters) levels of firms in the regions. The data simply presents a distribution of new

firms over thc CAP clusters.

TABLE 5.2
THE REGIONAL DISTRIBUTION OF NEW FIRMS WITHIN THE CAP CT.USTERS
CAP 1 CAP2 : CAP 3 IPR
C A P C A D C A P | Can_ Bal
Energy 833 167 | 727 91 1R2 | 02 9B2 1.6 382 418
Exiraction & Processing  23.3 628 133 | 361 159 480 | 573 360 66 682 318
Enginecring 63.0 253 117 | 625 134 240 | 721 228 51| 74 206
Other Manufacturing 225 o641 1341679 119 201 | 556 41.0 34| 379 62.1

CAP 1 = Pigs Vasce; CAP 2 = Muadrid; CAP 3 = Cataluna, Can = Canarias; and Bal = Baleares
Source: Author’s own calculations.

Tn general, the regional distribution of firms within the CAP clusters is not uniform. There is no
observable consistent pattern across the industry sectors of new firms being atiracted to the core regions.
Only the industry sector Engineering reveals a congistent pattern of new firms establishing themselves in
the core regions. These industries include: basic metal produets, fabricated metal products, machinery
cquipment, office machinery and computers, electrical machinery and apparatus, medical precision
instruments, motors and trailers, and other trunsporis. Each CAP cluster shows a different pattern. The

location choice by these firms could be attributed to; a) the desire to “cluster” with other firms in the
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industry and, b) the particular industry characteristics of these [irms, ¢) a particular characteristic of the
region. Most of these industries have been found to show strong economic geography effects, relying on
increasing returns 10 scale and favouring home market locations (Davis and Weinstein, 1999).

In the CAP cluster of Pias Vasco, there is a proportionately higher distribution of firms to the
adjacent regions while in the CAP cluster of Madrid there iz a relatively higher distribution to the
periphery”’ (n = 2,843) than the adjacent regions. I'he CAP ecluster of Cataluna also shows a high
distribution of firms to the adjacent regions, in particular the adjacent region of Commanded Valencia.
More importantly, however, the data shows that lirms in similar industrial sectors will locate in anyone of
the three region types. This seems to suggesi that region characleristics are less important than the
characteristics of existing industries. The data appears to suggest no correlation between industry and
region characteristics {Midelfart et. al, 2000).

The distribution paiterns of the new entrants may be due to initial ‘high’ or ‘low’ regional
industry shares (Krugman and Venable, 1996; Midelfart ez «f, 2000). Initial ‘high’ or ‘low’ rcgion
industry shares have heen calculated and are listed in Appendix 5A, Table 5A.2, of this chapter. It is
evident from these caleulations, and their changes between 1997 and 1989, that that the core region of
Cataluna and its adjacent region of Communidad Valencia, in general, have the relative highest levels of
similar industry shares in Spain. The data in Table 5.2 reveals that more than 90% of new firms in the
CAP cluster, Cataluna, locate in the core agglomerate and its adjacent regions. The choice of region type
by these firms could be motivated by the need for intra and inter-industry linkages, as argued by Paelinck
and Nijkamp (1975), and proven hy Midelfart ef. @/, (2000}, whosc rescarch finds the need for strong
forward and backward linkage between certain industries. This outcome, once again, indicates that the
horac market cffect, the competition cffect, and cumulative causation influences firm’s location decisions
(Krugman, 1991b; Venables, 1994). The adjacent region, in accordance with its definition®®, appears to be
serving its geographic function for the core agglomerate according to concentric circle theory, creating
potentiaily strong intersectoral and interregional economic refationships between region types (Paelinck
and Nijkamp, 1975).

The third question concerns the sectoral distribution of new firms within the CAP clusters. Do
intermediate and final goods industrics cluster, as Krugman and Venables (1996) have argued, in a
common region to reap pecuniary agglomerate advantages through external and internal returns to scale?

Insight into this question is gained from the information in Table 5.3 below. First, the data reveals a

7 The two periphery regions are Extremadura and Andalucia. Extremadura is an inland border region with Porlugal
geographically located on a radius between the core regions of Madrid and Lisbou and scrves as a trade conduit from Portugal to
eastern Spain. Andalucia is a southern coastal periphery region. It has three urban areas whose population densities are larger
than 100 but less 500 people per square kilometre, Tt has the largest relative number of urban areas and total population of the
Spanish regions.

58 Ror the definition of an adjacent region sec Section 3.2.4 of this dissertation under Contiguous Region.
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concentration of new firms in the Energy sector in the cluster of Cataluna. Second, both Madrid and

Cataluna have an approximate equal increase in the sectors Engineering and Other Manufacturing.

TABLE 5.3

THE DISTRIBUTION OF FIRMS IN INDUSTRIAL SECTORS WITHIN THE CAP CLUSTERS
CAP 1 CAP2 CAP3 IPH

PIAS VASCO MADRID CATALUNA CAN/BAL
Energy 0.2 0.2 5.7 3.7
Extraction and Processing 15.7 17.9 12.9 82
Engineering 48.4 294 26.5 47.2
Other Manufacturing 35.7 52.5 54.9 38.9

Source: Author’s own calculations

Third, the most notable aspect of these calculations is the substantial change (48.4%) in the
Engineering sector in the CAP cluster of Pias Vasco. Industry development in the CAP cluster of Pias
Vasco is starting from initial ‘low’ industry shares. The Extraction and Processing sector showed a
comparable rate of change to that of Madrid. However, the Engineering sector experienced the relative
largest entry of new firms of the three CAP clusters. Combined, these two industrial sectors suggest a
growth of upstream industries, thereby creating an economic climate for potential agglomeration forces in
this CAP cluster (Krugman and Venable, 1996).

Fourth, and most important, the outcomes in Table 5.3 also reveal almost equal growth
proportionality between the industry sectors Engineering and Other Manufacturing in the CAP cluster
Pias Vasco and the island periphery regions, providing an 80% average of new firms. In the CAP clusters
Madrid and Cataluna the two sectors show equal growth proportionalities between the sectors providing
an 81% average of the new firms in the respective clusters. This outcome again underscores what
Krugman and Venables (1996) have argued, that upstream and downstream industries with mutual
interdependencies have a tendency to cluster. Mutual industry interdependence means intra and inter-
industry linkages, which conforms to the definition of an industry complex (Paelinck and Nijkamp, 1975;
Meyers, 1983). The data in Table 5.3, provide further evidence of dispersed agglomeration in Spain, as
does the regional industry share data found in Table 5A.2

The analysis of changes industry numbers, (»), has revealed that agglomeration forces compelled
the largest number of new firms to locate in the core agglomerates. The competition force dispersed the
remaining firms to the adjacent and periphery regions. The reason for the distribution of firms to specific
regions needs to be found in the characteristics of both the firms and the regions in which they located.
There appears to be a strong location relationship between upstream and downstream industries
suggesting mutual interdependencies in the form of intra and/or inter-industry linkages.

These preliminary results show the advantage of using the CAP model for regional economic
geography analysis over the CP model. The CP model only allows industry relocation to either a national
core or national periphery (Krugman, 1991b). This observation is made crystal clear by the empirical
work of Forslid et.al., (1999), evidence of which is diagrammatically presented in Figures 2.8 and 2.9, in
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Chapter 2 of this dissertation. The CAP model allows firm location t¢ a seamless contiguous ‘“in-between’

region conform von Thithen’s (1823} concentric circle theory.

55  MANUFACTURING EMPLOYMENT, (L}

The empirical analysis of the previous scction revealed the significant entry of new firms (1) in
the CAP clusters in response to EU trade liberalisation. The outcame of the previous section showed the
largest number of new firms located in core agglomeraies, there is po uniform distribution of firms over
the region types in the CAP clusters, similar firms locate in all region types, and intermediate and final
goods industries locate in common regions. The new economic geography theory argues that labour (£) is
interregionally mobile and will migratc 1o regions in scarch of higher wages (Krugman, 1991b). The
restructoring of Spanish industry, post EU 1992, resulted in the exit of firms and the entry of new firms.
The exit of firms led to regional unemployment and an excess labour supply, while the entry of new firms
increased the demand for labour. The data perluining to regional changes in manufacturing employment
are found in Appendix 5A, Table 5A.3.

This section examines the effects on manufacturing employment of the restructuring of Spanish
industry. It seeks to answer the following questions. First, in which industrial sectors did the
rationalization of production generate the largest loss of manufacturing employment? Second, in which
industrial sectors and industry branches were new employment opportunities created? Third, is there a
rclationship between the entry of new firms into industry branches and the crcation of new employment

opportunities? Fourth, how have regional industry siructures changed due to greater trade liberalisation?

5.5.1 Employment Relocation”

Tabour force relocation is revealed through changes in employment positions — losses and
creations. We are interesied in answering the question, ‘In which industrial sectors did the rationalization
of production generate the largest loss of manufacturing employment?” Total employment losses can be
analysed per industry sector and per CAP cluster. The data reveals a nef outflow of labour from the
Encrgy and Other Manufacturing sectors, while the Extraction and Processing, and Engineering sectors
show a met increase in employment creation. An examination of the CAP clusters in Table 5.4 reveals the

geographic relocation of manufacturing employment.

% Yhe term “Joss® refers to a loss of manufacturing positions in indusity branches in particular regions. The term ‘new’ tefors to
new employment opportunities in industry branches in other regions within the CAP cluster, For example, from Table 5A.3, the
CAP cluster of Pias Vasco experienced a loss 27,113 jobs in the Energy sector, while 498 new jobs were created in this sector but
in different regions within the cluster, In this particular cluster the new jobs were crealed in the adjacent region of La Rioja. ln
the CAP cluster of Madrid, 5,791 s#ew jobs were created in the core region of Madrid, 250 in the adjacent region of Castilla .a
Mancha, and 302 in the periphery region of Andalucia. In the CAP cluster of Cataluna, 43 s#ew manufacturing jobs were created
in the Bnergy sector in the core region of Cataluna.
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TABLE 5.4
RELOCATION OF MANUFACTURING EMPLOYMENT
CAP 1 CAP 2 CAP3 IPR TOTAL
LOSS  NEW LOsS NEW LOSS NEW Loss  NEW LOSS NEW
Energy -27113 498 | -14557 6343 -12407 51 -1995 -56072 6892
Extraction and Proces. -8845 6673 | -10618 12746 -2035 36059 -323 1532 -21821 57010
Engineering -34064 35005 | -22380 54606 -18231 75484 -3187 4682 -77862 169777
Other Manufacturing -42616 14895 | -45422 34563 -73750 95026 -9192 8251 | -170980 152735
Totals -112638 57071 | -92977 108258 | -106423 206620 | -14697 14465 | -326735 386414
(b)
(%) (%) (%) (%) (%)
Energy 24.1 09 15.7 59 1.7 0.02 13.6 17.2 1.8
Extraction and Proces. 79 1.7 11.4 11.8 1.9 17.5 220 10.6 6.7 14.8
Engineering 30.2 61.3 24.1 504 17.1 36.5 21.7 324 238 439
Other Manufacturing 37.8 26.1 48.9 31.9 69.3 46.0 62.5 57.0 52.3 39.5
Engineerig + 0.Man 68.1 87.4 729 82.4 86.4 82.5 84.2 89.4 76.2 83.5

Source: Author’s own calculations form the data in Table 5.5. CAP 1 = Pias Vasco, CAP 2 = Madrid, CAP 3 = Cataluna, and
IPR = island periphery regions. Engineering + O.Man = refer to the industries that can be ‘footloose’.

The largest loss of manufacturing employment occurred in the CAP cluster of Pias Vasco (CAP
1). This cluster experienced a net /oss of manufacturing employment that relocated to the CAP clusters of
Madrid (CAP 2) and Cataluna (CAP 3), both of which experienced a net increase in manufacturing
employment. The island periphery regions (IPR) of Canarias and Baleares also experienced a slight net
outflow of manufacturing labour.

The distribution of employment over the industrial sectors within the CAP clusters reveals some
interesting developments. Both the Energy and Other Manufacturing sectors experienced an outflow of
manufacturing employment. The loss of employment in the Energy sector is consistently higher than the
share of new jobs created in this industry for all three CAP clusters. The same trend is evident in the
sector Other Manufacturing where the loss of manufacturing employment exceeds the shares of the newly
created employment positions. This suggests a net outflow of labour from this industrial sector in the
three CAP clusters.

Since there was a net creation of new jobs between 1989 and 1997, we assume that this excess
manufacturing labour has been reabsorbed through the creation of new jobs in the Extraction and
Processing and Engineering sectors.”’ In both industrial sectors, industry size increased in all CAP
clusters. The share of newly created jobs in this sector more than doubled in all clusters, except in the
island periphery regions. It appears that the Extraction and Processing — and especially the Engineering
sector — experienced an increase in manufacturing employment. The employment relocation evidence
across the CAP clusters reinforces an earlier tentative conclusion of multi-agglomerate production
structures in Spain in and around core regions. More significant, however, are the two industry sectors to
which employment is relocating. The growth of the intermediate supplier industries, Extraction and
Processing and Engineering, means a growth in their concentration and levels of production (as suggested

in the empirical research of Midelfart et. al., 2000) and the enhanced development of internal and external

% This assumption is based on the theory of imperfect international labour mobility (Ludema and Wooton, 1997)
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economies of scale (Krugman and Venables, 1996). This leads to the question, “In which region-types are

employment opportunities in these industries increasing?”

5.5.2 CAP Cluster Redistribution of Employment
The distribution of the newly created employment positions within each CAP cluster is presented
in Table 5.5 below.

TABLE 5.5
REGIONAL DISTRIBUTION OF NEW EMPLOYMENT POSITIONS
CAP 1 CAP 2 CAP 3 IPR

C A P 2 A P C A P Can  Bal.
Energy 100.0 91.3 39 48 | 843 157
Extraction and Processing 100.0 259 338 403 | 51.1 422 6.7 | 566 434
Engineering 29.9 594 107 | 503 202 295|646 306 48| 562 438
Other Manufacturing 1.5 826 159|613 276 11.1 |439 507 53| 482 518

Source: Author’s own calculations. CAP 1 = Pias Vasco, CAP 2 = Madrid, CAP 3 = Cataluna, and
IPR = island periphery regions.

In the CAP cluster Pias Vasco relocation of employment in the Extraction and Processing industry
occurred across all three region types, but primarily to the four adjacent regions with the largest increase
occurring in Galicia. The Engineering sector also exhibited a dispersion of new employment over all
three-region types, with the highest share in the adjacent regions. Although the sector Other
Manufacturing experienced a net decline in new job creation, the employment opportunities that were
created are concentrated in the adjacent regions with some relocation to the periphery region of Asturias.

In the periphery region, the Engineering sector benefited from the creation of 3,739 new jobs —
primarily in the industry branches fabricated metal products, and machinery equipment. In the Other
Manufacturing sector, the same periphery region enjoyed the creation of 2,368 new jobs — primarily in
food beverage and tobacco, and the paper and paper products industries. For the periphery region of
Asturias the developments in these two industry branches represents the role of the competition effect
(Krugman, 1991b), possible creation of new forward and backward linkages (Venables, 1994), and
capital accumulation starting from ‘low’ initial levels to achieve economies of scale in production
(Krugman and Venables, 1996).

In the CAP cluster Madrid, only 25.9% of new employment opportunities in the Extraction and
Processing sector were located in the core region of Madrid. The remaining 74.1% was distributed almost
equally over the adjacent and periphery regions, with almost the entire 40.3% being located in the
periphery region of Andalucia, in the industry branch non-metallic. In the Engineering sector, half (50%)
of new employment opportunities occurred in the core region of Madrid, the home market (Davis and
Weinstein, 1999), while 20.2% located to the two adjacent regions. It is significant that 29.5% of new
employment opportunities in Engineering were located in the periphery regions, reflecting the strong
competition effect. Finally, the core and the adjacent regions of Madrid were the primary beneficiaries of

new employment opportunities in the Other Manufacturing sector.
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In the CAP cluster of Cataluna, the relocation of employment and the ereation of new jobs
occurred predominantly in the core and its adjacent regions. The 84.3% increase in the Energy sector
reflects the creation of new jobs in the coke refinery and nuclear energy branch in the core region of
Cataluna. In the Extraction and Processing sector, new employment opportunities were created almost
equally between the core region Cataluna (51.1%) and the adjacent region of Communidad Valencia
(42.2%). The periphery region of Murcia experienced an increase of 6.7%.

In the Engincering sector, the core region of Cataluna enjoyed a substantial relocation of
employment and entry of firms in the intermediate goods producing industries in which the region
enjoyed historical high ‘initial’ industry shares (Krugman and Venables, 1996). This is clear cvidence of
the clustering of intermediate goods producing industries and the cumulative causation process of
agglomeration (Venables, 1994). Cataluna’s two adjacent regions also experienced a combined increase
of 30.6% new jobs in the Engineering sector, with the largest increase of 15,814 new jobs occurred in the
adjacent region of Commanded Valencia, and the remaining 7,200 going to Aragon. This dispersion of
Engineering employment to the two adjacent regions around the core region of Cataluna, suggests the
possible strong need for infrg-industry linkages (Krugman and Venables, 1995), It is also clear evidence
of the working of the competition effect (Krugman, 1991b) in the CAP cluster of Cataluna.

In the Other Manufacturing sector, the increase in new employment creation is relatively more
intense in the adjacent regions than in the corc. In the core region of Cataluna 41,733 new employment
positions were created as opposed to the 48,217 in the adjacent regions. Of the approximate 46,000 new
jobs created in Commanded Valencia, 34,900 occurred in the industry branch leather and leather
products, giving the region a high share in that industry. The periphery region of Murcia also experienced
a substantial incrcase of employment in the industry branches: -- leather and leather goods (1,897), (ond
beverage and tobacco (1,774), and paper and paper produets (1,039).

Finally, there was an equai-proportionate increase in the shares of manufacturing employment in
the Extraction and Processing, and Engineering sectors in the island periphery regions of Canarias and
Baleares. The increased employment in the sector Other Manufacturing in these i‘egions was primarily
due to the relocation of labour to the food beverage and tobacco industry in Canarias, and to the leather
and Jeather products industry in Baleares,

The analysis of employmeni redistribution allows us ta answer the question, “In which region-
types are cmployment opportunities in the Fxtraction and Processing, and Engineering sectors
increasing?’ In the CAP cluster of Pias Vasco these industries have located primarily in the adjacent
regions. In the CAP ciuster of Madrid, these industries seem to have concentrated in the core region of
Madrid with dispersion to the adjacent and periphery regions. In the CAP cluster of Cataluna, these
industries have located primarily in the core region with strong dispersion to the adjacent regions.

As previously observed in the industry analysis, new firms (») in the supplier and final goods

industries appear to cluster in similar regions. The growth of employment (L) in the Exiraction and
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Processing, and Engineering sectors in the adjacent region of Pias Vasco is accompanied by a strong
growth in employment in the Other Manufacturing sector. A similar trend is evidenced in the CAP
clusters of Madrid and Cataluna, as well as the island periphery regions. As mentioned in the previous
section, new upstream and downstream industries appear to cluster in all region types, although not
equally. Manufacturing labour migrates to where new firms are locating thereby. contributing (o the

recomposition of regional industry employment structures {Krugman and Venables, 1996).

5.5.3 Regional Industry Shares, Employment, and Economic Districts

This section answers the question: ‘Is there a relationship between the entry of new firms into
industry branches and the creation of new employment opportunities?” There are regions that lost
industry share, but experienced an increase in employment. The relation between industry share, labour
demand, and new employment is illustrated in Table 5.6 that shows the industry branches and regions that
have enjoyed an increasc in manufacturing employment.

All regional industry that experienced increased shares ave identified by the symbol L (low), H
(high), and C (rclatively high shares), tespectively. The establishment of new firms in a rcgion is
represented by the symbol N. Regional industries that experienced a reduction in shares but an increased
demand for labour have no symbols. For example, the adjacent region of La Rioja experienced an
increascd demand for labour in the industry branches electricity gas and steam, and in the purification und
distribution of water. even though the number of firms in thesc indusity branches declined. Regional
manufacturing employment is also present in those industry branches that do not have an employment
figure. Employment declined in these regional industry branches.

The industry share and employment data in Table 5.6 provides tangible evidence of increased
industry conceniration through clustering, and cumulative causation (Venables, 1994; Krugman and
Venables, 1996). The Extraction and Proccssing scctor and the Engiloeering sector, show increased
concentration in regions with initial ‘low” and ‘high’ shares in industry sectors. The strongest effects are
evidenced in the CAP cluster of Cataluna, in the core and its two adjacent regions. Industrial clustering
occurred in industries with initial high shares (H), and in industries with exiremely high shares (C). The
same clustering force is evident in the CAD clusters of Madrid, not only in the core agglomerate, but also
in the periphery region of Andalucia.

The effect of trade liberalisation on a border periphery region is underscored in by the strong
cumulative causation cutcome in the ex gnte border periphery region of Galicia in the CAP cluster of Pias
Vasco. This CAT cluster also has the largest number of industries starting from ‘low” initial levels in both
industrial sectors. There is significant employment creation in the regions of this CAP cluster where
industries experienced a decline in their numbers, such as in the core region of Pias Vaseo and the
adjacent region of Galicia. This outcome suggests merger and consolidation activities of firms in the

Engineering sector desiring to achicve economies of scale in production.
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Krugman and Vcnables (1996) have argucd that upstream and downstream industries will cluster
in common locations to achieve external and internal economies of scale. Final goods producers will
locate in the region that has a large base of intermediate goods producers, and vice versa. ‘A [region] with
a strong initial position in some industry [sector] may find itself with an advantage thal cumulates over
time.” The initial evidence in sapport of this theory was found in the sectoral distribution of new fums
within the CAP clusters. The current data illustrates these dynamics in five Spanish regions where
intermediate and final goods producers have found a common location. The border region of Galicia
shows strong growth of both the Engineering and the Other Manufacturing sectors. In the CAT clusier of
Madrid these dynamics are apparent in the core agglomerate as well as the adjacent region of Castilla La
Mancha. The same is true for the core agglomerate of Cataluna and its adjacent region of Communidad
Valencia.

The clustering of firms in similar industries, in the core agglomerates and their adjacent regions,
suggest that industrial structures transgress the boundarics of administrative regions thereby creating
economic regions with strong intra and inter-industry dependencies, as regional economists have argued
(Paclinck and Nijkamp, 1975). These authors have noted that an adjacent region is an administrative
region with intersectoral and interregional inpui-output linkages to the core region. These observations
arc supported by Lissch (1954) who writes that input-output structures are not by definition necessarily
confined to one administrative region, but because ol cconomic linkages, can extend beyond the borders
of an administrative region to an adjacent region. Krugman (1991a) supports the regional economists’
analysis. Feonomic structures may not simply be conlined to an administrative region. Intersectoral and
interregional linkages determine the size of economic input-output structures, and thus the extent of
ceonomies of scale. Krugman (1991a) states, ‘There is no reason 1o suppose that politicul boundarics
define the relevant unit over which...external economies apply.” The evidence seems to suggest that core
and adjacent regions are creating economic districts within the respective CAP clusters, Adjacent regions
seem to be development regions allowing the seamiess expansion of industrial structutes,

The answer o the question, of there being a relationship between the entry of ncw firms into
industry branches and the creation of ncw cmployment opportunitics, appears to be positive. The
empirical evidence leads to the conclusion that trade liberalisation has stimulated the employment growth
within the cconomic districts of the CAP clusters. This is particularly evident in the adjacent regions of
the core agglomerates Madrid and Cataluna. A similar conclusion can be drawn for the CAP cluster Pias
Vasco where capital accumulation is in its developments phase. In the CAP clusters™ .cven industries in

regions that experienced no industry growth exhibited increased demand for manufacturing labour

% Seg Table 5.8 for examples of the increases in manolacturing emptoyment (£) in regional industries experiencing no new firm
locations such as industries in the Engineering sector in Pias Vasco, or the Encrgy and Extraction and Processing sector in the
adjacent region La Rioja.
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indicating the spatial strength of the competition effect in generating new product and employment
demand in existing industries

‘The above conclusion is further supportcd by the characteristics of many of the industries
involved in the growth process in Spain. Davis and Weinstein (1999) find strong economic geography
effects of firms in the Engineering sector in the core agglomerates. Forslid ez, al., (1999) have found that
industries in the Extraction and Processing, as well as in the Engineering sector are dependent on
intermediate inputs and require high economies of scale.® Further empirical evidence for this conclusion
is found in Midelfart er.al., (2000) where the coefficients on interaction variables show that high tech
indusiries locate in or near the core agglomerate becawvse of their need for strong forward and backward
linkages.* Similar conclusions are drawn by Honriksen efal, (2001) in a cross-counity study of
Germany, France, ltaly and the UK for specific industry branches in the Engineering scelor. These issues
need o be verified in a subsequent section ol this thesis.

The preliminary outcome of employment relocation analysis is that manufacturing labour
migrated not only to regions where new firms werc being cstablished, but also 1o those regions where
existing industries expericnced high product demand. Economic geography effects seem to be encouraged
by low internal domestic trade costs and a mobile interregional and intersectoral labour force that
reinforced the home market and competition effects (Davis and Weinstein, 1999). Trade liberalisation
resulted in an apparent recomposition of industrial structures in the agglomerates of the CAP clusters
(Krugman and Venables, 1996).

The tentative results of industry (#) and manufacturing labour (L) analysis support theoreticai
‘black box’ dynamics of the endogenous location of industry. However, the analysis a/so accentuates the
analytical value and significance of the framework of the CAP model® in a number of ways; a) it clearly
delines lhe geographic boundary and the size of core agglomerates; b} it illustrates the working of the
concentric circle theory ihat provides an uninterrupted geographic continuum of contiguous regions
avound the core; ¢} it facilitates the examination of the geographic location aspocts of industry
concentration and/or dispersion; d) it allows for the identification of regions with initial ‘high® and ‘low’
shares of industry concentration; and ¢) it identifies the CAP clusters as measures of centrality revealing
multi-agglomerate production outcomes.

The analysis has revealed a relocation of firms and manufacturing employment within the CAP
clusters, primarily in the core and adjacent regions. It is evident that Spain is characterised by a multi-

agglomerate production structure. It is also apparent that there has been a change in the composition of

% Torslid et. al., {1999). See Chapter 2, Appendix 213, Table 2B.1.

5% They also find that Spanish industry has a need for relatively higher returns to scale and higher technology levels that the
southern EU countries of Porlugal and Greece.

% The framework of the CAP model differs ffom the Venables and Limao (2002) model in that the authors assumed
disconnected zones of industry location, and the immobility of labour. The essence of their theory is applicable to the CAP
model, such as region and commodity characteristics.
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industry structures within the CAP clusters. We now turn to the fourth question, ‘How havc rcgional
industry structures changed due to greater trade liberalisation?” We examinc the composition of regional
production structures to assess whether there has been a convergence or divergence in industry structures

within and between CAP agglomeratcs and adjacent regions.

5.6 REGIONAL INDUSTRY STRUCTURES

The theoretical and empirical literature has relegated Spain to the EU geographic periphery
according to the relative per capita income criteria (Krugman and Venables, 1990). Spain is a geographic
area, in the southern the EU, which is composed of eighteen diverse regions, possessing a common
culiure, and language. Labour is mobile between industry sectors and regions. Spain has three continental
core or agglomerate regions, which are of interest, since they represent independent agglomerates and
therefore, a polycentric or multi-agglomerate production siructure. The CAP model permits an economic
geographic structure to be imposed on the regions. This facilitates the examination of the interregional
structural economic relationships, and the evolution of these interdependencies, through the forces of
agglomeration and dispersion unleashed by trade liberalisation.

This study posits, that historical economic development has determined the location of
manufacturing activities in Spain, before it entered the U Customs Union in 1986. This assumption is
supported by the initial empirical analysis of regional industry shares.®” Manufacturing activitics are
dispersed, albeit unequally, throughout the regions of Spain. The cost of domestic interregional market
access, to manufacturing, is the transportation cost of traversing geographic distance, given an
underdeveloped infrastructure. However, bartiers to trade, for industries exporting to foreign markets,
compound this cost. EU 1992 reduced tradc barriers and provided reconstruction funds to improve the
domestic infrastructure (EC Structural Funds (1996). In tandem, these two economic policy measurcs
substantially reduced manufacturing trade costs, and signiticantly modified the competitive playing field.

In light of these developments, this section cxamines the effects of trade liberalisation on the
composition of industry structures in the Spanish regions before, und after EUJ 1992. Towards this end,
Krugman’s (1991a) ‘similarity / diversity index’ is employed to assess these effects. The analysis is
particularly valuable, since the industry index for 1989 and 1997, will facilitatc an appraisal of the extent

to which regional industry structures in the CAP clusters have converged or diverged over time.

5.6.1 Analysis of Regional Industry Structure: Similarity / Diversity
The indusiry siructure of a region is determined by the type and number of industry branches

within & region. Krugman’s (1991a) regional industry index is used to compare the increased similarity or

% See Table 5A.2
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diversity of industry structures between regions. The industry index is constructed using regional industry
employment data.

The Krugman industry index is caleulated with the following statistic,

1=3s, -5, (5.1)

where, s; i3 the share of industry 7 in total manufacturing employment in region j ( /= j), and S;, is the

regional share of manufacturing employment in the region with which the comparison is made. The
industry index can take on a value from zero to two such that 0 </, < 0. In those instances in which the
industry structure in two regions is the same, i.e. the share of employment in the respective industries is
identical, the index value will be zere. Similarly, if the industry structures in the two regions are
completely dissimilar, if the index value will be 2. Based on this method, the index quantifies the
difference or similarity in regional industry structure, and hence regional specialisation (See Appendix 5B
of this chapter for the construction method of this index).

The indusiry index is calculated for the Spanish regions in 1989, and again afier economic
integration in 1997. By comparing these values, the similarities or the differences between indusiry
structures are rendered apparent. Furthermore, this comparison will highlight similarities and differences
between the core and adjacent regions, and non-adjacent regions ex anfe and ex post cconomic
intcgration. A pronounced similarity in industry structures, hetween non-adjacent regions, suggesis a
polvcentric production structure, i.e. regions geographically removed from each other with similar
industry structures. ‘Uhe significance of a polycentric production structure is, that it implies that ‘increased

166

integration [has not becn] sufficiently |strong] to destabilise the existing geography of praduction’™, and

that industry is not concentrated in one geographic location, but instead, is dispersed.

5.6.1.1 Industry Index for Spain

The resulis of the analysis of the regional industry index for the two periods 1989 and 1997 arc
found in Table 5.7. The regions are listed in the left-hand column of the table. The reference regions are
listed in the top row of the table. 1o make a comparison of regional values for 1989, one reads from left
to right. The 1989 valucs are listed in the upper right hand portion of the matrix. These values indicate
the similurity or difference in the regional industry struciures in Spain during the period of the EU
customs union before economic integration in 1992, In contrast, the 1997 values are listed in the bottom
left-hand portton of the matrix. These arc the post-economic integration values. In this case, a comparison

of values belween a particular region and its reference region is made by reading trom the lower right-

 Krugman and Venables, (1996), p.966. Author’s insertion of hrackets.

o
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hand corner to the lefl. An index value approaching zcro indicates that the industry structures in the
regions being compared have converged, i.e. evolved to become increasingly similar. However, the
opposite is true when the index values move towards the valuc of two at the upper end indicating
divergence, i.e. complete dissimilarity.

The analysis consists of two steps: first, the regions with the lowest index value are identified and
examined for the effects of integration on region-pairs. If region-pairs change, then the compositions of
industry structures have changed. Second, the extent to which manufacturing structures within the CAP
cluster of regions have become more similar will be examined.

The first step in the analysis employs Table 5.7 to identify the region-pairs with the lowest index
value and thus the most similar industry structure. For example, in 1989 there appears to be a very similar
industry structure between the two non-adjacent periphery regions of Galicia in the northwest and
Andalucia in the south of Spain. The index indicates a value of 0.44, which is the lowest value for both of
these regions.

On the other hand, for the periphery region of Asturias, the lowest index value (0.96) is found
between it and the adjacent region of Castilla Leon. The industry structure between Asturias and the other
Spanish regions show divergence since the index value exceeds unity. The two geographically separated
core regions of Madrid and Cataluna show a similarity value of 0.29. Since this is the lowest value for all
of the Spanish regions, it indicates that their industry structures are very similar. Subsequent to economic
integration, this value changed to 0.90, which indicates a divcrgcn(;c in their industry steuctures. This
implies either a dispersion of existing industries trom one of the two regions, or that agglomeration forces
have been relatively stronger in one of the regions. Furthermore, it indicates that a substantial change has
occurred in the composition of the industry complex in the two aggiomerates. This transformation
suggests a relocation of and/or entry of supplier and final goods industries.

Table 5.8 lists the pairs of Spanish regions with the lowest index values for the two time periods
1989 and 1997. The country has been divided into north and south, with Madrid in the middle. When
comparing thosc regions thal were most similar in 1989 to the region with the most similar industry
structure in 1997, not one pair of regions remained the same. In other words, industry restructuring afler
integration created new region-pairs.

In 1989, there were five pairs of adjoining regions with varying similarity values in their industry
structure. The most dissimilar structure existed between the northern periphery region of Asturias and its
adjacent region of Castilla Leon, while a strong similarity appears to exist between a cluster of the three
southern periphery regions of Extremadura, Andalucia, and Murcia. The most similar industry structure
exists between the core regions of Madrid and Cataluna. I'he remaining region pairs showing similar
industry structures are geographically separated from euch other. Tor example, the periphery region of
Galicia in the north is similar to the periphery region of Andalucia in the south, while the southern

adjacent region of Communidad Valencia is similar to the northern adjacent region of La Rioja. Aragon is
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similar to Madrid, and not its contiguous core region of Cataluna. Cataluna and its immediate adjacent
regions of Communidad Valencia and Aragon do not have a similar industry structure. In 1989, there was
only one core-adjacent region combination with a similar industry structure, namely, the northern regions
of Pias Vasco and Cantabria.

TABLE 5.8
INDUSTRY STRUCTURE SIMILARITY
REFERENCE REGION 1989 Index 1997 Index
() (2) (3) 4) (5)
Galicia (P, N) - | Andalucia 0.44 Communidad Valencia (A, S) 0.32
Asturias (P, N) - | Castilla Leon* 0.96 | Murcia (P, S) 0.38
Cantabria (A, N) - | Navarra 0.41 Pias Vasco (C, N)* 0.68
Pias Vasco (C, N) - | Cantabria* 0.55 | Galicia (A, N) 0.50
Navarra (A, N) - | Cantabria 0.41 Pias Vasco (C, N)* 0.62
La Rioja (A, N) - | Communidad Valencia 0.31 Madrid (C, M) 0.38
Aragon (A, N) - | Madrid 0.40 Andalucia (P, S) 0.45
Madrid (C, M) - | Cataluna 0.29 | LaRioja(A,N) 0.38
Castilla Leon (A, N) - | Navarra 0.49 | Communidad Valencia (A, S) 0.40
Castilla La Mancha (A, S) - | La Rioja 0.32 | Murcia (P, S)* 0.47
Extramadura (P, S) - | Andalucia* 0.38 Asturias (P, N) 0.48
Cataluna (C, N) - | Madrid 0.29 | Murcia (P, S) 0.46
Communidad Valencia (A, S) - | La Rioja 0.31 Galicia (A, N) 0.32
Baleares (IP, S) - | Castilla La Mancha 0.52 Aragon (A, N) 0.48
Andalucia (P, S) - | Murcia* 0.36 Aragon (A, N) 0.45
Murcia (P, S) - | Andalucia 0.36 | Canarias (IP, S)* 0.29
Canarias (IP, S) - | Murcia* 0.53 Murcia (P, S)* 0.29

Legend: C = core; A = adjacent; P = periphery; N = North; S = South; M = Middle; and * = adjoining
Source: Authors own calculations.

Mar 1
ADMINISTRATIVE REGIONS OF SPAIN, PORTUGAL, AND FRANCE

Source: Commission. Map by Lovell Johns-Whitney.

Due to its connectivity with the core region of Norte in Portugal, Galicia was reclassified as an
adjacent region in 1997. After integration, the adjacent region of Galicia in the north, and the northern
periphery region of Asturias, evolved to have industry structures similar to that of the adjacent region of
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Communidad Valencia and the periphery region of Murcia in the south respectively. In the north, the core
region of Pias Vasco obtained a more similar industry structure to that of its two adjoining-regions of
Cantabria and Navarra. Howcver, Pias Vasco shows greater similarity with Galicia than it does with its
immediale adjacent regions. Aragon in the north became more similar to Andalucia and Baleares in the
south, while the industry structure of Madrid became very similar to that of Lua Rioja in the north. In the
south, the two conncceting regions of Castilla La Mancha and Murcia show a strong similarity with the
island periphery region of Canarias in the Northwest.

Based on these findings, the analysis reveals that the industry structurcs between regions have
changed as a result of the forces of economic integration. Ilowever, since the effect of integration on the
industry structures of contiguous regions is under study, it is necessary to examine the changing indexes
within the framework of the CAP clusters. Doing so will facilitate a determination of whether industry

structures of adjoining regions bave converged or diverged.

3.6.1.2 The Industry Index Within the CAP Framework

‘The industry index can be used to evaluate the extent to which regions in a CAP cluster have
converged or diverged. The CAP regions are listed in Table 5.9a. The region codes arc lisied in column
(1). These codes are used in column (6) to indicate regional connectivity according to the CAP model.
The region codes in colunms (3) and (4) refer to the foreign bordering regions. The values of the industry
index of Table 5.9 for 1989 have been placed in Table 5.9b and those of 1997 in Table 5.9¢. These two
lables reflect the industry structures before and after economic integration in 1992, In "I'able 5.9d, the size
of the change in the regional index values between 1989 and 1997 are listed.

The CAP model assumes that a core region functions as an attraction or dispersion region for
industry. Tf the core functions as an altraction region, then one would expect a dissimilar industry index
value between the core and its adjacent and periphery regions. If, on the other hand, the core region
functions as a dispersion region, then one would expect the industry index values to become more similar.
The latter would lead fo the conclusion that a convergence of industry structures is occurring belween
contiguous regions, specifically between a core and its adjacent region. The index values in Table 5.9b
and Table 5.9¢ facilitate a comparison of industry structures within the framework of the CAP model. A
general comparison of the two tables illustrate that economic integration has eliminated al! of the industry

index values greater than unity. This result suggests a convergence of regional industry structures.

CAP Cluster Pias Vasco
The CAP cluster of Pias Vasco consists of the following core, adjacent, and periphery regions.

"The core region of Pias Vascoe is surrounded by three adjacent regions; Cantabria in the west, Navarra in
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TABLE 5.9
CHANGES IN THE INDUSTRY INDEX OF SIMILARITY / DIVERSITY
TABLE 5.9.a
() (2) 3 @ (). (6)
SPAIN 17 CAP-REGIO]

ESI1 64 Galicia PTI11 : ES21
ESI2 65 Asturias ES11 ES2I
ESI13 66 Cantabria :1 |ES2 ESI12
ES21 67 Pias Vasco FR61 |C4:1 |[ES13 ES41 ES23 ES22
ES22 68 Navarra FR61 |A2:1 |ES21 ES23 ES24
ES23 69 Rioja A2:1 |[ES21 ES22 ES24 ES41
ES24 70 Aragon FR62 FR61 |A3:3 |ESS51 ES22 ES23 ES41 ES42 ESS2
ES3 71 Madrid |IC ES41 ES42
ES41 72 Castillia-Leon PT12 PTI1 |A2:1 |[ES3 ES21 ESI3 ES23 ES24 ES42 ESI1 ESI2 ES43
ES42 73 Cast.-La Mancha A3:5 |ES3 ES41 ES61 ES62 ESS52 ES24 ES43
ES43 74 Extremadura PT12 PTI14 |P3:2 |[ES41 ES42 ES61 ES3
ESS51 75 Cataluna FR62 FRS81 |C4:1 |ES24 ES52
ES52 76 Com. Valenciana Al:2 |[ES51 ES24 ES42 ES62
ES53 77 Baleares (Island) IP1:2|ES52 ESSI
ES61 78 Andalucia P1:3 |ES42 ES3 ES43 ES62
ES62 79 Murcia P2:1 |[ES42 ES3 ESS52 ES61 ESSI
ES7 81 Canarias (Island) IP1:2|ES11 ESI2

TABLE 5.9.b 2

REGIONAL INDUSTRY SIMILARITY INDEX 1989
ES11 64 Galicia PTI1 |P1:2 | 051 1.03 1.01
ESI12 65 Asturias Pl:1 | 1.00 096 1.03 1.09
ES13 66 Cantabria Al:1| 054 0.51 1.00
ES21 67 Pias Vasco FR61 404:1 0.55 1.00 094 0.66
ES22 68 Navarra FR61 |A2:1| 0.66 0.59 042
ES23 69 Rioja A2:1| 094 059 066 0.63
ES24 70 Aragon FR62 FR61 |A3:3| 045 042 0.66 0.51 0.70 0.65
ES3 71 Madrid e 0.64 0.79
ES41 72 Castillia-Leon PT12 PTI1 JA2:1] 064 1.00 051 063 051 063 051 096 0.74
ES42 73 Cast.-La Mancha A3:5]| 079 0.63 045 049 045 0.70 045
ES43 74 Extremadura PT12 PT14 |P3:2 | 074 045 038 092
ES51 75 Cataluna FR62 FR81 [C4:1 | 045 0.6
ES52 76 Com. Valenciana Al:2| 061 065 045 0.57
ES53 77 Baleares (Island) IP1:2| 0.58 1.02
ES61 78 Andalucia P1:3 | 045 075 038 0.36
ES62 79 Murcia P2:1 | 049 0.80 0.57 036 0.85
ES7 81 Canarias (Island) IP1:2] 0.57 1.17
ES11 64 Galicia ¢
ES12 65 Asturias Pl:1 0.78 0.72 049 0.63
ES13 66 Cantabria Al:l1| 068 093 0.78
ES21 67 Pias Vasco FR61 |C4:1 | 068 0.69 0.53 0.62
ES22 68 Navarra FR61 |A2:1| 062 0.64 085
ES23 69 Rioja A2:1| 053 064 0.67 0.70
ES24 70 Aragon FR62 FR61 |A3:3| 069 085 067 0.75 049 0.66
ES3 71 Madrid C 0.56 0.57
ES41 72 Castillia-Leon PT12 PTII [A2:1] 0.56 069 093 0.70 075 0.78 041 072 0.84
ES42 73 Cast.-La Mancha A3:5| 057 078 070 047 040 049 0.63
ES43 74 Extremadura PT12 PT14 |P322 | 084 0.63 062 0.73
ESS51 75 Cataluna FR62 FR81 |C4:1| 0.69 0091
ES52 76 Com. Valenciana Al:2| 091 066 0.68 0.70
ES53 77 Baleares (Island) IP1:2] 0.59 0.88
ES61 78 Andalucia P1:3 | 0.70 091 0.62 0.54
ES62 79 Murcia P2:1 | 047 067 070 0.54 046
ES7 81 Canarias (Island) IP1:2] 0.46 0.60
1/2

(C) Brand /October 2003



TABLE 5.9
CHANGES IN THE INDUSTRY INDEX OF SIMILARITY / DIVERSITY

TABLE 5.9.d
CHANGES IN INDUSTRIAL REGIONAL STRUCTURES 1989 - 1997
ESI1 64 Galicia PTI1 JAl1:2] -0.10 -0.54 -0.51
ES12 65 Asturias P1:1 | -0.21 -0.25 -0.54 -0.46
ES13 66 Cantabria Al:1] 0.14 042 -0.21
ES21 67 Pias Vasco FR61 [C4:1| 0.13 -0.30 -0.40 -0.04
ES22 68 Navarra FR61 |A2:1] -0.04 0.05 043
ES23 69 Rioja A2:1 ] -040 005 0.01 0.07
ES24 70 Aragon FR62 FR61 |A3:33| 024 043 0.01 023 -0.21 0.00
ES3 71 Madrid C -0.08 -0.22
ES41 72 Castillia-Leon PT12 PTI1l |A2:1] -0.08 -0.30 042 0.07 0.23 0.15 -0.10 -0.25 0.1]
ES42 73 Cast.-La Mancha A3:5] -022 0.15 0.25 -0.02 -0.05 -0.21 0.18
ES43 74 Extremadura PT12 PTI14 [P3:2 | 0.11 0.18 024 -0.19
ES51 75 Cataluna FR62 FR81 |C4:1| 0.24 0.29
ES52 76 Com. Valenciana AL:2] 029 0.00 023 0.13
ES53 77 Baleares (Island) P1:2| 0.01 -0.15
ES61 78 Andalucia P13 | 025 0.16 024 0.18
ES62 79 Murcia P2:1 | -0.02 -0.13 0.13 0.17 -0.39
ES7 81 Canarias (Island) IP1:2] -0.11 -0.57
Source: Author's own research
(C) Brand /October 2003 212
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the south, and La Rioja in the casl. The periphery regions belonging to this cluster are Asturias anc
Galicia in the west.

The industry structure between Pias Vasco and its adjacent regions of La Rioja, und Navarra have
converged, as has the index value between Pias Vasco and Castilla Leon. In contrast to this, there was a
divergence in industry structure between Pias Vasco and its adjacent region of Cantabria. There is also a
significant convergence between Pias Vasco and its periphery region of Asturias. Specifically, the index
value changed from 1.09 in 1989 to 0.63 in 1997. With the exception of Cuantabria, the regions in the CAP
cluster of Pias Vasco demonstrated a convergence in their industry structures. Furthermore, the adjacent
regions of Pias Vasco showed a stronger convergence with their core region than with the adjoining
regions of a different CAP cluster. In this case, there was a marginal divergence of structures.

For example; La Rioja and Aragon remained almost constant at 0.66 in 1989 and 0.67 in 1997; La
Rioja showed a divergence from Castilla Leon from 0.63 in 1989 to 0.67 in 1997. There was a divergence
between adjacent region of Navarra and Aragon from 0.42 in 1989 to 0.85 in 1997. The periphery region
of Asturias exhibited a pronounced strong reversal in its industry structure with four regions; Asturias —
Cantabria from 1.0 to 0.78; Asturias — Castilla Leon from 0.96 to 0.72; Aslurias — Galicia from 1.03 to
(1.49; and finally, Asturias - Pias Vasco from 1.09 to 0.63.

Finally, in this cluster the ex ante periphery region of Galicia displays a significant convergence
of industry structurc with its peripbery region of Asturias, as well as with its core region of Pias Vasco
between 1989 and 1997. {(Galicia -- Asturias from 1.03 io 0.49, and Galicia —~ Pias Vasco from 1.01 o
0.50). There is also some convergence between the adjoining region of Castilla Leon, which belongs to
the Madrid cluster. This strong convergence of industry sttucture in Galicia with the other regions in its
cluster can to a large extent, be cxplained by its geographic border position with the Portuguese core
region of Norte, In fact, this development is a prime example of the operation of the dispersion effect in a

border region, due to trade liberalisation with a foreign core region (Krugman and Venables, 1996)

CAP Cluster Cataluna

The CAP cluster of Cataluna is composcd ol the following adjacent regions: Aragen in the west
and Comtnunidad Valencia in the south. In addition to these adjacent regions, the periphery region of
Murcia belongs to this cluster,

The index values reveal that the core region of Cataluna diverged in induslry structure from both
its adjacent regions. Specifically, it became more dissimilar from Aragon, increasing from 0.45 in 1989 to
0.69 in 1997, and for Communidad Valencia from 0.61 in 1989 to 0.91 in 1997. In contrast, the indusiry
structure  between Aragon and Communidad Valencia remained constanl. ‘This comsistency is
demenstrated by the similarity in index values, changing from 0.65 in 1989 to 0.66 in 1997, ITowever, it
showed a divergence in industry structure with all other contignous regions. Similarly, the industry

structure of Aragon diverged from all its adjoining regions in 1997, with the exception of Castilla La-~
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Mancha where the change from 0.70 in 1989, to 0.49 in 1997 indicates that a convergence oceurred
between these two regions.

It is of interest to note that the periphery region of Murcia displayed a relatively strong
convergence with its core region of Cataluna. In fact, the index value changed from (.85 in 1989, to 0.46
in 1997. Murcia, on the other hand, exhibited a growing dissimilarity with the adjoining regions of
Castilla La-Mancha and Andalucia, both belonging to the CAP cluster of Madrid. Based on these
findings, we can conclude that agglomeration forces dominated between the core region of Cataluna and
ils adjacent regions. ‘This divergence of industry structures between the core and its adjacent regions,
from that of 1989 indicates a recomposition of industry structures in thesc regions. In addition to this, we
can conchude that the competition effect was strong between Cataluna and its periphery region of Murcia.

It must be noted that some convergence occurred between Murcia and the core region of Madrid.

CAP Cluster of Muadrid

The CAP cluster of Madrid consists of four regions. The two large adjacent regions of Castilla
Leon and Castilla La Mancha surround the core region of Madrid. Contiguous to these adjacent regions
are the two periphery regions of Andalucia and Tixtremadura.

A comparison of the index values reveals that the industry structures between Madrid and its two
adjacent regions became ncarly identical (respectively .56 and 0.57). Of the two adjacent regions,
Castilla La Mancha experienced the most significant change. On the other hand there is a strong
divergence of industrial structures between Madrid and its (wo periphery regions of Extremadura and
Andalucia. The subsequent analysis of changes industry concentration should reveal the cause of this
structural change. Andalucia, however, does show a sirong historical affinity with the periphery region of

Murcia. The industry structures converged marginally from 0.49 in 1989, to 0.47 in 1997.

5.6.1.3 Conclusions on Industry Structure

This analysis sheds light on the fact that trade liberalisation influenced the (re) location of firms
(#) and employment (L) within the CAP clusters that altered the industry structures between regions. The
outcomes Lor the CAP clusiers of Pias Vasco and Madrid reveal a dispersion of industty, which led to a
convergence of industrial structures with their respective core and adjacent regions. In contrast (o the
manner in which these CAP clusters evolved, the CAP cluster of Cataluna witnessed a divergence in
industrial structure between the core and adjacent regions.

1o those instances in which core and adjacent regions became more similar, it can be concluded
that either; firms within industrics dispersed to regions that already possessed an initial level of a
particular industry (Forslid ef.al., 1999), new firms entered into existing industries (clustering) because of
economic profits (Krugman, 1991b), and/or new industries located in new regions, such as office

machinery and computers in the adjacent region of Navarra, and new industries in the Energy sector
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locating in the core region of Madrid. In the case of Cataluna, it must be concluded that agglomeration
forces dominated in industiry relocation because of its ex post divergent industrial structure versus its
adjacent regions (Krugman, 1991b). Given Cateluna’s favourable geographic distance from the EU
geographic core, this development in Cataluna could be evidence of regional industry specialisation
{Krugman and Venables, 1996).

In 1989, Spain counted five periphery regions of which only one, Andalucia, showed an ex post
divergence in industry structure with its core region while the remaining regions cxperienced a
convergence. The periphery regions of Andalucia, Extremadura, and Murcia all show an ex post divergent
production structure from their adjoining regions. Forslid and Wooton, (1999), and Forslid ef al., (1999)
have argned that this divergence could be caused by the location of industries seeking comparative
advantage, or as Venables (2000) would argue, industries with fow demand clasticitics, and low transport
intensities secking a high return on capital investments. Only the two northwestern periphery regions of
Asturias and Gelicia expericnced a convergence of industry structures with all of their adjuining regions.
These two regions experienced the largest swings from dissimilarity to similarity.

The explanation for the magnitude of these swings is two pronged. To begin with, the border
periphery region of Galicia enjoyed the complete benefits of trade liberalisation with the Portuguese core
region of Norte. The removal of trade barriers between countries encouraged industrial growth in Galicia
(Krugman and Venables, 1996). Tn addition to this, the improvement of road infrastructure, from Galicia
along the northern Spanish coast benefited the geographic location of Asturias as a conduit between
Galicia® and the core region of Pias Vasco. ‘Lhis development is informative, since it reflects the workin g
of trade liberalisation and domestic infrastructure improvements. This casc cxemplifics the fact that the
competition effect dispersed industries to take advantage of the wage differential favouring the periphery
regions {Venables, 1994).

Finally, the three CAP clusters verify the historical existence of a divergent multi-agglomerate
production structure in Spain where trade liberalisation served as a catalyst for strong convergent industry
developments between core and adjacent regions. The polycentric structure of Spain is evidenced by the
duplication of northern industry structures in the southern regions of Extremadura, Commanded Valencia,
Andalucia, and Baleares. This implies that industries have relocated, but are not highly localised, and that
trade liberalisation did not destabilise the original centres of production (Krugman and Venables, 1696).
Trade liberalisation did, however, result in a recomposition of industry structures and industry

concentration.

% The region of Galicia on the west coast has four airfields; two in the urban area La Corunna, and two in the urban area Vigo.
Both urban areas have Aflantic coast harbours. The core region of Pias Vasco has two airfields.
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5.7  TINDUSTRY CONCENTRATION

Trade liberalisation induces a relocation of manufacturing concentration (Krugman and Venable,
1996). The empirical literature uses the Jocation-Gini to measurc the concentration of manufacturing
activity (Krugman, 1991a; Britthart and Torstensson, 1996; Midelfart et al, 2000). The empirical
literature also suggests thal one single concentration measure, such as the focation-Gini, does not capturc
the difference in size between counirics (Haaland ez af, 1999), and point to the nced for rclative and
absgolute concentration measurements, such as those developed by Amiti (1997) and Forslid (1999).
Relative concentration indicatcs comparative advantage and specialisation in production, while economic
geography agglomeration effects are measured by absolute concentration (Haaland er. al, 1999; Forslid,
et.al 1999). The relative and absolute industry concentration measures apply to industry at the country
level, and not the regional level.

This stady examines industry concentration at the regional level and therefore needs a
measurement that identifics the region in which an industry is concentrated. The location-Gini satisfies
this requirement. However, the disadvantage ol the location-Gini is that it is a relative measurement and
simply measures comparative advantage. This section has three objectives; one, to examine industry
concentration with the use of the location-Gini; two, to illustrate the disadvantage of the relative and
absolute concentration measurements at the regional level; and, three to develop a new regional absolute
and relative concentration measure. This is a new measure in economic geography that singularly
measures both absolute and relative concentration by relating regional manufacturing employment per

industry to the region’s geographic size.

5.7.1 The Manufacturing Employment Location-Gini.
‘The manufacturing employment location Gini® is a measure of industry concentration and/or
dispersion. This ratio measures the concentration of industry 7 in the j regions of a country. The ratio is

defined and calculated as follows;

. RSy
1Gy =l (5.2)
(RS; +RST)
where, RS} is the region’s share of national employment in industry 7, and RS 7 is the region’s share of

national manufacturing employment. The values of these ratio’s are such that 0 < R.S‘,j:i <1, 0<RSY <1

I , I .
so that 0 < LGy <1, , with 3 R ,'J" =1 and ¥ RS;" =1. A value of LG;= 0.5 means that (RS] = RST)
pr i .

i=1

the region’s share of employment in industry # equals the region’s share of total national manufacturing

%8 The choice of this ratio is discussed in Appendix 2A of Chapter 2.
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employment, whereas 0.5 < LG, < 1 means that RS/’ > RS7*. An increase in the value of an LG,

coefficient over time means a regional increase in manufacturing employment in industry i..

The location-Gini is a concentration measure that relates a region’s share of employment in
industry i to a region’s share in total manufacturing employment. It is therefore a measure of relative
concentration and, as such, a measure of comparative advantage and specialisation (Haaland et. al.,
1999). The location-Gini addresses two questions regarding the effects of trade liberalisation. First, which
industries have been affected by an interregional relocation and concentration of firms and manufacturing
employment? Second, has industry become more concentrated or more dispersed?

The location-Gini coefficients were estimated using regional manufacturing employment data.
Estimates of the location-Gini coefficients per industry sector for 1989 and 1997 can be found in Table
5A.4 (Chapter 5, Appendix 5A). The regions are ranked in descending order according to the location-
Gini value for industry / in each region j. In Table 5.10, a summary is provided of those industries
showing a change in concentration according to whether the employment location-Gini increased.

decreased or remained constant.

TABLE 5.10
EMPLOYMENT LOCATION GINI: CHANGES IN INDUSTRY CONCENTRATION 1997 AND 1989

1997 1989 1997 1989
Increased Concentration (CC) Decreased Concentration (CLC)
Quarrying and Mining Energy Materials  0.953 0.940 Basic Metal products 0.858 0.888
Leather & Leather Products 0.809 0.665 Office Machinery & Computers 0.781 0.867
Wearing Apparel 0.785 0.731  Coke, refinery, & Nuclear 0.762  0.908
Electricity, Gas and Steam 0.781 0.751 Purification and Distribution of Water 0.747  0.765
Other Transport 0.775 0.766  Machinery & Equipment 0.693 0.711
Motors and Trailers 0.747 0.690 Fabricated Metal Products 0.686 0.699
Medical Precision Instruments 0.723  0.670  Textiles 0.685 0.729
Food, Beverage & Tobacco 0.711  0.695 Manufacture of Jewellery & Music Instr. 0.658 0.680
Electrical Machinery & Apparat. 0.690 0.651 Rubber and Plastics 0.638 0.657
Wood products 0.688 0.636
Non-Metallic Minerals 0.662 0.659 No Change in Concentration (NC)
Chemicals & Man Made Fibres 0.643 0.630 Quarrying & Mining Non-Energy Materials  0.762  0.762

Paper & Paper Products 0.707  0.707

Source: Author’s own calculations taken from Table 5B.4, Chapter 5, Appendix 5B. CC = increased concentration; CLC =
concentrated becoming less concentrated; NC' = no change in concentration

The estimations show that industry concentration increased in twelve industries, declined in nine,
and remained unchanged in two. Employment relocation affects the comparative advantage position of
industries in specific regions within the CAP clusters. In Table 5.11, regions with the highest employment
location-Gini are categorised into their CAP clusters revealing the changing relative regional
concentration of industry between 1997 and 1989. The analysis reveals that the relative concentration of
industry changed regions in nine of the twelve industries. Average industry concentration has increased in
the CAP clusters of Madrid and Cataluna, but declined in the CAP cluster of Pias Vasco. These results
verify the relocation of employment outcomes of the previous section. The data also shows a dispersion
of industry across different region types, and verifies the multi-agglomerate production outcome found in

the industry index analysis.
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The appeal of the location-Gini method of measuring rolative indusicy concentration is that it
ranks industrics per region, and allows for an analysis of regional changes in employment concentration.
However, the location-Gini docs not distinguish between absolute and relative concentration. The relative
concentration value of a location-Gini coefficient is defined as a value in the range 0.5 S LGy < 1. A
coefficient value Z; = 0.5 means that the share of regional manufacturing employment cquals the regions
share of employment in a particular industry. The calculation method does not allow for an objective
demarcation of relative and absolute values in the range 0.5 < LG, < 1.

In concluding, the employment location-Gini is a measure of relative concentration, but only
reveals a region’s comparative advantage in manufacturing ¢mployment in a pariicular industry. The
industry concentration outcomes support the conelusions of the indusiry index analysis that core and
adjacent regions appear 1o have become more similar in their indusiry siructure through the dispersion of
particular industries. The disadvantage of the location Gini is that it provides no information about the

absolute concentration of industry.

5.7.2 Relative and Absolute Industry Concentration

The results of the location-Gini measurements support the findings of the industry index apalysis
that a polycentric production structure exists in the core clusters of the Spanish regions. 'L'he advantage of
the location-Gini cocfficient is that it provides.information at the regional levels. The Amiti (1997)
relative concentration measure indicates relative industry dispersion at the national level. Amiti’s relative

concentration ratio takes the following form:

1 fl i _ o P
R gg(Rs,j—Rs,) (53)

where, region ;s shate of manufacturing employment in industry 7 is measured by Sy = RS,-?-" ; region j’s

share in total national manufacturing employment is represented by 5, = RS7" ; and ¢ is the total number

of regions. The relative concentration ratio takes into consideration a region’s size as measured by s;. The

dimension size refers to the total manufacturing labour force in the region, but not thc region’s

geographic area. A value of S}R >1 indicates that an industry is relatively concentrated indicating
comparative advantage and specialization.

Amiti’s relative concentration index measures the concentration of individual industries within a
country. The relative concentration values for Spain are found in columns (2) and (4) of Table A.5.5.
Amiti’s (1997) relative concentration measures provide information for only three industries that have

increased their relative concontrations. In 1989, the industry quarrying and mining of energy materials
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showed the highest relative concentration ratio followed by basic metal products, and textiles. In 1997,
relative concentration of quarrying and mining increased, followed by Icather and leather products, and
office machinery and computers. The disadvantage of the measurement is that it is countrywide, not
region specific, and provides ne information on a regional basis. The locution~Gini and the Amiti relative
concentration index differ in their ranking of industries, with the exception of the industry quarrying and
mining of energy matcrials.

Amiti’s (1997) absolute concentration index is a measure for economies of scale and trade
(Haaland ¢, @l., 1999). It takes on the form:

\[ Tisy) \/cz(RS“] (54)

4

where s, = RS!‘:_"J.. A value of § >1, implics that an industry is highly concentrated and dependent on

economies of scale. The disadvantage of this measurement is that it too is one for indusiry and does not
identity the regions in which industry concentration increased or declined. It does notl allow for the
regional geographical location of industry concentration.

The estimaticd values for Amiti’s absolute concentration index are found in columns (8) and (10).
Industries that became more concentrated (CC) are; leather and leather products, office machinery and
equipment, and chemicals and man made fibres. Industries that were concentrated in 1989 but have
become less concentrated (CLC) are; quarrying and mining of energy malerials, textiles, medical
precision instruments, and electrical machinery and apparatus. Industries that were concentrated in 1989
and become dispersed (CD) are; basic metal products, and coke, refinery and nuclear energy. lhe
industry that was dispersed and has become more concentrated (DC) is paper and paper products. This
measure is also country specific and provides no information over regional manutacturing concentration.
The Amiti absolute measures cannot be compared to the location-Gini because of their differences in
measurement procedure.

Yorslid et ¢, (1999) have developed an absolute industry concentration measure that is defined

by the fellowing expression:

c, \/Z s, =5, /N = Jz(ns,;*‘--zei;‘)zm (5.5)

The empirical results of the Forslid ef al,, (1999) concentration measure are found in Table SA.S,
columns (14) and (16). The Forslid method shows no industries in the (CC) category. Tn the (CLC)
category we find the two industrics quarrying and mining of energy materials, and textiles. In the (DC)

category are; leather and leather products, office machinery and computers, and chemicals and man made
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fibres. The (CD) category consists of the industry medical precision instruments. These outcomes are
inconsistent with the Amiti (1997) absolute concentration measurement outcomes. This industry measure
is also not region specific and does not allow for the identification of the region and/or adjoining rcgions
in which a particular industry is concentrated.

The common disadvantage of these concentration measurements can be overcome by looking at

the individual regional statistical measures used in the calculation of the Forslid e£al,(1999) absolute
concentration measure, For example, for the /* region a relevant statistic is defined as (RS,;"-" - Rgf)z.

The j’"’ region, with the relatively highest value for this statistic, is assumed to have the highest
concentration in industry & Although this method allows for identification of geographic locations of
industry, the statistical value is different from the final concentration measurement. This method is used
to tdentify the regions for both the Amiti and Forslid absolute concentration measurements. The regions
are listed in column (12) and column (17) respectively. It is important to note that, for both the Amiti
(1997) and Forslid et.al., (1999) calcuiations, the region ranking remains the same, but the regions are not

directly correlated to the absolute concentration measurement.

5.7.3 A Standardiscd Relative and Absolute Coneentration Measurement

Haaland et. al, (1999) emphasise the necessity of considering country size in the choice of a
concentration measure. The authors argue that ‘an industry is relatively concentrated if it differs from the
average spread ol production between countries [regions); il has a high degree of absolute conceniration
if it is wncvenly disiributed between countries [regions].” This study develops a new concentration
measure as an alternative to the relative and absolute concentration measurements of Amiti (1997) and
Forslid et af., (1999). Their measurements have two disadvantages; one, both are country and not region
specific; and, two, neither measurements consider the dimension of actual regional geographic size. The
manufacturing cmployment location-Gini is also suspcct of accuracy since it also fails to consider
regional geopraphic size. It is a relative measurement, like that of Amiti (1997), and uses total regional
industry employment as the measure of region size.

The new measurement is called the ‘labour-land concentration ratio’ that takes into consideration
the geographic size of a region. The ratio reveals both relative and absolute regional industry
concentration. We calculate a standardised labour-land ratio, L, for each industry i in region j and
assume the calculated values represent a standard normal distribution of an industry across the regions.
The standard normal distribution of any variable has a mean g = 0.0 and a standard deviation o= 1.

For any standardised variable the null hypothesis assumes that the value of the observation is not

signilicantly different from zero mean i.e. Hy: g7 = 0.0. I[ the null hypothesis cannot be rejected, then

the observed value of L; is not significantly different from its mean value and suggests that the

observations are dispersed around the mean. The region with the highest Ly value falling within the area
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ol non-rejection will have the highest relative concentration in that industry. Therefore, an industry is
relatively concentrated or dispersed between regions if the standard deviation of the labour-land
concentration ratio has a positive value around the mean and falls within the area of non-rejection.

The alternative hypothesis staics, that the observed value is significantly different from the zero

mean i.e. H: g I, 0.0. If the nuil hypothesis is rejected and the alternative hypothesis is accepted, then

the observed value of Z; falls within the area of rejection, which means that it is significantly different
from its mean value with a 0.001 percent chance of falling within the area of non-rejection. The region
with the highest L, valuc [alling in the arca of rejection will have the highest absolute coneentration in
that industry. An industry is absolutely concentrated if the concentration ratio falls in the critical rejection
area.

An industry can he both absolutely and relatively concentrated, but not in the same region.
Regional relative and absolute conceniration of an industry is mutually exclusive. The advantage of the
labour-land concentration ratio is that it measures the concentration of regional manufacturing
employment per industry per square kilometre, thereby eliminating the issue of region size i.e. small
versus large regions.

‘The absolute labour-land concentration measurement is construeted as follows. Let the regional

labour-land ratio be defined as follows:

Fol
- A o<l <l

i~ N2
£

where, Ejy is the number of people employed in industry 7 in region j, and ~? is the geographic area of

region j measured in square kilometres. The data is then normalised in the following way:

L, =" (5.6)

where, /; is the labour-land ratio in industry i in region j; [; is the average labour-land ratio industry /;
and ¢ is the standard deviation of the labour-land ratio industry J. The standardised variable Z;; has a

mean g, = 0, and standard deviation oy =1 For a standardised normal distribution, 99.38% of all

obgervations lie within +2.5 standard deviations from the mean, and 99.9% lie within +3 standard
deviations from the mcan. By way of summary, a region will have a relative concentration in industry 4 if

0 < Ly < 30, and an absolute concentration in industry i, if Z; > 3o. The standardised cmployment values
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measure industry concentration as a deviation from the mean industry employment value in a particular

region.

5.7.4 The Lij Concentration Measurement

The standardised normal labour-land concentration ratios per industry sector are categorised in
Table 5A.6, Appendix 5A of this chapter. In Table 5.12 below, the industries are grouped® into four
categories; one, industries that remained concentrated (CC); two, dispersed industries that increased their
concentration (DC); three, concentrated industries that became more dispersed (CD); and four, dispersed

industries (DD) that remained dispersed but experienced a change in their level of concentration.

TABLE 5.12
CHANGES IN REGIONAL INDUSTRY CONCENTRATION: A L;

Increased Concentration (CC) (RT) Dispersed More Concentrated (DC) (RT)
Quarrying & Mining Energy Materials P Electricity, Gas & Steam C
Rubber & Plastics (CLC) (& Purification & Distribution of Water C
Basic Metal products e Coke, Refinery & Nuclear C
Fabricated Metal products (CLC) C Wearing Apparel C
Machinery and Equipment C Leather & Leather Products A
Office Machinery & Computers c
Medical Precision Instruments [ 8
Textiles (CLC) C
Paper & Paper Products C

Concentrated More Dispersed (CD) Dispersed Less/More Dispersed (DD)
Chemicals & Man Made Fires C Quarrying & Mining Non-Energy (DMD) A
Motors & Trailers C Non-Metallic Minerals (DLD) A
Other Transport C Electrical Machinery & Apparatus (DLD) C

Food, Beverages & Tobacco (DMD) C
Wood Products (DLD) A
Manufacture of Jewellery & Musical (DLD) | C

Source: Author’s own research. RT = region type; C' = Core, A = Adjacent, P = Periphery, and
IP = Island Periphery.

The nine industries categorised as (CC), (CLC) and (CMC) have an absolute concentration value L;
> 30. Eight of the nine industries are located in core regions with one in a periphery region. Industries
categorised as (DC) have a concentration measure that changed from relative concentration L; < 30, to
absolute concentration, L; > 3. One of these industries is located in an adjacent region. The industries
categorised (CD) have an industry concentration measure L; that changed form an absolute concentration
value L; > 30, to a relative concentration value, L; < 3o. All three industries are located in core regions.
Finally, the industries categorised as (DD), (DLD) and (DMD) remained relatively concentrated, Lij < 3c.

These industries are equally dispersed over core and adjacent regions.

% See Chapter 5, Appendix 5A, Table 5A.6
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An Analysis of the Lif Concentration Measurement

The standardised concentration ratios are ranked by region and per CAP cluster in Table 5.13",
The regions with the highest absolute and relative concentration values are listed in column (1). The
regions with a positive standard deviation are ranked for each industry in columns (2) — (4).

The outcome indicates nine industries increased their concentration in core regions, one in an
adjacent region, and one in a periphery region. Three industries in core regions showed a marginal
decline in absolute concendration. This leaves nine industries with relative concentrations spread over

core and adjacent regions.

Increased Concentration (CC)

Nine industries have L; values that remained in the critical region post EU 1992, These industries
have an absofutc labour-land conceniration coefficient. Five of the nine industrics are located in the CAP
cluster Pias Vasco, three in the CAP cluster of Madrid, and one in the CAP cluster of Caigluna. Afl
industries are located in core regions with the cxception of quarrying and mining of energy materials in
the periphery region of Asturias. 'Three industries experienced a marginal decline (CLC), but maintaincd
their absolute concentration status. The industries rubber and plastics, and fubricated metal products
experienced a decline in the core region of Pias Vasco with an increased velative concentration in the
remaining two core regions. Absolute concentration also declined in the textile industry in the core region
of Cataluna with relative concentration increasing in its adjacent region of Communidad Valencia. The
remaining six indusiries increascd their absolute concentration levels in the core regions, reducing the

relative concentrations in the other two core regions.

Dispersed More Concenivated (DC)

Five industries showed a relative concentration value of L; < 30 in 1989, but became absolutely
concentrated ; > 3a in 1997. In the Energy sector, increased concentration occurred in three industries in
the core region of Madrid. In the Other Manufacturing sector, increased concentration in the wearing
apparel industry is evident in the core region of Madrid; the leather and ieather products industry
relocated from the core region Madrid to the adjacent region of Communidad Valencia. The industries
classified as (CC) and (DC) combined, experienced an increased absolute concentration in eleven

industrics of which nine occurred in core regions.
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TABLE 5.13
CHANGES IN INDUSTRY RELATIVE AND ABSOLUTE CONCENTRATION PER CAP CLUSTER 1997 & 1989
CAP Cluster Pias Vasco Year | L; | Region L; | Region Ly | Region Ly | Region
) (2) 3) (4)
Quarrying & mining of energy materials | CC* 1997 | 4.0 | Asturias
1989 | 4.0 | Asturias
Basic metal products ccH 1997 | 3.7 | Pias Vasco 0.9 | Asturias 0.4 | Cantabria | 0.1 | Madrid
1989 | 3.4 | Pias Vasco 1.7 | Asturias 0.2 | Cantabria 0.2 | Baleares
Machinery and equipment cee 1997 | 3.4 | Pias Vasco 1.3 | Madrid 0.8 | Cataluna
1989 | 3.4 | Pias Vasco 1.6 | Madrid 0.5 | Cataluna
Fabricated metal products CLC* | 1997 | 3.4 | Pias Vasco 1.5 | Madrid 0.7 | Cataluna
1989 | 3.6 | Pias Vasco 1.1 | Madrid 0.4 | Cataluna
Rubber and Plastics CLC* | 1997 | 3.1 | Pias Vasco 1.6 | Madrid 1.2 | Cataluna 0.4 | Com. Val.
1989 | 3.4 | Pias Vasco 1.3 | Madrid 0.8 | Cataluna 0.3 | Com. Val.
Other transport CD 1997 | 2.8 | Pias Vasco 2.4 | Madrid 0.5 | Galicia
1989 | 3.2 | Pias Vasco 1.9 | Madrid 0.5 | Galicia
Quarrying and mining of non-energy DMD | 1997 | 1.8 | Galicia 1.8 | Cantabria 1.2 | Madrid 1.1 | Com. Val.
1989 | 2.0 | Galicia 1.5 | Madrid 1.0 | Cataluna 0.8 | P. Vasco
CAP Cluster Madrid
Office machinery and computers ce 1997 | 3.9 | Madrid 0.6 | Cataluna
1989 | 3.4 | Madrid 1.5 | Baleares 0.5 | Cataluna 0.1 | Com. Val.
Medical precision instruments cCc* 1997 | 3.6 | Madrid 1.2 | Pias Vasco | 0.5 | Cataluna
1989 | 3.2 | Madrid 1.6 | Cataluna 1.3 | Pias Vasco
Paper and paper products cee 1997 | 3.8 | Madrid 0.7 | Cataluna 0.5 | Pias Vasco
1989 | 3.6 | Madrid 1.0 | Pias Vasco | 0.6 | Cataluna
Chemicals and man made fibres CcD 1997 | 3.0 | Madrid 2.2 | Cataluna 0.7 | Pias Vasco | 0.1 | Com. Val.
1989 | 3.2 | Madrid 1.7 | Cataluna 1.0 | Pias Vasco | 0.1 | Cantabria
Motors and trailers CD 1997 | 2.6 | Madrid 1.5 | Cataluna 1.4 | Pias Vasco | 1.0 | Navarra
1989 | 3.3 | Madrid 1.3 | Cataluna 0.9 | Pias Vasco | 0.4 | Navarra
Coke, refinery and nuclear energy DC 1997 | 3.3 | Madrid 1.3 | Pias Vasco | 0.7 | Galicia 0.6 | Asturias
1989 | 2.8 | Asturias 1.3 | Pias Vasco | 1.8 | Murcia 0.4 | Cataluna
Wearing apparel DC* 1997 | 3.2 | Madrid 1.9 | Cataluna 0.5 | Com. Val. | 0.1 | Galicia
1989 | 2.6 | Madrid 2.1 | Com. Val. | 0.9 | Cataluna 0.7 | LaRioja
Electrical machinery and apparatus DLD 1997 | 2.9 | Madrid 2.0 | Pias Vasco | 1.2 | Cataluna
1989 | 2.6 | Madrid 2.5 | Pias Vasco | 0.9 | Cataluna
Food, beverage and tobacco DMD | 1997 | 2.7 | Madrid 1.4 | Cataluna 0.8 | Canarias 0.7 | P. Vasco
1989 | 2.8 | Madrid 1.0 | Cataluna 0.8 | Pias Vasco | 0.5 | Com. Val.
Manufacture of jewellery and musical DLD 1997 | 2.7 | Madrid 1.7 | Com. Val. 1.2 | Pias Vasco | 0.7 | Cataluna
1989 | 2.2 | Madrid 1.9 | Com. Val. 1.6 | Pias Vasco | 0.7 | Baleares
Electricity, gas and steam DC 1997 | 3.4 | Madrid 1.2 | Pias Vasco | 0.8 | Baleares 0.2 | Cataluna
1989 | 3.0 | Madrid 1.3 | Pias Vasco | 0.7 | Cataluna 0.3 | Canarias
Purification and distribution of water DC 1997 | 3.8 | Madrid 0.4 | LaRioja 0.3 | Baleares 0.2 | Cataluna
1989 | 2.3 | Madrid 1.5 | Pias Vasco | 1.2 | Canarias 0.9 | Asturias
CAP Cluster Cataluna
Textiles CLC* | 1997 | 3.4 | Cataluna 1.8 | Com. Val. | 0.1 | Madrid
1989 | 3.7 | Cataluna 12 | Com.Val. | 0.2 | LaRioja
Leather and leather products DC* 1997 | 3.5 | Com. Val. 1.0 | Baleares 0.9 | LaRioja 0.1 | Madrid
1989 | 2.6 | Madrid 1.8 | Com. Val. 1.7 | Cataluna 0.2 | Murcia
Wood products DLD 1997 | 2.3 | Com. Val. 1.4 | Pias Vasco | 1.2 | Madrid 0.9 | Cataluna
1989 | 2.1 | Com. Val. 1.8 | Madrid 1.8 | Pias Vasco | 0.4 | Cataluna
Non-metallic minerals DLD* | 1997 | 2.8 | Com. Val. 2.0 | Madrid 0.9 | Pias Vasco | 0.6 | Cataluna
1989 | 2.5 | Com. Val. 1.9 | Madrid 1.5 | Pias Vasco | 0.6 | Cataluna

Source: Author’s own research. * = Regions with the highest manufacturing location-Gini’s

Concentrated More Dispersed (CD)

The chemicals and man made fibre industry was absolutely concentrated in the core region of
Madrid in 1989 and showed a relative concentration in 1997 in the core regions of Madrid with an
increase in Cataluna. The motor and trailer industry, with an absolute concentration in Madrid in 1989,

saw an absolute concentration decline in 1997 to one of increased relative concentration in the core

" The standardised normal labour-land concentration ratios are categorised per industry sector in Table 5A.6,
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agglomerates of Cataluna and Pias Vasco. Finally, a similar change in absolutc concentration occurred in
the other transport sector in the core region of Iias Vasco with relative concentrations relocating to the

core region of Madrid and the adjacent region of Galicia.

Dispersed Less/Mare Dispersed (DD}

The industrics in this category all have a relative labour-land concentration coefficient. This
group is comprised of six indusiries of which two industries experienced more dispersion (DMD), and
four industries less dispersion (DLD). In Galicia, the industry quarrying and mining of non-energy
materials deceased its relative concentration tevel, but increased its reiative concentration in the adjacent
region of Cantabria in the same CAP cluster. The food, beverage and tobacco industry in Madrid
expericnced a marginal relative concentration decling in its own core region, and an increased relative
conceniration share in the core regions of Cataluna and the island-periphery region of Canarias.

The four industries that became less dispersed (DLD) maintained the initial rclative
concentrations in the same regions, but resulled in a change in relative concentration in non-adjacent core
regions. In the industry clectrical machinery and apparatus the relative coneentration ratio increased in the
core regions of Madrid and Cataluna, but declined in Pias Vasco. The relative concentration ratio of the
manufacture of jewellery and musical instruments increased in the core region of Madrid and declined in
Pias Vasco and Comununidad Valencia, The relative concentration of the wood products industry
increased in thc adjacent region Communidad Valencia and its corc region Cataluna, and became
relatively less concenirated in Pias Vasco and Madrid. Finally, the non-meiallic industry increased its
relative concentration in the adjacent region of Communidad Valencia and Madrid at the expense of the
corc region Pias Vasco.

In general, only two industries in the group (2C) relocated to different regions as a consequence of
their increased absolute concentration between 1989 and 1997, In the Energy sector the industry coke,
refinery and nuclear relocated from the periphery region Asturias to the core region of Madrid. In the
Other Manufacturing sector, the industry leather and leather products relocated from the core region of
Madrid to the adjacent region of Commumidad Valencia in the CAP cluster Cataluna. Industry
concentration in all other categories (CC), (CD) and (DD) — twenly-one industries -- rematncd in the
rcgions of their respective initial concentration. Of the total twenty-three industries, seventeen ate located
in corc agglomerates, one in a periphery region Asturias, one in the adjacent region of Galicia, and three
in the adjacent region Communidad Valencia.

What is significant about the new absolutc and relative labour-land concentration measurement?
First, it relates employment per industry to a square kilometre thercby compensating for a region’s

geographic size. Since the new economic geography focuses on industry location, then its concentration

Appendix SA, Chapter 5.

s
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must be measured geocentrically. Second, it relates consistently to the centrality theory within the
framework of the CAP model. The majority of industries are absolutely or relatively concentrated in core
agglomerates. The measurement unequivocally facilitates the necessary proof for regional diversified
agglomeration (Krugman and Venables1996) and the home market effect (Krugman, 1991b; Davis and
Weinstein, 1999). Third, it support the seamless concentric circle theory by identifying manufacturing
dispersion (relative concentration) to adjacent and periphery regions (Von Thiinen, 1823), thereby
revealing the strength of the competition effect (Krugman, 1991b; Venables, 1994; Baldwin et.al., 2002),

and regions with a comparative advantage (Forslid and Wooton, 1999).

5.7.5 An Empirical Examination of Industry Characteristics

Midelfart et.al., (2000) have identified industry characteristics in their study of EU industry
location at the national level. These industry characteristics are applied to the industries in the regions of
Spain and are listed in Table 5.14. The industry characteristics are categorised as high (H), medium (M)
and low (L).

TABLE 5.14

INDUSTRY CHARACTERISTICS
1 Economies of scale IRS = Measures of minimum efficient scale (MES)
2 Technology level TECH = High, Medium, Low (OECD classification)
3 Intra-industry linkages INTRA = Use of intermediates from own sector as share of value of production
4 Inter-industry linkages INTER = Use of intermediates from other sectors as share of value of production
5 Capital intensity K/L = Capital stock per employee
6 Skill intensity S/L = Share of non-manual workers in the workforce
7 Industry growth A = Growth in value of production between 1970 and 1994
8 Final demand bias F = Percentage of sales to domestic consumers and exports
9 Agricultural input intensity A = Use of primary inputs as share of value of production

Source: Midelfart et. al., (2000), Box 2.2, p.13

In Table 5.15, the industries and their characteristics are presented in their CAP clusters and
region types in which their absolute and relative concentration occurs. We are interested in answering the

question; “Is there a difference in industry characteristics between the CAP clusters that determines their

location?”

The (CC) Industries

The eight (CC) industries are located in two core agglomerates and have increased their
concentration at the expense of the adjacent, periphery and core regions.”' The (CC) industries are located
in the core agglomerates of Pias Vasco and Madrid. The difference in industry characteristics between
these two agglomerates is that industries located in Madrid have a higher technology requirement, a
higher need for intra and inter-industry inputs, and higher skill requirements. Industries in Madrid use a

larger share of agricultural inputs, and produce relatively more for home consumption. Industries in Pias

! See Table 5.14
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Vasco are more capital intensive, use low levels of agricultural inputs, and have a low demand bias
indicating strong home market effects (Davis and Weinstein, 1999). The industry quarrying and mining
of energy materials is completely concentrated in the periphery region of Asturias suggesting regional
natural advantage (Ellison and Glaeser, 1999). The CAP cluster Pias Vasco is in close geographic
proximity to the core regions of Portugal in the west and borders on France to the north. The regions in

this cluster could possibly be developing an export industry.

TABLE 5.15
INDUSTRY CHARACTERISTICS
Industries CAP Cluster IRS TECH INTRA INTER K/L SL A F A
R

Quarrying & Mining Energy Materials (CC) Pias Vasco (P) H 8 L H H H M H L
Basic Metal products (CC) Pias Vasco (C) M L M M M L H L I
Machinery and Equipment (CC) Pias Vasco (C) M M M M M H M L M
Fabricated Metal products (CLC) Pias Vasco (C) M L M M M L H I; L
Rubber & Plastics (CLC) Pias Vasco (C) L M L H L M /M M H
Other Transport (CD) Pias Vasco (C) H M L H M M L L L
Quarrying & Mining Non-Energy (DMD) Pias Vasco (A) H M H L H M M M L
Office Machinery & Computers (CC) Madrid (C) M H M H H H L L
Medical Precision Instruments (CC) Madrid (C) M H L M L H H M M
Paper & Paper Products (CC) Madrid (C) M L H L H M M L M
Chemicals & Man Made Fires (CD) Madrid (C) H M H L H H M M M
Motors & Trailers (CD) Madrid (C) H M H M M L L H L
Coke, Refinery & Nuclear (DC) Madrid (C) H L L M H H H H L
Wearing Apparel (DC) Madrid (C) L L H L M L L H H
Electrical Machinery & Apparatus (DLD) Madrid (C) M H M M L M H M M
Food, Beverages & Tobacco (DMD) Madrid (C) L L M H H HM MH H H
Manufacture of Jewellery & Musical 1 (DLD)  Madrid (C)
Electricity, Gas & Steam T (DC) Madrid (C)
Purification & Distribution of Water 1 (DC) Madrid (C)
Textiles (CLC) Cataluna (C) L L H L M L L H H
Leather & Leather Products (DC) Cataluna (A) L L H L M L L H H
Wood Products (DLD) Cataluna (A) L L M M L L M M H
Non-Metallic Minerals (DLD) Cataluna (A) M L M M L M M L M

Source: Industry characteristics taken from Table 3.4 in Midelfart ez. a/,, (2000). t = no industry characteristics available

The (CLC) Industries

The three (CLC) industries located in core agglomerates have an absolute concentration that has
declined but remains absolute. There are no (CLC) industries in Madrid. Two of these industries are
located in the core region of Pias Vasco, and one in the core region of Cataluna. In Pias Vasco the
industries fabricated metal products, and rubber and plastics have the opposite characteristics except for
inter-industry linkages, industry growth, and use of agricultural inputs. The fabricated metal products
industry, like other (CC) industries in Pias Vasco has a medium level of internal returns to scale, medium
intra and inter-industry linkages, and requires medium capital intensity. It is has a low final demand bias
indicating it is an export industry.

The rubber and plastics industry is a supplier industry with low level of internal returns to scale, a
high level of inter-industry linkages, a medium skilled labour requirement, and a medium final demand
bias. The industry’s relative concentration levels have increased in the core agglomerates of Madrid and

Cataluna. The industry’s medium final demand bias, medium levels of skilled labour needs, and high
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levels of inter-industry needs, suggests that industry relocation is fuelled by the need for domestic
expenditure, skilled labour and technology availability, and inter-industry linkages available in the larger
two core agglomerates (Krugman and Venables, 1996).

The third (CLC) industry is the textile industry with a declining, but stable, absolute concentration
in the core agglomerate Cataluna. The industry has experienced an increase in relative concentration in s
adjacent region of Communidad Valencia. The industry is characterised by low internal returns to scale,
high intra-industry linkages, medium capital intensity, a high use of agricultural inputs, and a high final
demand bias. The increased relative concentration in the adjacent region suggests a possible need for an
input-output structure with similar indusfries in the core; this, combined with low inlernal returns to scale,
suggests relatively high product transport intensity (Venables and Iimao, 2002). Also, the industry
produces primarily for domestic consumption and therefore needs to locate in the largest domestic home

market, which is the core agglomerate of Cataluna.

The (DC) Industries

The {DC) industries are those that have changed from relative to absolute concentration. Two of
the (C) industries are located in core agglomerate Madrid and one in the core agglomerate Cataluna. In
Madrid, the coke, refinery and nuclear energy industry has become absolulely coneentrated out of need
for high internal returns to scale, medium inter-industry linkages, high capital intensity requircments, the
need for skilled labour, and high final demand bias. It has low levels of agricultural inputs. The industry
has relocated from the periphery region Asturias that is left with a small relative concentration.

The wearing apparel industry has found absolute concentration in the core region of Madrid. The
industry has low levels of internal returns to scale, is highly dependent on intra-industry linkages, has a
high final demand bias, and possibly a high demand elasticity. The industry is highly dependent on
agricultural inputs that bear transportation costs, making the indusiry transport intensive. It therefore
needs to be located in its largest domestic home markets. The industry also shows dispersion to the core
agglomerate of Cataluna, which has the bighest relative concentration coefficient. The industry has
relocated primarily fonm the adjacent region of Communidad Valencia,

The leather and leather products industty has an absolule concenlralion in the adjacent region of
Communidad Valencia. The industry has relocated from the core agglomerates of Madrid and Cataluna.
This industry is also characterised by low internal returns to scale, high intra-industry hnkages, medium
capital intensity, a high use of agricultural inputs, and produces primarily for the domestic market. The

industry is highly dependent on agricuitural inputs, making its commaodities relatively lransport intensive.

The (CD) Industries
There are three (CD) industries that have lost their absolute concentration, have become more

dispersed, and now have relative concentration. The first (CD) industry is the other transport industry
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located in the core agglomerale of Pias Vasco. The industry has dispersed primarily to the core
aggtomerate Madrid. The other transport industry in Pias Vasco i8 characterised by high internal returns
to scale, low intra-industry linkages, but high inter-industry linkages. It requires medium levels of
technology, capital intensily, and skilled labour. It requires low levels of agricultural inputs, shows low
industry growth, and has a low final demand bias.

The other transpori industry is a supplier industry. Relocation (o Madrid could be driven by its
need for high internal economies of scale, and high inter-industry linkages. Since this is an expotl
industry, these refocation developments suggest the need to minimise the high transport intensity costs of
importing intermediate products from the core region of Madrid. By rclocating to Madrid it reaps
pecuniary agglomeration benefits which allows it to remain competitive in foreign matkets. The
developments in this industry embody the forces of the new ceonomic geography theory of home market
effect, transport intensity of' commodities, and satisfying idiosyncratic demand (Krugman, 199ib;
Krugman and Venables, 1996; Davis and Weinstein, 1999; Venables and Limao, 2002).

The remaining two industrics in the (CD) group arc located in the core agglomerate of Madrid. The
industries chemicals and man madc fibres, and motors and trailers have both experienced relocation to the
core agglomerate Cataluna, whose relative concentration coefficients have increased for both industries.
The industry branche motors and trailers has become relatively more dispersed than chemical since it has
also relocated to the core agglomerate of Pias Vasco, whose relative conceniration coefficient is
approximately the same as that of Cataluna. The indusirics arc similar in their need for high internal
returns to scale, medivm levels of (cchnology, and high intra-industry linkages.

The chemical industry is a supplier industry and requires low inter-industry linkage, but high
capital intensity and high levels of skilled labour. The indostry bas experienced medium growth, and has
a medinm final demand bias. Since the chemical industry is producing for domestic and foreign
consumption it will locate to large markets such as Cataluna with high initial high industry shares, to reap
the pecuniary agglomerate advantages from high intra-industry linkages and high internal cconomies of
scale (Forslid ef. al., 1999). The industry can supply the southern and northern Huropean market from
these two core agglomerates (Davis and Weinstcin, 1999).

The motors and trailers industry has characteristics similar to the chemical industry. It, however,
has a high final demand bias suggesting production primarily for the domestic market. To minimisc the
transport intensity costs of its high dependence on intra-industry inputs, and to realise high levels of
internal returns to scale, this indusiry is dispersing and relocating to core agglomerates with initial high
industry shares thereby contributing to the changing composition of industry structurcs in core

agglomerates (Krugman and Venable, 1996).
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The (DD) Industries

The categories (DMD) and (DLD) contain industries that are relatively concentrated and experience
an increase or decrease in this position. In the CAP cluster of Pias Vasco the indusiry quarrying and
mining of non-energy materials has a decline in relative concentration (DMD) in the ex post adjacent
region Galicia, and relocated to the adjacent region of Cantabria with an equal relative concentration, The
industry is characterised by high internal returns to scale, imfra-industry linkages, and capital intensily.
Both Galicia and Cantabria are adjacent regions. It has low infer-industry linkage, and medium levels of
technology, skilled labour, and a medium final demand bias, producing for domestic conswnption and
export. The industry has medium growth levels.

In the CAP cluster of Cataluna, the industries wood products and non-metallic minerals have
relative concentration levels and are both becoming less dispersed (DLD). Both industrics are located in
the adjacent region of Communidad Valencia. The industry characteristics are similar except for internal
returns to scale, skilled labour requirements, final demand bias, and use of agricultural inputs. The non-
metallic industry has a low final demand bias and a high need for agricultural inputs. It is a (ransport
intensive industry competing in foreign export markets. The wood products industry has a high use of

agricultural inputs and a medium demand bias requiring location close to the home market.

Conclusion Relative and Absolute Concentration Analysis

It is evident that the industrial struciure of core regions consists of a mix of industries that show
both absolute and relative concentration, For example, the corc agglomerate of Pias Vasco has five
industries with absolute concentration, and one with relative concentration. Madrid has seven industries
that are absolutely concentrated and flve indusiries that are relatively concentrated. The core agglomerate
of Cataluna has onc absolutely concentrated industry. Adjacent and periphery regions within the CAP
clusters also show abselute and relative concentration in five industries.

In general, increased concentration (CC) in one core region is accompanied by declining relative
concentration in the remaining core regions. Industries in core regions with a marginal decline in absolute
concentration (CLC) increase (heir relative concentration in other core regions. Dispersed industxries with
a relative concentration that have become absolutely concentrated (22C) have relocated primarily o the
core agglomerate of Madrid, with the exception of onc¢ industry that relocated to an adjacent region.
Industries that were absolutely concentrated, but became more dispersed (CD) increased their industry
relative concentration ratio in another core agglomerate or adjacent region. Dispersed industries that
became less dispersed (DLD) increased their relative concentration at the expense of other core regions.
The two (DMD) industrics are located in two separate CAP clusters. In the CAP cluster Pias Vasco
relative concentration ratios became identical in two adjacent regions at the expense of core regions. In

the CAP cluster Madrid, dispcrsion occurred from one core io another core region.
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The industry analysis in Section 5.4 revealed that new {irms in similar industrial sectors locate in
both core and adjacent regions of all threc CAD clusters. The analysis also revealed that new firms in
different industrial sectors cluster in common regions, irrespective of region type, i.e. core and adjacent.
The industry characteristics analysis reveals fifteen industries, located in core and adjacent regions, that
require medium to high infra-industry linkages, and thirteen industries, located in similar region types,
requiring medium to high infer-industry linkages. 'This evidence supports the concentric circle theory that
input-output structures — forward and backward linkages — exist between core agglomerates and their
adjacent regions (Paclinck and Nijkamp, 1975; Krugman and Venables, 1996; Midelfart et.f.,2000). The
CAP clusters in Spain have developed economic districts (E.dsch, 1954; Krugman, 199]a).

Furthermore, the outcome of the industry index analysis revealed greater similarity in production
structures between the core agglomerates and their adjacent regions. The existence of a multi-
agglomeraic production structure has been revealed through the analysis of changes in relative and
avbsolute indusiry concentration. This evidence supports the theory of diversified agglomeration in the
theoretical literature (Krugman and Venables, 1990, 1995, and 1996; Venubles, 1994: Ludema and
Wooton, 1997; Forslid and Wooton, 1999; Venables and Limao, 2002). Trade liberalisation has not
weakened nor destabilised the original core agglomerates. It has, however, changed their industrial

composition (Krugman and Venables, 1996).

5.7.6 CAT Cluster Characteristics

It appears that industry and commodily characterisiics are correlated with CAP cluster
characteristics. The concentration categories (CC), (CLC) and (DC) comprise twelve industries
distributed over the three CAP clusters, Of these, five are located in the cluster Pias Vasco, [ive in the
cluster of Madrid, and two in the cluster Cataluna. On average the industries in Pias Vasco have a low
demand elasticity indicating home market economic geography elfects since they produce primarily for
the export market (Davis and Weinstein, 1999).

The CAP cluster Pias Vasco appears to have a number of characteristics’ that atiract the export
industry. First, it has a favourable geographic locational advantage for industries exporting to Portugal,
France, and thc EU geographic core. Second, it has a modern road and rail infrastructure providing
transport routes to Portugal and Trance. Third, the city of La Corunna in the adjacent region of Galicia
has an Atlantic Ocean seaport and two of the six airficlds in the CAP cluster Pias Vasco. Since, industries
are increasing their conceniration in the core agglomerate, we can assume that Pias Vasco has an
abundance of skilled labour and cducational programs to ensure a continued supply of human capital.

The CAP cluster Madrid contains five industries with absolutc concenitation. On average these

industries have a medium to high need for internal rcturns to scale, intra-industry linkages, and skilled

7 The source for this information is Burostat (1993), Portrait of the Regions, Yotlumes. 1- 4, Luxembourg,
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labour. They are characterised by a medium to high final demand bias indicating the need for high
demand in home markets. The industrics arc also characterised by medium to high needs for agricultural
inputs. The (CD) and (DLD) in Madrid are characterised by a medium to high final demand bias and nced
for agricultural inputs. The core agglomerate of Madrid has the highest number ol industries with
absolute and relative concentration,

The CAP cluster Madrid is characterised by its favourable central geographic lecation equidistant
from the core agglomerates Pias Vasco and Calaluna, respectively 624km and 617km. It has a modern
infrastracture. The region Madrid consists of 15 urban areas of which six have a total population greater
than 100,000 people. 1t has an urban population of 89.3%, compared to 69.6% in Pias Vasce and 68.9%
in Cataluna. The region has a numnber of universities and vocational institutions providing technological
know-how and a skilled labour force. Two adjacent regions Castilla T.a Mancha and Castilla Leon whose
jand use is respectively 63% and 59% agricultural surround the agglomerate Madrid.” This geographic
characteristic makes manufacturing location in Madrid interesting for industries whose commodities are
characterised by fransport intensive agricultural inputs, and yet wish to compete in foreign export
markets, such as the industry paper and paper products.

The common characteristic of the (DCy industries is the high final demand bias for their
commodities and high needs for agricultural inputs, causing their relocation to the high expenditurce
agglomerates of Madrid and Cataluna. The same is true for the one of the (DLD) industries in this CAP
cluster, The industry (DLD) non-metallic minerals is an export oricnted indusiry.

The CAP cluster Cataluna is characteriscd by 35 wrban areas of which eight have a population
exceeding 100,00 people with a population density in Barcelona 615 people per square kilometre™, Its
adjacent region of Communidad Valencia also has 35 urban areas of which four have a population greater
than 100,000 people, The urban population density of Communidad Valencia is 56.6%. Average land use
in Cataluna and Communidad Valencia is about 43% agriculture and 41% wooded. The CAP cluster
Cataluna has three Mediterrancan harbouwrs, one in Cataluna m the city Barcelona, and two in
Communidad Valencia in the city Alicante. It has an equal number of airports, one in Bareclona, and {wo
in Alicante. The CAP cluster is characterised by a2 modern road and rail infrastructure alony the northern
Mediterrancan coast for easy market access to southwestern France, northern Italy, and the EU
geographic core. The cluster has Universities und vocational institutions providing technological know-

how and a skilled labour market.

5.8 CONCLUSIONS
This chapter made an initial analysis of the endogenous economic mechanisms that comprise the

‘black box’ of the new economic geography model within the CAP framework. The inilisl outcomes

“ ppid., Op.Cit.,(1993)
™ Ibid Op.Cit., (1993)
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suggest the CAP model (o be a {unctional vehicle for analysing inter-regional and inter-sectoral firm and
labour movements in & seamless geographic world.

The outcomes prove the premise of the concentric circle theory that industry location radiates
outward in multi-directions from a central location. The CAP model, through the concept of CAP
clusters, {acilitates the industry index analysis in exposing the convergence or divergence of industry
structures in the first concentric circle around the core. When applied to the second concentric circle, the
mode] reveals that even industries in these regions tend to develop industry structures similar to their
nearest core region. In the case of the CAP eluster Pias Vasco the distance of production location from
the core becomes tess relevant if the commodity has a low final demand bias.

The concentric circle theory approach to the analysis of industey location provides the distinct
advantage of identifying one or more core regions within a country that act as an economic development
axes, attracting and dispersing economic activity to its surrounding regions. The CAP model allows for
the mecasurcment of this spatial activity. The outcome has revealed a major theoretical premise by
Krugman and Venables (1996) that supplier and flinal goods producers seek to cluster for pecuniary
agglomerate advantage. The regional CAP model identified this behaviour by examining the sectoral
distribution of industries within the CAP clusters. Tt found five distinct instances where supplier and final
goods producers clustered in a common region or the combination of core and adjacent regions. Contrary
to the results reported by Midelfart et.al,{2000), a region’s initial ‘low’ or ‘high’ sharc in an industry is
important for industry clustering. Core regions with high initial shares attract new firms into the industry
dispersing other firms in need of forward and/or backward linkages to the adjacent regions.

The new labour-land concentration ratio verifics the inttial signals from the industry index analysis
that Spain is characterised by a multi-aggilomerate production structure, Trade liberalisation has left
original agglomerate production structures in place, but has changed the composition of industrial
structures. A comparison of industry concentration measurements are listed in Table A.6.7. The
characteristics of the measurements are such that only the new labour-land concentration ratio meets the
two requirements of} one, measuring industry concentration per region, and two, providing a clear cut-off
point between absolute and relative concentration. The remaining three measurements do not satisty one
of the two criteria. The location-Gini, LGy measures indusiry concentration per region, but cannot
distinguish betwcen relative and absolute concentration. ‘The Amiti (1997) and Forslid (1999) relative and
absolute measurements are country and not region specific. Finally, the measurements are not consistent
in their concentration values.

This study does not make the claim that the relative concentration ratio measures Heckscher-Ohlin
comparative advantage and specialisation in preduction, or that the absolute concentration ratio measures
Krugman’s (1991b) cconomic geography and economics of scale. However, first indications do suggest
that on average industries experiencing absoluie concentration (CC), in the core agglomerates are

characterised by low to medium final demand bias indicating strong economic geography home market
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effects, as found by Davis and Weinstein (1999). Industries with relative concentration ratios are located
in core and adjacent regions and are characterised as industries in the disperscd — more/less — dispersed
categories, (DLD) and (DMD). On average these industries show a medium to high final demand bias
indicating the need [or proximity to high domestic expenditures. These industries show greater dispersion
across the CAP clusters suggesting regional specialisation in production for domestic consunption.
Multipte production locations would lead one to deduce that these indnstries have commoditics with high
demand elasticitics and high transport intensities dependent on éxtra and inter-industry inputs.

Finally, the CAP model proves thc multi-agglomerate production structure in Spain, {t is not
unreasonable to conclude that this polyceniric production structure is the result of the geographic location
and characteristics of the three agglomerates. The CAP cluster Pias Vasco in the northwest has a
favourable geographic cxport location to France, Portugal, and the rest of the world via the Atlantic
Ocean harbours. The CAP cluster Madrid is centrally located, equidistant from Pias Vasco and Cataluna,
A high percentage of its land use, and that of its adjacent regions, is agricultural production, whosc output
serves as inputs (medium and high) for six of the twelve industries concentrated in the agglomerate. The
CAP cluster Cataluna is the largest home market in Spain. Its prime characteristic is its share of domestic
expenditure for firms with high final demand bias and transport intensive commoditics. Its industry
structure is favourable o all industrics sinee it provides high levels of forward and backward linkages,
ergo, pecuniary agglomerate advantages, which provides its comparative advantage. Like Pias Vasco, the

cluster Cataluna has a rail, road, air, and harbour infrastructure to the outside world.
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CHAPTER 5 APPENDIX 5A
TABLE 5A.1
MANUFACTURING INDUSTRY DATA
NR.| BR. INDUSTRY NAMES YEARS
INDUSTRIAL SECTORS
ENERGY
1{E40 Electricity, gas, steam, and hot water supply 19971989
2|E41 Collection, purification, and distribution of water 1997|1989
3|CA Mining and quarrying of energy producing materials 1997/1989
4|DF  Manufacture of coke, refined petroleum products and nuclear fuel 1997|1989
EXTRACTION AND PROCESSING
5/CB  Mining and quarrying except energy producing materials 1997|1989
6/DG  Manufacture of chemicals, chemical products, and man made fibres 1997|1989
7\DH  Manufacture of rubber and plastics 1997|1989
8/DI  Manufacture of other non metallic mineral products 19971989
ENGINEERING
9|DJ27 Manufacture of basic metals 19971989
10{DJ28 Manufacture of fabricated metal products 1997(1989
11|DK  Manufacture of machinery and equipment 19971989
12| DL30 Manufacture of office machinery and computers 19971989
13| DL31 Manufacture of electrical machinery and apparatus 1997|1989
14/ DL33 Manufacture of medical, precision, optical instruments, watches and clocks 19971989
15/ DM34Manufacture of motor vehicles, trailers, and semi-trailers 1997|1989
16| DM35Manufacture of other transport equipment 19971989
OTHER MANUFACTURING
17|DA  Manufacture of food products, beverages, and tobacco 1997|1989
18| DB17 Manufacture of textiles 1997/1989
19| DB18 Manufacture of wearing apparel 1997|1989
20/{DC  Manufacture of leather and leather products 19971989
21|DD  Manufacture of wood products 1997|1989
22|DE  Manufacture of paper and paper products 1997|1989
23|DN  Manufacturing: furniture, jewellery, musical instruments. 1997|1989
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TABLE 5A.6
STANDARDISED RELATIVE AND ABSOLUTE LABOUR-LAND CONCENTRATION VALUES

| z Region Z____Region z Region z Region _|LC __ Region
[ENERGY
Electricity, gas and Steam (E40) 1997| 3.4 Madnd 1.2 Pias Vasco 0.8 Baleares 0.3 Canarias 0.781 Baleares
1989| 3.0 Madrid 1.3 Pias Vasco 0.9 Baleares 0.7 Cataluna 0.751 Canarias
Purification and Distribution of Water (E41) 1997] 3.8 Madrid 0.4 LaRioja 0.3 Baleares 0.2 Cataluna 0.747 La Rioja
1989 23 Madnd 1.5 Pias Vasco 0.9 Asturias 0.6 Galicia 0.765 Canarias
Quarrying and Mining of Energy Materials (CA) 1997| 40 Asturias 0.953 Asturias
1989| 4.0 Asturias 0.940 Asturias
Coke, Refinery, and Nuclear (DF) 1997 33 Madrid 1.3 Pias Vasco 0.7 Galicia 0.6 Asturias 0.762 C. La Mancha
1989| 2.8 Asturias 1.3 Pias Vasco 1.8 Murcia 04 Cataluna 0.908 Canarias
EXTRACTION AND PROCESSING
Quarrying and Mining of Non-Energy Materials (CB) 1997| 1.8 Galicia 1.8 Cantabria 1.2 Madrid 1.1 Com. Val. 0.762 Extremadura
1989| 2.0 Galicia 1.5 Madrid 1.0 Cataluna 0.8 Pias Vasco 0.762 Galicia
Chemicals and Man Made Fibres (DG) 1997| 3.0 Madnd 2.2 Cataluna 0.7 Pias Vasco 0.1 Com, Val 0.643 Cataluna
1989 32 Madnd 1.7 Cataluna 1.0 Pias Vasco 0.1 Cantabna 0.630 Cataluna
Rubber and Plastics (DH) 1997| 3.1 Pias Vasco 1.6 Madrid 1.2 Cataluna 04 Com. Val 0.638 Pias Vasco
1989 34 Pias Vasco 1.3 Madrid 0.8 Cataluna 03 Com. Val 0.657 Pias vasco
Non-Metallic Minerals (DI) 1997 28 Com. Valencia | 2.0 Madrid 09 Pias Vasco 0.6 Cataluna 0.662 Com. Val
1989 25 Com. Valencia | 1.9 Madrid 1.5 Pias Vasco 0.6 Cataluna 0.659 Com Val
ENGINEERING
Basic Metal products (DJ27) 1997| 3.7 Pias Vasco 0.9 Asturias 0.4 Cantabria 0.1 Madrid 0.858 Asturias
1989| 34 Pias Vasco 1.7 Asturias 0.2 Cantabria 02 Baleares 0.888 Asturias
Fabricated Metal products (DJ28) 1997| 34 Pias Vasco 1.5 Madrid 0.7 Cataluna 0.686 Pias Vasco
1989 3.6 Pias Vasco 1.1 Madrid 0.4 Cataluna 0.699 Pias Vasco
Machinery and Equipment (DK) 1997| 34 Pias Vasco 1.3 Madrid 0.8 Cataluna 0.639 Pias Vasco
1989] 34 Pias Vasco 1.6 Madnd 0.5 Cataluna 0.711 Pias Vasco
Office Machinery and Computers (DL30) 1997| 39 Madrid 0.6 Cataluna 0.781 Madrid
1989 34 Madrd 1.5 Baleares 0.5 Cataluna 0.1 Com. Val 0.867 Baleares
Electrical Machinery and Apparature (DL31) 1997 29 Madrid 20 Pias Vasco 1.2 Cataluna 0.690 Aragon
1989| 26 Madnd 2.5 Pias Vasco 09 Cataluna 0.651 Madnd
Medical Precision Instruments (DL33) 1997| 3.6 Madrid 1.2 Pias Vasco 0.5 Cataluna 0.723 Madrid
1989 32 Madrid 1.6 Cataluna 1.3 Pias Vasco 0.670 Cataluna
Motors and Trailers (DM34) 1997| 2.6 Madrid 1.5 Cataluna 1.4 Pias Vasco 1.0 Navarra 0.747 Navarra
1989 33 Madrid 1.3 Cataluna 0.9 Pias Vasco 0.4 Navarra 0.690 C. Leon
Other Transport (DM35) 1997| 28 Pias Vasco 2.4 Madrid 0.5 Galicia 0.775 Galicia
1989] 32 Pias Vasco 1.9 Madrid 0.5 Galicia 0.766 Galicia
OTHER MANUFACURING
Food, Beverages, and Tobacco (DA) 1997| 2.7 Madrid 1.4 Cataluna 0.8 Canarias 0.7 Pias Vasco 0.711 Canarias
1989 2.8 Madnid 1.0 Cataluna 0.8 Pias Vasco 0.5 Com. Val 0.695 Extremadura
Textiles (DB17) 1997 34 Cataluna 1.8 Com. Val. 0.1 Madrid 0.685 Cataluna
1989 37 Cataluna 1.2 Com. Val 0.2 LaRioja 0.729 Cataluna
Wearing Apparel (DB18) 1997| 32 Madrid 1.9 Cataluna 0.5 Com. Val 0.1 Galicia 0.785 C La Mancha
1989| 2.6 Madrid 2.1 Com. Val 0.9 Cataluna 0.7 LaRioja 0.731 C. La Mancha
Leather and Leather products (DC) 1997| 3.5 Com. Valencia | 1.0 Baleares 09 LaRioja 0.1 Madnd 0.809 Com. Val
1989 2.6 Madnd 1.8 Com. Val. 1.7 Cataluna 0.2 Murcia 0.665 Com. Val
Wood products (DD) 1997| 2.3 Com. Valencia | 1.4 Pias Vasco 1.2 Madrid 09 Cataluna 0.688 Galicia
1989] 2.1 Com. Valencia | 1.8 Madrid 1.8 Pias Vasco 04 Cataluna 0.636 Murcia
Paper and paper products (DE) 1997| 3.8 Madnd 0.7 Cataluna 0.5 Pias Vasco 0.707 Madrid
1989 36 Madnd 1.0 Pias Vasco 0.6 Cataluna 0.707 Madnd
Manufacturing of jewelry and Musical (DN) 1997| 2.7 Madrid 1.7 Com, Val. 1.2 Pias Vasco 0.7 Cataluna 0.658 Baleares
1989 2.2 Madrid 1.9 Com. Val. 1.6 Pias Vasco 0.7 Baleares 0.680 Baleares

Source: Author's own research

(C) Brand / October 2003
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CHAPTER S APPENDIX 5B

Regional Industry Index of Similarity / Diversity

In order to compare industry localisation (structures} between regions, Krugman (1991a) suggesis
a method for developing an index of rcgional divergence / similarity. The share of industry 7 in fotal
manuiacturing employment in region 7 is given by s

;> a ratio defined as;

oi

- RJ‘
S5 = e
RJ

(5B.1)

where s, refers o industry 7 in region 7, and i # j. This calculation is made for all industries in a

particular region j, The industry structure of a region is determined by the type and number of industries

within a region and the respective share of manufacturing employment s, in each industry type. The

region with which the comparison is made is lahelled s;- . Krngman then constructs the divergence /

similarity index
=35y =53] (5B.2)

and indicates that if two regions have an identical (similar) industry structure, *that is, that industry shares
of employment were the same for all i, then the index would be zero. If two regions had completely
disjointed industry structures, the index would be 2 (because cach share in each region would be counted
in full)’.™ The index quantifies the difference or similarity in regionsl indusiry structure, and hence
regional specialisation.

The construction of Krugman’s similarity / divergence index consists of two steps. First, calculate
regional indusiry employment as a share of total regional industry employment. Second, chose a
reference region »¥ — 1 and compare its industry structure to all other R — 1 regions by subtracting the R
regions respectively trom the reference region. The index 7 is obtained by summming the absolute
differences. Each region is, in its turn, used as a reference region so that a symmetric R¥R matrix of

similarily / divergence index values is obtained. Its diagonal value is zero.

" Krugman (1991a).,Opt. Cit., p. 76
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APPENDIX 5C
TABLE 5.C.1
A COMPARISON OF CONCENTRATION MEASUREMENTS

Krugman* Amiti  Amiti  Forslid  Brand
Cap Cluster Pias Vasco 05206y <1 St>1  SSt  G>F - Lyt
Quarrying & mining of energy materials [60) cc CLC CLC cC
Basic metal products CLC CD<1 ccC
Machinery and equipment CLC cC
Fabricated metal products CLC CLC
Rubber and Plastics CLC CLC
Other transport cC CcD
Quarrying and mining of non-energy NC DMD
CAP Cluster Madrid
Office machinery and computers CLC cc cc DC> 1 cc
Medical precision instruments GC CLC CD<1 cC
Paper and paper products NC DC>1 ce
Chemicals and man made fibres cC cC DC>1 CD
Motors and trailers cC CcD
Coke, refinery and nuclear energy CLC CD<1 DC
Wearing apparel cc DC
Electrical machinery and apparatus cC CLEE DLD
Food, beverage and tobacco CcC DMD
Manufacture of jewellery and musical CLC DLD
Electricity, gas and steam CC DC
Purification and distribution of water CLC DC
CAP Cluster Cataluna
Textiles CLC CLC CLC CLC
Leather and leather products cC cc cC DC=>1 DC
Wood products ccC DLD
Non-metallic minerals CC DLD

Source: Author’s own research.

1t CC=L;>30; CD =L;j> 30— 30 <L DC =306 <L — L;j>30; DD = DLD = DMD < 3o.

* Taken from Table 5.10.
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CHAPTER 6
SPATIAL CORRELATION ANALYSIS OF THE SPANISTT CAP CLUSTERS

6.1 INTRODUCTION

In the new economic geography theory trade liberalisation releases agglomeration and dispersion
forces that cndogenvusly determined the location of manufacturing production (Krugman, 1991%b), The
increase in market size and competition causes firms and industries (») to locate closest to their largest
markels 1o achicve economies of scale in production. T.abour (L) relocation and migration to larger
markets is motivated by higher nominal and real wages. This study has demonstrated that firms,
industries and labour in the Spanish CAP regions have responded to trade liberalisation according to the
new economic geography theory.

The objective of this chapter is to continue the analysis of the workings of the endogenous
mechanisms within the ‘black-box’ of the new economic geography by c¢xamining the effects of
agglomeration and dispersion forces on the microsconomic vaciables at the firm level in the regions of the
respective CAP clusters. Strong agglomeration and dispersion forces in the regions creates a demand for
labour, bidding up wages (w), and increases gross investment (X) to achieve cconomies of scale in
production. Increascd competition changes production structures, stimulating a more efficient use of
labour per firm (L/#) and achieving higher productivity levels through increased capital investment per
employee (K7L). Strong agglomeration forces result in a divergence of these economic variables, while
strong dispersion forces result in a convergence of variables.

To examine the strengths of these ‘black-box’ forces, spatial corrclation analysis is used to measure
the influence of economic activity between Lhe core and adjacent regions, the core and periphery regions,
and the adjacent and periphery regions. If the home market effect (agglomeration) prevails, there is a
divergence in the values of economic variables. I, on the other hand, the competition etfcet (dispersion)
prevaiis, a convergence in the values of economic variables occurs (Krugman, 1991b).

The chapter is divided into two main sections. Section 6.2 discusses the spatial correlation
coefficicnt and cxamines the empirical results for the CAP model. In Section 6.3 a spatial correlation
analysis is conducted for the Spanish border regions and its foreign adjoining regions. The conclusion of

the spatial correlation analysis is discussed in Section 6.4.

6.2 THE SPATIAL CORRELATION COEFFICIENT
This section examines the extent to which agglomeration and dispersion forces have influcnced the
development of economic variables between the regions. The spatial correlation coefficient is defined by

the following statistical measurement:
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(- x, )
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21 > (x, - ¥)?
r=l

Where x is the value of a4 demographic or cconomic variable in region » (v = 1,..., R) and the statistic ¢, is
called a contiguity cocflicient. Spatial correlation analysis is based on the concentrie circle theory of the
CAP model. The contiguity coefficient captures the strength of the spatial correlation of an economic
variable between the core and an adjacent region in the first concentric circle (£ = 1), and the core and the
periphery region in the sccond coneentric circle (&= 2).

Spatial correlation analysis measures the correlation between the observations on onc single variable
dispersed over different regions. A positive corrclation cxists when the contiguity coefficient exhibits a
value ) < ¢, < 1. Consequently, the closer the value lies to zero, the stronger the relationship between the
values in 4 variable in two diflerent regions, the more they have converged. A negative correlation exists
when the value of ¢; > 1. A negative value of the contiguity coefficient indicates that the values of the
variable in the two different regions are moving in the oppositc dircction i.c. divergence. When the
correlation cocflicient shows a value ¢ = 1, there is no correlation between the values of a variable in the
two different regions. (See Chapter 6, Appendix 6A, for a complete specification of the spatial correlation

coefficicnt and its properties).

6.2.1 Empirical Estimation

This analytical method uses the available economic variables of the regions in the respective CAP
clusters to provide three separate samples and unique calculations for the Spanish regions. As a result of
the varying number of regions within a CAP cluster, the sample sizes can differ. The k-order-connections
between the regions arc presented in Table 6C.2 (See Chapter 6, Appendix 6C). The cconomie,
demographic, and manufacturing data has been categorised according to CAP-region classification in
Table 6C.3 (See Chapter 6, Appendix 6C). This data is used to elucidate the estimaled contiguity
coefficients.”™

Spatial correlation analysis is utilised to examine the relationship between the econoinic variables
of the CAP clusters ol regions. The analysis examines the spatial relationship between the following
regional variables; per capita income (¥/P), total population (), the total number of firms {#), the total
number of manufacturing employees (L), the ratio of manufacturing employment to population (L/P),
total wagcs and salaries (w), total gross investment (K), the average number of employees per firm (L/n),

the average gross investment per firm (K/p), the average gross investment per cmplovee (K/L), the
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average wage per employee (w/L), and the average wage costs per firm (w/n). By focusing on the
relationship between economic variables, this analysis illuminates the extent to which agglomeration and
dispersion forces have influenced the development of these variables between regions.

Cross-sectional data is used for 1989 and 1997. The economic and demographic variables (¥/P)
and (P) respectively are disaggregated data per region j. The economic variables’’ pertaining to
manufacturing are aggregated across all industries i, per region j. Table 6.1a reports the empirical results
of the spatial correlation analysis. This analysis studies the contiguity values of the twelve variables for a
first-order contiguity relationship between the core and adjacent regions, and the adjacent and periphery
regions. The second-order contiguity relationship pertains to the core and periphery regions.

TABLE 6.1a
SPATIAL CORRELATION COEFFICIENTS FOR THE CAP REGIONS IN SPAIN

CONTIGUITY ORDER: k = 1,2

1 2 1
CORE-ADJACENT | CORE-PERIPHERY | ADJACENT-PERIPHERY

VARIABLES 1989 1997 1989 1997 1989 1997

1 Per Capita Income (Y/C) 1370  1.350 1.708 1.747 0.607 0.826
2 Population (P) 0.851  0.838 1.208  0.768 0.637 0.626
3 Number of Firms (n) 0.582 0.667 0.933 0.770 0.786 0.593
4 Number of Manufacturing Employees (1) 0986  0.922 1.081 0.963 0.790 0.698
5 Manufacturing Employees / Population (L / P) 0.389  0.500 | 0473 0.821 0.630 0.643
6 Wages and Salaries (w) 1.296  1.159 1.173 1.058 0.916 0.827
7  Gross Investment (K) 1.047 1.132 0.387 0.951 0.792 0.825
8  Average Number of Employees per Firm (L /n) | 2.035 0.284 | 0966  0.346 0.605 0.161
9  Average Gross Investment per Firm (K / n) 1.954  0.347 | 0.983 0.211 1.064 0.257
10 Average Gross Investment per Employee (K/L) | 1458  0.626 | 0.557 0.599 1.089 1.443
11 Average Wage per Employee (w/ L) 1.544  0.606 1.295 0.925 0.499 0.393
12 Average Wage Costs per Firm (w / n) 2.089  0.309 1.049  0.359 0.560 0.335

Source: Authors own calculations / Contiguity Analysis / Excluding the Island Regions

The complement of the spatial correlation coefficient is given by the coefficient d;, which is

defined as:

b}=l-ck

Where, d; is the coefficient of spatial influence. 1f, J; = 0, there is no spatial correlation; if d; > 0 a
positive spatial correlation is present, and if d; < 0, the spatial correlation effect is negative. The values of
the corresponding coefficients of spatial influence are presented in Table 6.1b. (See Chapter 6, Appendix

6C, for an explanation of the method and its application).

® An example of how the spatial correlation is calculated is presented in Chapter 6, Appendix 6B, ‘Calculating the Spatial
Correlation Coefficient.' The author of this study has outlined a seven-step method to calculate the contiguity coefficient using
the data from an example for the Netherlands by Paelinck and Nijkamp (1975).

"7 The values of these variables are found in Table 6A.3, located in Appendix 6A of Chapter 6.

T ——
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TABLE 6.1b

COEFFICIENT OF SPATIAL INFLUENCE FOR THE CAP REGIONS IN SPAIN
CONTIGUITY ORDER: k = 1,2

1 2 |
CORE - ADJACENT CORE - PERIPHERY ADJACENT - PERIPHERY
VARIABLES 1989 1t 1997 1989 ¢ 1997 ¢ 1989 1997 t
1 Per Capita Income (Y/P) -0.370 -0.350 0708 2 -0.747 1| 0393 0.174
2 Population (P) 0.149 0.164 -0.601 0.675 0.363 0.374
3 Number of Firms (n) 0418 0.333 0.067 0.230 0.214 0.407
4 Nr. of Manufacturing Employees (L) 0.014 0.078 -0.081 0.037 0.210 0.302
5 Manufacturing Employees/Population (L/P) | 0611 3 0500 3| 0527 3 0.179 0.370 0.357
6  Wages and Salaries (w) -0.296 -0.159 -0.173 -0.058 0.084 0.173
7  Gross Investment (K) -0.047 -0.132 0613 3  0.049 0.208 0.175
8  Avg. Nr. of Employees per Firm (L /n) -1.035 0716 1| 0.034 0654 2| 0.395 0.839 1
9  Avg. Gross Investment per Firm (K / n) 0954 1 0653 2| 0.017 0.789 1 | -0.064 0.743 1
10 Avg. Gross Invest. per Employee (K /L) -0458 3 0374 0443 3 0401 -0.089 -0.443 3
11 Avg. Wage per Employee (w/ L) -0.544 3 0.3% -0.295 0.075 0501 3 0607 3
12 Avg. Wage Costs per Firm (w/n) -1.089 0691 2|-0049 3 0641 2| 0440 3 0665 2

Legend: Level of significance. 1 isa=0.01; 2 is @ =0.05; 3 isa=0.10.

The correlation values between the regional variables have been tested for their statistical significance

with the following -test statistic:

r—=p
1—r?
n-2

=

Where, the test statistic, 7, follows a 7 distribution with » — 2 degrees of freedom, r is the correlation value,
p the symbol for the Null Hypothesis such that p = 0 or the Alternative Hypothesis, p # 0. The t-test
significance level, a, of a correlation is given in the column next to the correlation, and is represented

with a number ranging from 1 to 3.

6.2.2 Core-Adjacent Regions Contiguity Coefficients

The estimated spatial correlation coefficients for the core-adjacent regions represent a first-order
connection of regions k = 1, and therefore a first-order contiguity coefficient. The sample of regions for
this estimation consists of the three core regions and their immediate adjacent regions. The estimated
coefficients enable us to make a number of observations on the empirical results in Table 6.1a.

First, the first-order contiguity coefficients between the core and adjacent regions for the year
1989 reveal a tendency towards a negative spatial correlation for eight of the twelve variables. A negative
correlation indicates a dissimilar value of the variable between the regions. For example, the variable per
capita income with a high value in Madrid is correlated with a low value of the corresponding variable in
its adjacent regions Castilla Leon and Castilla La Mancha (see Table 6A.3). A positive spatial correlation
is found for the 2", 3", 4™ and 5™ correlations, indicating that these variables in the adjacent regions
have similar values as those in the core regions. The negative spatial correlations in 1989, for variables
six through twelve are signals of microeconomic variable divergences in manufacturing production and

cost-structures between the core and adjacent regions.
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In 1997, the pattern is reversed with nine of the twelve contignity coefficients indicating a
positive value. The microeconomic ratios show a strong convergence of variable values between the core
and adjacent regions. However, the 1%, 6™, and 7" correlations continue to show a ncgative value. The
contigunity coefficient values for the variables per capita income, total wages and salaries paid in the
manufacturing scctor, and gross investment remained negative in 1997. This points to an uneven
devefopment of these three variables in the core and adjacent regions. This result is informative, since the
data reveals a stronger growlh in the core than the adjacent regions, ensuring the continuity of the
negative values of the contiguity coefficients.

Sceond, a futther inter-temporal comparison of the first-order contiguity coefticients for the core
and adjacent regions reveals a marginal deterioration in the positive contiguity coefficients for two
variables; the number of firms (n), and the ratio of manufacturing iabour to total population (£/7). This
development can be combined with the three negative spatial corrclations to explain the attraction
function of the core regions and the cumulative causation process of agglomeration. Relatively more
firms (72} located in the core, which atlracted relatively more manufacturing employees (L) and their
families than the adjacent regions. The relative increase in firms resulted in relatively higher total wage
and salary (w) disbursements to labour. The forces of imperfect competition, in tandem with a relatively
higher growth of the number of firms, led to a relatively higber level of gross investment (X} in the core
regions (Krugman, 1991b). The diminishment of the coeflicient is duc to the abnormally high gross
investiment in the core region of Cataluna versus the other core and adjacent regions. In fact, gross
investment in Cataluna was three times that of the levels observed in the remaining two core regions, and,
on average, four times that seen in the adjacent regions. This development clarifies the divergent indusiry
structure between Cataluna and its adjacent regions. Cataluna experienced strong agglomeration effects
with a divergent outcome in its adjacent regions.

Third, the strong convergence of the 8" through 12" first-order contiguity coefficients in 1997
cast light on the strength of the competition effeet in eliminating the wide disparities in manufacturing
cost and produciion structures between the core and adjacent regions, as was evident in 1989. There was a
strong convergence between the core and adjacent regions wilh respect to the average number of
employecs per firm (L/n), and average wages per employee (w/L). This outcome captures the increased
similarity in average production cost and production structures within the core and adjacent regions. The
average number of employees per firm in 1997 in the core and adjacent regions was 17.9 and 18.1
respectively, in contrast 1o 21.2 and 12.2 in 1989. This outcome poinfs to the rationalization in
manufacturing’s use of labour. The average wages per employce in the adjacent regions changed
relatively more than in the core regions, but remained at a lower level. In the core regions, average
manufacturing wages incrcased by €3,500 from €14,908 in 1989 to €18,420 in 1997, while in the adjacent
regions average wages increased by €5,300 from €10,951 in 1989 to €16,280 in 1997. The combincd

effects of increased similarity in labour inputs per firm and the sirong relative growth of average
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manufacturing wages in the adjacent regions resulted in the strong convergence of average wage costs per
industry (Venables, 1994).

In 1989, average gross investment per firm (K/#) in the core regions exceeded that of the adjacent
regions by an average factor of two, resulting in a strong negative spatial correlation value. Tn 1997, the
contiguity coefficient shows a very strong convergence in Lhe values of this variable between the core and
adjacent regions, Although the average levels of gross investment per firm, between the two region types,
are almost identical, the rate of change is substantially higher in the adjacent regions. This outcome
provides insight, since it reveals a ‘catch-up’ effect to achieve economies of scale in production. This
forther suggesis that the cumulative process of agglomeration has increasingly been fortified in the
adjacent regions, with the rate of return on capital being relatively higher, offsetting market access costs
(Venables, 1994 and 2000). Finally, the ‘catch-up’ effects in average wages (w/L) and average gross
investment per firm (K/n), in the adjacent regions, leads to the conclusion that the competition effect is
dispersing economic activity, from thc core to the relatively lower cost adjacent regions, leading to a
convergence in the valucs of these variables between these regions. Average wages remained relatively
lower in the adjacent regions in 1997. The outcome of the industry index analysis showed a greater
similarity in industry structures between core and adjacent regions. The spatial corrclation anaiysis

confirtns this convergence on the microcconomic level.

6.2.3 Core-Periphery Regions: Contiguity Cocfficients

This analysis identifies the periphery regions associated with each of the core regions in Spain.
Since a periphery region is connected to an adjacent region and theoretically represents a region in the
second-ring of regions around the centre, it is considered to be a second-order connection, such that k=2,
The estimated spatial correlation between the core and periphery regions is therefore a second-order
contiguity cocfficient. The sample of regions for this estimation is composed of the three Spanish core
regions and the respective periphery regions associated with cach core. The core region with which they
are associated is determined by the distance criferia. For example, Extremadura and Andalucia arc
identified as periphery regions associated with the core region ol Madrid; Murcia is allied with the core
region of Cataluna, and (alicia and Asturias are associated with the core region of Pias Vasco.

First, the sccond-order contiguity coefficients for 1989 indicate assorted values. Six of the twelve
cstimates display a negative correlation. However, a positive cotrelation is found for the 3%, 5% 7%, 8%
9" and 10" correlations. In 1997, ten of the twelve correlation estimates exhibit a positive value. This
outcome proves a degree of conversence between these regions, However, the 1% and 6" correlations
continue to show a negative value. The contiguily coeflicient values for the variables per capita income
(Y/P), and total wages/salarics (w) remained negative in 1997, indicating a continued dissimilarity in the
value of these variables between the core and periphery regions. The interaction hetwecn these variables

captures the convergence of per capita incomes, within the sample of periphery regions; however, the
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absolute levels remain well below that of the core regions. Between 1989 and 1997, the growth of
manufacturing income (wages and salaries), in the core regions, exceeded that of the periphery regions.
This outcome is manifesied in the uneven development of this variable between the two regions, i.e. a
continued negative correlation value, It indicates a rclative wage cost advantage for the periphery regions
(Venables, 1994),

Second, an inter-temporal comparison of the second-order contiguity coefficients for the core and
periphery regions indicates a substantial (inore than fifty-percent) deterioration in the positive values of
the spatial correlation coefficients for the variables gross investment (X), and the ratio of manufacturing
labour to total population (Z/P). In the case of the formcer, the increased disparity is caused by the
relatively larger growth in gross investment in the periphery regions although their absolute levels remain
lower than in the core regions. This suggests high rates of return on capital formation in the periphery
regions (Venables, 2000). For the latter variable, (L/P), the deterioration is caused by the decline in
manufacturing employment in the periphery regions versus an increase in the core regions. This increase
is evidence of the home market cffeet, i.e. labour migration in response to higher wages in the core
regions (Krngman, 1991b) Industry concentration analysis has shown the strong economic geography
effects resulting in absolute and relative concentration of industry in core regions that underfie this
signalled discrepancy.

In 1997, the 2%, 3, and 4" second-order contiguity coeflicient values capture an unexpected
improvement over those of 1989. All thrce corrclations arc positive, indicating a convergence of values of
these variables in the core and periphery regions.”

The positive change in the population correlation, (#), is due to the marginal convergence of
variable values between Pias Pasco, Galicia and Asturias. Population decline in Galicia and Asturias is
more than twice that of Pias Vasco, thereby reducing the disparity between the values of this variable. In
the periphery region of Murcia, population increased, while that of the core region Cataluna declined.
This faclor caused the variable values to converge. Belween the core region Madrid and its periphery
regions Extremadura and Andalucia, there were offsetting values in the change of population variable
values. This resulted in an almost constant difference versus 1989,

The strengthening of the correlation for the variable number of firms (#) from 0.933 to 0.770 is
due to developments in two periphery regions. First, the periphery region of Galicia has experienced a
substantial reduction in the number of its firms™. This factor causcd a strong convergence in variable
values with Pias Vasce. Second, the periphery region of Andalucia has also seen a significant reduction in

the number of its firms. Of particular interest is the fact that the variable value became almost identical to

T 1t ds impottant o note thal the relationship between the core regions and their respective periphery regions is the only variable
being measured, and not all second-ring regions around the core. The adopted procedure allows for a more accurate detection of
nuances in the development of the regional variables. In light of this procedure, the reasons for the strengthening of these three
correlations can be explored.
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that of the core region, Madrid, which saw an increase in the number of its tirms in 1997. This fact is of
interest since it reflects symmetry in the number of firms between a core and a periphery region. This
study has posited that periphery regions have a lower concentration of manufacturing activity than a core
region. This finding contradicts our assumption and warrants further investigation into the economic
developments in Andalucia®’. In Andalucia, firms are spread out over a larger geographic area because of
its many population centres. Finally, the decline in the number of firms in the periphery regions of
Asturias and Extremadura contributed to narrowing the discrepancies between contiguity values.

The contiguity coefficient for the variable number of manufacturing employees (L) turned
positive in 1997 trom its negative value in 1989, This marginal improvement is due to two developments
in the periphery regions around the core region of Pias Vasco. First, in comparison to the decline in the
periphery region of Asturias, Pias Vasco also experienced a substantial out-migration of its
manufacturing employees, as revealed in Section 5.5.10f this study. Second, this substantial decline was
oftsct by an increase in the number of manufacturing employees in the ex anfe border periphery region of
QGalicia, resulting in a marginal improvement in the contiguity value.

The contiguity cocflicienis for the microeconomic variables 8 to 12 indicate significant
improvements over their 1989 values. The rationalization of production, as indicated by the average
number of employees per firm (L/#), also extended to manufacturing production in the periphery regions.
There was a noticeable convergence in the value of this variable between the core and periphery regions.
The ratio mcaguring the average number of employees per firm (/7)) changed to 0.346 in 1997 from a
high of 0.966 in 1989. This result exemplifies the competition effect on cost minimisation within firms
{(Baldwin e al., 2002) and the need o increase efficiency in production to compensate for the distance
from core regions (Venables and Limao, 2002).

The variable average gross investment per firm (K/r) shows the strongest improvement. ‘The high
levels of gross investment per firm, in the respective periphery regions, are the source of this
development. The most noteworthy development is found in Pias Vasco and its periphery regions. Of the
three core regions, Pias Vasco experienced the highest level of gross investment per fiem. Its periphery
region of Galicia experienced an increase by a factor of 1.2 the level of Pias Vasco, while in Asturias the
variable increased by a factor of 2.4 that of Pias Vasco. These outcomes in the CAP cluster of Pias Vasco
are due to location of medium and high growth export indusiries requiring medium internal returns to
scale and medium levels of capital intensity. In the periphery region of Murcia, average gross investment

per firm exceeded that of the core region Cataluna by a factor of 5.3. Murcia experienced an increase in

” This reduction could be due to mergers. This would be the case if' the number of manufacturing employees in the region

reinained constant or even increased.

¥ ‘I'he geographic area of the regxon of Andalucia is 87.3 thousand square kilometres wilh a total population of 7,1 million, and
population density of §1.3 / km™. H consists of 57 urban areas of which nine have a population of greater than 100,000, but less
than 500,000. Tt has an urban populatlon concentration of 36.6%, with 57% of its land use for agricultural production. The
geographic area of the region of Madrid is 8 thousand km? with a total population 5,028 miilion, and a population density of 629
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new firms in the Exiraction and Processing and Engineering sector. The decline in average gross
investment per firm in the core region of Madrid and its periphery region of Exiremadura was offsct by
substantial increases in the Engineering sector in the periphery region of Andalucia. These vutcomes are
informative, since they lead to the conclusion that the coastal-periphery regions are expanding physical
plant capacity to acquire economies of scale in production.

By doing so, they are attaining the objective of the new regional policy. Regional policy
encouraged investment into profitable and self-sufficient production activities in order to increase the
periphery region’s levels of economies of scale (Venables, 2000). This would help to eliminate economic
disparities between periphery and central regions (Doyle, 1989). We may further conclude that the cluster
of regions around the core region of Pias Vasco is clearly a developing economic region. The high levels
of average gross investment per firm in the adjacent regions of Iias Vasco support this conclusion. The
home market effect is very strong in this cluster of regions for industries with a low demand bias
(Midelfart ez. al.., 2000).

The variable average gross investment per employee {K/L), although positive, shows marginal
deterioration versus its 1989 value. This weakening is caused by the fact that, in general, the average
levels of gross investmoent per employee in the periphery regions continued to exceed that of the core
regions in 1997. The level of average gross investment per cmployce in Galicia and Asturias exceeded
that of Pias Vasco respectively by a factor of 1.3 and 3.2. A similar pattern is found in the periphery
region of Andalucia, in which average gross investment per employee exceeds that in the core region of
Madrid by a factor of 2.5. Finally, average gross investment per employee in Murcia was five times that
of the core region Cataluna. These outcomes are consistent with the goals of regional policy o encourage
new and cxisting firms — intermediate and final goods producers — in the periphery regions to become
more capital intensive to enhance their economies of scale in production®.

The conliguily coefficient on the 11" variable, average wage per employee (w/L) reveals a
particulatly interesting development for a second-order contiguity coetficient. The negative value of this
corrclation in 1989, signals a divergence in the value of average wage per employes between the core and
periphery regions at that time. In 1997, however, this contiguity coefficient turned positive, indicating a
convergence, however slight, between average wages per tabour in the core and periphery regions.

The data reveals that of the three core regions, the core region of Pias Vasco experienced the
largest increase in average wage per employee. This increase was paralleled by an equal increase in the
periphery region of Aslurias, and a higher increase in the periphery region of Galicia. This finding
represents a strong convergence of average wage per labour between a core and periphery regions. The

same phenomenon is also evident between the core regions of Madrid and its two periphery regions of

fkm?, The region of Madrid has fiteen urban areas of which six have a population greater than 100,000, with an urban population
density of 89.3%. The land use in the region of Madrid is 51% agriculture.
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Extremadura and Andalucia. Although the absolute levels in the periphery tegions remained lower than
that of the core region, their rates of change were larger than that of the corc region. The data reveals that
reason for the positive direction of this sccond-order contiguily coefficient is primarily due to the
convergence of average labour wages in the core and periphery regions of the Pias Vasco clusier. The
higher average wages in the CAP cluster Pias Vasca is explained by the characteristics of growing export
industry’s need for skilled cmployces (Midelfart e «l, 2000). ‘The outcoms is an example of the
workings of the competition effect (Venables, 1994; Krugman and Venables, 1996; Baldwin ef g/, 2002)

Finally, average wage costs per firm (w/»n) in the periphery regions converged significantly with
those in the care regions. This convergence furned the spatial correlation from a negative value, in 1989,
to a very strong positive value in 1997, In general, the absolute levels of average wage costs per firm
remained lower in the periphery regions than their respective core regions. However, the rates of change
in the periphery regions exceeded those of the respective core regions. Once again, the increase in
average wage costs per firm in the periphery regions of Asturias and Galicia were more than (wice those
of Pias Vasco. The diminishing value of this variable in Madrid was offset by respective comparable
individual increases in its periphery regions. The rate of change in the periphery region of Murcia also

exceeded that of Cataluna, although its absolute level remained almest half of that of the core region.

6.2.4 Adjacent-Periphery Regions: Contiguity Coefficients

The study has thus far examined the economic relationship between the core and adjacent
regions, and the core and their respective periphery regions. The existence of economic influences
between the adjacent and periphery regions is assumed by virtue of proximity. Periphery regions are
connected to adjacent regions and thus have a first-order comnection. The strength of this spatial
influence can be captured in a first-order contiguity coeflicient. The results of this estimation are listed in
the most right hand column of Table 6.1a.

First, the first-order contignity coefficients in 1989 show a tendency towards a positive relation,
exeept for the 9™ and 10® coefficients, which are negative. In 1997, eight of the twelve variables showed
a convergent relationship, while the 1*, 5®, 7%, and 10™ variables diverged. Per capita income (¥/P) in
the adjacent regions grew relatively faster than in the periphery regions. The labour force population raiio
(I/P) indicates a marginal decline. The divergence in gross investment (X)) reflects the relatively higher
levels of this variable in the periphery regions versus the adjacent regions. Also, the strong significant
divergence — at the o = 0.10 lcvel — of average gross investment per employee (K/L) signifies the
relatively larger changes in the periphery regions. These developments signal a level of capital formation

that exceeds that of the adjacent regions. It suggests a ‘catching-up® effect in the creation of scale

80 See Table 5.2 ‘Regional Distribution of New Firms Within the CAP Clusters,” and Table 5.6 ‘Bmployment Change and
Regional Industry Share,’
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econonties in the periphery regions, a fact that is substantiated by the significant incrcasc — at the 1%
level -- in average gross investment per firm (X/n).

The convergence in the number of firms (n) between the adjacent and periphery regions is
explained by the rclatively larger decline of establishments in the adjacent than that in the periphery
regions. The respective changes™ in the number of firms are 14,764 and 11,878, This resulted in a
relatively larger out migration of labour from the periphery regions. Average wage per employee (w/L)
and average wage costs per firm (w/r) indicate significant convergence with the adjacent regions. With
the exception of Asturias, the absolute level of average wages pcr employee remained relatively lower
creating a wage cost differential in favour of the periphery regions (Venahles, 1994).

Sevond, the contiguity coefficient on the population variable () reveals a marginal convergence
with the adjacent regions in 1997. It must be noted that the periphery regions collectively have a
relatively higher total population level than all of the adjacent regions combined, and their size is
comparable to that of the core regions. This fact contradicts the theory of relatively low population levels
in the periphery regions vis-a-vis the core regions (Krngman, 1991b). To explain this phenomenon, we
must shift our gaze to the regional classification scheme. It reflects the large number of urban areas in
periphery regions with population densities between 100 but less than 500 people per square kilometre.
An example would be Andalucia with nine urbun areas of such size. \

Third, although the data values capture the idea that periphery regions showed a relatively higher
population level, the adjacent regions have a relatively higher total numbcer of manufacturing employees.
This fact is reflected in the respective labour to population ratios (L/P) of 7.8 and 4.4. The ratio indicates
a marginal divergence in value from 1989, duc to the relatively large labour outflow from the periphery
regions. Population migration from the periphery exceeded that of the adjacent regions, but was less than
the out-migration from the core regions. However, labour migration from the periphery was significantly
larger than its population migration. This development suggosts labour preference for current living
conditions and their willingness to trade-off between commuting to work in the adjacent regions in lieu of

abandoning local life style in the periphery regions (Ludema and Wooton, 1997).*

6.2.5 Conclusions of the Contiguity Analysis of the CAP Clusters

‘I'he objective of section 6.4 was to examine the ‘black-box’ of economic geography and assess
the convergence or divergence of the economic, demographic, and manufacturing variables, within the
CAP clusters, as a consequence of trade liberalisation {a reduection in 7). To this end, spatial correlation
analysis was utilised to estimate the contiguity cocllicients and to evaluate change in a variable vatue

between the region types. The analysis is informative, since it provides insights into the effects of trade

B2 See Table 5A.3.
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liberalisation on the regional economic development of a small economy. Specilically, it illuminates the
mammer in which firms and manufacturing employment responded to greater competition, and how wages,
salaries, the cost of production, and gross investment were affected within the regions. A number of
conclusions can be drawn,

Firs(, as proponents of the new geography theory of trade predict, the core regions in Spain exert a
strong attraction force. The core regions, by definition, have the highest population density and attracted
the largest number of firms. The increased manufacturing base in the core brought with it relatively more
manufacturing labour, which resulted in relatively higher wage and salary disbursements, as well as an
absolutc higher level of gross investment in manufacturing to achieve economies of scale. These
outcomes are salient, since they substantiate the existence of agglomeration forces in the new economic
geography trade theory (Krugman, 1991b; Krugman and Venables, 19946).

Second, the forces of economic integration bad their most significant effect on the structural
adjustment in the adjacent regions — the first concentric circle of regions. Specifically, the adjacent
regions experienced a relatively larger readjustment in the number of firms versus the core region than
did the periphery regions. The data reveals a revetsal in the total number of firms between the core and
adjacent regions. The adjacent regions experienced a net loss of firms through relocation Lo the core.
Forslid et al., (1999) found that the firms that did rclocaic to the core were those in need of input-output
structures, facing high demand elasticities, and that were in need of high levels of cconomies of scale.
These inittal findings have subsequently heen verified by the empirical work of Davis and Weinstein
(1998, 1999), Henrekson et. al., (1996) and Midelfart et. af.,, (2000). Venable and Limao (2002) have
argued that industries with high transport intcnsive commodities will alse locate in or close to the core
because of their production specialisation.

Third, although the core regions in the CAF model act as attraction regions, stimulating the
cumulative process of aggiomeration, this process spilled over into the adjacent regions, through the
competition eftect, as confirmed by the strong convergence of the microeconomic variables. Industries in
the adjacent regions experienced a relatively higher ratc of change in the average number of employees
per firm, average wage per employee, and average gross investment per firm. The relatively larger change
in average wages and salaries per employee in the adjacent regions suggests a relatively higher demand
for labour in these regions. The higher relative average gross investment per firm suggests an expansion
of plant capacity to achicve cconomies of scale in production and/or expand forward and backward
linkages (Krugman and Venables, 1996). The absolute level of average wage per employee remained

below those in the core region.

¥ The authors assurue perfect infernational mobility of labour, They argue labour is internationally imperfectly mobile because
of their utility preference lor living conditions. [n this case, the negative commuting utility is outweighed by the positive wtitity
received from local living conditions.
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Fourth, these outcomes have captured a strong competition effect. This compctition eifect
resulted in the convergence of economic vaviables between (he core und periphery regions.
Manufacturing in the periphery regions experienced a significant relatively higher rate of growth in:
average gross investment per firm (K/»), average number of employees per firm (1/1), and average wage
costs per firm (w/w). The relatively higher rate of growth in average gross investment per firm indicates
an expansion of plant and capacity to attain economies of scale in production (Krugman, 1979). The
strong convergence with the core, in average number of employees per firm points to a greater similarity
in the production processes. The relatively higher growth rate of average wage costs per firm indicates a
relocation of industries to the periphery relying on skiltled labour inputs (Torslid et al., 1999; Venablcs,
2000; Midelfart ez.al., 2002). These developments are most pronounced in the periphery regions — Galicia
and Asturias — belonging to the CAP clusier Pias Vasco.

The data has shown how the competition effect has stimulated the development of an economic
district by growing and existing industry base, starting from low initial levels, in the regions surrounding
the core (Krugman and Venables, 1996). Fifth, the industry index analysis of the CAP clusters
illuminated the manner in which both agglomeration and dispersion forces modify the industry structure
between contiguous regions. In the CAP cluster of Cataluna, the agglomeration effect was most robust.
This is manifested by the creation ol a divergent production structure in rclation to Cataluna’s adjacent
regions, For example, spatial correlation analysis captured an increase in the contiguity coefficient
between the core and adjacent regions with respect to the variable gross investment (X). The source of
this change is found in the size of the change in gross investment in Cataluna, which exceeded that of its
adjacent regions, as well as the other core regions. This development substantiates Krugman and
Venables® (1996) earlier conclusion pertaining o modifications in industry structures, through industry
specialisation, in the core region of Cataluna. The data reveal a significant enfry of new firms in the
Extraction and Processing, Engineering, and Other manufacturing sectors in this agglomerate (See Table
5.6).

In contrast, the CAP clusters of Pias Vasco indicated a strong convergence of industry siructure
with its adjacent regions. In Pias Vasco trade liberalisation resulted in a reduction in the number of firms,
and an out-migration of population and manufacturing labour. A similar trend, but of greater magnitude,
was evident in its adjaceni regions. The initial reduction in the supply of manufacturing employees and
the need for skilled labour in cxport oriented firms (Forslid ez.al., 1999; Midelfart ef.al., 2000), raised the
average wage per employee 1o such an extent that, by 1997, not only had the average wage per employce
converged hetween all the regions in the cluster, but they had also become the bighest in Spain.
Developments in this CAP cluster strongly support the home market economic geography effects found
by Davis and Weinstein (1999),The strong convergence of interregional industry stroctures and high
average wages, in this cluster, suggests production specialisation in transport intensive products
(Venables and Limao, 2002).
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In the CAP cluster Pias Vaseo, the forcign border periphery region of Galicia saw its labour forec
increase with total and average wages per employee rising more than in the core region. Furthermore, the
average number of employees per {irm, and gross investment per employee were also relatively higher
than in the core region. These developments in Galicia illustrate the forces of cumulative causation
gencraled by the competition effect in a domestic border periphery region adjacent to a foreign core
region. The outcome captures the impact that trade liberalisation has had on Galicia, which has, as a
result of trade liberalisation, evolved into an alttractive adjacent region for industry relocation. This is
particularly relevant for those induslries wishing to relain their national identily and now find themselves
in the position to establish demand and supply linkages with a foreign core region (Krugman and
Venables, 1996).

In the CAL cluster of Madrid, industry structures converged completely between the core region
of Madrid and its two adjacent regions. Agglomeration forces in the corc region of Madrid led to an
inflow of firms and manufacturing labour in response to higher nominal wages and salaries (Krugman,
1991b). In contrast to this, the adjacent region of Castilla T.con saw an outflow of labour, while Castilla
La-Mancha experienced an increase. In both Castilla L.eon and Castilla 1.a Mancha, the total number of
firtns was reduced. However, there was a convergence in the microcconomic variablcs, caused by the
relatively larger increases in the adjacent regions off; average number of employees per firm (L/n),
average wage per employee (w/L), gross investinent per firm {(K/»), gross investment per employee (8/L),
and average wage cosis per firm {w/#x). Once again, these developments reflect manufacturing’s goal of
achieving economies of scale in production. In absolute terms, the rates of change and the levels of these

variables exceeded those in the core region,

6.3 A SPANISH CAP ANALYSIS INCLUDING CONTIGUOUS FOREIGN BORDER REGIONS
This section examines the effects of trade liberalization on the economic interaction between the
Spanish, French, and Portuguese contiguous border regions. Krugman and Venables (1996) have noted
that:
‘Barriers to trade between national economics — both formal barriers such as tariffs and the de
facto barriers created by differences in language and culture, lack of factor mobility, and the

sheer nulsance presented by the existence of a border - are ofien enough to block the expansion
of a successful industrial district beyond its national market.

The objective is to study the extent to which industry structures and economic variables, in these border
regions, have converged or diverged. The analysis of the CAP-model in a closed Spanish economic
system has two major drawbacks. First, it cannot be assumed that there has been an absence of trade or
economic activity between Spain, its border-regions, and their foreign neighbouring regions in 1989.
Second, neither can it be assumed that the Spanish data for 1997 does not include the effects of trade

barrier reductions with its immediate neighbouring regions.
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To examine these issues, the original industry index and contiguity analysis have been modified
to include Portuguese and French border regions. The Portuguese regions are: the core region of Norte,
the adjacent regions of Centro and Alentejo, and the periphery region of Algarve. The French regions
consist of ex ante periphery regions: Aquitaine, Languedoc Roussillon, and Midi-Pyrenees. These border

regions are shown in Map 2.

MAP 2
SPANISH FOREIGN BORDER REGIONS: FRANCE AND PORTUGAL

In the Spanish west, the Portuguese (P) core region of Norte borders on the Spanish regions of
Galicia, and Castilla Leon; the adjacent region of Centro in Portugal borders on the Spanish regions of
Castilla Leon and Extremadura; while, the adjacent Portuguese region of Alentejo borders on
Extremadura and Andalucia; and, finally, the periphery region of Andalucia borders on the Portuguese
periphery region of Algarve.

In the Spanish north, the French region of Aquitaine borders on the Spanish core region of Pias
Vasco, and the adjacent regions of Navarra and Aragon; The French region of Midi-Pyrenees borders on
the adjacent region of Aragon, and the core region of Cataluna; while, finally, the French region of

Languedoc Roussillon borders entirely on the core region of Cataluna.

6.3.1 Industry Index Bordering Regions

The industry index outcomes for the bordering regions are presented in Table 6.2.The contiguous
border regions are grouped into region types in column (2) of Table 6.2. Their industry index values for
1989 and 1997 are respectively listed in columns (3) and (4). The mutations in industry structures
between the contiguous regions are listed in column (5).

In general, it is evident that the industry structures between Spain and Portugal converged, while
those between Spain and France diverged. More specifically, the strongest convergence occurred between

the core region of Norte in Portugal and Galicia in Spain. This change exceeded all of the convergence
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values between Galicia and its accompanying regions in the CAP cluster of Pias Vasco. This
development can be explained by Galicia’s relative proximity to Norte versus Pias Vasco (Krugman and
Venables, 1996).

TABLE 6.2
INDUSTRY INDEX VALUES FOR SPANISH AND FOREIGN BORDER REGIONS
() ) 3) ) ®)
Index value Index Value Index Value

COUNTRIES BORDER REGIONS 1989 1997 Changes'
CORE — ADJACENT

Spain / Portugal ~ Norte — Galicia 1.610 0.935 0.675
Norte — Castilla Leon 1.154 1.053 0.101

Spain — France Pias Vasco — Aquitaine 0.833 0.842 -0.009
Cataluna — Midi-Pyrenees 0.516 0.610 -0.093
Cataluna — Languedoc Roussillon 0.616 0.636 -0.020
CORE — PERIPHERY

Spain — Portugal Norte — Asturias 1.470 1.204 0.196
Norte — Extremadura 1.074 0.927 0.147
ADJACENT - PERIPHERY

Spain — France Navarra — Aquitaine 0.698 0.682 0.016
Aragon — Midi Pyrenees 0.619 0.687 -0.068

Spain — Portugal ~ Centro — Extremadura 1.004 0.640 0.364
Centro — Castilla Leon 0.997 0.770 0.227
Alentejo — Extremadura 0.800 0.498 0.302
Alentejo — Andalucia 0.573 0.419 0.154
Algarve — Andalucia 0.746 0.621 0.125

1. Positive value = Convergence. Negative value = Divergence
Source: Author’s own calculations.

The other significant development of trade liberalisation is the increased convergence between
the Portuguese adjacent regions of Centro and Alentejo and the Spanish periphery regions of
Extremadura and Andalucia. Specifically, Extremadura has evolved to become more similar to the
adjacent region of Centro, than to its core region of Madrid,* which demonstrated a divergence in index
values. Of greater significance is the fact that Extremadura has shown the strongest convergence in
industry structure with the Portuguese adjacent region of Alentejo. The Spanish periphery region of
Andalucia and the Portuguese adjacent region of Alentejo, where the same strong convergence has
occurred in the industry structures, parallel this development. Both of these Spanish regions have
diverged strongly, in industry structure, with regions in their own Spanish CAP clusters. These outcomes
suggest the development of interregional economic manufacturing linkages (Krugman and Venables,
1996; Venables and Limao, 1999).

The border regions of France experienced a marginal divergence from their Spanish counterparts
in industry structure. A salient point is that prior to 1989, the industry structures of the Spanish and
French border regions paralleled each other to a greater degree. This similarity was more pronounced

than between the Portuguese and Spanish border regions (with the exception Alentejo/Extremadura

8 See Table 5.3.d for these comparisons.
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/Andalucia). Although the outcomes revealed that the core region of Cataluna diverged marginally from
the two French regions of Midi-Pyrenees and Languedoc Roussillon, this Spanish core region maintained
a stronger similarity to the French regions ex post, than it did to the regions in its own CAP cluster.

This scelion can be concluded with the following observations. First, Spain joined the T3U
customs union in 1986, and by 1989, its industry structure more closely resembled that of the of the
French border regions, than of the Portugucse border regions. This implies the existence of economic ties
with France before Spain joined the EU. Second, by 1989, therc also appcars to have been some
similarity between the Spanish southern periphery regions and the Portuguese adjacent regions. BU 1992
amplified these similaritics to a significant degree. In fact, the Spanish periphery regions converged morc
with the Portuguese adjacent regions, than with their own Spanish adjacent regions. This explains the
divergence of industry structures between these periphery regions and the regions in the Madrid CAP
cluster as found in Section 5.3.1.2. A possible explanation [or this development the Spanish and
Poriuguese border regions is the combination of comparable regional geographic location, commodity
transport intensily, and factor intensity in comparison to cXisting cconomic activities in Portugal
{Venables and Limao, 2002)

Third, in general, trade liberalization had a greater relative convergence effect on the Spanish
border regions than on the French border regions. A possible explanation for this development is
geographic proximity and Portuguese/Spanish cullural affinity, exemplified through labour’s location

preference in periphery regions (Ludema and Wooton, 1997).

6.3.2 Spatial Correlation Analysis Including Spanish Foreign Border Regions

The objective of this section is to analysc the eflects ol agglomeration and dispersion forces on
the economic development of the border regions. The spatial correlation analysis now includes the
Poriuguese (P) and French (IM) border regions in the respective k& — conncctions, and is calculated in the
identical manner as in Section 6.4. The core adjacent connections now include Norte (P), Centro (P),
Aquitaine (F), Midi Pyrenees (F), and Langucdoc Roussillon (F). The adjacent periphery regions include:
Centro (P), Alentejo (P), and Algarve (P).

In Table 6.3, below, the original contiguity values for the closed economy (CE) are presented for
comparison with the new calculations of the open economy (OT) listed in Table 6.4. In the following
section, we highlight the most salient developments.

First, the contiguity coefficients for the closed economy in 1989 indicate a different patiern than
that for the open economy case. In the former (CE), the first-order contiguity values of the 8" through the
12% variables, in 1989, are all negative. Conversely, in the latter (OE), the same variables report positive
values. In general, this outcome suggests a stronger convergence between the core and adjacent regions in

the (OF) model in 1989, than in (CE) model for the same year. The opposite is true for the second-order




contiguity coefficients in 1989, where there appears to be a strong negative relationship between the core

and periphery regions.

Second, in 1997, the first-order coefficients on the 8" through 12" variables show convergence,
with the exception of the variable (10™) average gross investment per employee (K/L). The same second-
order coefficients reveal a much larger magnitude of convergence, with the exception of average wage

per employee (11"), than do the first order coefficients. This indicates a strong convergence between the

212

core and periphery regions in the open economy case.

TABLE 6.3
SPATIAL CORRELATION COEFFICIENTS FOR THE CAP REGIONS IN SPAIN

CONTIGUITY ORDER: k = 1,2

1 2 1
CORE-ADJACENT | CORE-PERIPHERY | ADJACENT-PERIPHERY

VARIABLES 1989 1997 1989 1997 1989 1997

I Per Capita Income (Y/C) 1.37 135 1.71 1.75 0.61 0.83
2 Population (P) 0.85 0.84 1:2} 0.77 0.64 0.63
3 Number of Firms (n) 0.58 0.67 0.93 0.77 0.79 0.59
4 Number of Manufacturing Employees (L) 0.99 0.92 1.08 0.96 0.79 0.69
5  Manufacturing Employees / Population (L / P) 0.39 0.50 0.47 0.81 0.63 0.64
6  Wages and Salaries (w) 1.29 1.16 1.17 1.06 0.92 0.83
7  Gross Investment (K) 1.05 1.13 0.39 0.91 0.79 0.83
8  Average Number of Employees per Firm (L / n) 2.04 0.28 0.97 0.35 0.61 0.16
9  Average Gross Investment per Firm (K / n) 1.95 0.35 0.98 0.21 1.06 0.26
10  Average Gross Investment per Employee (K / L) 1.46 0.63 0.56 0.59 1.08 1.44
11 Average Wage per Employee (w / L) 1.54 0.62 1.29 0.93 0.49 0.39
12 Average Wage Costs per Firm (w /n) 2.09 0.31 1.05 0.36 0.56 0.34

Source: Authors own calculations / Contiguity Analysis / Excluding the Island Regions
TABLE 6.4
SPATIAL CORRELATION COEFFICIENTS FOR THE SPANISH AND FOREIGN BORDERING CAP REGIONS
CONTIGUITY ORDER: k = 1,2
1 2 1
CORE-ADJACENT | CORE-PERIPHERY | ADJACENT-PERIPHERY

VARIABLES 1989 1997 1989 1997 1989 1997

1 Per Capita Income (Y/C) 0.39 0.86 1.10 1.31 0.44 0.99
2 Population (P) 1.34 1.30 0.81 0.81 1.19 1.18
3 Number of Firms (n) 1.41 1.54 0.71 1.49 0.84 0.83
4 Number of Manufacturing Employees (L) 1.98 1.92 1.21 1.49 0.94 0.90
5 Manufacturing Employees / Population (L / P) 0.70 1.30 0.61 1.39 0.61 1.03
6  Wages and Salaries (w) 2.05 2.03 1.04 1.09 1.01 0.95
7  Gross Investment (K) 1.54 1.77 1.02 1.15 0.90 1.02
8  Average Number of Employees per Firm (L / n) 0.94 0.50 1.43 0.49 0.80 0.25
9  Average Gross Investment per Firm (K / n) 0.75 0.71 1.46 0.80 1.41 0.50
10 Average Gross Investment per Employee (K /L) 0.58 0.84 1.28 0.88 0.62 0.23
11 Average Wage per Employee (w/ L) 0.61 0.48 1.08 1.03 0.41 0.32
12 Average Wage Costs per Firm (w /n) 0.74 0.45 1.40 0.70 0.18 0.05

Source: Authors own calculations / Contiguity Analysis / Excluding the Island Regions

Third, the second-order contiguity coefficients, variables 1 through 7, exhibit a strong divergence
in the (OE) case. This divergent pattern between 1989 and 1997 is at variance with the closed economy

case. The reason for this must be found in developments in the periphery regions.

Fourth, the first-order contiguity values for the adjacent periphery regions, variables 8 through

12, illustrate a very strong convergence in the open economy model in 1997. On average their values are

more robust than in the closed economy case.
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A General Analysis of the Variables in the Border Regions™

In 1997, the per capita income {¥/P) variable captures a divergence in value between all regions.
This divergence in 1997 is caused by the significant per capita income increases in the Portuguese border
regions, and the declining per capita income levels in the French border regions. The average decline in
the French regions was 11.2%, while the Portuguese regions showed 22.9 % increase. In comparison, the
average per capita income increase in the Spanish border regions was about 5.1%

The population variable (P) indicates a constant positive relation for the core and periphery
regions between 1989 and 1997, This reflects the population inflow into the Spanish periphery regions of
Murcia and Andalucia, as well as into the three French border periphery regions, Similarly, the
Portuguese core region of Norte experienced a population increase.™

The variable, number of firms (#2), shows a divergent trend between the core and adjacent, and the
core and periphery regions. This divergence is caused by the significant increasces in the number of firms
in the Portuguese core (39,096) and adjacent regions (17,970), as well as the large increases in the French
border periphery regions (36,674). The Portuguese periphery region of Algarve also experience industry
growth. In contrast, only the Spanish core regions of Cataluna and Madrid observed an increase of their
industry base, while the Spanish foreign border regions all witnessed a decline! The reasons for this
decline in the Spanish regions is twofold: onc, a relocation of industry and manufaciuring labour, which
appears te be the case in Pias Vasco, Navarra, Aragon, Castilla Leon, Extremadura, and Andalucia; two,
the merger of firms, which appears to be the case in Galicia, since it experienced an inflow of
manufacturing labour.’

The negative contiguity coefticient on the 4™ variable, number of manufacturing employees (L) is
the result of the labour inflow with the newly cstablished firms in the border periphery regions of
Portugal and France. The increases were respectively: in Portugal, the core region of Norte (264,307); the
adjacent regions of Centro and Alentejo (70,818); in France, the periphery regions of Aguitaine, Midi-
Pyrenees, and Tanguedoc Roussillon (36,674). The labour inflows into the [oreign border regions resulted
in a sharp divergence of the ratio, manufacturing employees to population (Z/P), between 1982 and 1997.
The most significant increascs occurred in the Portuguese and French regions, while declines were
evident in most of Spanish adjacent and periphery regions.

The significant increase in the number of manufacturing cmployces in the Portuguese and French
border regions rcsulted in relatively higher level of wage and salary disbursements (w) than the Spanish
regions. As a result, the contiguity coefficients between the region pairs remained negative. 'I'he marginal
convergence of this variable between the adjacent and periphery regions is due to the relatively higher

wage and salary levels in the French peripbery regions.

% Yee, Chapter 6, Appendix 6C, Table 6C.3, for the actual regional data used in the analysis.
% This study does nol examine the issue of international migration. We assume population increases in regions are the result of
domestic iniernal interregional migration.
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The 7" contiguity variable, gross investment (K), also indicates a divergence in value between the
k region pairs®. The change in gross investment in the core region of Norte exceeded that of its adjacent
regions by a factor of 1.6. Combined, the values for the three French periphery regions revealed a change
in their levels of gross investment that was comparable to the change in the core region of Norte, and that
of Cataluna in Spain. On average, the change in the level of gross investment in the respective three
T'rench regions was comparable to that of the Spanish periphery region of Galicia. The three periphery
French regions border on two Spanish core regions, while the periphery region of Galicia borders on the
core region of Norie. This is a significant oulcome, since it reveals the need by indusiries, in the former
periphery regions, to acquire economies of scale in production. It is again evidence of the strength of the
competition cffcct to achieve profitability in production (Baldwin et of., 2002).

The 8" variable indicates a strong convergence in the average number of manufacturing
employces per {irm (L/7). This strength of this convergence is derived from the significant declines in this
ratio in the Portuguese regions of Norte, Centro, Alentejo, and Algarve. The French regions also exhibit a
significant reduction in this ratio. In the open cconomy case, the average value of this ratio has shown a
strong convergence between all region types. It is interesting to note that the French regions reveal values
for this ratio that lie below the average for all the periphery regions. The overall developtnent of the
contiguity values of the ratio, average number of manufacturing employees per firm, reflects an increascd
similarity in production structures among the regions, especially between the core and adjacent regions.

There was also a significant convergence of average gross investment per firm (X/7) between the
k - region pairs. For instance, significant declines occurred in atl of the French and Portuguese regions to
bring them in line with their Spanish counterparts. In 1997, the average value of this ratio was highcst in
the adjacent regions (€ 108.500), followed by the periphery (€ 95.600) and the core (€ 94.500) regions. In
general, industries in the Spanish adjacent regions experienced the largest increase in this ratio, indicating
a ‘catch-up’ effect with the core regions.

The 10" variable, gross investment per emplovee (K/L), indicates a strong positive relationship
between the core and adjacent rogions in 1989, but a negative value belween the core and periphery
regions. The average value for this variable was the same for the core (€3,400) and for the adjacent
{€3,400) regions in 1989, but diverged with the periphery (€5,300) regions. In 1997, the first-order
contiguity coefficicnt rcveals a positive diverging value thal reflects the significantly high level of gross
investment per employee in the Portuguese adjacent region of Alentejo. The significant convergence of
variable value between the core and periphery is due to a relatively higher rate of change in the periphery
regions. This is best exemplified in the Spanish region of Murcia. The relatively high levels of gross
investment in the adjacent region of Alentejo, and the periphery region of Murcia, led to the strong

convergence in this variable between adjacent and periphery regions. Gross investment per employee

8 A third possibility would be the wholesale death of firms with labour migrating to other regions.
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was, on average, higher in the periphery regions than in the adjacent regions. This, again, supports the
carlier findings of high investment levels to attain economies of scale in production to offset a geographic
location disadvantage.

The 11" variable, average wage per employee (w/L), exhibits a positive value between the care
and adjacent regions, but a negative value between the core and periphery regions. In 1989, the average
wage per employee was higher in the core than in the adjacent regions, but lower than in the periphery
regions. This higher average value in the periphery regions signals the high average wage per employee
in the French periphery regions, i which the average wage per employee exceeded that of the Spanish
core regions. In contrast, the average wage per employee in the Portuguesce regions was absolutely lower
than in Span.

In 1997, the Irench regions continued to enjoy a higher average wage per employee (€22,178),
than disptayed in any of the Spanish or Portuguese regions. The average rate of change in the French
regions (€5,008) was comparable to the rate of change in the Spanish core regions of Pias Vasco (€4,102)
and Cataluna (€4,013), but remained below that of the adjacent region of Navarra (€9,016) on which they
border. The adjacent region of Navarra has the highest level of average wage per employce (€21,957}) in
Spain. This convergence of average wage per employee in these adjoining border regions is evidence of
Stolper-Samuelson factor-price equalisation.

In contrast, the Portuguese average wage per employee in the core region of Notte is about one-
third that of the Spanish corc regions (€6,363). In the Portuguese adjacent regions the avcrage wage per
smployee is approximately one-half of that of its contiguous Spanish border regions (€7,262). There is no
convergence of average wage per employee between the Spanish and Portuguese border regions. The
Portuguese border regions, whether core or adjacent, have an absolute lower level of average wage per
cmployee. ‘The convergence of wages between the adjacent and periphery regions, as revealed by the
contiguity cocfficient, consists entirely of convergence between the French and Spanish border regions in
the north.

Finally, average wage costs per firm (w/n) converged strongly between the core and adjacent
regions. This result highlights the competition effect at work in the adjacent regions versus the core
regions. In Portugal, average wage costs declined significantly in the core and adjacent regions and
remained absolutely lower than in any of the Spanish or French regions. The formidable convergence in
wage costs between the core and periphery regions is the direct result of significant wage cost declines in
the French border regions, to equate with levels in the Spanish border regions. The reduction in average
wage costs in both the French and Portuguese regions resulted in the strong convergence between the

adjacent and periphery regions.

8 This refers to the contiguity order between the regions being measured.
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6.3.3 Conclusion on Border Regions

What have we learned from the border region analysis with respects to the effects of trade
liberalisation? The objeciive of the analysis in this section was to examine the effects of agglomeration
and dispersion forces on the economic geography of thesc regions. ‘Lhe analysis has revealed two sets of
results; the first of these pertains fo industry structures, and the second, concerns economic growth in the
border regions.

First, the development of industry structures in the two sets of Spanish botrder regions contiguous
to Portugal and France is unequal. However, a strong convergence in industry siructures occurred
between the Portuguese and Spanish border periphery regions. The most significant of which was found
in the Spanish periphery region of Galicia. The changing composition of industty structure in the
periphery regions of Bxtremadura and Andalucia rcsulted in a stronger convergenee with the Portuguese
border regions than with the regions in their own CAP cluster of Madrid.

The reasons for this convergence could possibly be explained by; i) geographic proximity to the
densely populated Porluguese core regions of Norte and Lisboan, ii} the freedom to develop interregional
and intersectoral linkages, and iii) the need to exploit comparative advantage (Ludema and Wooton,
1997; Forslid et al. 1999; Venables and 1imao, 2002). The indusiry strueture in Andalucia became more
similar to that of Galicia (see Table 5.2). This finding is informative since it peints to the duplicalion in
production structures in Spain, possibly to meet export demand, The average wage per employee is
almost identical in these two periphery regions, which suggests the possibility of resource intensive
production and products. In general, it possible to conclude that the similarily in industry structures
between the French and Spanish border regions remained unaltered subsequent to economic integration.
This invariability suggests that industry structures had converged before 1989. It also poinis to the
existence of interregional and intersectoral economic linkages between French periphery regions and
Spanigh core and adjacent regions.

Second, both agglomeration and dispersian forces endogenously changed the economic variables
in the border regions. Agglomeration forces resulted in the pronounced increascs in the number of [irms
(n), manufacturing labour (1), and wages (w) in the core regions. 'The competition effect manifested itself
strongly in the ex ante border periphery regions contiguous to foreign core and adjacent regions. In the ex
post period, these reclassified adjacent regions experienced strong inflows of: population, labour, and
firms. These factors combined to raise total wages and salaries. In these regions, average wages per
employee converged strongly with their contiguous core and adjacent regions. Given the imperfect
mobility of labour between these {oreign bordering regions, average wage convergence implies factor-
price equalisation through trade.

The competition effect in the border regions resulied in relatively high levels of gross investment
that converged with levels in the Spanish and Portuguese core regions. The convergence of the average

number of employees per firm ratio between the core and adjacent regions, combined with the
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contvergence of average wage costs per firm, implies the attainment of cosl minimising production
structures in the Spanish, and the ex post adjacent regions. A relatively lower average number of
employees per firm ratio, and a relatively higher level of average gross investment per employee, offset
the relatively higher average wage in the French regions. This finding implies French industry is
relatively more capital intensive.

Tinally, although the competition effect is evident in the Spanish border periphery regions of
FExtremadura and Andalucia, causing industty structure to convergence with the Portnguese adjacent
regions, there is no convergence of average wages between these border regions. In absolute terms,
Portuguese border region wages remain significantly lower than Spanish border region wages. ‘The
existing wage differential between these region fypes, illustrates that Portugal, is geographically,

relatively more peripheral than Spain.
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CHAPTER 6 APPENDIX 6A

2  'THE SPATIAL CORRELATION COEFFICIENT

The spatial correlation is defined by the following statistic;

5 y
x, — X,
=1, o tar R-1

*
R
2L Y (x, ~ %)’
r=1

¢ = (6A.1)

Where x is the value of a demographic or economic variable in region » (» = 1,..., R}. The subscript 7 (i
= L 24 Iip) refers to each region iy, which possesses a ¥ order contiguity with respect to region .
Thus, the total number of ¥" connections for region r is equal to 7, while 7 is defined as the total number

of connections of order & within the whole system, that is;
E“\

Iy=21, (6A.2)
r=1

Finaily, Xis defined as the national average of the demographic or economic variable under

consideration, such that;
p— R -
F=3% (6A.3)

The first element on the right hand side of equation (6A.1) is the statistical contiguity variance.
The numcrator of this clement is a measure of the agpregated squared differences of a variable between a
central region and its surrounding regions, calculated over all the regions. The value of the denominator
measures the total number of & - order connections i.e. 7;. In the denominator, the factor 2 is used Lo
assure that the value of the spatial correlation coeflicient of being equal to unity in case there is no spatial
correlation of order £.

The second element on the right hand side of cquation (6A.1) is the inverse of the variance of the
particular variable under consideration. It measures the aggregated squared differences between each
observation in the variable and its national average.

As noted above, the statistic ¢, is a measure that indicates the strength of the spatial correlation of
an ecohornic variable between regions. If ¢, = 1, there is no spatial correlation; if ¢; < 1, there is a positive
spatial correlation, and if ¢; > 1, there is a negative spatial correlation. The compliment of the spatial

corrclation coefficient is given by the coefficient d;, which is defined as:
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Si=1-cx (6A.4)

Where &; is the coefficient of spatial influence. 1L, J; = 0, there is no spatial correlation; if 6, > 0 a positive
spatial correlation is present, and if d; < 0, the spatial correlation effect is negative.

'The statistical value of the spatial correlation coefficient varies with the value of k. For a first-
order contiguity, £ = 1, the spatial corrclation coefficient ¢ or the coefficient of spatial influence, d; ,
calculates the direct spatial correlation of the first ring of adjacent (contiguous) regions. For a second-

order contiguity, £ = 2, the indirect influence of the first on the third region is measured.

Some Properties of the Spatial Correlation Coefficient”

Define the first factor of (6A.1), the contiguily variance as /7, then expand and rearrange terms:

R g 2 & lw 2
2 z (xi‘ —'xf,_r) Zl L (xr _2xrxz"r +xi‘h)

F = =l — g _ =t iyl
| = =
21, 20,
X 2 R Iy R dy
Xy —2% X oxx, +X 2 X
F— r=l r=l i, =1y, r=l dy=l
1 21,
R R L R i 2
th,xrz EI Zi X%, 2 i X
- =l i = =] §.=1 »
F]_ — r=] _ ! 4=y, _ e =14 (6A.5)
2, I, 21,

Next, assume that all regions » (7 = 1, ..., R) have an equal number of connections of a certain order £ (as

in the casc of a regular regional pattern). This will imply that iz is constant for each region #, that is,
I, =1, (6A.6)

The system is said to be homogenaus of order k. It should be noted, that (6A.6) does not imply that the

number of connections of region r over all contiguity orders 4 is constant. Since each region » possesses

1, =Rl (6A.7)

¥ Paelinck and Nijkamp, (1975)
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Substitution of (6A.6) and (6a.7) into the first term of {6 A.5) vields:

R . R, 2 R .
Zlerr ZI/{xr Zxr
= B S~ (6A.8)
2I, 2RI, 2R

In a similar way equation {6A.6) and equation (6A.7) can be substituted into the third term of equation
(6A.5) to oblain:

R T Ko, R

> X ox, YLx yx

rel =1y, ool _ i (6A.9)
27, 2RI, 2R

The operation in cquation (6A.9), in which the terms x,i are transformed into xf, is justified, because

each term x,i in the summation is added /; times. The implication is that the first and third terms of

cquation {6A.5) are exactly equal. Finally, the second term can be rewritten as:

£ iy R X i _ —_ *_3
2 2 XX, E_‘, . ; XX, ‘Y:,‘ ' 2 (x, —X)x, —X)+RIX
r-l Bl - r=1 rj,.—lh,* - r=l| I”’_I*'...__.,..,., N __ (()Al[))

I'y‘ RIA: . RI;.._
Where, X is defined in equation {6A.3). The latter operation is permitted, hecause

R I . R L — - =2
2z !‘Z; (x, =X)x, -%)=2 2 (xx, —¥x ~%x, +X)
e

r=l =1 By =y

Multiplying and expanding:

k1 _ LR _E I ey X i e ‘s
b i X, —xl 3x, ~XY 2 x, +RLXT =3 .Z X, x;, = X[ (RX)-~%(RI, %)+ RI ;X
r=l g =g r= =l i =Ty =l =1
R sz
= 2 xx, —RLX (6A.11)

r=l b=y,

Substitution of equations (6A.8), (6A.9) and (6A.10) into equation (6A.5) gives the result:
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R K I _ _
»x2 % X (x —3)x, -X)
Fy=r = el " —¥2 (6A.12)
R RI;

The second term of (6.12) represents the corrclation cocfficient of a regional variable with respect to the
same variable in contiguous regions of order £. If there is no spatial correlation (and thus no sphere of

influence of the regions), this correlation coefficient will equal zero. Then F; is equal to:

R . R
Yxi-R 3(x, -F)
1;'1 — &=l — -1

= 6A.13
R R ( )
By substituting (6A.13) into (6A.1) we find the expression for the contiguity correlation coeflicient ¢ in

case of no spatial correlation:

R
DHCARS IS _ _
¢, =i Rt R (6A.14)
R S (x, — %)’
=1

This result supposes that R is sufficiently large. One may prove that the mathematical expectation of ¢ is
exactly equal lo L il there is no spatial correlation. ‘Lherefore, we can conclude that ¢, =1 if there is no
contiguity effect of order k. Furthermore, in the case of a positive spatial correlation, F is stualier than

equation (6A.13), so that a positive spatial correlation implies ¢, <1. In the reverse case of a negative

spatial correlation, one may prove that ¢, >1.
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CHAPTER 6 APPENDIX 6B

CALCULATING THE SPATIAL CORRELATION COEFFICIENT
Table 6B.1 provides an overview of the number of connections between the Provinces in the
Netherlands.

TABLE 6B.1
CONTINGENCY TABLE FOR THE NETHERLANDS
Nr.of | Nr.of Nr. of Nr. of
Presence of k- order connections Ist 2st 3storder | 4storder

Provinces ISN25E3 4 SN o S O S0 ] Conn | Conn Conn Conn
Groningen 1 AT 2 AN 23 TG 2 2 3 3
Friesland 2 1 | ) N S ) il g B 1 4 3 3 0
Drenthe . 11 i 23 2.3 4'3..3 3 2 4 1
Overijssel B 2 1 ) i A i Iy N T L) 3 6 1 0
Gelderland S 255 II 22 1 2 %1 1 5 4 1 0
Utrecht N 32 3431 L2 2D 3 5 2 0
Noord-Holland N 25 2582 231 1 22 3 3 6 1 0
Zuid-Holland N 3=2 392 18P -1 2 5 3 2 0
Zeeland N 4 4008 2% 200 1 2 2 4 2 2
Noord-Brabant B 458 32 1 281 1 1 4 3 2 1
Limburg (NL) 4S8 32 1IN 3D 2% 2 4 3 1
Totals 36 42 24 8

Total number of connections of order lk=1|k=2) Ik=3 Tk =4

Source: Paelinck and Nijkamp, Op. Cit., p. 231 (Table 4.7.2.b)

The eleven Dutch Provinces are listed in the left-hand column and are numbered from one to
eleven. The section, ‘Presence of k-order Connections’, is a symmetric matrix. An example of a first-
order contiguity connection is the relationship between Groningen and its adjoining Provinces of
Friesland and Drenthe. The Province of Groningen has a second-order contiguity connection with the
Province of Overijssel since it geographically belongs to the second ring of regions around the Province
of Groningen. An example of a fourth-order contiguity connection is the relationship between the
Province of Groningen and the Province of Limburg. Groningen is the most Northern Dutch Province,
while Limburg is found in the south bordering on Belgium and Germany. The variable geographic
distance (d,, d», d; and d;) between the Provinces is directly defined by the contiguity order &, and is
implicitly assumed in the analysis.

An example of how to calculate a first-order contiguity coefficient is shown in Table 6B.2. The
Dutch Provinces are listed in the left-hand column. The demographic variable to be examined is ‘“Number
of Inhabitants per Square Kilometre’ for 1960 and 1965. The respective calculations are presented in
columns (1) and (2) based on the number of first-order connections /i = 1, as shown in Table B.1. We can

calculate the separate elements of equation (6.1) as follows:
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TABLE 6B.2
CALCULATION OF THE CONTIGUITY COEFFICIENT
Number of inhabitants Calculations
per square kilometre for 1960
Netherlands 1960 1965 (1) 2)
1 Groningen 205 216 11492 25397
2 Friesland 141 148 405576 49891
3 Drenthe 119 129 11976 60203
4 Overijssel 205 229 12168 25397
5 Gelderland 231 253 635066 17786
6 Utrecht 518 562 333002 23604
7 Noord-Holland 771 811 492950 165353
8 Zuid-Holland 950 995 1775751 342970
9 Zeeland 160 165 645125 41764
10 Noord-Brabant 305 336 452130 3524
11 Limburg (NL) 403 436 22829 1493
Average 364 389 4798065 757383
66639.7917  1.3203E-05
First-order contiguity coefficient value = 0.8799

Source: Author’s own calculations of Paelinck and Nijkamp results.

STEP 1
In column (1), we first calculate the statistic between Groningen, x,, and its two adjoining Provinces,

Friesland and Drenthe, as follows:
(x, —x, ) =(205-141)* +(205-119)* =11,492

STEP 2

Repeat step (1) for the first-order connections between Friesland and its adjoining Provinces.
(x, —x, )% =(141-205)" +(141-119)* + (141-205)" + (141-771)* = 405,576

STEP 3
Repeat the first two steps for all the Provinces following the number of first-order connections for each

Province. Then take the sum of column (1), which gives:

R Iy
> Y, —x, )’ =4.798,065

r=1 i

STEP 4

In column (2), calculate the squared deviation from the mean of the original data.
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(x; —%)7 =(205-364) = 25,397
Repeat for ail the observations.

STEP 5

Sum column (2) to obtain the sum of the squared etrors.
R

Dx, -¥ =2217,752
-]

STEP 6

From Table B.1, take the total number of first-ordet connections.
21, =2.(36)=72
STEP 7

Substitute the relevant values into equation (6.1) to obtain the first-order contiguity coefficient for R =

11

R ‘J&r
ZZ(xr ...xih )2 -
¢, = raliy . R-1 - (4798065 )' 10 — 0.8798
21, £ -5 72 757383

r=1

Since the first-order contliguity coefficient is fess than one, ¢, = 0.8798, we can conclude that a positive

rclationship exists between the movement of the variable “Number of Inhabitants per Square Kilometre’

between all the first-order connections.
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CHAPTER 6 APPENDIX 6C
TABLE 6C.1
DEFINING THE REGIONAL CONNECTIONS
2.1  Regions 1" — Order-Connections for Core Adjacent Regions I
1. Galicia
2. Asturias
3. Cantabria Pias Vasco 1
4. Pias Vasco Cantabria Navarra La Rioja Castilla Leon | 4
5. Navarra Pias Vasco 1
6. LaRioja Pias Vasco 1
7. Aragon Cataluna 1
8. Madrid Castilla Leon  Castilla La Mancha 2
9. Castilla Leon Madrid Pias Vasco 2
10. Castilla La Mancha Madrid 1
11. Extremadura
12. Cataluna Aragon Communidad Valencia 2
13. Communidad Valencia | Cataluna 1
14. Andalucia
15. Murcia
Ik B 16
2.2  Regions 2" _ Order-Connections for Core periphery Regions I
1. Galicia Madrid 1
2. Asturias Pias Vasco 1
3. Cantabria
4. Pias Vasco Asturias 1
5. Navarra
6. LaRioja
7. Aragon
8. Madrid Galicia Extremadura Andalucia 3
9. Castilla Leon
10. Castilla La Mancha
11. Extremadura Madrid 1
12. Cataluna Murcia 1
13. Communidad Valencia
14. Andalucia Madrid 1
15. Murcia Cataluna 1
L= 10
2.3 Regions 1" — Order-Connections for Adjacent -Periphery Regions I
1. Galicia Castilla Leon 1
2. Asturias Castilla Leon Cantabria 2
3. Cantabria Asturias 1
4. Pias Vasco
5. Navarra
6. LaRioja
7. Aragon
8. Madrid
9. Castilla Leon Galicia Asturias Extremadura 3
10. Castilla La Mancha Andalucia Murcia Extremadura 3
11. Extremadura Castilla Leon Castilla La Mancha 2
12. Cataluna
13. Communidad Valencia | Murcia 1
14. Andalucia C.L. Mancha 1
15. Murcia C.L. Mancha Communidad Valencia 2
L,=116




226

£00T 4290100 ‘puelg (3)

0007 ‘6661 ‘€661 1@IS0INT [204n0g

S'CEST JTE008  L'69FS 0 10- 0 Jocvsy Jecesoc  €9size [svise [coser Liis Jie [8v08  L.9L JTI- JiiL 16 40 - 30
vyest 00¥ZL  9°S0LS  €0- Y L'y 18617- |czse6r  0181zs [8L811- JocvLe piter Jzo1- Jiliel €0€cl Js'1  J6'€9 919 (3D) Awouodg paso|)
6'L90F JTepbzSt  ESLITL 10 £F T 68p€C  [291L98  €L9¢v8  JoL89z |io€i8 1evbS JoL1 JeSTIT 08607 JE0  Jo'IL L'OL (30) Awouodg uadQ
995 [¥LLST L0101 +0 '€ 87 zelct |01zL  8L66S  [9Ls01 11911 seor [991 |8z cliz |8ci- |C¥L L8 | Z1dfolnssnoyg-oopansue €2 p1l 189
9'ps01 fe'esoe L8661 S0 €< 8P vp081  fpivpEl  0L£911  fo99zi |fvestl ve6l |s6  fozsz  1evz Jos- |e8 16 | Eld SRUAKI-IPIN TZ 011 799
6006 |6vzee  0vIT  TO TS 0 9911 oszost  vroscl  |sevel JLzsst 680z |oo1 foosz veLz Joci- |88 101 | EEId sureynby (7 601 199
IS L VA7 £9¢ 60 _a.m 0T 790 S€66 1L89 pLOZ |EE1T 65 s sy ove |i'st Jive e |1izd aared|y 0z 141 spd
91T |TSeL 061 TO |6 19 99~ TI6€9  8L9¥9  |sgl 610s  v88y l6c Ji601 T901 fT9o- |8L9 vL | Ed BN G| 88 79s9
L'789 |L'886T  0°90€T 00 6T 67 sz91-  |vovLoz  62060T f69cz- |e1LL1 z800T fos  osiL  ooiL |I't '8 LS |€1d eonEpuUY 1 L8 1959
69 |IsbT 95l 00 (a4 Tt LTT- 919¢7 €8¢  |LesT- |vvbT  1v8y |ST- I8L01  zOIl |S'S  |SPS 6F |TiEd einpewanxg [1 €8 €459
878~ |rzLir oevsTt LT1- 0 LS vL 951zz- 80119  #97€8  |e8Si- |LsLz  ecek |8S- 9901 vzTil LS LS. oL | EId seumsy 7 pL  TIS
L8v9 |6'860C  1°0S¥l  #°0 (%3 8P L8LT €3LEvl  L660Y1 |S995- |cose  891¢<I Js61- Joziz  S16T f9os  |o€9 85 | Zid epIeD [ gL [ISd
AY3HdI¥3d
JONVYI " TVONLIO NIVdS
129 f6TLEl  vISL SO 70- 60- [8180L Jeizwel  sswezl JoieLl Jizael Lsti fer- figce 99z Jor  fiv-  L'8- 4D - 90
6661€ |8°06E11 60618 70~ 8L [ 1€56-  [zssbsL  €30¥9L |voLvi- Jo161S 08999 Jeii- Jezool 9€Lo1 Jov  Jo'z8 v'iL (4D) Awouoog paso)
$'128€ JL'E9LTT  ETH68 €0 9°L TL 18719 |sz3sve6  8'L€s.88 fooze JeviiL LeeL9 fevi- Jo9szi zoogl fz6  |eLL L'89 (30) Awiouodq uad(
698 J00LI [§3] 61 X3 ¥ €0L6 129tc  si6zl  Jesey [sovy  cin  [e1- TS €vS  TeT JTv9 SE [HiEV oy 61 0L1 I
opes l6zozr €899  9¢ ool +9 S1119  fzsotsr  cgsorr  Jerost feocvl svil Joi- JErLt  €zLl fozz Joes 1y |EIV (donua) L1 891 znd
€ISEl |TLETy  0988T L0 €8 9L c9887  |zeovze  L9iser fvioe  |99Tiz TshT oz  Jzes To6E |81 |8'SL ¥L  |TIVEIOUS[BA papelunwio) €] 68 7SS
696¢ L0111l 8EIL 10 € Ts 95€T _%Rn covL8  |evbt- Jezve 99811 |8 feoLl  s691 fLe  |L99 €9 |SEV| eyouey eT-RiuseD O T8 THSD
01zy 6692z  68¥81 L0~ €S 09 SLEvz-  |686T€1  v9ELST |€98L- |891L  1€0S1 fsol- Joosz 019 |96  J99L L9 |V uodT-eluse) 6 I8  [$Sd
9zze |TTest 96611 10 _S 08 1w0€-  l9gLee  LiLse  Jegiz- fizis  gsze fwz- feLtr 10z1 JTL JT06 €8 €€V uodely L 6L #TSe
9851 |€8€r L6z To-  orr v Jesti- 18p87  €£967  J69s- oLt sszz fo- Jooz 99z 69 |68 €8 |IiTV oy 9 8L €752
rsvy foibTt 1v08  0'1- 801 S'IT JEEES- 1089  #E€1Z9  Js6Si- |ipoz 9£9€ |1 |8Ts  LzS L0~ EL6 86 |IiTV BURABN §  LL TSP
$'901 €59 [ () A ) G| [ L9 1589- IpSi6z  s009¢  JoLi1- Jisi1  isez 8- Jzs  ses e WL L LIV BUQRIUBD €  SL €159
IN3OVravy
TVONLIOd NIVdS
SL961 [o€ipE  19bbl  10- Jio- 00 TL0Ev9T Jo1s9cs  60zzLz  |9606€ Joosiy vovT 1L fpzse  esvye fpT  J€8- O'1I- 40 - 40
v9LLY JSTSP6T  1°9L9%1 +0 '8 08  Joszbe9 [ISSLLOT 9ZIv101 [p60orl JS6599 10SzS |90Z- |8¥icl #SE€T JL'S  |¥'86 L'T6 (4D) Awouodq pasoj)
6€pL9 |1°998TC T'TTI91 €0 €8 0'8 zzeLLTe [Loov191 [sce98zl Josies Jse0801]so6vs Jsci- JzL991 Log9r Ji's o638 818 (30) Awouody uadQ
SL961 |9EIvE  19PPl €L TSl 6L TLOEK9T [91S9€S  60ZzLT [|9606€ foosiy vOvT oL [szse esve feST Ev9 6  |I€D 3UON 91 £91 1Ind
P'EIEE |STO0LLOT  TLSPL T 101 68 98,29  l601¥19  €zeIss fovos  |iscov secze feor- f#909 9919 o8 Jooor T6  |1#D eunpeie) 71 $8 1S9
9'GI01 [S'S6Ly  66LLE SO €S 8t 1LLsT fwzeoor  ssszvr  fee19  fvsLLl zsotl |9-  fezos  8zos TS |01 96 2 aRiavin g 08 €59
pLvy |s988€  I'6EvE 90~ |96 7ol feeiez-  |81icel  oszozz  fys- Josys  visg Je6- J19oz 091z Jovy  Jove 06  |I#O OXBASEIdy 9L  [TSd
FI0D
_ma | e6t  oe6l  ma | ce6l o066l | mia | se6r o661 | wa | Le6i o661 fmal] Le6l 066l | WA |L661 0661 TYONLYOd NIVIS
[ d/T 7 u d (d/A)
saLefes % safep uonendog seakojdwg suuj (000°1 X) awoouy
/ 1dwg ‘uepy JO JaqunN Jo saqumN uonendog eide) o4

8661 0661 IDONVYI ANV TVONLIOd SNOIDTY YIAYOL-NIVdS VIVA TYNOIOTI

709 49714dVL




£007 1290100 ‘pueag (2)

0 Is0 L0 18p1°1-  [L620°0-  9€9€°0 JL9LI- JL61-  0°LST Jecoo- JL69l 60L1 | A y8C JTPOS1 JTLP8E 6'THET 30 - 30

€€ 6'L 9y og8€8'0  fezico  v8Tr0fsZL Jesit  gie  Joort Jriowl SSE01 6'C £l L 9°'691C J9°006€ I'I€LI (30) Awiouoog paso[)

I't '8 €S S60£°0- J9z81°0  0Z6%'0 JT66- |9°S6 86l JL¥9E JIILS] $90°C1 $'8C- 11 868 I8'EL9E I8LPLL OPLOY (30) Awouody usdQ

6¢ el 96 90¥8°0- J6SEI'0  S9L6°0 JE'69t- |THS CESS 8y p69°1T 168°91 LIS |9 6'LS |9¥0F |SLL6 6TLS zld UO[[1SN0Y-00pandue £7

8t €Tl L 79780 JT60T0  SEEO'I JO'8EE- J6°TIT  6°0Sy JOPS'S |9IL'TT  SLULL OIS JT6 T09 J9SLL |9LYI1 O°TLS I'ld saauaIkg-IPIN 22

91 08 9 T9v6°0- IPIT0  v091°L JL'8VE- |¥'LL 1’92y |1¥9v |STI'TT  v8Y°LIL L9S- L6 $99 J6'11E JI°T0T1 T068 I'ld sureynby |z

60 {0z Il €€6S°0-  JETTOO0  LSI90 JE¥TI- |¥'6 L'EET  |S6¥°0- JI6L'¥ L8T'S S1LI- LY SorL Jrer jooz 6L I'zd aAred|y 07

o1 €7l 1'C Z0¥0°0 SoOvI'0  €901°0 JE€'8TI |S9SI €8T jeL¥'E JEOS'II $20'8 S0~ LTI TEl LY J9°S8L  0'8El I'td BIOM G

g€ L L'E 6£50°0 L891°0 8¥ITO JO'6F ¥'L8 '8¢ |8LEE JOIV'¥I E0°I1 €1 L1 ol _n.ot. 9'8¥S1  8'ILL €1d BlOnEpuyY i

0'8- 8y 61 0¥90°0 €001°0  €9€0°0 |L'91- L9 v'€9 JTI0E JLLEOL S9E°L LY L'6 6y 6T61- JI'vIl  0°LOE ed empewianxy ||

99 '8 8’1 6SE1°0 I1STH'0  T68TO pp'TS1 |9°L81 TSE JOIl't |I8T°6I1 1L0ST  |0€ rar4d 76l Sy9e  JILIS  97TSI I'lid Seumsy ¢

6'€ 9 9T €STI'0  J60TT0  9S60°0 9'vL |¥'86 8'€C EIEy  JL6S T $8C°01 8¢ I'SI £6 9'€ELS JTSE6  919¢ Zld! BIOIED |
Ad3HdIY¥3d

FONVIZ"TVONLIOI NIVdS

80 L0 10 J6EL1°0-  J98S0°0- SN0 JTEL- |8TI-  S09 S10°'1- |8S0°C- 890'1- JO'€T- JTT- L'0T S'6v8 JLOSIT T'10€ 40 - 30

8T £9 '€ I86L10 PETED  LEPIOJ6'SL JEITI  #'Sy JOOS'S JIZS9I1 9%0'11 6°S $'81 LTl 09691 |8°65EF 8°€99C (3D) Awouodg paso])

9'¢ j0°L e 85000 |6¥920 06570 |L'T €801 6'SO1 JS8v'y JE9F'vl 8L6'6 I'L1- €91 pEE  JSSPST JSOISS 0°696T (30) Awouodg uadQ

y'ol | RS LEOL'O- 18€0°0  S8IPLO JI'T¥E- J6°0L 0TIy |£80°1 |SISL [43 ") €oLl- JI'S €SIl oLz JS9IE 19 PEv olauRly 61

9T 6t €T TTOS°0-  JSI80°0  LE8S'O JT991- |S'9¢ 8'TTT 2960 |800°L 909 Jm.va- 911 €96 I'6LS fTveE8S  1°6ST €1V (d)onua) /|

90 [44 9'¢ $9£0°0 pSSI'0  0611°0 L9 [y o'ty S6T'E JISOEl 8SL6 €0~ J6'1l fard| 6'CIE |V69€l  $9501 T'1V| EBIOUIJEA peprunuiuio) ¢

(41 4 Y e $680°0 9610  TO90°0 jv'Zv |I'L9 LyT JLOTY pLET] L91°8 L'y 'zt 'L €S0C |I'86y 8'T6T SEV BYOURIA-BT BI[HSED 01

LS ju.u I'e LE61°0 L91E°0  0STI'0 J8°0ET JI'€91 TTE J6lES |890°Ll 6bL11L I's 981 S0l T¥89 188911 9'¥8% 1TV uoT-e[jused 6

€T 19 9€ 61€1°0 TL6TO0  #S9T°0 979 |SOI1 6Ly |688°E |PIvOI §TST 6’1 1'81 el L'8IT 099§ ELVE i3 4 uogery /

LT 6'C ce 0EET'0 ¥SSTO0  ¥TTI0 |8°9S |T'86 iy 1S6'S J68¢ESI 8EV'6 9'€ 991 0°€l 0tL 891  S'P6 [ BA 4 efony 9

6'C 89 6'¢ 668€°0 11190 11T20 fT°€Tl JTo6l  0°L9 9106 |JLS6'IT I76'TI L'0T |8'LC I'L1 oOvbl |T88E 9'EHT 1:TV BUBABN €

6'C 69 0¥ 07870 L8LY0  Lp61°0 JL'801 JOOLI €19 JL¥99 JO6E61 PrLT1 6 L'YT 137 £9S 800 St I‘1V BLIqRIURD) €
AINIOVray
TVONLIOd NIVIS

1°0- 9°0- S0~ P8¥C0-  J€90°0-  0L00 JO'8% |S9I- SIE  JE09°0- fpIOE- 66£ T 450 (1 0'€C SPLET J09L81 S'10€ 30 -390

%0 19 6'¢ 78210  Jzeeo 0Z€0 IS8T JOIIT ST8 JOoOs'E JOZy'8l 806'v1 JpE-  |6'L1 (A1 C'TEST JS'EVP9 0'116€ (90) Awouodq paso|)

1T s'S e 20T1'0-  JOLTO 06£0 JS6I- |ST6 0vIl JL68T Joor'SI 60S°CI 9°'LZ- J9'91 Ty JOLOGE JS'61€8 STIvh (30) Awmouodyq uadQ

Ll S'E 8’1 £615°0- JZ80°0 2090 JWE9l- TSP 9'80Z [0S0l J€9€9 Tie's €001- |6'CTI TEIL JSvLEl ﬁo.cS_ $'108 1:€D SUON 91

| 4 LEY L't 19€0°0 L9T'0 1€20 ¥vT €88 6'€9 €10y |8ES'LI 9ZS€l T ITSH I'L1 I'T10ST JO'L9SE 6°S90T ' BUNEIR) 7|

¢l 18°¢ €Y LYS0'0-  JOLTO $2e0 LT I'L8 868 JZT¥'T |900°81 #8S°S1 8¢ JO°SI 8°0C 1’208 |S'8PST #9901 0 PUpPEI 8

1'¢ L'9 9'€ 1L50°0 190 $Ob'0 JL'E9 |SLST  8'€6  JTOI'P JLIL'6] S19°¢1 ST ee 6'ST JE6TS JO'8TEI L'86L 1:#D OOSEA SBld

Ba | L661 0661 Ba L661 0661 | ‘B! | L661 0661 | B L661 0661 | ‘Bid L661 0661 B | Le6l 0661 TYONLIOdNIVAS
1/X u/m u/y T/4 u/qT Y
1aunoge sad uung 1od g sad 2oKoduryg sod uwinj / saakojdwg JUSUNSIAU]
"UNSIAU] SSOID) safep [euTWON *WISIAU] SSOID) poLees % safep 3oy 3O Jaquunn 5010

8661 0661 IONVId ANV TVONLIOd SNOIODTY YIAYOH'NIVIS VLVA TVNOIDTY
T09d1dvVL




227

CHAYTER 7
CONCLUSIONS OF THE DISSERTATION

1.1 Final Observations

The abjective of this dissertation was to empirically examine the forces of agglomeration and
dispersion as they are theoretically described in the core periphery model of the new international trade
literature (Krugman, 1991b). In light of the increased irade liberalisation between countries forming
regional econotnic associations in the past two decades, enlarged market size and increased competition
challenge the strategic behaviour of corporations and mediwn size businesses. Their desire and innate
behaviour for a profitable organisation sets in motion the dynamic forces of agglomeration and dispersion
of industry —a force, which has the power to alter economic structures, incomes, and levels of welfare.

The 1992 Treaty of Maastricht formally created a common matket between the fifteen member
countries of the EFuropean Union. The removal of quantitative and qualitative trade barriers in the BU set
in motion agglomeration and dispersion forces restructuring industry composition and concentration in
the member countries. Shortly afier the inception of EU 1992, economists began te empirically examine
the effects of trade liberalisation on not only industry concentration (Bralhart and Torstensson, 1996), but
also the characteristics of relocating industries (Haaland etal,1999; Torslid et.ai,1999; Davis and
Weinstein, 1998; 1999). In a definitive article Midelfart er.«, (2000) find & strong interaction betwecn
industry characteristics and the country characteristics that influence the location choice of industries.
They find that industry in the EU has become more dispersed due 0 manufacturing growth in the
southern EU countries.

The common thread running through the empirical research is that the EU is divided into central
and periphery countries in accordance with the core periphery theory of the new economic geography
(Kruginan and Venables, 1990; Krugman, 1991b). Indusiry location and concentration is examined at the
national country levels with imperfect international labour mobility. Davis and Weinstein (1999) are the
first to deviate from the national country path by examining industry relocation and concentration at the
Japanese prefecture level. Based on their analysis, they find strong home market economic geography
effects under conditions ol perfect domestic labour mobility. However, in the EU no attempt has heen
made to empirically examine the effeets of EU trade liberalisation on industry location and concentration
at the national regional geographic level with perfect domestic labour mobility (0 reinforce agglomeration
and dispersion effects.

This dissertation has filled that gap in the empirteal literature, In order to examine agglomeration
and dispersion forces at the national regional level, the core periphery model was modified with a third
region, an adjacent region, lying geographically between a core and periphery region. This third region is
significant for the analysis from the very practical point of view that national regions have more region

types than simply the characteristics ol a core and periphery region. By examining the work of regional
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economists (Paelinck and Nijkamp, 1975), we found not only a nomenclaturc for national regions, but
also a description of their characteristics. Introducing the adjacent region inio the analysis was importarnt
because it provided a scamless conlinuum of production Iocations between the regions within a country.
In terms of concentric circle theory, the adjacent region allows for the diffusion of production activitics
radiating outwards in all directions from the core. this three region regional model permitted us fo
examinc the cconomic interaction between national regions where the effects of trade liberalisation are
first encountered.

The CAP model is significant as an analytical tool for empirical research at the regional level for
a number of reasons. First, it demanded a definition of the home market, a term in the theoretical
literature that has never really been clearly defined, but is essential for conceptual and empirical clarity.
Sccond, the model has allowed us to clearly categorise regions types and identify their peographic
locations throughout the European Union. Third, once regions were identified in their CAP clusters the
seamless diffusion path from core to periphery was also identified. This facilitated the application and
measurement of Krugman’s (1991a) industry index to examine the degree of convergence or divergence
between regional industry structures. Fourth, the model required the development of one regional industry
conceniralion ratio to measure both relative and absolute concentration. This regional industry
concentration measure provided outcomes that allowed us to detenmine relative and absolute
concentration and the extent to which these concentrations changed because of trade liberalisation. Fifth,
the model allowed for the application of spatial correlation analysis to measure, at the regional levels, the
effects of agglomeration and dispersion forces the convergence or divergence of regional demographic
and micro-economic industry financial variables. Sixth, thc model permitted a measurement of
converging or diverging industeial structures and average wage levels between foreign border regions.

Specifically, when applied to the EU thc CAP model has allowed us to identify the EU
geographic core and the EU geographic periphery along with their independent agglomerates. The
stylised EUJ facts support the format of the CAP model and shows that the repional data behaves in
accordance with the theory of the new economic geography, The regression equations support the
existence of a CAP framework, but needs 1o be re-estimated with interaction variables.

The CAP model reveals its most interesting results at the country level when applied to Spain.
Here also the data behaves as would be expected from economic geography theory. Spain has three core
agglomerates of unequal size, geographically located in the east, the centre, and the west. Industries with
strong home market economic geography effects are all located in the core agglomerates. These industries
are characterised by an absolute concentration level. Indusiries that are relatively concentrated in one core
region are in most cases also relatively concenirated in the other two core regions, indicating a clear
muliti-agglomerate production structure in Spain. The data reveals a strong tendency for upstream and

downstream industrics to locate in a common core region or in a combination of core and adjacent
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regions. There is strong evidence suggesting the creation of economic distriets belween core and adjacent
regions through intersectoral and interindustry linkages. )

The spatial correlation analysis reinforces the industry index analysis and reveals a strong
convergence belween core and adjacent regions in the first concentric circle. The competition effect in the
adjacent regions resulted in a ‘catching-up’ cflcet with the core regions. This cffect was cvident in
average wage per employee, average number of employees per firm, and average gross investment per
firm. Similar convergence effects occurred between the adjacent and the petiphery regions. In the
periphery regions this resulted in significant levels of gross investment to create economies of scale in
produaction. The effects of trade liberalisation were distinctly felt in foreign border regions. In Spain, its
southern periphery regions showed a divergence of industry structures with the domestic core region, and
a greater convergence with industry structures in Portugal. In the northern regions of Spain, there is a
convergence of wages with the French border regions, suggesting the Stolper-Samuelson factor-price
equalisation cflcol.

Finally, trade liberalisation has increased industry concentration predominantly in the core and
adjacent regions. It would appear that the country characteristics of Spain — a skilled labour force,
technological knowledge, geographic loeation, and a favourable wage differential — make it attractive for
industry location. It is entirely possible that the growth of manutacturing industry in Spain has exceeded

that in Lthe EU geographic core.

1.2  Further Research

In the first instance, the regression equations for the EU repions need to be re-estimated using,
interaction variables. In the second instance, the outcomes in this dissertation need to be followed up with
cmpirical research to examine regional economic policy measures that stimulate the development of
regions. In particular, research should examine the type of economic policies that stimulate the
development of economic districts, i.e. core and adjacent regions. ‘The economic development of the
Spanish border regions, with their I'rench and Portuguese counterparts, should be further examined for
the policy implications for regions of the eastern European countries about to join the EU.

Since the model focuses on regional economic geography and indusiry location, [urther research
should examine homogenous industrial districts and their induwstrial composition. This could be
accomplished through cluster analysis, and/or principle component analysis and would reveal the inter-
industry relationships.

The CAP framework for regional cconomic geography analysis has proven to be fruitful. For any
meaningful international comparisons the model should be applied other European periphery countries, or
for that matter, EU corc countries. Identifying the regional concentration of production activities in
central EU countries would complement the current empirical research conducted on the EU. Of greater

interest perhaps is the fact that the model can be applied to the regions of countries in relatively new
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regional economic associations at the customs union stage. Given that we now have witnessed how
industry has responded to trade liberalisation, the model could provide relevant information for guiding

regional cconomic development.
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