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ABSTRACY

The development of the modetn space stations into large, highly complex orbital
structures such as the International Space Station (ISS), has brought about a requirement for
free-flying vehicles to perform various inspection and maintenance task on the exterior of the
station. Concentrating on the ISS-Inspector vehicle, this thesis investigates the trajectory and
mission planning requited for a small free-flying vehicle operating in close proximity to the
ISS. Two complimentary methods are prescnted to petmit safe manocuvting around the ISS.
Ellipse of Safety trajectories enforce long-tcrm passive safety requirements in the presence of
differential air deag during the fly-around phases of the mission, used to transfer between the
docking port and obsetvation points. Shott-range, close proximity manoeuvring is permitted
through the use of Potential Teld Guidance methads, enhanced through Velocity Selection
strategics to provide passively safe trajectories whete possible. Finally, a mission planning too]
is presented to permit the integrated planning of ISS-Inspector issions, with automated
scheduling and trajeclory selection, designed to optimise the usc of available manocuvring
methods to maximisc overall mission safety. This facilitates the rapid planning and
prototyping of Inspector missions from within 2 single tool, which is available both to

vpetatots on the ground and the crew onboard the ISS.
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CHAPTER 1: INTRODUCTION

1.1 Introduction

Ever since the first orbital flight by Cosmonaut Yuri A. Gargarin onboard Vostok 1 in
1961 increasingly complex structures have been launched into space, capable of supporting
greater numbers of astronauts for extended durations. With increasing size and capabilities,
come increased assembly and maintenance requirements, demanding enhanced support and
assembly techniques. In December 1998 the first two modules of the International Space
Station (ISS), Unity and Zarya, were docked in orbit to complete the first step in the assembly
of the next generation of space station, and at the time of writing a further 12 major station
element have joined these modules. An artist’s impression of the completed structure,
pictured with the European ATV supply vehicle docking at the rear of the station, is shown in

Figure 1-1.

Figure 1-1 The International Space Station (Source: NASA)

The ISS is the latest in a long line of crewed space stations, and benefits from the
combined expertise of not only the U.S. and European space agencies, but also that of Russia,
Japan and the many other ISS partner nations. As such it is largest scale orbital program ever
undertaken, requiring a large number of assembly flights to launch the planned 18+ modules
into orbit. Compared to the previous generation of space station, the Russian Mir station, the

ISS will have three times the pressurised volume, three times the power generation




capabilities, and up to double the crew of Mir. A brief overview of the histoty and

development of orbital space stations is given in Appendix I at the end of this thesis.

As the assembly of the ISS continues there will be a need for a large number of
external inspection missions, both during the lengthy construction phase and throughout its
operationa! life. Some of these inspections will be made by external cameras mounted either
on the ISS structure or on the station tobotic arm. However because of the sizc and
complexity of the ISS, the entire statdon extetior is oot visible from station mounted cameras.
A free-flying vehicle outside the station would be capable of making inspections of any paint
on the IS8 structure and suppotting astronaut EVA operations, as well as providing desirable
documenting capabilitics in the latter stages of station assembly to recording accurate
reference information on the final ISS configuration. Once the station is operational these
vehicles could also enable possible robotic maintenance and tepair operations; for exampile,
the case of the Mir accident on 25® june 1997 [1]]2], when an unmanned Progress supply
vehicle impacted on the Mirt station while performing a manual re-docking opetation. ‘the
collision punctured the Spektr module and damaged a number of solar pancls and power
cables, but the damage was not fully inspected until some three months Jater. In this situation,
a rapid inspection of the damage made by an cxternal free-flying camera would have been

invaluable for assessing the accident.

111 Robotics and Autonomy

Many tasks and activities that require intelligence, but are required to take place 1in
environments hazardous to humans, have been subject to the development of rabotic entitics
- either remotely controlled or possessing their own form of intelligence to perform thesc
tasks, Such rasks range from the inspection of radioactive or chemically contaminated sites, to
the maintenance of underwater pipelines. A variety of autonomous robots have under
development to {ulfil these requirements, and a number of these state of the art tobots are
described in Appendix TI. Tn addition, a lesser degree of autonomy is often applied to
robotics and control systems to reduce the workload of a human controllet, by automating
stmple tasks such as the monitoting of battery powet supply levels or the execution of a pre-
planned sequence of manceuvtes, This level of automation, which is already in common use,
is distincr from the goal of overall robot autonomy which remains in the early stages of
development. However, the automation of increasingly complex tasks is an important stage in

the development of fully autonomous rebots.

"T'he otbiral environment outside of the ISS is pardculasly suited to the use of robots to

help reduce the workload on the crew, by avoiding unnecessary EVA’s and actively supporting

2




the astronauts during EVA. missions using a range of inspection cameras and other
instruments, The problems encountered in the space environinent such as high coergy
radiation and extreme vatiations in temperatare are well documented [3], and robotic vehicles
can he shiclded against these hazards, while the structure of the ISS and any surrounding

vehicles will be known in advance, facilitating manocuvting around the space station.

Vchicles such as the German DASA Inspector and the Ametican NASA AERCam are
altcady under developinent to fulfil some of these IS8 support tasks. Ilowever, one of the
major obstacles to operating free-flying vehicles in close proximity to Jarge ctewed space
structures such as the ISS is manoeuvring the vehicle within the constraints of safety, time,
and propellant usage. In order to free astronauts onboard the 1SS fromn some of the workload
of controlling these free-flying vehicles, the vehicle operations can be enhanced through the
use of autonomy, espccially in such procedures as extended transfers between docking points
and obsctvation/inspection points. Previous ESA/ESTEC conttact work at the University of
Glasgow has developed a teal-time controller for similar types of path constrained proximity

operations {4].

This thesis presents a sct of wols and techniques that have been developed to assist
mission planners on the ground and astronauts on the station to quickly plan inspection
missions. The misstons are planned within the constraints of the observation geometry and
safety requircments imposced by tight rules. In addition to this, an active manocuvring phase
of the mission may be used for onboard control through pre-calculation of an artificial
potential, which can then be uploaded to the free-flyer for use by the vehicle for active

guidance ducing constrained manoeuvring at observation points.

Devclopment fot this thesis was based on the planned Inspector vehicle, The author
spent 6 months in 1998 working with Daimler-Chryslet Acrospace (now Astrium}, at which
tme the desired manoeuvting requirements and restrictions were defined by the project
cogincers[5). During this time the use of Ellipse of Safety trajectories, rhat will be developed
in Chapter 4, as a strategy to move from point to point was developed by the author along
with the obsetvation point selection tool - which incorporates an approximately tendered
representation of the space station, with visual observation point constraint indicators, to
permit the Interactive sclection of observation points. Details of the X-Mit Inspectot mission,
a precursor to the ISS-Inspector which was designed to test the operation of a free-flying
camera equipped robot in proximity to a latge orbital space structure, and derails of the

planned 1SS8-Inspector vehicle ate included in Appendix IT1L.




1.2 Path Planning

The automation of any tasks requiring some degree of human skill or intelligence is
usually grouped under the general heading of attificial-intelligence (AI), and Al research can

be hroken down into a small number of key fields:

- Problem Solving Methods
- Processing Sensory Data
Language Processing

Of these, problem solving is the broadest aspect of current Al, as summatiscd by Nilsson in
1971 [6], and as been the primary focus of much of the AT research petformed in the past 30
years. Futthermore, one of the key applications of a wide range of problem solving

rechniques has been the specific problem of path planning,

The path planning problem can be defined as the task of finding a continuous sequence
of robot configurations between an initial configuration (start) and a target configuration
{goul) while salistying any obstacle constraints. Basically this describes the task of finding a
collision-free path from an initial configutation or position to the goal configuration through
an environment of known obstacles. In addition there are a nuimnber of factors that may
influence the development of a path planning methad, such as the manncr of collision
avoidance, optimality of motion of the resulting paths, and the ability of the method to find a

path to the goal if one exists.

Path planning may be applied to a range of moving robot configurations, from the
simplest prablem of a small citcular ot point vehicle moving in a sparsely populated plane, to
a large complex robot configuration with 6 degrees-of-freedom (DOF) moving in a tightly
constrained environment. Typically the moving robot problem is applicd to non-deformable
or rigid-body vehicles, and often the robot vehicle itself can be considered as a point by
cxpanding the ohstacles by the radius of the robot, thus simplifying the problem. This
modification is patticularly applicable to configurations where there is a relatively low obstacle
densily, or a desire for the robol to maintain a distance from any obstacles and not attempt
passage through narrow gaps. Rotational DOF only need be considered in highly constrained
environments or when the robot’s means of locomotion is highly dependent on orientation
direction, however the path planning problem’s complexity increases exponentially with each

additional DOF.




One of the first defining problems in path planning, that of finding a collision free path
for a 3d tigid object that can translate and rorale in 3d space, is often known as “The Piano-
Movet’s Problem™ 7). Given a tightly constrained obstacle environtment such as the
interconnected rooms of a housc, the path. planner must determine the scquence of rotations
and translations required to move a piano between the rooms of the house without hitting
anything. Most methods of solving this problem however have had to ignore the dynamics
and other differential constraints in order to solve these tight geomettical constraints with 6
DOF.

The path planning problem is also frequently applied to robotic arms which are fixed in
translation but possess only totational degrees of freedom in theit joints, Robotic atms have
been a papular subject of research due to the relatively constrained range of motion, scalable
complexity asising trom the range of DOF given by the number of joints of the arm, and uses
in a wide range of applications, including space robots [8]. Most basic techniques of path

planning however are equally applicable to either tigid body moving robots or rabot artns.

1.2.1 Simple Reactive Path Finding and Collision Avoidance

To find a collision-free path from an inidal position to a specified goal, even a2 method
as simple 4s moving in a random direction until, either an obstacle is encountered and a new
random ditection is chosen, ot the goal is reached, will provide a solution given sufficient
time. Howevcer this is obviously highly inefficient and it would be preferable to make as much
use as possible about the surrounding environment to optimise the search and the resulting
path. The simplest step would be to move directly in the direction of the goal in the absence
of any obstructdons, in fact if thete are no obstacles between the start and goal this method
will vield an optimal solution. If an obstacle is encountered, the path can then side-step the
obstacle until a direct route to the goal is once again clear. For obstacle configurations
consisting of well spaced convex objects, this technique is relatively cfficient, However,
concave abstacles can trap the path finder, as shown in Figure 1-2, preventing the goal from

being reached.
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Figure 1-2 A Basic Path Finder

An alternative method for real-time path planning algorithms makes use of reactive
obstacle avoidance techniques, such as those based on Braitenberg’s theory [9]. This theory
utilises direct connections between a vehicle’s sensors and its actuators, to produce a

behaviour that reacts directly to sensed objects. In the case of a free-flying vehicle such as

Inspector, this could be implemented using proximity sensors situated on the exterior of the
vehicle, directly connected to the control system as shown in Figure 1-3, so that a detected
obstacle triggers a thruster firing in the direction of the obstacle and a corresponding
acceleration in the opposite direction. On its own, the Braitenberg obstacle avoidance
behaviour will only ensure that the free-flyer stays away from obstacles, but when coupled
with an attraction toward the goal point, it will result in a free-flyer behaviour that moves

toward the goal while being automatically repelled by obstacles.
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Figure 1-3  Sensor/Actuator Connection Structure



This simple technique has the advantage that no prior knowledge of the obstacle
configuration is required, and even in the absence of navigation data obstacles will still be
avoided autonomously. The problem of getting trapped behind large or convex obstacles can
be solved by adding a wall following behaviour [10] to the control system to guide the free-
flyer around large obstacles [11]. Similarly, the ability to add additional behaviours to the
system permits the integration of human controller input, or even a secondary path finding
algorithm, into the final control system behaviour [12]. Each behaviour is then weighted
depending on current information such as obstacle proximity and available navigation and
control data. Then for example when the free-flyer is in open space the goal attraction or path
finder will be in control, but when an obstacle is approached the obstacle avoidance and wall
following behaviours will take precedence. This ensures the safety of the free-flyer, even in
the event of inaccurate navigation information or human controller error, for as long as
propellant is available. However, the stability of these methods is highly dependent on the
weightings of the relative controls, and the nature of the competing control actuations may
produce undesirable excessive thruster firings under certain circumstances. Figure 1-4 shows
the effect varying the weighing of the wall following behaviour. With the wall following
weighting over 100% the path follows the wall at a fixed distance, but with a reduced
weighting the path is pushed away by the obstacle avoidance behaviour, and leaves the

obstacle on route towards the goal earlier.
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Figure 1-4  Wall Following Behaviour Weighting (adapted from [11])

The methods described above are purely reactive and require no prior knowledge of
their surrounding environment other than some means of detecting obstacle proximity. They

are not forward looking such that there is no real planning involved in the path finding. This




e

results in a number of limitations. Paths ate prone to becoming trapped and there is no
control over the optimality of the paths produced. In addition, these reactive methods tend to
tesult in paths that pass in close proximity to and obstacles they avoid and often require rapid
last-minute changes of ditccton to perform obstacle avoidance. It is often desirable in path
planning to produce paths by planning ahcad so that obstacles may be avoided in advance,

and optimal paths with sufficient separation from obstacles may be produced.

1.2.2 The Configuration Space Approach

A key eatly developtent in path planning was the concept of the configuration-spacc
approach introduced by Lozano-Petrez [13] and the fiee spuce approach developed by Brooks
[14] [15]. "These methods rccognise the key to path planning solutions as being the
representation of the obstacle environment with respect to the robot configuration. This
enabled the first unification of the path planning of both holonomic mobile robots and rohot
arms. The configuration-space is the space of all possible configurations of the robot, so for
robot that can be represented by a poiat moving in a plane this would simply be a 2d map of
the environment, wheteas for a robotic arm the configuration space would be given by a
multidimensional map with an axis for each rotational DOF of the robot with areas
representing configurations which result in 4 collision between the arm and it’s surrounding
envitomment. [n this manner, the problem of determining the motion and interaction
between both rotating rigid bodies or jointed manipulators and theit environment can be
reduced to the problem of determining the motion of a point in higher dimensional space.
The free-space approach uses a representation of nacural pathways between obstacles
represented by a union of geometric shapes, in the case of the original papers these shapes
were limited to generalised cones, allowing path-finding to be performed by following these

collision free toutes.

A common feature of many problem representations is their generation of 4
configuration-space graph as an intermediaty stage to planning » path to the goal. A graph
consists of a sct of nodes, with certain paits of nodes connected cach other by arcs with a
given cost for transfer in cach direction actoss the arc. For the purposes of path planning
each node o the graph represents a region of free-space, with the connection ares between
them defining the ability to transfer from one region to another and the cosws fot this transfer.
Given a graph of the configutation-space, a path can then be found from a start point within
otie tegion of fiee space to the goal point within another region by finding a path between the

corresponding nodes on the graph.




There are a large number of algorithms are available to find a path through the graph,
with the choice of a suitable method defined by the size and connectivity of the graph and the
computational power available. One of the earliest methods is Dijkstra’s algorithm [16].
Given a graph consisting of a small set of sparsely connected nodes V, Dijkstra’s algorithm
can be used to find the optimum route from any node to the goal, and in fact the best path
between all nodes and the goal for the same calculation cost. Given the traversal cost between
each connected node on the graph the algorithm works by first giving an estimate of the
shortest path distance to each node, usually zero for the goal node and o for all others, and
then through a process called ‘Relaxation” updating the distance estimate of the nodes adjacent
to nodes for which the shortest paths have already determined. This operation can be seen in
the sequence shown in Figure 1-5. The algorithm maintains two lists of nodes, the set 8 of
nodes whose shortest paths have been determined, and the remaining nodes V-S. While V-8
contains nodes the distance estimate at nodes connected to the last member of S are updated,
and the closest of these nodes is added to the end of S. The process is then repeated until V-
S is empty and the correct minimum distance from the goal to each node is determined. A
path can then be found from any node by simply stepping along the nodes with the lowest

distance to the goal.
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Figure 1-5  Dijkstra’s Algorithm Operation

The results of a path planning traversal of the configuration-space graph can be
viewed as planning a sequence of discrete state transitions its initial state to a goal
configuration. Unfortunately this is a very rigid path definition, referring to an abstracted
global representation of configuration space, and not necessarily easily applicable to freely
moving vehicle taking consideration of its resulting motion. From this discrete path, some
form of motion planning must therefore be applied to obtain a smooth path between these

discrete states while respecting the movement capabilities of the robot. However, recent
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reseatch has developed a number of local methods that integrate both initial path planning
and modon planning into a single stage, in many cascs tesulung in a more efficient overall

solution.

A wide range of algotithins have been developed to solve the confipuration-space or
free-spacc representation and path planining problem, but in general all of these can be
separated into two categoties distinguished by the method’s global of local representation of
the configuradon space, Global (or exact) methods, such as that used in the original work by
Lozano-Perez and Brooks, cssentially attempt to solve the path plaoning problem through che
precise represencation of the configuration-space. The most common of these approaches usc
“cell decomposition”, which separates the set of free configurations into a finite number of
cells, usually utilizing geometrical shapes w define these closed and free-space areas, and
generating a graph containing the interconnectedness of all it’s free-space zones. A path may
then be found by simply traversing the graph to teach the desired goal configuration. The
tepresentation is known as global since the entirety of the configuration space is encapsulated
within in the graph. These methods are exact since they are guaranteed to find a path to the
goal or prove that none exists within their tepresentation, however they tend to have high
complexily which increases both with the aumber of DOF of the robot and with the
complexity of the obstacle environment. For this reason they are efficient for sparsely

populated environments, but costly to apply to complex obstacle configurations.

Local methods simplify the representation of the configuration-space by constraining
it to a local subset of space. This permits the use of a wider range of obstacle representations
of configurable resolution, such as discrete grids or potential fields, so that the problem of
path planning in configuration-space is absiracted inro this altcrnaiive representation. These
local methods often simplify the difficulty of reptrescnting the obstacles, but shift the problem
to finding a path through this new representation. Iocal metheds potentially offer greater
flexibility however, both in integrating dynamic constraints into the paths found, and in
controlling the general chatacteristics of these paths, (o for example optimise movement costs

or favour cerrain routes.

Research has also been performed to combine the use of individual global and local
methods |17] [18]. This cnables the use of 4 global method for high level planning to find a
route between large areas of free-space, with a local method then used for the path planning
within and between each individual free-space atea. In ITwang and Ahuja (1992) the global
and loral configuraion space representations are in fact generated using the same potential
field method. In the global case a graph of the free-space regions 1s generated from the

netwotk of minimum potental valleys in the potential ficld, and this is used to generate a path




to the goal. The local path planner then uses the potential field directly navigate through each
potential valley, ensuring collision avoidance and allowing the path to optimise the length and
smooth the motion of the path. Further overall surveys of path planning methods may be

found in [19] and [20].

There have been a wide range of alternative exact methods developed using
geometrical representations of the global configuration-space problem. HRarlicr global
approaches o path planning in three-dimensions have concentrated on specifying surfaces of
obstacles in the configuration-space, and using these configuration surfaces to scarch for
collision-free paths |21]. Critical carves were employed in the original ptanc movers’ problem
[7} but require a double exponential run lime in the numbert of requived DOF. This
culculation cost has been reduced to single exponential time [22]. Other exact approaches
have used Jacobian based representation of free-space [23], Integral curves or Flows {24,
Polygonal obstacle represcatations [25}, and retraction methods [26], but all these methods

have similat exponential time complexities,

1.2.3 The Visibility Graph and Voronoi Diagram

The global configuration-space representlation otiginally used by Fozano-Peres and
Wesley {27] utilised the concept of a visibility graph (V-graph). Based on the vertices of
polygonal obstacles, the visibility graph basically consists of a graph of all the visible
conncctions between every vertex (node) in the configuration-space, as shown below in Figure
1-6. Defined more rigorously, the visibility graph is a graph ot nodes, including a node at cach.
obstacle vertex, and a sct of links between nodes such that cach straight line segtment does not
intcrsect any ohstacle in the configuration space. Given this praph, the shortest path from any
start point to the goal can be obtained by finding the shortest path in the V-graph between the

cottesponding start and goal nodes.

"Vhe fitst elficient algotithms for constructing visibility graphs were first developed by
Lee |28] and Sharit and Schorr [29], and more recent results have improved on this efficiency
[30] while being able to give optimum results in the worst case {31]. By illustration, the
technique employed by Welzl functions by creating a sct of line segments joining each node to
every othet node in the configuration-space, and then sotting the connections from each node
to it’s surrounding nodes by angle. Duting the sorting of each node p, the algorithin maintains
VIS(z) which is the line segment seen just before the last sorted node, and each consecutive
line segment from node p to the next sorted node ¢ can be determined to be pagt of the

visibility graph if 4 lies closer to p than VIS(p) ot if ¢ is an endpoint of VIS,
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Given that the computational complexity of finding the optimal path through the V-
graph is dependent on the size of the graph, a number of a approaches have also been
developed for creating a smaller sub-V-graph which still contains the shortest path. A popular
method of achieving this is to “prune” the fully calculated V-graph [32], but a new technique
presented by Fu and Lui [33] also optimises building of the V-graph itself by selecting only a
subset of obstacle vertices and rejecting other obviously “occluded” obstacles and obstacles
whose vertices are never possibly part of the shortest collision-free path, as shown in Figure

1-6.

Start

Full V-Graph Sub V-Graph Improved Sub V-Graph

Figure 1-6  The V-Graph and Sub-V-Graph (adapted from [33])

The fact that the generation of the visibility graph requires a polygonal representation
of the obstacles, as well as the fact that it produces only straight-line paths can drawbacks for
certain applications. A further disadvantage of the method is that since nodes in the graph are
located primarily on the surface of obstacles, the paths produced will inherently pass close to
these objects at each point on their route, which may be a problem for applications where
greater obstacle clearance is desirable. A comprehensive overview of visibility graphs, along
with two new efficient methods for computing visibility graphs is given in Overmars and

Welzl [34].

An alternate method that solves the problem of passing close to obstacles by
generating routes that follow distance contours between obstacle surfaces is the generalised
Voronoi diagram [35] [26]. The nodes of the two dimensional Voronoi diagram represent

points that are equidistant from three or more obstacle surfaces in the configuration-space,
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and these nodes are joined by edges which are one-dimensional curves along contours that are

themselves equidistant from two obstacle surfaces, as shown in Figure 1-7.

Figure 1-7  The Generalised Voronoi Diagram

The nodes and edges of the Voronoi diagram can be calculated discretely by propagating
“waves” corresponding to contours of the distance from the surface of each obstacle along
with the configuration space boundaries. The edges of the diagram are given as the set of
points where the distance waves meet, and the nodes as the points where the edges between

different obstacles intersect.

The geometric structure of the Voronoi diagram is of a form used for path-planning
called a roadmap [22]. Roadmaps are used to plan a path by first finding a path from the start
point to access the roadmap, then through the roadmap network, before departing the
roadmap to reach the goal point. This describes the key properties of a roadmap, accessibility,
connectivity, and departability. Given an arbitrary start point it was shown in O’Dunlaing [26]
that there always exists a direct collision-free path onto the Voronoi diagram, guaranteeing
accessibility. In addition it has been shown in Choset and Burdick [36] that all points in free-
space are within at least one edge of the Voronoi diagram, giving depattability provided that
the robot can traverse the whole of the diagram. Finally, the Voronoi diagram is connected
[37] ensuring a path between the start and goal can be found through the diagram. However,
the roadmap structure does not itself contain information concerning the traversal costs of the
edges of the diagram since the edges are not straight, and although maximum clearance
between obstacles is maintained there are no comparisons made between the relative
proximities of alternate routes. The question of traversal costs was solved by Barraquand and
Latombe [38] by combining the Voronoi diagram with a separate distance cost potential

propagated from the goal point over the same discrete workspace, which was then used to
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choose routes through the Voronoi diagtam. The method was cxtended to the (hree-
dimensional Voronoi graph in [39], giving a graph consisting of cquidistant faces betwecn

obstacle sutfaces which can be treated in a similat way to the edges of the Voronoi diagram.,

1.2.4 Analytical Potential Fields (Potential Functions)

The concept of path finding using a potential field is based upon being able to define a
scalar potential function that tepresents the obstacles in the configuration-space. The
potential ficld must have a global minimum at the goal point, and areas of high potential
representing obstacles, so that a path Lo the goal may be found by traversing through the
potential toward the minimum at the poal avoiding high potential areas. Potential functions
are a specific case of a potential ficld that can he tepresented by an analytical closed form
expression from which scalar potential values may be directly obtained. By compatison a
more general potential field would typically require the pre-calculation of some discretc
representadon of the potential ficld before values of the potential at an arbitrary point can be

obtained.

Potential functions have been investigated previously for applying controller
feedback [40] and constraints [41], ot direct obstacle avoidance [42], but the eatliest
application of potental functions for path planning was due to Khatib in 1985 [43] applying
potential fields to provide real-tie control for robotic atins. In space applications, potential
fields have been applied to a range of problems, including spacecraft pointing controls [44]
and docking approach controls [45]. A summary of potental ficld applications to spacecraft

guidance and control is given in [46].
An example of a global potential function, in the absence of any obstacles, would be
to define the potental @ at any point (s ,y), as
Eqn 1-1 #(x,y)=(x—a) +(y-b)"

This describes a potential field that increases as the square of the distance from the goal point
(a,4). By differentiating the potential funcidon equation, the potential gradient at any point can

also be obiained in each axis, as

d

~a—-(x1y) =2(x—a)
X
Eqgn i-2 3¢
a—(x,y) =2(y-b)
}l
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Finding a path to the goal is then a simple case of traversing down the potential gradient to
reach the minimum potential. Unlike the methods described previously that generate a
configuration graph of nodes and edges as a means of finding a collision-free path to the goal
and then applying the robot’s motion to follow the chosen path, the potential field method
provides a continuous method of control across the configuration space, eliminating this
intermediate path finding step, and allowing a robot to directly navigate to the goal. Provided
the control laws of the robot, or the path planner, are designed to ensure the rate of decent of
the path through the potential field remains always negative, then by Lyapunov’s theorem [47],
the path is guaranteed to converge to the global minimum potential at the goal. Provided
there is a single minimum of the potential field, this gives the important result that the method

will be able to find a collision-free path to the goal, if one exists.

Obstacles in the potential field are represented by areas of high potential, shown in
Figure 1-8, so that the increasing potential gradient approaching the obstacles will force the

path planner around them.
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Figure 1-8  The Potential Surface

A good analogy for the two dimensional case is that the potential field represents a
height field surface, and to reach the goal the path will travel down the surface to the lowest
point. In the absence of any vehicle dynamics the path will travel directly down the steepest
direction toward the goal, but with real world dynamics the path will, like the path of a ball
rolling down the imaginary slope, follow a route dependent on the applied forces whilst still
being guided toward the goal. This illustrates one of the major advantages of the potential
field method, its ability to integrate with vehicle dynamics to provide continuous guidance,

independent of the exact path followed. For a free-flying vehicle in space this flexibility is
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important since it would be costly in terms of propellant o attempt (0 follow a path planned

without respect to the relative orbital dynamics acting on the free-flyer,

The main problem in the potential ficld method is that if there are any additional
minima in the potental field other than the goal, the path finder may get trapped at these
poiitts and be unable to find a route to the goal. ‘The aim in defining the potential is then to
accurately represent the obstacles present in. the potential field, whilst avoiding the creation of

any unplanned local minima in the field that might prevent the goal from being reached.

The use of potential fields generated from analytical potential functions has alteacdy
been demonstrated for path planning and guidance art the ISS by the tesearch petformed at the
University of Glasgow for the Butopean A'L'V project [4]. In the A1V software the potential
field was created by summing a number of potential functions consisting of a goal potential to
guide the path to the target, and individually shaped potential functions to represent each
obstacle. The goal potential ¢, is described by a quadratic function increasing with distance
from the goal point, as given in Eqn 1-1, Each obstacle potential function is then chosen (o
dectease (nt increase) rapidly as the position rerreats (or approaches) the obstacle. The global

potential fanction away from any obstacles should then approximate ¢,

A number of different potential function types can be used to approximate different
obstacles, but the ptimary obstacle potential is based on a Gaussian probability distribution.

The gencral totm of the Gaussian potential functon is given by

nh
Eqﬂ i-3 ¢ganm‘ = Cgau.':s Cxp| — ZZ‘]_‘('X: -, )('xj —a; )
4

=1 j=l o-r"

Where C,,, and 0, are constants, and x; and # represent the current co-ordinate and obstacle
co-ordinate in the 7 axis respectively. This is the approximate equivalent of a tnult-
dimensional Gaussian prohability distribution with standard deviations @;; and crass
deviations o, (i#]). The distribution of the Gaussian potential function can then be shaped

along cach axis through the matrix constant ¢, ta represent the individual obstacle shape, and
the size of the potential is controlled by the constant G, Another alternative to represent

obstacles is the Power Law potential function, given by the form

Egn i-4 (szw = —
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where C,,, is again the obstacle sizing constant, and the constant IN is chosen to ensure that
the function’s influence in the global potentizal decreascs tapidly away from. the obstacle. The
characteristics of the Gaussian and power law potential functions can be scen by looking at
the profilc of the combined global potential field in onc dimension,  Figare 1-9 shows

potential ficlds consisting of a quadratic goal potential function and a range of obstacle

potendal functions.

204

bitl
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Potential fields generated tfrom analytical potential functions also support the use of
altetnative potental functions to represent obstacle shapes (48], but the range of geometric
shapes is sdill constrained to a limited number of specific Euclidean shapes such as spheres
and stars and combinations of these. Potential functions have also been constructed based on
ideal fluid flow [49}, utilising the reptesentation of a fluid sink as the attractive goal potential,

fluid sources for obstacles with vortex potentials to provide a preferred digection of motion

abour obstacles,

'The use of analytical functions to describe the potential ficld has many advantages for
regl-time congrol in tetms of speed of definition and caleulation. No pre-calculation is
required for path finding beyond specifying the type and size of potential functions used to
represent the obstacle configuration. Furthermore, since obstacle positions arc represcnied as
vatiahles in their respective potential functions, moving abstacles are inherently supported.
Updating the patential feld to add newly detected obstacles is also simply achieved by adding

additional potential functions. For large numbets of obstacles however, calculation time inay

Figute 1-9
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become significant in a real-time onboard control system.

The main difficulty with the potential function method is in the formation of local
minima in the potential ficld. From the one dimensional proftle shown in Figure 1-9 it can be
seen that the combination of a single obstacle potential with the goal quadratic poteatial forms

a saddle point in the global potential tield on the far side of the obstacle. In two dimensions




this is not critical since the potential will still decrease about either side of the saddle point,

8_¢>0 but 4

3 5—-— <0, so the path finder cannot be trapped. However, if a second obstacle
X y

potential is placed beside the first so that their influence on the global potential combines, a

d
stable local minimum area between the two obstacle potentials may be formed, a—¢ >0 and
X

9¢

— >0, as shown in Figure 1-10.
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Figure 1-10  Local Minimum Formation

For configurations consisting of well separated obstacles, each represented by an
individual potential function, this is not a problem. And, for isolated cases of local minima,
techniques have been developed that use random motion to escape from a local minimum
area [50], and alternative potential functions have been employed to attempt to avoid the
creation of these minima [51][52][53]. However, for complex configurations of obstacles,
such as that required to represent the International Space Station, high numbers of local
minima become prohibitive to the use of a potential function field. Another factor against the
use of potential functions for path finding close to the ISS is that the position of the goal
minimum in the global potential field relies on the influence of the obstacle potential
functions being negligible at the goal. For the large combination of potentials required to
represent the ISS this may not be the case, especially for goal positions relatively close to the

space station structure.

1.2.5 Harmonic Potential Fields

The formation of undesirable local minima in many potential functions, which can

prevent a path to the goal from being found, has lead to the development of alternative
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potential field representations to avoid the formation of such minima. The most popular of

these use a harmonic function to generate the potential fiekl and guarantce the absence ot
local niinima. A hatmonic function ¢ on a domain £2 < R" is a function that satisfics Laplace’s

equation

Eqgni-5

The closed domain 2 represents the configutation space of the path planning problem, with

the function @ used to calculate the potential field. The obstacle and goal points provide
boundaty conditions for the calculation of the potendal ficld, with obstacle boundaries fixed
at high potential values, and a low potential value fixed at the goal. The resulting harmonic
potential satisfics the “Maximum Principal” [54] guaranteeing the there are no local minima in
the function, Itis this propetty that makes harmonic potentials highly attractive and lead to
the choice of a Taplace potential function as one of the primary methads for close proximity

path planning in this chesis,

The application of harmonic ot Laplace potential functions to path planning was
introduced by Sato [55], and developed independently by Akishita et al. [56] and Connolly et
al. [57}. Akishita et al. presented an analytical potential function based on the hydrodynamic
potentials for a pair of moving obstacles in simplistic closed space. Connolly et al. chose to
represent the potential field discretely, itcratively applying the Laplace equation over the
configuration space to obtain the potental field. This discrete vepresentation of the
configuration space has been popular for the caiculation of harmonic patential ficlds [58] {59)
thanks to its easy application to arbitrarily complex obstacle configurations and the order that
is imposed upon the environment |60]. Typically the potential across a discrete grid is
computed by a method called “relaxation” [61] which iteratively calculates the potential at
each point as the average of the surtounding potential values, while maintaining the high and
low potentials at the boundary and goal points respectively. The calculation of potential fields

based on the Laplace equation will be investigated fully in Chapter 5.

Although harmonic potentials ate generally pre-calculated based on a specific obstacle
configuration space and goal configuration, effotts have also been made to apply discretely
calculated harmonic potential fields to environments where the obstacles are either maving or
not fully known [62]. Tn this paper Zielek proposes the application of discrete potential fields
to 4 dynamic environment through the modification (recalcularion} of the potential field while
combining existing potental values and new results during computation, to guarantee proper

control while the new potential field is being calculated.
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‘t'he link has also been made between the uscs of harmonic potentials for path
planning and collision probabilities for random walks within the same configuration space
[63]. The probabilistic intetpretation of hatmonic futictions was investigated by Doyle and
Snell [64] in terms of lattices, but was applied directly by Connolly to discrete grids, who
generated potential field values using random walk collision statistics for each nodc on the
gtid to demonstrate the equivalence of path planning using collision statistics. This result is
impottant for the application of harmonic functions to path planning for safety critical
applications, since it proves that the paths found using these methods will automatically
choose a path with the minimum chance of a collision in the cvent of any uncertainty in the
execution of the modon. In practice it ensures that paths generated from a harmonic
potential ficld will provide good clearance away from obstacles boundaries wherever possible,

unlike alternative methods that may produce paths that travel close to obstacles.

The first applications of harmonic functions to path planning were based on
hydrodynamic theory [65], and this physical represeniation of the configuration space hias
been used in a range of subsequent work [66] [67] [68]. However a nuimbet of alternarive
physical representations whose steady state satisties the Laplace equation have also beep used
to derive harmonic potential fields. Common alternative tcpresentations include molecular
diffusion [69] and thetmodynamic or annealing solutions |70} |71]. The solution of diffusion
and fluid flow problems through ditect representation by analogue electrical circuits was
developed previously |72}, and more recently this has lead to the harmonic potentials
represented by electrical ficlds [73], and the use of inductive citcuits to quickly and directly

caleulate harmonic potential ficlds [74].

1.2.6 Discrete Solutions

Although potental ficld methods are often computed ovet a discrete grid in order to
obtain specific solutions to complex potential funcijous, thete are also a wide range of
problem sclving methods that can be applied directly to this discrete representation of the
configuraton space. Dijkstra’s algorithm has been mentioned previously as a solution to path
planning thovgh a graph of nodes, however for a large set of highly interconnected nodes
such as a regulay grid there are far more efficient methods available. 1ike Dijkstra’s algotithm
however all these alternative methods function by calculating across the grid some form of
estimare for the distance ot cost to ttansfer from each node to the goal. A path can then be
found by stepping to each successive lowest cost node until the goal node is reached. This
cost field can be considered similar to the polential ficld calculated using a harmonic potential

function since the results can be used in the same mannet to solve the path planning problem.




Dijkstra’s algorichm is an example of a depth first scarch algorithm since it only
cxpands a single node of the graph at a rime, moving on to the next best cost nodc and
updating that until all nodes have been calculated. Conversely a breadth first search is
petrformed by starting at a single node, expanding the cost values at ¢ach of its surrounding
nodes, and then using these nodes to expand the cost values of all of their surrounding nodes,
until all nodes have been updated. Both of these blind-search methods are exhaustive
techniques however, and while they will provide a path planning solution to reach the goal, in
many situations they will expand too many nodes in the process. A solution to the problem of
expanding unnecessaty nodes is to use some extra information about the configuration space
to direct the scarch in a mote efficient manner. One of the most popular methods used in
path planning is a directed breadth first algorithm known as A* [75], which has been widely
applicd to a range of applications from general Al problems [76] to path planning in computer
games [77] thanks to its simplicity and ease of application. A* (pronounced “a-star”) is a
generic method that can be applied to any graph of nodes provided that some heuristic
estimate of the remaining cost from a node to the goal node can be given. This gives the cost

of any node on the graph by the {unction

Faqn 1-6 F(n)y=c(n)+h(n)

where f(#) is the cost at node #, and a(#) and #(#) are the cost to reach. # and the estimated
remaining cost to the goal, tespectively. Typically #(s} could be given by the direct distance
remaining to the goal, or from a previous investigation. By searching only in the dircction of
the most promising nodes guided by the cost estimate A7), the A* path finder is directed
towards the goal, as shown in Figure 1-11, rather than spreading across the entite control
space as is the case for a wave-front expansion. The efficiency of the seatch in quickly finding
a path to the goal point is dependent on the cstitnate of the remaining distance to the goal.

Provided however that the estimation function A/ is admissible, that is the estimaied distance

is never greater than the actual distance to the goal, an optimum path to the goal will always

be found.
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Figure 1-11  The A* Algorithm (adapted from [77])

Although A* methods have proved very popular, a significant amount of research has
also performed into improving the exhaustive breadth first method. If it can be computed
sufficiently quickly a breadth first search offers a number of advantages over A* because the
cost field exists over the entire configuration space rather than the specific area searched. The
breadth first search, also known as the wave-front method because of the wave of nodes
propagated out from the goal during the search, has been developed in detail by Donald [78]
and Dorst and Trovato [79]. Furthermore, the analogy of the propagation of wave-front
methods to the extensively optimised flood-fill algorithms utilised in computer graphics was
made by Pavlidis [80], which lead to the application of low-level computer rasterizing
hardware to directly perform a breadth first search for path planning [81]. An additional
solution to the problem of expanding large numbers of nodes is to reduce the total number of
nodes used to represent the configuration space by grouping together areas of free-space [82].
This can be achieved for a grid based representation by using a hierarchical data structure,
such as a quadtree structure, so that areas of free-space can be represented by a single node

[83].

Both A* and wave-front methods have been further enhanced through the use of
distance transforms in the formulation of the movement cost between nodes [84] [85]. The
standard formulation of these methods does not discriminate between the proximity of free-
space nodes of the grid to any obstacle nodes, unlike the Laplace method which ensures safe

clearance of obstacles. However this can be provided by incorporating into the cost of
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transferring to a node an additional cost based on the nodes proximity to obstacles or some

estimate of the collision probability at the node [86] [87].

The final problem for discrete path planning solutions is how to deal with unknown or
changing environments. A typical approach to partially unknown environments from other
areas of path planning is to treat unexplored regions as obstacles and only enter if goal is there
[88] [89], however this severely limits the paths that may be found and precludes finding
optimal paths to the goal [90]. Boult presented an updatable A* method [91] which was later
extended in [92]. The method maintains an optimal cost map from the goal to all states in the
environment, so that when differences between the obstacle environment and then map are
discovered, only the affected portion of the cost map needs updated. A new algorithm known
as the D* algorithm (from Dynamic A*) [93] has also been developed from the A* algorithm
to speed the recalculation of the cost field in a dynamic environment. This technique operates
by limiting the required recalculation to the specific areas of the cost field that are affected by
the change in obstacle configuration. So for example, if a new obstacle is introduced into the
control volume, then only those nodes that are hidden, or shadowed, from the goal by the

new obstacle need be recalculated, as shown in Figure 1-12.
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Figure 1-12  The D* Algorithm

Alternately, an adaptable quadtree representation of the grid and distance cost
transforms were combined by Zelinsky [94] to provide an efficient discrete grid which can be
casily updated when new obstacles are encountered, but avoids unnecessary nodes in the grid

to speed up the calculation of the cost field.
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1.2.7 Integrating Moton Constraints

Once a method has been found for planning a path to reach the goal configuration, it
then remains to plan the actual motion of the robot to follow this path. In most cases a
numbct of motion constraints will have already been applied in the gencration of the
configuration space, for example the range of motion of each joint in a robotic manipulator.
Sotne additional constraints, such as the cost of traversing different terrain for a ground based
vehicle, may also be integrated into the otiginal path planning problem [95] [96] [97]. These
papets also distinguish between the incline and slope ditection of the terrain, allowing aphill
and downhill sections to be assigned different costs to take account of the acceleration and
braking, capabilitics of the vehicle. However other factors such as acceleration restrictions for
a free-flying vehicle, or turning circle constraints for a wheeled vehicle, will imit the paths that

may be followed.

For glabal search methods such as the V-graph that produce a graph of nodes for path
planning, the paths produced only define direct motion from point to point through the
graph, and often there will be sharp changes in direction between segments of the path. While
this type of motion may be possible for a highly manoeuvrable vehicle with precise navigation,
i most cases such a path could only be followed approximately. Since the configuration
space graph itsel{ does not contain any information concerning collision probabilities outside
of the nodes and edges of the graph, the original method must therefore be formulated to
include a defined path following ervor, und the motion used to follow the path constrained to

within chis crror margin from the prescribed path.

Conversely analytical potential functions naturally provide path planning information
ovet the whole configuration space, with the result that they are ideally suited to motion
plaaning since the path can be allowed to follow its natutal motion constraints while path
planning control is continuously applied using the potential values {46]. The continuous
nature of this type of path planning is also highly suited to on-line path finding and guidance
control, The robot can be allowed to travetse the configuration space, with the potential
function used to supply direct control inputs based on the tobot’s cutrent configuration to
guide the robot along a path to the goal, automatically incorporating any motion errors since
the robot’s true position rather than pre-planned position is used throughout, ensuring a
collision-frce path. Nevertheless, safe collision avoidance still is dependent on the ability of
the robot to satisfy the requested motion from the potential function path planner, so the
stability of the system is critical. Typically this can be cnsured by imposing strict limits on the
velocity of the robot, and shaping the magnitude of the control inputs supplied from the

potential function |98].
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Like graph based methads, discrete potential field or grid based methods (such as A¥)
also often plan paths from point to point through the configuration space. Depending on the
setup of the grid this can often produce undesirable path characteristics since the route can
only follow axis aligned or diagonal ditcctions. An attempt has been made to overcome this
limitation with applications to frec-flying space robots through randomisation of the grid node
placements with impressive results {99], however the method requires a high resolulion grid
which limits its usefulness. Unlike generic graph results however, grid based methods do
pravide additional path planning information away {rom (he primary path thanks to the
potential or cost data stored in the surrounding nodes. This can be used by interpelating the
data beiween nodes (o obtain a continuous potential or cost field, which can be used in a
similar fashion to analytical potential functions to provide integrated path planaing and
motion planning, with applicability to on-line path planning [59]. This method of
interpolating a discrete potendal or cost field to provide continuous path planning and
guidance will be developed in Chapter 6 for use in this thesis for close proximity path

planning at the International Space Station.

1.3 Thesis Goals

The primary goal of this thesis is to develop the techniques and tools that will be
tequired to manoceuvre a free-flying inspection vehicle safely around the extctior of the ISS.
The development of these techniques will focus specifically on the ISS inspector vehicle, and
the design of the associated ISS Inspector project systems. As demonstrated eatlier in this
chapter, there is a pressing nced for such a free-flying vehicle to reduce the need for astronaut
FVA and to support external missions. Ilowever, many of the problems involved in
operating a free-flying vehicle based ISS have yet to be fully investigated, specifically the
problem of safety constrained path planning for a vehicle moving in close proximity to the

structure of the space stadon.

1.3.1 Requited Manoeavring Methods

The types of manocuvres required for the Inspector free-flyer are detesmined by the
158§-Inspector mission profile, which calls for the vehicle to transfer hetween its docking port
and vatious observation positions around the ISS. T'he manocuvring stratcgics developed
hete to achieve this will be broken up into two distinct phases; long range transfers to and
from docking and between observation points on opposite sides of the 1SS, and short range

local manoeuvring between adjacent pairs of obsetrvation points. The main priotity of both of
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these phases tust be ro preserve the safety of the space station at all times. However, the
cost of each transfer in terms of dutation and propellant usage must also be optimised in

ordet to achieve mission goals within the finite capabilities of the free-flying vehicle.

Constraints on the long range manoeuvring strategy ate that it should provide the best
available long term passive safety, to ensure the safety of the ISS in the event of any
malfunction, but still be able to approach the ISS structure for docking and close observation
phases of the tission, To achieve this, a strategy using an Lllipse of Safety (EOS) wransfers
will be exclusively developed in this thesis for long range manoeuvres. The EOS is concept
that was used in the X-Mir Inspector mission o provide a safe trajectoty to fly-around the Mir
space station, but has not to the authors knowledge been utilised for point to point transfers.
Being a pre planned sequence of manocuvtes it should be possible to demonstrate, through an
investigation of each element of the transfer, that the cotnplete manoeuvre will Le entitely

rassively safc.

The second stage of ISS Inspector manoeuvring consisis of path planning and
manocuvring between obsetvation peints in close proximity to the 1SS structure. Path
planning methods using both discrete Laplace potential fields and discrete wave-front cost
fields will be adapied and applied to the problem of path planning in a relative orbital co-
ordinate frame attached to the ISS. T'he dynamics of the resulting relative motion problem in
this rotating co-ordinate frame will be investigated, and the results used to develop a gradient
impulse manoeuvring method combined with a pre-calculated potential or cost field to plan
the motion required to reach each observation point. The focus during this phasc will be ;
placed upon the passive safety of the collision avoidance strategy and the minimisation of

patential collision impact velocities.

To simplifv the path planning problem a number of approxitnations and assumptions
will be made to the dynamic model of the Inspector vehicle. Tirst the vehicle model will be
constrained to consider only translational deggees of freedotm. This is a valid assumption for
collision-free path planning since the ISS Inspector vehicle itself is a relatively compact shape
that can be easily approximated by a sphere, and is capable of providing thrustet contrel in
any ditection independent of orientation, From a control point of view, Inspector attitude
control using reaction wheels will be relatively decoupled {rom any translational control
actions unti) the teaction wheels become saturated, which is unlikely given the relatively short
mission duration unless some significant external torque is applied o the Inspector vehicle.
In addidon, all Inspector manoeuvies will take place with a relatively Jong transfer time
between each thruster action, allowing an extended petiod of free-drifiing for attitude control

to take place. The low rclative magnitude of the velocity changes required compared available
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thtust also allows the thrusters actuations to be approximated by impulse manoceuvtes -
velocity changes of negligible duration at 4 point [100]. Finally it will be assumed for
development that accurate relative positional and velocity information is available, and that
thruster actuations are also accurate. The effects of errors in each of ihese systems must also

be considered and investigated, however, (o verify the integtity of any developed methods.

1.3.2 Thesis Contributions

The contributions made in the development of these tools and methads can be
described in a number of areas, ptimatily concerned with the advancement of passively safe
manoeuvring techniques of a free-flying robot close to the ISS. The primary contribudons

can be listed as;

® The Ellipsc of Safety point to point transfer method, developed from a simple fly-around

trajectory into a fully passively safe manoeuvring methad for point to point transfers.

® The first application of both harmonic potential ficlds and a discrete cost ficld to path
planning for a free-flying space robot. The suitability of these functions for path planning
in close proximity to a complex obstacle structute such as the 1SS is also demonstrated in

the results.

» ’‘t'he development of 2 new velocity selection manoeuvring method, to use potential ficld
information to generate paths while observing dynamic constraints to minimise impact

velocitics in case of failure, with the aim of providing enhanced passive safety for the ISS.
® The development of an interactive graphical software interface to enhance mission

planning, and enforce safety constraints such as passive station keeping safety using visual

indicators.

* ‘The use of ptior information about obstacle structure (ISS configuration) at a high level to
petform pre-sclection of optimal manoeuvte types, and automatic scheduling of transfers

to abservation points using this information.

Combined with the predefined ISS-Inspector manoeuvtes such as forced motion along the R-
bar and collision avoidance manoeuvres, an overall strategy providing highiy safc transfers to

and from docking and to any point around the extesior of the ISS is provided.

1.3.3 Software Tool Overview

1n addition to the development of the individual manoeuvres requited for the ISS

Inspectot, the objective is to make usc of these manocuvtes in a cohesive manner for overall
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mission planning, By combining the selection of suitable observation co-ordinates, the
optimisation of the choice and sequence of transfers between docking and the chosen
observation points, and the visual analysis of the final mission plan, the rapid development of
188 Inspector missions will be possible. An integrated tool will therefore be developed for
rapid mission prototyping and planning, This tool should be able to demonstrate the
operational use of the developed manoeuvring techniques, as well as investigating feasibility of
the ISS Inspectotr mission concept. An overall schematic of the inission planning sofiware is

given in Figure 1-13.

Obscrvation Point Selection
A visual, intcractive representation of the
ISS, used to choose suitable observadon
co-ordinates

Trajectory Planning
Automatic evaluation and planning of
each available transfer combination
between observation points and docking

L 4
Transfer Scheduling
Selection and optimisation of sequence
of transfers

Y
Mission Analysis
Safety analysis of each mission segment
and estimate of passive safety and
collision probabilities

3
Mission Plan Display
Numerical and visual and presentation of
mission plan and trajectorics

Figure 1-13  Mission Planning Software Schematic

One of the key requirements is that the tools developed for mission planning must be
pottable to the computing facilities available onboard the ISS, so that missions can be
investigated by astronauts on-orbit as well as mission planners on the ground. In addition, if
rapid inspection of the ISS is to be successful the problem of mission specification, the
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selection of suitable inspection positions within operational as well as visual constraing, must
be addressed. Finally the tool must be able to provide results of the planncd mission, both
quantitatively and visually, and with a brief analysis of the passive safety of each element of the

mission.
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CHAPTER 2: ORBITAL DYNAMICS

2.1 Planetary and Satellite Motion

To plan motion for a free-flying vehicle at the International Space Station we must first
consider the motion of the ISS in its orbit about the earth. The ISS flies in a circular orbit
approximately 400km above the surface of the earth, and rotates 360 deg throughout each
orbit to maintain it’s orientation with respect to the earth below. Over the course of its life
the station’s orbital radius will vary as the orbit decays under the influence of atmospheric
drag and is periodically re-boosted. For the duration of an individual free-flyer mission
however, it is acceptable to approximate the orbit radius as constant. To perform ISS-
Inspector path planning relative to the ISS we therefore wish to refer to the Inspector position

and motion in a co-ordinate system fixed relative to the ISS, as shown below in Figure 2-1.

orbital velocity
(\V-bar)
X - axis

Z - axis

orbit radius
(R-bar)

Figure 2-1 ISS Fixed Co-ordinate System

The local co-ordinate system to be used has its origin fixed at the ISS co-ordinate
reference point, located at the ISS centre of mass near the centre of the main truss structure.
The axis system is then orientated so that the x-axis is aligned along the positive orbital

velocity vector (referred to as the V-bar), the y-axis is aligned along the outward radial
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direction {opposite to the R-bar), and the z-axis completes the triad. This axis otientation is
used since this is the co-ordinate system adopted by EADS Astrium for the Inspector
programine to comply with their Russian partnets RSC Energia in the project. 1t should be
noted however that the standard co-ordinate system used by NASA for the ISS has the z-axis
aligned along the inward radial direction {negative v-axis in Figure 2-1), and the y-axis

replacing the z-axis from the Russian configuration.

Before we mvestigate the telative motion of a free-flying vehicle in this 1SS fixed co
otdinate system it is uscful to first consider the welative motion of the two bodies’ orbits about
the earth. The geometry of an elliptical orbit about the earth can be described can be
described by the mathematics of conical sections. The ellipsc is one form of conic section,
alopg with the parabola and hyperbola, which though also applicable to interplanetary
spacecraft trajectorics are not relevant to this investigation of orbiral dynamics. The premise
of conic sections is that the shape of any ellipse may be found by taking a section through a 3-
dimensional cone [101]. One propetty of these conic sections is that they have two foci,
which can be used to generate the ellipse using a linc segment of length 2a attached to cach
focus. This is shown by the two lines 22— p and p in Figure 1-2, with the Sun or planetary

body located at one of the foci.
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Figure 2-2  Ocbital Ellipse geometry

Any ellipse may be completely described by two parameters, the semi-major axis # and the
ellipse eccentricity e. These can be calculated from the radius of the orbit at the furthest and

closest points on the cllipse @ the central hody, the apogee and petigee.
S P
Egn 2-1 a=5(r+r,)
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Eqgn 2-2 o=t
r, + 1,

Tn addition the speed at any point on the orbit can be determined by

Eqn 2-3 V= ,L‘-(-?j—*)

Or for a circular orbit whete » = 4, the speed reduces to

Eqn 2-4 1%

vircular

s
r

Kepler’s third law states that the radius vectot between the two bodies sweeps an area
at a constant rate d4/d¢ T'his can be calculated from the angular momenturn of the orbit as
dA/di = FI/ 2, with the angular momentum (per vnit mass) F equal to the vector product of
the radius and velocity vectors at any instant. The cllipse orbital period can then be calculated
by dividing the ellipsc arca, given by A = mub, by dA/ di. Using the equation for the angular

momefituin

Eqn 2-5 H = ua(l—e?)

gives the orbital petiod as

- 2 Ni—e® _ 271 4
e = i
Jua—e®y Au

The time taken for a complete orbit is dependent, therefote only on the semi-major axis of the

Eqn 2-6

cllipsc, and notably, not on the eccentricity. If the ftee-flyer is on a citcular orbit of a different
radius to the 1SS, it will have a different othital period from the station and will either drift
ahead or behind of the station. However, an. clliptical orbit with a semi-major axis size of @
will have the same orbital period as a citcular orbit of radius ¢ This allows a vchicle moving
relative to a target vehicle in a circular othit to use elliptical orbits to move around the tasget
vehicle, without continually moving away from the target because of u difference in orbital
periods. Motion on an clliptical otbit will cause a periodic relative motion between the free-
flyer and the LSS in its fixed circular orbit, that will drift with each othit if the orbit periods
differ. This drifiing elliptical motion can be seen in Figure 2-3, which shows the relative
motion hetween a circular orbit and an elliptical orbit with a longer otbital pesiod. If the orbit
periods wete the same, the relative motion would itself describe an cllipse about the centre of

the I8S refcrence fiame,
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Figure 2-3 Relative Motion between Circular and Elliptic Orbits

‘The equations of motion of 2 free-flying vehicle moving relative 1o another vehicle in
otbit about a planetary body are given by a sct of non-lincat cquations [102] that can only be
solved for the free-flyer motion using numetrical methods. They cannot be easily manipulated
further to derive equations to predict and plan trajectories in the orhital co-ordinate frame.
However these equations wete linearised by Clohessy and Wiltshire [103] by making the
assumptions that the origin of the co-ordinate frame is on a circular orbit, and that the
positional offset of the free-flying vehicle in this co-ordinate frame is small relative to the
frame’s otbital radius. The derivation of the full equations of motion and their linearisation is

provided in Appendix ITT, to give

F= 209+ f,
Eqn 2-7 j3=2az,i:+3(a2y+fy
im0z f,
These equations are known as the Clohessy Wiltshire (CW) Equations, regardless of the frame
of reference in which they have been obtained. 1t can be scca that the two equations

describing the in plane motion (x y plane) of the free-flyer are coupled together, while the out

of plane motion (z-axis) is completely separate,

The CW equations can now be solved by integration [104], given some initial position

(X4, Yy» 2y) 2nd velocity components (X, Yo, 2, ) , for the free-flyer position at time #
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Eqn 2-9 .
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2y .
Eqn 2-10 (1) =z, cosa)t+—ﬂsma)r+——l—£«(l—coswt)fz
w 1]

and for the {ree-flyer velocity at timc 2

x(t) = 6w (coswt —1)y, +(dcos@i~3)x, —2sinwt y,

Eqﬂ. 2“11 4 . 2 i
+{(—sinwr—-3t) f, ~—{(l—-coswr) f,
o w :
y(t)y=3wsinwt y, + 2sinax x, - cosS@®r ¥,
—=-(cosmi—1 +---ginwr f
w( 1 fy P Sy
Eqn 2-13 () =—wsinwt z, +cost Z, +-{1—)sin at f,
4

These equations illustrate the somewhat counter-intuitive nature of the free-flyer mation in
this refercnee frame. For example, Eqn 2-11 demonsirates that the free-flyer velocity in the x
ditection, whilst inidally dependent on %, quickly becomes influenced to a geeat extent by the
initial velocity in the v direction as well as the initial y offsct from the V-bar (v = 0).

Therefore, no initial velocity in the x direction is requited to produce motion in the x direction
at a later time. In fact, to travel to a poiat along the positive x-axis it may even be necessary to
make an initial AV in the negative x direction. The relationship between the direction of the
initial velocity and the shape of the resulting motion does, however, follow a pattern since the

in plane relative motion will always be parst of an elliptical path.

As expected, the initial x co-ordinate x, has no effect on velocity since the motion is
independent of where on the circular ISS orbit it takes place, the resulting trajectory is simply
shifted along the x axis. This has the important result that the {tee-{lyer can remain stationary
with respect to the ISS, known as station keeping, at any point on the V-bar without requiting

any propellant to maintain its position. Any other position telative to the ISS however, will
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need continuous thruster activity to counteract the accelerations acting on it. This is shown in

the velocity equations as the y, and z, conttibutions to the velocity components. The effects

of these acceleradons can be seen in Figure 2-4, showing the path taken by the free-flyer when

allowed to drift from an initial stationaty position. The resulting path drifts away from the

origin on a looping path, in a dircction dependent on the initial y co-ordinate.
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Figure 2-4  Free-Drift from a Stationary Position

If the initial velocity is non-zeto, the free-flyer may enter an. clliptical path at a different point

on the ellipse and can control the size and shape of the final ellipse. Figure 2-5 shows 4

iypical example, calculated using the CW equations over one complete 18§ athir.
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Figuse 2-5  An Example CW Trajectory

Tu this example, the free-flyer has started from the co-ordinates {-10.0, 10.0, 1.0.0) m with a

velocity of ( 0.02, -0.01, 0.10) m s”. This resulted in an in-planc ellipse, drifting in the negative

x direction by approximately 10 metres pet orbit, and a periodic out-of-plane motion which

returned the free-flyer to its initial z co-ordinate after ane orbir,
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In general, all paths in the rotating frame of reference used to calculate relative motion

describe an elliptical path, the centre of which may be drifting parallel to the x axis,

2.2 Two~Impulse Manoeuvres

In addition to using the CW equations to predict the motion of the free-flyer, there is
a requitement to calculate the change of velocity and hence thruster activity required for the
free-flyer 1o follow a desired path and reach its goal position. Eqn 2-8, Eqn 2-9, and Eqn 2-10
above, determinc the free-flyet position after time t given an initial position and velocity,
These equations can be re-arranged ta give the initial velocity required to reach a tatget
position after time £ = T, from a given initial position. Tsing thesc cquations it is then possible
to plan a manocuvre to move from one position to new target position, and calculate the

velocities requited to accomplish this,

Substituting for /= T, and introducing I, and ¥, to simplify the result

F, =3wrsinwr +8({coswr -1}

Eqn 2-14
Iy =(y, —y,)/(coswr—1)

it can be shown that

Yo, =——ﬁal(cosa)z'-])[2(x, ~ x5 ) +4F, sinwT-3wT(F, -~ y,)]

' [2) 0 en .
Eyn2-15 x, =-—-=3y +F, ——w-—— sinws
4 0 TR YT T G coswr— 1)
. w
z, =———(2, —2,CO8®T)
Oe  sinwzr ' 0

which gives the initial change in velocity AV . For a given a starting position and target co-
ordinates, the required initial velocity and the path followed is therefore depended solely on
the time taken to reach the target T. Turthermore it can be shown that as the transfer time
=20 then each cquation is approximated by the distance to the target along that axis, divided
by the transfer time T, as expected. The final change in velocity tequired to reach the final
state AV,, can also be calculated by substituting for the transfer time and initial velocity in Eqn

2-11 - Tign 2-13, (o give the total required velocity change AV .
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2.2.1

‘The Effect of Transfer Time T

The transfct time used to plan @ manoeuvre between two points has a dramatic cffeet

both on the propellant tequirements for the manocuvre and on the path the free-flyer will

follow to reach its target. The effect of increasing T can be seen in Iigure 2-6, which details

the wrajecioty between two sets of co-ordinates for a range of transfet rimes.

gl 3 e N
\\\
4 oif.,
y-axis y-axis
(m) {m)
Gt a0l L TEe000s
-4 u G a0 6
serxis (m) waxis (m)

Path T(sec) | o (M) | Fo (msT) | AV, (ms™) | AV, (ms™) | AV, (s
A 500 0.0059 -0.0334 0.0349 0.0288 0.0637
B 1000 -0.0074 -0.0247 0.0257 0.0167 0.0424
C 2000 -0.0168 -0.0154 0.0227 0.0116 0.0343
D 6000 -0.0235 -0.0204 (.0311 (.0242 {.0553

Figure 2-6  Increasing Transfer Time Comgpatison

As the transter time increases, the path taken to the target deviates increasingly from
the direct line to the tatget. All the trajectoties shown tepresent an cllipse segment, the size

and cceentricity of which is dependent on the target co-ordinates, and the traction of an orbit
over which the manoenvre takes place. Fos the case shown in Figute 2-6(D), T exceeds the
ISS otbital petiod of 5560 seconds, and the free-flyer path must complete a full ellipse before
arriving at its target. This pattetn continues if the transfer time is extended past two orbits,
with the resultant path exccuting an additional ellipse for cach additional orbit on its path to
the target.

The cost of cach two impulse transfer in terms of propellant can be determined by the
total change in velocity or AV required for the manceuvre. A two impulse transfer consists of
two parts, the initial velocity change AV, to start the free-flyer on the desired trajectory, and
the final velocity change AV, to bring the {ree-flyer to rest at its goal. In the first three

examples shown AV,, AV, and AV, , decrease with increasing transfer times, although this
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trend does not continue as Figure 2-6 demonstrates. Also, a decrease in the ipitial impulsc
AV, may not necessatily result in 2 cotresponding reduction in AV, since the magnitude of the
second impulse is simply dependent on the free-flyer velocity at the target, which will vary as
the free-flyer travels around its elliptical path. Looking at the individual compeonent velocities
in the x and y axes, it can be seen that the direction of the initial applied AV also changes
dramatically as the transfer time varies. In the example transfer shown, the required x velocity
component is initially positive moving the free-flyer in the direction of the target for T = 500
s, but changes as the transfer time increases so that for T = 2000 s the initial x velocity is

actually directing the free-flyer away from the target.

2.2.2 Optimisation of Two-Impulse Trajectories

To choose a transter time for any specific manoeuvre, it may be desirable to optimise
T with respect to some cost functon for the manoeuvre [105] [106]. 'The most obvious cost
for a trajectory is the propellant required to perform the manoeuvre, which is proportional to
the AV for the two impulsc transfer, and varies with T. For each manoeuvre there will be a
transfer time which requires the minimum possible AV. Figure 2-7 illustrates the variation of

AV against T fot the manoeuvre from (-10, 10) to (0, 0} described in Figure 2-6.

T

0.045 | | ;

O 0.040 : ' _
A Vil , ! \

s an | l

G035 )

0.030 \ |
0025 \J e

1 1 1 3
0.020 0 7 !

Fransfer Time {orbis)

R

Figure 2-7 AV Required vs Transfer Time T

The transfer times shown range from 500 to 20,000 s, cncapsulating nearly four complete
otbits of the refetence frame. It can be seen (hat the cost vaties periodically, with one cycle

and hence one minimum in the first orbit, and one minimum every half orbit from there on.
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1t can also be seen that in this casc the minimum of the first cycle appears to be the global
minimurn for the whole function. The only exception to this cycle of minima in the cost
function comes from transfers hetween two sets of co-ordinaies which lie at the same orbit
radius, i.e. the same y co-otrdinate. In this case a drifting ellipse is able to reach the target
poiut reladvely efficiently in exactly one orbital petiod, if the drift of the cllipse in a single
othit is equal to the distance to the target point. For transfers between differing orbit radii, a
transfer time equal to one orbit is not possible, since the otbital dynamics determine that any
elliptical path will always return to the same orbit radius afrer each orbital period. This can be
demonstrated using Eqn 2-14. If the transfer time T is equal to the otbital petiod of the
teference frame, then the term T becomes 28, The term F, theretore tends towards infinity,

except in the case of y, = y, where it equals zero.

Nevertheless, it is reasonable to assume that in general the optimum transfer time for a
two impulse transfer fies within one otbit petiod. The disitibution of the AV ovet this period
is variable for different combinations of start and goal co-ordinates, This is lustrated in
Figure 2-8, showing AV as a function of transfer time for a range of start co-ordinates to reach

a constant target point.
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An additional factor to the overall cost function is the cost of the time taken for each
manoeuvre, Time constraints are an important factor during both crewed and automated

missions, and a wide range of factors will determine the cost of transfer time, including:

® Crew time for tele-opetated free-flyers controlled from the ISS.
* Astronaut movements for EVA suppott missions.

& (rew time for automated free-flyer supervision.

¢ Time windows for specific lighting conditions.

Tncluding the cost of time, a linear example of a cost function for a two impulse transfer can

be given by

Egn 2-16 Cost(t)=AV,,, +k7

fotat
The cholce of weighting of the time constant &; , which reptesents the relative cost of the
transfer time to the AV or propellant requitement, is impaortant in influencing the optirnal

eransfer time as can be seen in Tigure 2.9,
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Figure 2-9  Transfer Cost for Varying Thne Cost Weighting

Increasing the time cost has the effect of displacing rhe total cost disttibution towards lowee
transfer times, resulting in faster optital solutions. This allows for a certain amount of
flexibility for mission planning in the case of emesgencies where dme is critical, or for cases

where time is limited by operational constraints. For normal missions though, despite the
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high cost of astronaut time, the even higher propellant costs dictate that the total cost is
primarily driven by the AV requircment, and savings in transfer time have only a small impact
on the final cost of a manceuvre, This is even more important for automated free-flyers,
where astronaut demands are reduced and lower AV requirements lead to enhanced mission

capabilities and mission durations.

2.3 Multi-Waypoint Manoeuvres

‘There are, for manocuvies in the vicinity of other objects, many conceivable scenarios
for which a single step twa-impulse transfer would not be suitable. For example, an obstacle
may lie in front of the target co-ordinates or along the planned two-impulse trajectory. While
some obstacles may be avoided by manually adjusting the transfer time of 4 manocuvre to
alter the path, this trial and ertor process is time consuming and cannot be easily automated.
Furthermore, manipulating the transfer time to avoid obstacles may compromisc other
mission goals, such as dme windows or AV limitations, For prolems involving complex
obstacles such as the IS5, many transfers simply cannot be solved by a two impulse

manoeuvre, or cannot be performed with adequate safety clearance,

The simple solution to this problem of collision avoidance is to use multiple two-
impulse transfers between a number of waypoints to reach the target. These waypoints may
be placed manually by a mission planner, or automatically through planning software to reach
the goals of the mission. Each instance of a manoeuvre between waypoints is then essendally
a distinct two impulse transfer, except that it carries aver the velocity from the end of the

previous step.

2.3.1 Applications for Multi-Waypoint Paths

The ptimary application of waypoints 15 to avoid obstacles in the path of the frec-flyer.
If the vehicle were manoeuvring in free space, there would be little reason to splitup a
transfer except for possible navigation jssues. The ISS structure however presents a highly
complex obstacle configuration to be (raversed by the free-fyer. The simplest example of
obstaclc avoidance would be a two-step transfer with a single waypoint, used to bypass an

object in the normal path of 2 two impulse transfer, as shown in Figute 2-10.
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Figure 2-10  Single Waypoint Obstacle Avoidance

Thete is no means of avoiding the obstacle in Figure 2-10 with a single two impulse transfer,
as the orbital dynamics of the problem will always force the path to curve below the target
point. Yet a single waypoint ecnables the path to be easily diverted above the ohstacle, so that
the target can be safely reached. The penalty for this added control is an increased AV

requiremncit for the transfer,

For more complex obstacle avoidance problems, a largetr number of waypeints may be
used, following a pre-defined safe path to the target. This ‘safe’ path can be generated,
independently of the orbital dynamics of the problem, and then broken down into steps using
waypoints between each scction, so that the desired path can be followed by the free-fiyer.
This strategy petmits a high degree of flexibility in the technique used to find a safe path, and
can be easily configured for different obstacle configurations. Tn addition, the planning of
such multi-waypoint paths is suitahle for automation, unlike the single waypoint technique
described above, which requites a degtee of undetstanding of the equations of motion to be
used effectively. An example of path following using waypoints can be scen in Figure 2-11,
which shows a path generated using 2 two dimensional Laplace function based path plannet,

before being converted into a series of waypoints,
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Figure 2-11 Multi-Waypoint Path Following

Muld-step manoeuvres have othet possible applications, especially in rendezvous and
decking missions. For crewed missions, using smaller steps rather that one large transfer to
apptoach a target along the V-bat, minimises the deviation from the V-bat and hence from
the line of sight to the target making it easier for a human pilot to control. The use of smaller
steps during the approach also allows the closing velocity to the target vehicle to be
independently controlled at cach waypoint, facilitating braking gates so that as the free-flyer
nears the target the potendal impact velocity in the event of a fallure is reduced. Finally,
multiple waypoints allow controlled manoeuvting along the R-bar, since as previously noted,
the elliptical motion of the frec-llyer can only drift naturally in the V-bar direction. This
allows additional docking approaches from above and below the ISS to be safely pertorined

since the free-flyer will drift away from the target in the event of a failurc.

2.3.2 Optimisation of Multi-Waypoint Manoeuvres

Unfortunately the difficulty of optimising a multi-waypoint manocuvre increases
proporiionally to the power of the number of steps. The problem is essentially a funcrion
optimisation of the # variable cost function, wherte # is the tumber of transfer times. The only

case for which simple optimisation techniques ate practical therefore, is a single waypoint, two
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step transfer. Figure 2-12, shows two example manceavres optimised using a simplex method

optimisation routine in Matlab [107] [108].
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Figure 2-12  Optimised Two Step Transfers

Twa results are detailed fot each transfet to show the range of solutions that can be found
depending on the initial estimate given to the optimisation routne. The global minimem is
conisequently very difficult to find because of local minima in the cost function, even in the
simple case of a transfer with a single waypoint considered here. It may be the case, as with
the single two impulsc manocuvre, that the global optimuum is obtained from the first minima
of the function. This is suppotted by the results shown, and consequently, small initial

estimates for the transfer functions atre recommended.
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‘t'he main problem tesulting from the optimisation of multi-waypoinr manocuveces,
howevet, is that the extended paths resulting from longer more efficient transfer times, may
impinge upon the obstacles that the waypoints were initially designed to avoid. Care is
therefore required in manipulating transfers to optimise propellant usage, not to comptomise
the safety of the trajectory. In fact, for many multi-waypoint manocuvtes the safety factor,
rather than the AV, may be the pritnary cost ctiteria used to evaluate trajectories. 'Vhis is an
important problem since for any set of manoeuvres used to approximate a pre-calculated safce
path there will always be a certain amount of deviation from the desired path between
waypoints. it is necessary to ensure that this deviation is constrained sufficiently to maintain
the obstacle avoidance of the original plan. As with the optimisation of AV, this may be
achieved by adjusting the transfer time to control the maximum deviation within any step of
the manoeuvre, It may also be necessary to insert extra waypoints, if the maximum deviation
critetia cannot be maintained because of the safe path curving in the opposing direction to the

otbital dynamics, as shown in Figure 2-13.
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Figure 2-13  Deviation from Planned Path

This method of optimisation only considers each step of the manoeuvre individually
rhough, and makes no attempt to optimise the propellant cost either locally or globally. One
possible optimisation to the AV cost would be to take the safe path generated by the
maximum deviation routines, and use further techniques to attempt to minimise the AV by
vatying the transfer times within certain limis. One such sev of techniques, suitable to the
optimisation of a function of a large number of variables, are Genetic Alporithms (GA) [109]
{110}, Genetic algorithms function by maintaining a population of solutions to a given
problem stored in a chromosome-like data structure, and applying recombination operators

[111] to the population to preserve critical information and generate now members of the
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pepulation. By applying an evaluation function to each member, the population can then be
pruned, with the better members preserved and given morc chances to reproduce than the

pootret members.

In the case of the optimisation of a multi-waypoint wansfer, the vatiables that make up
the chromosome structure will be the transter tine for each individual point to point transfer
of the manoeuvre. An evaluation function is casily provided by the cost of the complete
manoeuvre in terms of AV and total transfer time. Given an initial population of wansfer time
sets based on the maximum deviation results, successive generations would evolve with
improved sets of transfer times to give a better total AV cost. Genetic algorithms have the
advantage of being independent of the number of variables used, enabling their use for
manoceuvres with 4 large number of waypoints, which will slowly optimise the solution whilst
staying relatively close to the initial population, rather than quickly diverging. Relatively large
savings in the total AV can then be made with relatively small changes in the transfer times for
individual steps, without dramatically changing the path or compromising safety. The results
of a preliminary solution obtained using the GA package Genesis (version 5.0) {112] are given
in Table 2-1, The table compares the original tesults of a path planned using a Laplace
potential field based path planner and converted into a multi-waypoint path with transfer
times derived from the maximum deviatdon criteria, and the tesults of a GA optitnisation of

this multi-waypoinl path.

Optimisation Number of Total Transfer Fime Total AV
Routine \Xfaypoints Tioeal (SL'C) (mg_j)
Deviation Criretia 29 2432 1.3467
Genetic Algorithm 29 3804 0.4873
Table 2-1 A Genctic Algorithan Optimisation

The added deviation from the ipitial path introduced by the GA optimisation is minimal, but
the optimisation has reduced the total AV cost by nearly a factor of three. This is an
impressive tesult and would suggest that genetic algorithms may represent a promising
direction for investigation in the optimisation of multi-waypoint transfers, and in fact GA
optimisation has already been applied to spacecraft trajectory optimisations for rendezvous
manocuvres [113]. However, it should be noted that this method of trajectory optimisatiosn is
not necessatily repeatable, and includes no provision to constrain the safety of the tesulting
paths. To do this would require some form of collision evaluation to be incotporated into the
trajectory cost evaluation function used for GA chromosome evaluation, which is expected to

be prohibitively computationally expensive. Furthermore, the method of using specific pre-
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planned waypoints for manoeuvring around the IS8 is nndesirable for reasons of navigation
and thrusters errots which will be jnvestigated in Chapter 5. For these reasons the use of GA
trajectory optimisations is has been left for fulure research.

2.3.3 Comparison with Two-Impulse Cost

Compating the cost of fully optimised multi-waypoint transfers with optimised two-
impulse manoeuvres is not particulatly useful, since optimising the AV independent of other
aspects of the mission may jeopardise the reasons for using waypoints. To obtain a basic
understanding of the potential cost of using waypoints however, we can compare the results
of simple transfers carried oul by single and multi step manoeuvres, using comparable transter
times. As such, Figure 2-14 shows a transfer from co-ordinates (-10,10) to (6,0), performed
using a single step two-impulse trajectory with a transfer time of 1000 s, and a two step
teansfer with an intermediate waypoint at (-5,5), and transfer imes of 500 s for each of the
sections. In addition, since the cost for a single two impulse manoeuvre of 500 s would be
expected to be high compared to a 1000 s wansfer, giving an unfair penalty to the two step

transfet, the manocuvre is also shown using wansfer times of 1000 s for each step.
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Figure 2-14  T'wo Step Vs Single Step Transfors
In hoth cases shown the AV requirement for the multi part manceuvte is significantly greatet
than for the single step trajectory. Also interesting is the relatively small saving in AV
obtained using 1000 s transfers racher than 500 s. This is due to the increased intettnediate

impulse AV, required by the latger change in direction at the waypoint for the loniger path.
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With a larger number of steps, the AV saving at cach waypoint for mote direct transfers may
favour faster transfer times in spite of the larget initial and final impulses. The trend of
increased AV requitements for multi-waypoint transfers over the single step two-impulse
equivalent continues for other example missions, as each additional step must incur the hefey
AV penalty of a change of direction at each waypoint {114]. Single step two-impulsc
trajectories thetefore represent the maximuam achievable optimality for 2 point-to-point

transfer, against which developed path planning tools can be compared.

2.4 Errors

The Clohessy Wiltshire equations provide a simple and highly accurate description of
the orbital dynamics of the free-fiyet. It is importaat, howevet, to understand where
deviations and errors from the CW result may occur, and design missions to minimise the
impact of these effects. For the most patt, especially for relatively shott term missions, many
etrors may be neglected. But for longer duration missions, such as extended station keeping,
ot free drift after 2 malfunction and the shut down of free-flyer systems, comulative errots

become mote ctitical,

2.4.1 Linearised Equation Errors

The Clohessy Wiltshire equations themselves are a linearised approgimation to the full
non-linear equations of modon. Errors will therefore be present between the (tee-flyer
positdon predicted using the CW equations, and its actual position as it drifts in the orbital
frame of reference. The magnitude of these errors will therefore increase the furthet the free-
flyer travels from the origin of the reference frame at the ISS, as the assumptions used Lo
linearise the equations of motion become less valid. However, it can be shown that for
transters in the relatively close vicinity to the 1SS, where the free-flyer is designed to operate,
these errors are very small. Figure 2-15 illustrates this, showing the drift trajectory of the free-

flyer from the origin with an initial x velocity of 1 ms™.
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Figure 2-15  Lineatisation Etrors over Drift from (0,0)

Over latge distances from the origin, the ctrots between the lineat CW equations and the non-
linear result become quite significant. However, within the tange of opetations of the
Inspector free-flyer up to 500m from the ISS, the maximum errot is approximately 0.01m as
shown in Figure 2-15, less than the expected Inspector navigation sensor. crror of 0.025m as
given in Appendix 1V, 1n addition, the accumulation of errors over time would be negated
duting a mission through the updaling of position information, and the CW results are only
required to give an estimate of position for mission plauning. Higher order solutions to the
relative equations of motions have also been found [115] {110], however: the added complexity
of these equations makes further solutions more difficult, and as has been shown above the

increased accuracy is not necessary for ISS-Inspector manoeuvtes within 500 m of the ISS.

2.4.2 Thruster Impulse Errors

The Clohessy Wiltshite cquations show that the motion of the fice-flyer is dependent
on both the initial position, and its initial velocity. The thrusters used to provide this initial
velocity are, however, subject (o tolerances in the accuracy of the change in velocity they can
deliver to the vehicle. The effect of such errots in the initial velocity given to the free-flyer on
its cvolving trajectory must thetefore be addressed. Figure 2-16 shows the result of an etror in
the initial velocity of +1 ™ in each axis from a desired velocity of 10 cms’, generated by

plotting the results of the extremes in inidal velocity error at a number of intetvals.
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Figure 2-16  The Resuvlt of lnitial AV Errors

‘I'ie deviation from the desired path increases along the trajectory, to 2 maximum position
ertor of 52 m after 2000 s for the example shown. Tor the retatively low impulse thrusters
likely to be used on a small vehicle such as a free-flying camera, the maximum error in AV
should be significantly less than 1 cros™, but the average magnitude of the free-flyer velocity
should also be less than 10cms™, so the percentage error gives a good representation of the

expected free-flyer tesponse to thruster errors.

The techniques used to guide the free-flyer must therefore take this positional crror
into account, to ensure that the maximum etror at the end of any free-drift segment is sroaller
than the closest distance to any obstacles, A model of the possible deviation due to initial
velocity crrors should therefore be included, to be used by collision detection algorithms. In
addition, the path planner should not tely on reaching any specific point at the end of each
trajectory as this woull require many costly cotrections to the path during free-drift. Rather,
the control sttategy should be flexible enough (o casily re-plan each step, based on the actual ‘

terminal position at each waypoint.

2.4.3 Additional Perturbing Fotces

Other errors in the path followed by the free-flyet come frotn any additional external
forces acting on the frec-fiyer and the 188, These forces, as represented by the £, | £, f, terms
in the non-linear equations of motion (teference non-linear equations in Appendix IIT) may

come {tom perturbing forces on the Rarth orbit such as atmosphetic drag and variations in ;




gravitational field caused by the Earth’s oblate and non-uniform shape. Tn addition, cxternal
forces such as solar light pressure, and the gravitational influence of the Sun and Moon will
also act on the free-flyer and the ISS. In general however all of thesc forces, with, the
cxception of air drag, will be acting on both the ISS and the free-flyer orbits so the differential
effect hetween the two is extremely small for most cases. With the exception of air drag, all
the perturbing fotces are also periodic over each orbit of the reference frame, averaging their

long tertn influence on the motion of the 1SS and free-flyer.

"The deceleration due to atmosphetic drag for each vehicle is primarily dependent on
the ratio of their ctoss-sectional area to total mass, For the ISS this deceleration should be
smaller than for a {ree-flyer since the space station has a very larpge mass aligned deliberately
alang the V-bar to minimisc cross-sectional area, whereas the free-flyer is more general cube
shaped shape. It is therefore expected that the Inspector will expericnce greater deccleration
due to its passage through the upper atmosphere. As an example, for the ISS with a cross-
scctional area of 92 m® and mass 454,000 kg in a citculat orbit of velocity 7671.3 ms™, using an
atmosphetic density of 107" kgm™ and a dtag coefficient of 2.2, results in a drag force of 0.596
N [3] ot a deceleration of 1.313 X 10° ms”. For the Inspector vehicle of cross-sectional area
0.5 m’ and mass 210 kg, using a similar drag coefficient gives a drag force of 0.0065 N ot an
deceleration of 1.541 X 10" ms” applied to Inspectot. The drag forces are generated due the
otbital velocity, and hence the forces produced will act only in the negative V-bat direction,
The net effect on the free-flyer in the telative equations of motion will therefore be a small
force applied in the negative x direction, resulting in a slow drift over titne along the V-bar. A
strategy is therefore required to guard against the long term effects of this drift, and will be

discussed in Chapter 4.
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As discussed in Chapter 1, the target for the development of mission planning tools in
this thesis is specifically for the ISS-Inspector mission. At this point therefore, it is necessary
to investigate the requirements of the Inspector project and the capabilities and constraints of
the ISS-Inspector vehicle, shown in Figure 3-1, as defined by the project leaders EADS

Astrium and NASA.

Figure 3-1 The ISS-Inspector (source: EADS Astrium)

Planned as the second step in the Inspector product family and developed from the X-
Mir Inspector, the ISS-Inspector will have greatly enhanced capabilities over its predecessor in
order to fulfil its role at the International Space Station. However, performing numerous
inspection missions about the complex station will require an enhanced flexible control
strategy to utilise the capabilities of the new vehicle. The planned ISS-Inspector system itself
consists of a number of integrated elements [117] [118]:
= The Inspector Free-Flying Vehicle (hereafter known as the Inspector Free-

Flyer, Inspector, or described by the generic term ‘free-flyer’) with integrated
visual inspection cameras, and additional payload capacity.

= Supplementary non-visual inspection and environmental monitoring payloads.

= A docking port, attached to the ISS to provide vehicle services, and a storage
facility for Inspector while docked between missions.

= The Central Data Handling System (DHS), based on the ISS to distribute data
between the Inspector Free-Flyer and the control stations onboard the ISS and
on the ground.

= A Monitoring and Control Station (MCS), onboard the ISS.



= ‘The Ground Control segment, with mission planning and control stations.

These elements provide all the setvices requited support Inspector, and allow operation both

from the ground and onboard the T8S,

The safety requirements for the Inspector Free-Flyer operating at the crewed space
statton are the same as for any vchicle visiting the ISS, as defined by NASA. Thetefore
Inspector must be able to satisfy the stringent requirements defined in the “Interface
Definition Document for International Space Station Visiting Vehicles” {119]. Accordingly,
mission safety is a ¢ritical part of the design of any free-flyet system. For the Inspector Iree-
Flyer, fault tolerant systems are used to, at 2 minimum, satisfy the basic visiting vchicle safety
requircments of two fault tolerant systems for carastrophic failure risks, and single fanlt
tolerant systems for critical tisks. ‘The importance of the safety aspect of the free-flyer mission
is iHlustrated by the technical definition of safety used in the interface definition document:

» Catastrophic Hazard: Any hazard that may cause a disabling or fatal
personnel injury, or the loss of either the Ogbiter or the Space Station.
NOTE: For safety failure-tolerance considerations, loss of the International
Space Station (IS8) is to be limited to those conditions resulting from failures
ot damage to elements of the station that render it unusable for further

operattons — even with contingency repair ot replacement of hatdwate — or
which render the ISS in a condition which prevents further rendezvous.

a  Critical Hazard: Any hazard that may causc a non-disabling personnel njury
ot severe occupational illness; lose a major ISS element, on-otbit life-sustaining
function, on emergency system; or involve damage to the Orbiter, NOTE:
For safety failure-tolerance considerations, critical hazards inchude the loss of
ISS clements that ate not in the critical path for station survival or that can be
restored through contingency tcpair.

In most instances, the requirements for fault tolerant systems will be exceeded by the
[nspector vebicle. Inspector safety is further enhanced through mission planning and design
to ensure that the free-flying vehicle utiliscs passively safe trajectories wherever possible, or
can perform a simple collision avoidance manoeuvre (CAM) to sately retreat from the station
otherwise. However, the interface definition document for visiting vchicles deseribed above,
which is the closes available documentation for an Inspector type vehicle, was originally
intended for vehicles visiting the station from outside of 1SS controlled space rather than a
free-tlyer based at the space station [120]. As such it assumes that the vehicle will maintain a
minimum distance of 200 m from the ISS throughout its mission, only coming closer on a
tightly defined docking approach or release trajectory. This is in contradiction to the planned
misston of the 1SS inspector, which is to fly around in close proximity to the ISS in order to
make detailed inspections of the stracture. Tt is planned therefote to perform as much

Inspector manoeuvring as possible on the edge of this 200 m distance, only approaching the
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station for docking or inspections, with only short range manoeuvres permitted once at close

tange.

3.1 Predefined Inspector Manoeuvres

As discussed earlier, the Inspector control strategy requires a number of predefined
trajectotics to be performed by Inspector to fulfil the mission objectives. These sets of
manocuvsces are defined in the ISS-Inspector Design Definition (and developed by the author
whete noted) as

s The creation of a free {flight fly-around trajectory, with an out-of-plane

scparation to cnsute long term safety (developed in Chapter 4 Ellipse of
Safety (EOS) Trajectories)

=  Approach to station-keeping observation points from the EOS fly-around
trajectory to within the 200 m inner perimeter of the ISS, petformed via a
forced motion trajectory along the R-bat where ever possible.

» ‘Transfer to the docking port using an ROS followed by a standard forced
motion R-bar approach {developed in Chapter 4}.

n Automated station-keeping relative to the ISS structure.

x Safe translation along or around an inspected 1SS element (developed in
Chapter 5 and 6: Potential Function Manoeuvring)

s A single impulse collision avoidance manoecuvie (CAM), leading to a
permanently safe retreat from the station afier failure or an operator
command.

Some of these manocuvres, such as the r-bar forced motion approach, have been
developed extensively for the iSS-Inspector and other vehicles, and will be briefly detailed
here. Other manoeuvtes and flight rules, such as the development of EOS trajectories and the
usc of potential functon guidance for translating around 1SS elements, will be the subject of
subscquent chapters of this thesis. Finally, the station-keeping and CAM tasks arc the subject
of continued development by the Inspector project team, since these manoceuvtes ate highly
dependant on the final Inspector Free-Flyer navigation and propulsion hardware
configuradon. FExamples of both will however be given later in this chaptet to indicate the

potential cost and design considerations concerned.
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3.1.1 ISS Flight Rules

Although not technically a Visiting Vehicle (VV), being based at the 188, the inspector
Pree-Tlyer may be subject to some of the station requitcments defined by NASA for such
vehicles. These tequirements ate categorised primatily by the range of the vehicle from the
station, divided into two categories as shown in Figure 3-2. The first safety zone a visiting
vehicle will enter is the Approach Cllipsoid (ATY), defined by a 2x4 km ellipsoid around the
station. At this point, command of the vehicle must be taken over by the 1SS Visiting Vebicle
Control Centre. The inner safety zone, known as the Keep out Sphere (JKOS), 15 a 200m
sphere centred on the ISS. Visiting vehicles are only permitted to enter the KOS during a
docking manoeuvte, duting which they must keep to tightly defined docking approach cones

to the docking point.
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Figure 3-2  Defined Visiting Vehicle Safety Zones

All of the planned Inspector operations will take place within the Approach Ellipsoid
since the frec flyer is based at ISS, requiting that the Inspector ground control station be
situated at a VV control centre. Furthermore, imost opetations will take place close to or even
inside the KOS, especially duting the detailed inspection phase. For the Inspector Free Flyer
n he permitted to manoeuvee to its observadon points and fulfil its objectives, new safety

guidelines for such ISS based free-flyers will be needed.

3.1.2 R-Bar Forced Motion Approach

The R-bar forced motion approach has been developed over many vears as a standard
rendezvous and docking approach technique [121] [122]. In the context of the ISS, an
approach corridor has been specified for visiting vehicles such as the ATV, which is also

applicable for the Inspector Free-Flyer, especially as Inspector will typically be approaching
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the station {rom an EOS trajectory on the edge of the KOS. This apptoach cortidotr consists
of a cone orentated along the R-bar direction, with a maximum approach angle of 10° for 200

— 50 tn tange, and 5° for the final 50 — 0 m to docking, as shown in Figure 3-3.
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Figure 3-3  Doclking Approach Cone

The velocity along the R-bar approach towards the station must also be controlled, to
maiutain the passive safety of the manocuvte {123]. This is done using pre-calculated braking
gates 1o ensure that the closure rate is kept within the safe approach profile, as shown in
Tigure 3 4. These velocity limits along the R-bar are calculated to ensurc that in the event of a
failure, at a given distance from the ISS, the free-drift trajectory will reverse its direction and

drift safely back away from the station without collision.
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Figure 3-4  Approach Braking Profile

The time and AV cost of the forced motion approach is dependant on both the initial
and final y co-ordinates, and on the constant our-of-plane position of the manocuvre, As an
cxample, 2 nominal approach from 200m to docking will take approximatcly 21 minutes and

require a total AV of 0.8 ms”, contributing a significant fraction of the overall AV costofa



mission. Due to the pre-caleulated braking gates however, the approach is continuocusly
passively safe to a range of approximately 13 m from the docking port. Naturally, the final
stage of any docking manceuvre cannot be passively safe, since the goal is a controlled impact

with the docking mechanism

3.13 Approach Safety Enivelope

To ensure safe station-keeping close to the ISS structure duting the obsctvation phasc,
we can calculate a safety envelope around the station outside which station keeping at any
point will be passively safe in case of a free-flyer failure. Fortunately, the contiguration of the
IS8 places the majority of the station structure along the x-z plane, gesulting in obscrvation
points mostly situated either above the ISS with a posilive y co-ordinate, or below the station
with a negative y co-ordinate. ‘This means that the resulting drift from station-keeping points
above the stadon will take the free-flyer further above and safely away from the station, and
positions below the station will also drift further below and away, as showa in Figure 3-5. The
requited safe station-keeping distance from the ISS in these cases is therefore mainty

dependent on the level of control of the station-kecping control system.
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Figure 3-5  Safe Drift from Station-Keeping

Unfortunately, though the station-keeping envelope is safe for maintaining a static
position close to the 1SS, the problem remains that the limits of this envelope may still be
untcuchable by a passively sale approach, since approach requires an initial motion towards
the ISS. The extent of the increase in the boundaries of the safe envelope for an R-bar

approach is dependant on the velocity of the approach in the r-bar direction, as shown in
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Figure 3-6. Figure 3-6 shows the minimum approach distance envelope around the ISS, to
ensure passive safety duting approach, for a range of initial velocities in the R-bar direction of
0.0 — 0.05 ms™, 'This demonstrates that positions closc to the original staton-keeping
envelope can be teached using a reduced approach velocity, at the cost of an extended transfer
titne. For practical putposes however, constrained mission times tequite that 2 mintmum

approach velocity of 0.03 ms™ be selected to reduce the maximum approach time.
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Figure 3-6  Growth of the Approach Safety Envelope

The approach safety envelopes shown wete developed by the author duting time spent
working with EADS Asttium, to investigate the areas atound the ISS within which the
Inspector Free-Flyer would be able to operate safely. The results were obtained by a grid
based method, creating a network of test poainis surrounding the JSS structure and checking
the {ree-drift trajectoty at each point, for each approach velocity, 1o determine the closest safe
points. Extending this planar envelope method, the approach envelope can also be built up
atound the ISS in three dimensions, to visually describe the ateas around the space station
inaceessible to the free-flyer via a forced motion approach. This representation, an example
of which is given in Iigute 3-7, can then be used by mission planners to develop an awareness
of the potential problem ateas around the station in tesms of the passive safety of obscivarion

points.
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Figure 3-7  3-D Approach Envelope

3.14 Additional Standard Manoeuvres

The techniques required for automated station-keeping have been developed over
many years for a wide range of satellite applications [124] [125]. Unlike satellites on free-drift
orbits, automated station-keeping of the Inspector Free-Flyer relative to the ISS will have the
harder task of maintaining the free-flyer on a non-Keplerian orbit. To do this, Inspector’s
thrusters must compensate for the constant accelerations experienced by the free-flyer due to
its y-z position relative to the origin of the relative co-ordinate system, as given by the
equations of motion (eqn 2-30). It is these accelerations that will have the primary influence
on the cost, in terms of AV, of the station-keeping phase. The performance, in terms of
positional accuracy, of the station-keeping system will on the other hand be dependent on the
accuracy of the available navigation data. For station-keeping close in to the ISS this will rely
on the chosen navigation strategy. Visual navigation may be particularly suited to maintaining
a fixed position, as the technique has already been demonstrated for underwater ROV’s using

image centring methods [126].

The main application for station-keeping during the Inspector mission is for close
proximity ISS inspections, and EVA mission support. Whilst station-keeping outside the
inner perimeter of the ISS is possible, wide angle observations can be easily made from an
EOS trajectory at no cost, so the prohibitive AV cost of station-keeping at larger distances
from the station will limit their application to shorter periods of time. For close observations,
the free-flyer must be capable of station-keeping for a full 7 hr EVA mission. Examples of
the relative cost of these applications are detailed in Table 3-1, calculated from the applied

accelerations, in-plane and out-of-plane, at typical close and far observation co-ordinates.
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Station-Keeping
positdon ()

In Plane y = 30 7 2,75
Out-of-Plane z = 30 7 0.92
- 1
1

Time Period (hts) AV Cost (ms™)

In-Plane y = 60 0.78
Qut-of-Planc z = 50 0.22

Table 3-1 Station-Keeping Cost

The 18S-Inspector safety strategy requires that at all times a Collision Avoidance
Manocuvre (CAM) must be available in case of a failure of the fiee-flyer. This CAM consists
of a single impulse to initialisc « safc permanent retreat from the 18S, and must be capable of
being performed even under the worst case of two thruster failures, or an unwanted thruster
action {127]. The CAM imanocuvre itself will be similar to the reireat from obscrvation
developed in Chapter 4, except that thete is no need to size the reireat ellipse to enable
subscquent manoeuvtes. However, a CAM must be continuously available at positions
around the statton, which is difficult to achicve in certain areas. It is therefore planned that
standard CAM manceuvres be pre-calculated to handle difficult areas of the 1SS and 1o allow

pre-flight verification of each trajcctory.

Furthermore, due to the extensive use of passively safe trajectories in the planning of
the ISS-Inspector manoeuvres, the reliance o collision avoidance manoeuvres for safety
should also be teduced to being an emcrgency backuap. Since the Inspector Free-Flyer will
already be safe without any collision avoidance, a CAM should only be requited to provide
longet term safety if desired, or to provide safety coverage for any non-passively safe potrtions

of close manoeuvring.

3.2 Observation Point Selection

The initial planning stage of any Inspector mission will be in the selection of the
required observation positions (o view the target location. Hach mission will have one ot
more target points on the ISS exterior which must be inspected, or at which BV A activities
will take place that must be supported. In each case, an obsctrvation position must be found
for the Inspector I'ree-Flyet to provide an optimum view of the target through Inspector’s
cameras. Suitability criteria for these points inchude not just a good viewing angle of the target
free from obstructions, but also that the target has sufficient illumination cither from the Sun

ot the Inspector’s onboard spotlight duting the observation period to be clearly visible. In
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addition, a viable observation point must also be passively safe during station-keeping, and

provide unbroken radio coverage for transmission of the video inspection pictures to the ISS.

The task of simultaneously satisfying all these constraints cannot be easily performed
with manual data sheets and station plans. Therefore 4 specialised tool is needed to assist in
planning the observation points for a mission. The observation point selection tool presented
here was developed by the authot during a six tnonth placement as part of this PhiD, at
DASA-RI (now EADS Astrium) in Bremen, Germany in 1998, As such, it implements the
planned requirements of the ISS-Inspector mission and the planned ISS configuration at that
time. The tool was coded by the aathor in ANSI standard C-++ code [128], using the
OpenGL graphics libraries [129] for rendering tasks and the GLUT libraries to handle the
windowing interface. The use of these standards and widely available libraries permitted the
toul to be compiled without any code changes on a variety of machines from pe hased
Windows and Linux systems to SGI wortkstations running the Unix based Irix operating,

system.

3.21 The Inspector Camera View

The primary component of the observation point selection tool is a virtual view
provided through the Inspector camera, atl the ability to jutcractively aim and translate the
camcra/ free-flyer through this camera view. Moteovert, the view also allows the camera to
track a choscn target position while translating the camera, simplifying the task of optimising
the view of a specific obscrvation target. Target tracking can alsa be used to visualise a
translational observation phase around or along a target element, or to choose multiple views
of a chasen target to give a range of viewing angles, Besides translating and rotating the
camera, the view also provides the ability to zoom the viewing angle within the limits of the
cameta, enabling the range between Inspector and the observation target to be chosen with
respect to the camera’s physical characteristics to give the requited detail and viewing angle for

each particular inspection task.

This virtual camera view forms the basic obsetvation point selection tool, which is
then enhanced through additional options, and visual feedback of the cutrent Inspector point
suitability in terms of the other obscrvation requirements such as passive safety and the

integrity of the communication links.

3.2.2 Lighting and Space Station Configuration

One important factor affecting the suitability of any inspection camera view is the

lighting conditions available at the rarger. While not dircetly critical for a non-visual
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inspection of the target with environmental monitoting instruments, bad lighting can still have
an adverse effect on any visual navigation system or in the loss of tracking of the target
posidon. Most importantly, for a visual inspection mission good lighting conditions are
crucial to success{ul imaging of the target. The Inspector catnera view must therefore provide
the ability (o vary the lighting of the ISS model to present a mote accurate representation of
the view available to Inspector at any time. Itis not however intended to be an accurate
simulation of the tesulting image that would be viewed by the camera since this would be
dependent on many surface propetties of the ISS steucture that are not available at this Gme,
and would be highly compuiationally expensive which would male it too slow for intcractive

view selection.

The illumination ditection from the Sun can be vartied eithex by choosing to specify a
particular light vector, for example derived from the planned position on the ISS orbit, or
directly by rotating the angular position of the light source in the sky. Once the 1SS orbit is
defined, it would be possible to relate the illumination direction dircetly to the time of day on
the ISS orbit, enabling the lighting conditions to be viewed throughout the planned mission
duration. The desired lighting conditions, and hence the preferted time window for each
obscrvation poing, can then form an additional observation requivement to be used for
subsequent mission planning and scheduling. One important feature that is not incorporated
into the lighting model is the influcnce of shadowing from each ISS component on the overall
view. This could be implemented using the OpenGL model by pre-rendering a shadow
texture for each individual station component to a stencil buffer, which could then be applied
to the model as it is rendered [129]. However, it should be noted that rendering hardware that
supports stencil buffers would be requited for this approach to be viable without having a

drastic impact on rendering performance.

As well as determining the lighting conditions, the movement of the Sun across the
sky will also have an influence on the physical configuration of the 1SS as Sun otientated
compomnents, such as solar pancls, rotate to track the Sun’s position, Sun tracking is necessary
to maintain the efficiency of all the solat enctyy dependent photo-voltaic arrays on which the
station depends for clectrical power, and also the station’s cooling radiatars which must to be
angled away from the Sun. The most significant consequence of this is the rotation of the
latge main solat artays mounted on the truss sttucture, which will rotate up to 180° about the
truss during each othital period. For obscrvation point sclection, the camera model
automatically updates the stadon configuration with respect to any change in the lighting
direction, linking the physical and lighting models at all times. T'or the inspection of any sun

tracking components themselves, the timing of observation points will be vital to ensure a
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good view of the target, though for a critical phase such as this, safety constraints may require
the rotating componeats to be fixed for the duration of the mission. An alternative would be
to make ingpections of any solat tracking components from an EOS orbit about the ISS, with
the EOS posttion timed to be synchronous with the light direction to provide constant
lumination conditions as Inspector orbits the station, as planued for the X-Mir Inspector

mission shown in Ifigure 3 -8 below.
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Figurc 3-8  EOS Orbit Timing with Lighting Dircction (source: EADS Astrium)

With the launch of the [SS-Inspcctor planned duting the lengthy construction phase
of the ISS, the configuration of the space station will also dramatically change throughout its
assetnbly. To accommodate this, the ohservation point selection tool, along with all Inspecior:
mission planning tools, must be able to represent the station at different stages of assembly.
Tfor the visual simulation, this is be done by manuaily switching ISS modules and components
on ot off, and through the definition of a sequence of selectable station configurations used to
represent specific stages of assembly. Howcevet, the planned 185 assembly sequence, like the
final configuration, is under constant revision and the tepresentations used in any laspector

tools must be easily modified to keep pace with current information.

3.2.3 Spatial visualisation

With only a view through the Inspector camera lens either for observation planning,
ot duting a mission using live video itnages, it can be difficult for the operator to visualise the
true position of the Inspector Free-Tlyer duc to vatiable camera zoom and tange to the target,
coupled with a lack of additional sensor input. To solve this problem, an external view of the
ISS and Inspector Free-Tlyer is provided for the observation planner o enhance spatial
awareness of the Inspector position with respect to the station structure, as shown in Tigure

3-9. In addition to showing the ISS and Inspector vehicles, the external view also gives a
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representation of the field of view of the Inspector camera, shown as a cone with its vertex at
the Inspector vehicle and its base centred on the observation target. This gives a clear visual
indicator to the operator of the current camera zoom level, and target range, while

emphasising the Inspector attitude with respect to the ISS.
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Figure 3-9  External View Example

As well as assisting mission planning, the external view can also be integrated into supervision,
monitoring and control software both onboard the ISS and on the ground, to provide an extra

aid in detecting potentially dangerous events during manoeuvring,.

3.24 Additional observation point requirements

The final component of observation point selection is to ensure both the passive
safety of the chosen position, and the integrity of communications links at that point. The
integration of these parameters into the Inspector camera simulation simplifies the selection of
valid observation points by allowing the operator to continually verify the availability of

communications links and station-keeping safety, while manoeuvring the camera position.

The calculation of station-keeping safety, and optionally observation point approach
safety, is calculated numerically by propagating the free-drift trajectory with the CW equations,
and checking for collisions with the ISS structure along the path. For station-keeping the drift
trajectory is calculated with the free-flyer initially at rest at the observation co-ordinates, while
for approach safety the free-flyer will have an initial velocity in the r-bar direction, toward the
station. Unfortunately, collision detection between the free-flyer trajectory and the ISS is not

possible analytically due to the complex configuration of the space station structure. The
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numerical method used relies on a discrete representation of the ISS structure, stored in a
‘boundary’ atray, which can then be checked against the Inspector position along its drift
trajectoty. This boundaty array is developed fully in Chapter 5 for use in computing the
discrete potential fields for path planning and guidance. The free drift path necd only be
propagated and checked for ane full orbit from release, since if a collision has not occutted by

then the free-flyer will have drifted safely away from the station,

Calculation of the radio coverage between Inspector and the communications
anlennae on the ISS is based on determining signal intetference from parts of the station
structure, along the linc-of-sight from Inspector to the antenna in ase. Similatly to the station-
keeping safety analysis, this is achieved by determining intersections between the linc-of-sight
communications link and a discrete model of the ISS structure. To account for the different
interference models of the two radio wavelengths utilised, two models of the ISS are used to
represent the station components capable of shadowing cach radio signal. While not
providing a sirictly accurate simulation of the complex radio interference model around the
station, this technigue does prroduce a reasonable first approximation of overall

communications coverage, which can then be verified by more accurate models larer.

'These three observation point requirements ate now displayed to the operator as
coloured icons in the camera display: Green for constraint verification, Red for canstraint
violation. This pives a simple observalion point sclection tule of finding a suitable observation
position for viewing the target with good lighting conditions, which also gives three green
lights to satisfy all the operational consrraines. Figure 3-10 and Figure 3-11 show an exampie

of the abservation point selection tool with all the feamres described above.




RADIO VIDEO STATION-KEEPING
COMS TRANS SAFETY

Figure 3-10 Inspection Camera View

Figure 3-11  ISS and Inspector External View
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CHAPTER 4: ELLIPSE OF SAFETY MANOEUVRES

After consideting the general Inspector mission scenario, it is a natural step to divide
the [nspector mission into two distinct parts. There are latge amplitude manoeuvres at the
start and end of a mission to transfer between the docking position and the observaton area,
and smaller manocuvrcs taking place at the observation point to provide different viewing
geametrics or make observations of different targets in the vicinity. In comparison to the
limited manoeuvting at the observation point, transfers to and {rom docking will typically
traverse at least half of the station. In addition, pre-planned sequences are preferable from a
sufety point of view for the retreat from docking to allow initial diagnostic checks of the
vehicle, and for the docking return to ensure a safe approach to latch the docking
mechanisms. Given the important flight safely consiraints at the ISS, the guidance strategy to
be used for these long transfers at the beginning and end of missions must be as passively safc
as possible, even in the long term under disturbing influences such as atimospheric drag, as

discussed in section 2.3.3,

The core strategy chosen by Astrium to satisfy these long tetm safety goals is to usc
Ellipse of Safety (EOS) trajectories to safely transfer around the ISS, and a forced motion
approach to translate in from the ellipse toward the observation point close to the station.
The classification of ellipses in the orbital plane described in relative co-ordinates was
achieved by Mueller in 1962 [130]. However, the BOS concept was frst utilised in the X-Mir
Inspector mission, as a simple fly-atound trajectory to demonstrate long distance inspections
of the Mit space station |131]. The use of EOS trajectories for the 138 Inspector, as
developed by the authot, is the first application of such ellipses for point to point

manocuvring and will be detailed in this chaptet.

4.1 The Ellipse of Safety

In Chapter 2 it was demonstrated that the relative motion between the free-flyer and
the IS8 results in an in-planc (planc containing both the V-bur and R-bar) motion describing
an clliptical path around the station. Ellipse of Safeiy trajectories make use of this in-plane
ellipse, whilst introducing an additional motion in the z axis, carefully synchronised with the
in-plane motion to produce a sccondary ellipse around the IS8 normal to the orbit. Since the

dynamics of the in~plane and out-of-plane motion are uncoupled, the velocities required for
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these two patts of the KOS may be considered sepatately. The timing between the two is

however crucial to the effectiveness of the BOS in providing long terin safety. The resulting

combination of the in-plane ellipse and out-of-plane petiodic motion is shown in Figure 4-1,

detailing the elliptical motion in the x-y and y-z planes, and the phasing in the x-z plane.
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Figure 4-1  The Ellipse of Safety

The cllipses in the x-y and vz planes, are used to provide clearance around the 1SS for both
in-plane and out-of-plane motion. The phasing of the ellipse is initiated so that as the in-plane
path crosses the V-bar ahead of or behind the ISS, the deviation {rom the V-bar in the z-axis
is at a maximum. Accotdingly, the z co-ordinate vanishes only as the in-planc path crosses

directy above or below the station, as shown in Figure 4-1.

The size and shape of any FIOS can be completely desctibed by two parameters, The
in-plane ellipse sive (s defined by the semi-minot axis 4. The out-of-plane motion, 1.e. motion
along the z-axis, is entirely decoupled from motion in the x-y plane, and is therefore best
described by its maximum deviation from the V-bar, since the motion is always centred over #

= (). We have chosen to call this ditmension the EQS width, z

max*
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4.1.1 Rationale of the EOS

‘Y'he aim of the seceondaty cllipse in the y-z plane of the EOS is to guard agrinst the
long tern effects of atmospheric drag. In the absence of air drag, the clearance around the
ISS provided by the in-plane ellipse would be sufficient to provide Jong term safety, even
under the influence of other periodic distutbing forces. Howevet, as noted in section 2.5.3,
the differential drag force expeticnced by the ISS and the free-flyer due to their difference in
mass and cross-sectional atea, will result in a decelerating force along the V-har applied o the
free-flyer relative to the ISS [132). The effect of this deceleration, acting in the negative x-
diteetion, will be that the in-plane ellipse will drift over time along the x-axis, as shown in

Cigure 4-2.
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Figure 4-2  In-Plane Ellipse Drift due to Atmospheric Drag

In the absence of any out-of-plane motion, this drift would result in the free-flyer colliding
with the ISS, though the time taken (or this 1o occur is dependent on the magnitude of the

relative acceleration.

The Fllipse of Safety strategy avoids this potential collision by ensuting that duting the
atcs of the ellipse where the y co-ordinate is small, and the in-plane ellipse may collide with
the ISS, the z co-ordinate is large enough to avoid collision. ‘L'he resulting trajectory, with
drag, then describes a helical spiral, shown in Figure 4-3 passing safely around the ISS as it
drifts along the x axis. As the relative drag force only acts in the x direction, the acceleration
will have no effect on motion in the z-axis, ensuring that safe cleatance around the ISS
provided by the ellipsc in the y-z planc will be preserved as the in-planc cllipse drifes [133].
Futthermotc, this safcty is independent of the magnitude or sign of the force applied along

the x-axis.
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Figure 4-3  EOS Trajectory with Drag

The examples shown in this section use a constant relative acceleration due to drag of
1X10° ms? in the -x direction. In practice the relative acceleration experienced by the free-
flyer with respect to the ISS will not be constant, as it is highly dependent on both the density
of the atmosphere and the station configuration. Atmospheric density varies periodically
throughout each orbit, seasonally as the Earth orbits the Sun, and randomly due to solar
activity. The result of this density variation on the ISS and free-flyer can be as much as two
orders of magnitude. In addition, the acceleration experienced by the ISS is highly dependent
on the orientation of the main solar arrays. These large, flat panels rotate during each orbit to
track the Sun. When the Sun is directly overhead, the panels will be orientated in the x-z
plane, minimising their cross-sectional area in the y-z plane. However, when the Sun is in
front or behind the station, the panels will be positioned vertically, presenting the largest
possible area normal to the velocity vector. The total effective cross-sectional area of the 1SS
will therefore vary by a factor of two during each orbit. In fact this effect has even been
suggested as a method for maintaining station-keeping between co-orbiting satellites, using the

angle of their solar arrays to their velocity specifically to control relative position [134].

The safety of the EOS is also affected by the accuracy of the phasing between the
primary in-plane ellipse and the out-of-plane motion. Correct phasing is necessary to preserve
the secondary ellipse in the y-z plane which provides clearance around the ISS as the EOS
drifts along the V-bar. Providing that the initial size of the EOS is sufficient, there is a
reasonable margin for error between the correct phasing that will still provide sufficient safety.

Beyond this however the EOS will not function correctly. Taken to the extreme where the
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phasing is 90° in ettor, the resulting motion will desctibe a planar ellipse inclined at 45° to the

local vertical, passing directly through the ISS.

QOnce the properly phased EOS has drifted past the ISS, it is completely safe undl the
free-flyer has dtifted a complete orbit ahead of the station to retutn to the origin from the
opposite direction. Unfortunately, it is unlikely that the free-flyer, and the ISS {or that matter
would be on the same orbit after such a lengthy period, so avoidance through the original
EOS would not be expected, and a possible collision is difficult to predict. Action must
therefore be taken either to remove the inactive free-flyer before this event, ot to alter the ISS
orbit to give an acceptable separation from the free-flyer orbit. For a differential deceleration
of 1X10° ms™ on the free-flyer, the time required to complete one complete orbit relative to
the ISS, at an altitude of 400 kim, is approximately 100 days, giving adequate time for the

ncecessaty action to ensute the safety of the ISS.

4.1.2 Lllipse Parameters

In order to evaluate the EOS trajectories, it is useful to rearrange the solutions of the
CW equations to describe the motion on the cllipse by patameters independent of time,
Equations 2-39 and 2-40 in secton 2.2.2 describe the in-plane motion of a dufting ellipse,
whose dimensions are elongated such that the ellipse semi-major axis « is twice the size of the
ellipse semi-minor axis &, whose centre remains ar a constant altitade with respect to the

orbital frame of reference, and drifts in the x-direction with a velocity given by

Eqn 4-1 v, =—3(X, +20y,)

From equations 2-39 and 2-40, the location of the centre of the ellipse can be obrained by
climinating periodic tetms and neglecting the external forcing terms, to obtain
X =x,-2¥,/@
- 4 0 20
Eqgn 4-2
Ye =4y, +2%, jo
Referring to the geometry of the ellipse, shown in Figure 4-4, we can express positions on the
ellipse, for example Xq,y,, relative to the ellipse centre position as
a=x,-x, =29, /@

Eqgn 4-3 _
B=y,—y, =3y, 24, /w0
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Figure 4.4  Standazd Ellipse Geometry

Dhue to the fixed shape of the ellipse of safety, having 2 semi-major axis twice the size of the

semi-minot axis, b can therefore be obtained from any ellipse position (O,J3), by

Eqn 4-4 by B2 +(af2)? =By, +25, /@) +(3, /@)
also giving the semi-major axis 2 = 25.

The out-of-plane motion ot the EQOS is desctibed by the maximum out-of-plane

position on the cllipse, the ellipse width. z,,.. This is obtained from cquation 2-42, solving for

SAES

z=z to obtain

max

Eqﬂ 4-5 Limax ™ 'JZOZ +(Z-0 /a))2

Using these equations, the size and shape of the Ellipse of Safety can now be sclected.

4.1.3 Construction of EQS

Now that the desired size and eccentricity of the EOS have been chosen, the inittal
velocities required to inidate the planned EOS must be calculated. By definition, rthe drifi
velocity of the EOS must be zero, so the ellipse drift equation, Egn 4-1, can be rearranged to
provide the required initial x-velocity at the start of the ellipse

0 =-3(x, +2@y,)
Eqn 4-6
= X, =20y,
Given X, the equation for the ellipse semi-minor axis b, Eqn 4-4, can then be used to find

the initial y-velocity
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(3o J@) =b" ~(3y, +2%, [w)’
Eqn 4-7

= y, =@\b> ~(3y, +2%, /@)°

which, substitutng for X, becomes

Lgn 4-8 Yo = ah/bz + ¥, 2

Using Hqo 4-6 and Eqn 4-8, the free-flyer velocity can now be initialised at any point
to start the ttajectory on a non-ddifting, in-planc ellipse of semi-minor axis 4. The easiest
position to perform this manoeuvte is at the K| point depicted in Figure 4-1. This point,
situated on the V-bar (v, = 0), simplifies the manoeuvte considerably since Eqgn 4-6 becomes

X, =0, and liqn 4-7 then reduces to ¥, = @b . In addition, making the in-planc EOS

manoeuvre at E, has the advantage of minimising the AV cost of initialising the ellipse, since

the in-plane velocity on the EOS is at a minitmum at this point.
The initial z-velocity component required to set the out-of-planc motion of the EOS
can now be easily determined by rearranging Eqn 4-5, to give

Egqn 4-9 T =Wz — 2o

RHTES ~0

Iowevet, to ensute that the correct phasing with the in-plane motion is mct, the timing of
this manocuvre with tespect to the free-flyer posidon on the in-planc cllipse is crucial, and is
also dependent on the initial z co-ordinate z, The casicst position to perfortn the inclination
manoeuvre is at the apogee (E,) of perigee (B,) of the in-plane ellipse, where the BOS phasing

requires that the 2 co-ordinate is zeto. Han 4-9 then becomes

Eqn 4-10 I =07,

Depending on the initial free-flyer position in the z axis, an carlicr manoeuvre may be required
to cosure the z = O condition is met at K, or E,. "T'he BOS cannot thetefore be completely
initialised uniil the E, position is teached, ' othit aftet E,, and full passive safety is only
available from this point. Depending on the tajectory up to B, however, it may be possible to

initialise the EOS inclination % orbit earlier, enhancing the overall safety of the manoeuyre.
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4.2 'The EOS Segment of an Inspector Mission

To make use of EOS trajectories in an ISS Inspector mission, a strategy is required to
utilisc the TROS manoeuvres in transfers to and from arbitrary observation positions around
the ISS. As described in Chapter 3, this can be achieved by using EOS wrajectoties 1o ransfer
o a point above or below the target position, with a forced motion approach along the R-bar
to then reach rthe target. The planning problem therefore, is to manipulate the EOS so that
the trajectory will pass over a desired observation position, in effect to find the particular EOS
that passes through the desired obscrvation co-ordinates in the x-z plane. This must be done,

howevet, without compromising the basic safety of the EOS.

4.2.1 Elipse of Safety Sizing

The minimum size of the in-plane ellipse of the FOS used about the ISS is determined
by operational constraints such as navigation data availability, as detailed in Chapter 3,
requiring that the scooi-minor axis  must be at least 200 m. While it would be possible to
increase & without violatng any of these constraints, thete would be a cost to the manoeuvre
both in the AV required to initialise the ellipse and on the time and AV cost of a longer forced
motion approach from the EQS to the ISS. Since these costs would not be offset by the
lirnited control over the path of the EOS provided by varying &, it is advantageous to fix the

semi-minotr axis size at 200 m, simplifying further analysis.

The minimum cllipse width is then sized by the dimensions required to provide
clearance around the ISS in the y-z plane. This must also take into account the changing
profile of the station as its configutation changes to track the Sun. Ifor the worst case where
the solar arrays arc orientated in the y-z plane, the approximate minimum safe ellipse width, as

shown in Figure 4-5, is found to be 100 m.
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Figure 4-5  EOS Ellipse Width Sizing

Though increasing the ellipse width would increase the safety clearance of the EOS as it drifts
past the ISS, the cost in terms of AV of doing so is prohibitively high, as will be shown later in
this section. This requites z_,, to be fixed at the minimum safe value to limit the cost of the
mission. This use of fixed EOS dimensions, while restricting the possibilities for reaching the
observation point, helps greatly by simplifying both trajectory calculation, and safety

verification.

4.2.2 Transfer to and Return from Observation Points

For an Inspector mission, the primary EOS segments of the mission will be standard
transfers from the docking attachment on the ISS to an observation point, and subsequent
return to docking. Since the start co-ordinates for the outbound manoeuvre and the target for
the return are fixed, these trajectories can be standardised to incorporate elements such as the
mechanical release from docking, and the retreat from the observation point, and integrate
them into the final EOS trajectories. A standard EOS transfer and return is shown below in

Figure 4-6.
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Figure 4-6  Inspector Ellipsc of Safety Plan

The transfer to the observation point is initiated by the release from docking and a
mechantcal push-off from the docking mechanisms. No control occurs within this petiod of
free-drift following release, as cornmunication and system checks are performed by the
Inspector vehicle, and initial navigation data is obtained. In case the vehicle does not
checkout, the irajectaty resulting from the initial push-off must be passive safe, so that the
free-flyer will safely drift away from station. Once the systems checks have been completed,
manoeuvtes may then be performed by Inspector o transfer onto the HOS required to pass
above or below the observation point. Once this point it rcached, the free-flyer must negate
its relative velocity, and use a standard forced motion approach in the R-bar direction to the
observation phase of mission. Although the plan shows the path stopping instantaneously at
this point, implying infinite accelerations, the teladvely low velocity on the BOS trajectory at
this point (approx 0.4 — 0.5 ms™) and the fact that small errogs in positioning will can be easily

adjusted duting the R-bar approach, make this 4 reasonable approximation.

For the return from the observation point, it is preferable in terms of efficiency and
safety, to make 2 single AV to retreat from the I8S on a safe, drifting ellipse. Once clear of the
station structure, manoeuvres can be safely made to ser up the HOS required to return to
below the docking port. Nevertheless, the drifting ellipse used for the retreat ensures that in

the event of any of thesc manoeuvtes not being performed, the trajectory will remain. passively
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safc, As the Inspector passes under the docking co-otdinates, the free-flyer can then stop and

again utilise a forced motion approach to return to docking.

4,2.3 Transfer from Above to Below the IS8

For inspection missions with multiple observation points, spaced sufficiently far apart,
it may be preferable to use additional EOS manoeuvres to transfer between cettain
ohservation co-ordinates. The maost approptiate example of this is for transfer between a high
observation point above the station, and a second observation point Jocated helow the V-bat,
with the ISS separating the twa. In this case, it would be difficult to provide sufficient passive
safety using potential function guidance techniques described in section 6.2, due to the
proximity of the desired path Lo the station and, importantly, to the V-bar, For this catepory
of manoeuvre, a further development of the previously discussed EOS return to docking
trajectory could be applied. This would enable the frec-flyer to safely retreat from the first
observation poiat, and make use of an FOS teajectory to transfer around the ISS to the

second observation point below the station.

This manocuvre is effectively the same as a rcturn to docking, but with variable ratget
co-ordinates for the EOS trajectory, and would provide passive safety for the free-flyer
throughout. The time required for the EOS would be Jonger than using a more direct
Potential Ficld Guidance transfer however, and the AV cost would also be considerably
greater due to the cost of the initdalisation of the EOS and the forced motion approach. The
relatively high cost of using additional EOS transfers must therefore be balanced against the

safety limitations of a potential function guidance transfer for each specific casc.

4.3 ‘Transfer to Obsetrvation

The uansfer of the Inspector free-flyer from its docking port on the 188§, to the first
inspection point, is a critical phase of the mission. This phase is highly dependent on the use
of passively safe trajectoties, since it is only duting this inital period after the tree-tlyet has
been released from the station that it has its first real opportanity to verify many of its mission
critical systems, Although a number of systems can be checked prior to a mission, many, such
as navigation sensors, cannot be fully tested while docked ta the TSS. The oppoettunity must
thetefore be available to test these systems under safe condidons, where any possible failwee
will not endanger the ISS ot its crew. The need for such systems checks cartied out under

passively safe conditions was fittingly demonstrated during rthe X-Mir Inspection mission,
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when the navigation sensors were initially unable to acquire a reference attitude from the star

camera. In this example the X-Mir Inspector flight rules suspended any active manoeuvring

of the free-flyer in the absence of navigation data, leaving Inspector to safely drift away from

the Mir station.

The plan for the outward phase of the mission can be described by the position of the

three manoeuvres required to complete the desired trajectory, as shown in Figure 4-7 below.

For initial observation positions above the ISS, the transfer will take approximately 1 orbit to

complete, with observation points below the ISS, the free-flyer will remain on the EOS

transfer for an extra %2 orbit, in order to pass below the station.
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4,31 EOS Selection

The strategy to enable the EOS to cross the desired observation point for this phase
of the mission is to ttanslate the entire cllipse, of fixed setni-minor axis 4, and width ., along
the x-axis undl the rajectory passes over/under the desired co-ordinates. This movement of
the ellipse is achieved hy vatying the start point of the ellipse, denoted S, on the mission plan.
The possible range of the §, position is limited by the relative dimensions of the EOS so that
the ellipse can maintain safety clearance around the ISS. For the Inspector EOS semi-minor
axis and width of 200 and 100 m respectively, this gives an allowable position tor S, of 200 to
600 m along the positive x-axis, whist maintaining sufficicnt clearance to the station at all

times, as demonsteated in Figure 4-8 below.
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Figure 4-8  EOS Safety Clearance Over §, Range

This flexibility in the locadon of the S, point achieves full coverage by the BEOS of all
positions on the ISS. However, some of the exttemes of the station, such as the outside tip of
the main solax artays, ate close to the mits of coverage. For these critical ateas, the available
coverage of the EOS can be extended by reversing the direction of the out-of-plane motion of
the ellipse, so that the ellipsc is inclined to the tight as it passcs ahead of the station, tather
than to the left. This can be seen in Figure 4-9, which shows the limits of the coverage

provided by moving the §, point, and by reversing the inclination.
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Figure 4-9  EOS Coverage of ISS

The co-ordinates along the x-axis of the S, point required to reach a specific co-
ordinate on the ISS can be calculated using the geometry of the EOS to project the ellipse
over the desired goal point. The easiest way to achieve this is to first shift all the co-ordinates
by 2., (100 m) in the z-direction, to account for all possible goal co-ordinates on both sides
of the x-axis. Now that all the points lie on the +z side of the x-axis, the S, x co-ordinate can

be found by simply projecting the goal back across to the x-axis at the same angle as the EOS.

/2b. The

max

x co-ordinate where the projected line crosses the x axis is then equal to the S, position, as

illustrated in Figure 4-10.
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Figure 4-10  Calculation of the S, Point
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Numerically, from the diagram above, the §, x co-ordinate is given by the sum of the

goal z co-ordinate and the x distance required to project the goal to the x-axis, given by

2b
Eqn 4-11 S 2 = Xon + —(Zo!)s + Zmnx)

X

For the alternate inclination case, the co-ordinates must be shifted to the negative side of the

z-axis, and then projected back to the x-axis in the same manner, to give the S, co-ordinate as

Eqnd-12  §,=x, + ?—b(z

(‘R‘IHX

wax . Zpbs )

4.3.2 Retreat fram Docking

For the ISS Tnspector mission the nominal planned docking port is located on the end
of the Ruropean COF module at the front of the stadon, as described in section 3,1.2. "The
planned docking release uses a fixed velocity mechanical push-off from the docking port, to
provide Inspector with an initial downwards velocity of 0.05 ms” in the nepative y direction.
This initial velocity, combined with the position of the docking port below the V-bar, results

in a forward drifting ellipse, which over time safcly drifts abead of the ISS as shown in Figure
4-11.
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Figure 4-11  Free-flyer passive drift from Docking Release

Faor alternative free-flyer mounting positions on the ISS, the docking tclease strategy would
have to be revised to ensure the safety of the retreat from the station, Tn some cases the cntitc
LOS transfer and return plan may cven have to be changed, as the safety of these manoenvres

is highly dependenit on the start and return co-ordinates.
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The Inspector free-flyer is allowed to drift from the docking release while all its
systems are being checked-out and initialised. Once fully operational, the desired position for
the first active manoeuvte is at the lowest point {in the y-axis) of the natural retreat ellipse,
given as the 8, point. The timing for this manocuvzce can be calculated by noting that at this
position the frce-flyer velocity in the y direction is zero. Eqn 2-43 can then be solved for

¥(1) =0 to give the time to reach S, after docking release whete X, =0, as

Eqn 4-13 T, =otan™ (- y, [3ay,)

This will be approximately %2 of an orbit after release, though slightly less because of the initial

downward velocity.

4.3.3 Injection into required EOS

At the S$1 point, the initdal manoceuvres must be made to reach the start of the desited
EOS at S,. The x co-ordinate of S, has already been found in Section 4.3.1, and from the
fixed EOS parameters the y and z co-otdinates can be given as 0 and 100 1 respectively.
Forcing the z co-ordinate as 100 m at S, has the advantage that the full ellipse inclination will
be already set up by this point, ensuring passive safety is initiated as eatly as possible. The
velocities to reach S, can then be calculated using the targeted form of the CW equations,
given in Bqn 2-46. For this, the last vartable needed is the (tansfer time to be used for the
transfer from $, to S;. Since at S, the y-velocity is already zero, being the turning point of the
y-motion in the ellipse, and at §, the x-velocity will be zero as this is the start of the EOS
cllipsc, a transfer time of s otbit is used since this should result in an efficient ¥ ellipse,
making apptaptiate use of the previous and subsequent cllipse velocities without requiring a

full optimisation of the manoeuvte.

The second set of manoeuvres, at S,, must then initialise the free-flyer onto the
planned EOS to take it above/below the observation point. As the dimensions of the EQS
are fixed, this manoeuvre will be the same regardless of the actual position of S, or the
obsetvation point. 'L'he z-postton at S, should be equal to the tequited ellipse wideh, and so
the only out-of-plane manoeuvre is to remove any z-velocity. In-plane, any x-velocity at S,
must also be removed o ensure a non-drifting ellipse, and the only AV that need be calcuiated
is the required y-velocily. Due to the position of S, on the x-axis, the required initial y-velocity

can be easily calculated, as derived in Section 4.1.3, from

Eqn 4-14 Yo =Wh
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4.3.4 Forced motion o Observation Point

As Inspector on its EOS trajectory, approaches the position directly above ot below
the tatget abservation co-ordinates at S, the free-flyet velocity is removed to bring it to a
standstll at this point, and a forced motion approach is then used to move in the R-bar
direction to the observation point. This forced motion approach to the ISS is a standard
Inspector manoeuvte, as detailed in Chapter 3. The AV cost and time required for the
approach will depend on the distance to be maversed from $; on the TEOS to the observation
point, and on the final range to the station structure. As and example, a typical transfer of 150
m along the R-bar to a range of 20 m from the V-bar using a forced motion manoeuvre would

take approximately 1300 scconds and require a total AV of 0.8 ms™.

4.4 Return to Docking

The return from observation point back to docking is slightly diffetent from the
outward phase because the co-ordinates of starting position of the manoeuvre, the
observation point, are not fixed, whereas the target co-ordinates, the docking point, arc.
Thus, rather than a sequence of manocuvtes from a standard starting position to move the
EOS over the desited goal, there is a sequence of manoceuvtes [rom an arbitrary start point,
designed 1o get onto a fixed EOS that passes under the fixed goal co-ordinates. This phase
can also be described by a number of points whete manoeuvres must be performed to follow

the desired path, shown in Tigure 4-12.
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Figure 4-12 Return Phase Plan

The retreat from the observation point to the start of the return EOS at R, is made on
a drifting ellipse, sized to guarantee safe avoidance of the ISS in case the R, manoeuvre cannot
be made. Unfortunately this means that the position of R,, and hence the position of the final
EOS relative to the station and the docking port, is dependent on the observation point R,
The position of the EOS cannot then be controlled as with the outward phase, to pass under
the docking point. To overcome this limitation, the path of the ellipse can instead be
controlled by small alterations in the phasing between the in-plane ellipse and the out-of-plane
motion, allowing the docking target co-ordinates to be reached. The effect of this change in

the phasing is to effectively tilt the entire EOS ellipse about the x-axis. As the free-flyer will
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pass under the docking port at, or close to the lowest point of its ellipse, a relatively small

apgulat tlt in the EOS will have a relatively Jarge effect on the free-flyer path in the y-axis, as
shown in Figure 4-13. Since the docking position is tclatively closc to the origin of the frame
of reference, this allows the EOS to reach the target from a wide range of R, positions with a

minimum required phase change.
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Figure 4-13  The Effect of Small Phase Changes on the EOS

Despite the small phase changes required, there will nevertheless be an impact on the safety
clearance of the EQS in the y-z planc as the ellipse tilts, Fortunately, as shown in Figure 4-13,

for the limited change required it can still provide acceptable safety for the ISS.

4.4.4 Manoeuvee to Safe Retreat Position

Befote the first manocuvre can be made to retreat from the observation point
however, it must be checked that the standard retreat trajectory can he followed without
danger to the 188, 1f not an additional transter using potential functon guidance techniques
must be made to move to a safe retreat position before the EOS retreat manoeuvre can be
execuled. A safety envelope around the 1SS is therefore pte-calculated, to determine which

arcas around the station are unsafe for a single impulse retreat, as developed in section 3.2,3,

If an immediate retreat is not available, the easiest solution would be to use potential
function manoeuvting to reiurn to the initial observation position from the start of the
obsetvation phase. This position, chosen to be easily accessible from the first EOS, should
also be suitable for an impulse retreat. For missions whete excended manoeuvring has taken
place during the observation phase, for example due to well separated multiple observation
positions, it may be more efficient to move ditectly outside the retreat satety envelope., In this
case, the exit position is simply found as the closest point calculated to be outside the

envelope, with the transfer to this point performed with potential function manocuvring,
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Alternatively, specific safe retreat waypoints can be defined, for which unsafe retreat points in
the vicinity can transfer to non-standard trajectories, before retreating onto the EOS.

Examples of these three options for transfer to a safe retreat position are shown below in

Figure 4-14.

Retreat \
Safety -7
Envelope

Retreat to Predfined

\ Safe Point

Retreat to Initial \
Observation Point

Direct
Route

Figure 4-14  Transfer to a Safe Retreat Position Examples

4.4.2 Retreat from Observation Point

Once the safe retreat position R, is reached, manoeuvres may then be executed to
initialise the ellipse to retreat from the ISS. The drift ellipse retreat trajectory itself is designed
so that the ellipse semi-minor axis 4 is the same as that of the standard EOS at 200 m, but the
ellipse centre will drift along the x-axis at a displacement of 44 per orbit. This drift rate
ensures that the ISS will be outside the path of the ellipse by the end of the first orbit, thus
maintaining passive safety throughout the retreat manoeuvre. The required direction of the
ellipse drift is dependent on the sign of the y co-ordinate at R, since this value will also
establish the initial direction of the free-flyer motion on the ellipse. For positions above the
station, the retreat ellipse starts on the top half of the ellipse moving up and behind the ISS,
requiring an ellipse drift in the positive x-direction, i.e. behind the station as shown in Figure
4-15. Conversely, R, positions below the ISS require a drift velocity in the positive x-

direction.
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Figure 4-15  Drifting Ellipse Rewreat Trajectories

The velocities tequited to initialise the retreat cllipse can then be calculated by first setting the

drift velocity, ¥, = 45, in Bqn 4-1 to give the initial x-velocity as

Bqnd15 &, =-203b+oy, )

Eqn 4-4 can then be rearranged to give the initial y-velocity, as

Eqn 4-16 Ve za)\/(f;yﬁ0 + 2%, /(0)2 —b?

whete . is the y co-otdinate of the obscrvation point. As with other passively sale
trajeciories using cllipse drift, the trajectory will eventually traverse a complete orbit however,
and futther action must be taken 1o ensute the continued safety of the ISS,

In addition to the in-plane manocuvre to initiate the retreat ellipse, a small out-of-
plane AV is also performed at Ry to cnsure that at the next point R, the z co-ordinarc will be
zero, enabling the main inclination increase manocuvre. The magnitude of this AV can be
calculated using the targeted CW equation 2-46. However, until the complete manoeuvre has
lzeen calculated the exact timing of the R, point cannot be determined since it is the timing of

the R, manoeuvre that is uscd to control the EOS phasing.

4.4.3 EOS Transfer back to Docking Position

‘The final step in sctiing up the in-plane portion of the EQS required to pass under the
docking point is to remove the drift velocity of the retreat ellipse. To minimise the AV

requited, this manoeuvre takes place as the free flyer path crosses the x-axis at R, From Tign
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4.1, this gives X, =0 at R, requiting a AV along the x-axis, while the y-velocity is left
unchanged.

The manoeuvre at R,, once performed, cotapletes the construction of the in-plane
ellipse, leaving only the calculation of the out-of-plane motion tequited to synchronise the two
ellipses to pass under the docking point.  As previously mentioned, this synchtonisation js
conttolled through the correct timing of the Ry manoeuvre. To determine this timing, the fiest
step is to propagatc the in-plane ellipse from R, to find the time at which the trajectory passes
under the docking point, by solving the CW equation 2-39 for x = x,,,. This completely
defines the time at Ry, from which we can work baclk via the out-of-plane motion to find the

time at R, At R, z = 0 and the BOS inclination is sct to the fixed value ot 7, = 100 m. The

I
out-of-planc motion can therefore be propagated using Equation 2-42 from this point, to find
the time after R, that the z-position is equal to the docking target z co-ordinate, Tt must
however be ensured that the correct root is found when solving the CW equation for z = 2,4,
as the petindic z motion may also cross the goal co-ordinate at an earlier titne while the in-
plane motion is on a different patt of the ellipse. The z-solution is therefore only searched for
within 2 certain time cnvelope defined by the in-plahe motion of the BEOS, as shown in Figure

416,
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Figure 4-16  Solution of the Z Motion for R,

For inidal R, positions above the ISS this strategy requites a solution to z = 2y, within ¥} 1o
% otbits after Ry, or for Ry positons below the ISS within % to 1% orbits after Ry, since the
path must complete an additional 2 orbit around the station before passing under the tatpet.
Given the titne al R; {rom the in-plane calculations, and the time required by the ovt-of-plane
motion to reach R, from Ry, the time at R, can be obtained by subtracting the out-of-plane
duration (AT in Figure 4-16) from the in-plane R, time. With the time at R; known, the z axis
AV required at R,y to reach R, at z = 0 can then be detertined, completing the calculation.
The full sequence of calculadons required for this complex phase, is detailed below in Table

4-1.
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Calculation Type Position in Plan | Aim of Calculaton

AV: in-plane TR, Set up 200 m EOS with V_ — 4éd
. I K : ; Calculate time to cross x axis to get
Propagate path {in-plane) R, R, time at B,
AV: in-plane (x axis only) R, Remove cllipse drift
. , _— Calculate time o pass under
Propagaie path (in-plaoe) R, o R, docking tatget to get time at R,
AV: out-of-plane R, Sct EOS width to z_,

Calculate time within specified

Propagate path’ (out-of- L
pagate p ( R,to R, limnits after R, for z = 7, to got

plane}

1

time from R, to reach R,
Calculate time R, Subtract to get time at B,

R, Calculate initial z velocity required

AV: out-of-plane to reach R with 2 =0

"Solve within correct interval:  y(R)>0 then R, to R, limit ¥4 to % orbits

y(Ry)<0 then R, to R, limit % to 1% orbis

Table 4-1 Calculation Sequence for Return Trajectory

4.4.4 R-Bar Forced Motion Approach to Docking

The forced motion approach used to wransfer up from the FOS point below the
docking co-ordinates is another example of a standard Inspector approach manocuvie. In
compatison to the approach to the obsetvation peint, the main difference is that in docking
the free-flyet must manocuvte to the ISS structure itself, increasing the safety constraints at
the end of the transfer. During this approach however, the Inspector free-flyer will have
access to enhanced guidance and navigation sensors, used specifically far docking
manoeuvres, Alternatively the free-flyer may be berthed using the ISS - SSRMS robotc arm

rather than directly docking with the station, as discussed in Chapter 3.

4.5 EOS5 Manoeuvre Cost

Some of the range of possibilities for an BOS transfer and return from a single
obsetvation position ate demonstrated in the following examples, shown in Figure 4-17
below. These examples illustrate the use of the EOS swrategies to transfer between the
docking port situaied on the COX module, and observation points over a range of positions
hoth above and below the ISS structure.

90




S3
. 75
R - bar A !
approach to ’ {
observation \ S2} |
\ | \ ¥
X | \ iR - bar
\ | approach to
. \ 9 { observation
N = [
Sz = {
o
s Rz
St '
R - bar Rst
return to docklngi %\
i ¥ Y
Ko S
i S i/.z
Ra : »
- e z
(@) (b)
|
/ § L
S
— /
i =y
’ R Y
\ N r X
\ 4 b4 ¥
1 /
j ) /
/ {
/ Y
/ R ’)’ f
/ i / ¥
/ B i
! R bar / l {
f e | approagh to R - bar i ~
is. gi A f _°b5°“’a"'°" \ approach to { ) i 7S
5 ,""_"." ) | | \  observation
\, _R_2, o I {r \\ A <
o / Ra W\ | 3
T S5 > \ bR i
>L X i ireturn to docking
X b : H
83l "~ IR

© (d)
Figure 4-17  Ellipse of Safety Examples

The costs of these missions, both in terms of the total time taken and the AV required for

each stage of the manoeuvre, are detailed in Table 4-2



Examplc (a) b) {© ()

Start/End Co-ordinates | 10.0,-60,100 | 100,-60,100 | 10.0,-60,100 | 100,-6.0,10.0
Ohbservation Co-ords 60,100,150 | -360,50,00 | -160 ~180,200 | 00,-7.0,350

Total Transfer Time (s} 11,969 12,187 16,777 16,818

S, AV (ms™) 0.1566 0.1144 T 01042 02111

S, AV (ms™) 0.4809 0.4385 0.4989 0.4831

b%fiz f(::z;)d(;’;ntgi) 0.4660 0.4700 0.4628 0.4475

R, AV (ms™) 0.2137 0.2123 02226 02209

R, AV (ms™) 0.0897 0.1140 0.0521 0.0416

R,AV (ms™) |  oo484 0.0484 0.0484 0.0484

bReﬂf (‘f:\g E((‘;‘::Zl (Ifoﬁgg) 0.4196 0.4118 0.4261 (4239

Total Transfer AV (ms) 1.8749 1.8594 1.8151 18765

Table 4-2 EOS Costs

The interesting result is that although the transfer time taken varies considerably
between obscervation points above and below the station, the total AV for the manoeuvres is
relatively constant throughout. This is due to the fixed EQS dimensions used, requiting
similat velocities to initialise the EOS trajectories regardless of the target position, The
incteased transfer titme for observation co-ordinates below the ESS comes {tom the additional
time spent on the EOS trajectoty to transfer under the station duting the approach, and the
additional transfer above the station duting the return to docking. ‘T'he cost of the forced
motion approach manoeuvres will also have a significant effect on the total cost of the
mission. Due to the fixed cllipse size, this cost will however be mainly dependent on the
range of the desired obsetvation co-ordinates from the x-z planc, and hence the distance
travelled using forced motion. However, this will be balanced by the incteased station-

keeping cost of an observation position further from the V-bar.
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CHAPTER 5: POTENTIAL FIELDS

T'or the 1S8-Inspector mission, the project leaders Astrium would like to enhance the
inspection capabilities of the Inspector Free-Flyer by providing the ability to manoeuvre
between different observation points while close to the space station. ‘This capability would
allow multiple observation points to be planned to inspect one targel from mualtiple
viewpoints, of multiple inspection tatgets to be prouped together in a single mission. To
enable manoccuvring during the inspection phase a guidance strategy is therefore needed to
satisfy the constraints of path finding and obstacle avoidance, and ensure the safety of

trajectories close to the 1SS structure.

Previous work at the Department of Aerospace Fingineeting at the University of
Glasgow, under a European Space Agency contract, demonstrated the use of potential
funcdons for real-time control and obstacle avoidance of the Dutopean ATV during an
autonomous approach to the ISS {4]. This work dealt mainly with the autonomous avoidance
of a small number of discrete obstacles, such othet free-flyers of co-otbiting satellites,
throughout the ATV approach from enteting the Approach Ellipsoid at 4k up to the edge of
the Keep Qut Sphere at 200m and through the docking approach conc (o the 1SS, For these
tasks the potential function technique proved successful in attaining tarpet co-ordinates and
safcly avoiding both stationary and mobile obstacles undet a full non-linear simulation of the
A'1V. For the Inspector vebicle however, the potential function method used for the ATV is
unsuitable for guidance at close range to the ISS. This is due to the problems associated with
the creation of local minima in the global potential ficld, as desctibed n section 1.2.4, which
occur frequently when trylng to represent a complex non-convex obstacle such as the ISS

using analytical potentials,

An overall review of the field of path planning was given in chapter 1, but i this
chaptct, two specific artificial potential field methods will be developed for usc in the off-line
path planning of manoeuavres within 2 conttol volume close to the 185, This control volumme is
defined a5 4 manoeuvring space containing start and goal points and the obstacle
configuration in the volume, which provides a finite space within which to calcalate the
potential fields, whilst alsc constraining manoeuvres to within this volume. These potential
fields provide the basis for the path planning of the Inspector T'ree-Tlyer during the
observation phase. The use of the potential field for detailed trajectory planning and real-time

guidance will be fully developed in Chaptet 6.
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5.1 The Laplace Artificial Potential

The first potential field method that will be developed for the close manoeuvring of
the Inspector Free-Flyer utilises a discrete potential ficld based on the Laplace functien. The
Taplace equation and other harmonic functions have been the subject of development for
path finding in 2 number of papers since they circumvent the local-minima problem that
affects many other techniques. Typically the methods developed either satisfy the T.aplace
equaton through the use of a fluid flow representation [66] with a combination of Laplacian
potential function clements such as sources and sinks (as described previously), ot alternatively
by applying a discrete form of the Laplace cquation to a discrete representation of the obstacle
configuration space [59] [63]. An altcrnative approach has also been developed to use
hatmonic functions based on the Laplace equation in a panel method, similat to that used in
the numerical calculation of the flow over an airfoil, to tepresent obstacles of an arbitrary

shape [68].

For the Inspector path finder, a discrete approach to satisfying the Laplace equation
was chosen for easy application (o sets of large complex obstacles such as the ISS. While the
fluid flow representation has the advantage of a lack of pre-processing, the problems
associated with representing the ISS structure as a combinaton of flow elements precludes its
use for Inspectot path finding. Sitnilarly, representation of the ISS by the panel method while
possible (the graphical representation shown in Chapter 3 is also comprised solely of flat
panels), is limited by the latge number of panels required which would be prohibitive from a
global storage and calculation perspective. A discrete representation of the obstacles in the
control space also has the advantage of being available fot use by other mission planning
eletnents such as collision safety checking and radio link inter{erence calculatons, as discussed

inn Chaptet 3.

511 The Laplace Equation

Taplace’s diffcrential equation is impottant in a wide field of research areas because
the final steady-state of many physical phenomena can be expressed by a solution to this
equation. For esample, the solution can used to tepresent many different potential fields,
from electrostaric and magnetic potentials, t temperature, gravitational, and velocity
potentials. Laplace’s equation itself, states that for a steady state solation the second

derivative of the potential must equal zero over the conirol volume.
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This can he written as

: ’¢ 3¢ o7
Egn 5-1 Vg = Zj—k er f:O
ox* dy* 0Oz
If Eqn 5-1 is satisfied, then the potential @1s harmonic over the control space, and can have
no local minima in the potential. This can be proved analytically, however for the purposes of
this discussion it can also be demonstrated by looking at the definiton of a minimum

potential point, shown in Figure 5-1.
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Figure 5-1 A Potential Minimum

Any potential minimum point must by definition have a zero potential gradient, and both 2
positive potential gradient on one side and a negative gradient on the other, as shown above.
This changing gradient can then only be possible if the sccond detivattve is non-zero, which
violates the Laplace equation. So, for Eqn 5-1 to be satisfied there must be no local minima in

the control volute.

Fot path finding, we apply Laplace’s equation to a potential field over the control
volumme, which containg both the statt and goal positions. If an artificial low potential is
introduced at the goal point before the Laplace equation is applied to the contral vohime, the
resulting poteatial ficld will then have a single minimum located at the goal point. This
guarantees that a path will be found from any position in the control volume to the goal, if a
path is possible. A enntinuous potential field can then be obtained from the discrete results

by interpolating between the calculated nodal potentials.

95




5.1.2 Discretising the Laplace Equation

For obstacle structures as complex and changeable as the ISS, it is not feasible to
globally solve the T.aplace equation by analytical methods. The contral volume sutrounding
the manoeuvre starr and goal points is therefore divided into a discrete mesh, upon which the
obstacle boundary points can be defined, before 2 discrete form of the Laplace equation is
applied iteratively to the potential mesh. The Laplace differential equation Eqn 5-1 can be

replaced by a difference equation, given by

(¢i+l.],k -¢i.j.k _ ¢c’,j.k _¢|'-l,j,k
Eqn 59 + (¢!,j+].k _¢i,j.k _ ¢i,j.k o ¢£.j—1,k
L Av.Ay Ay.Ay
" (¢f.j,k—l -¢i.;'.k ¢i.j.k “¢f.;,k-1 -0
Az Az Az.Az7

where @, is the Laplace potential at node (Z74&), and Ax, Ay, Az ate the step sizes between
mwesh paints in cach ditection. If the mesh is equally spaced, that is, the step sizes ate equal in

each direction, then Hgn 5-2 can be simplified to give

Pijre TPiajn TOijuig T @i jurp T O T80

Eqn 5-3
- 6¢i.j.k =0

or

Eqn 5-4 ¢1,j,k = ;'(.@i-u,j,k +0., ge T ¢i.j+l & +¢r’.j—l &t f');',j,.ul + ‘?’";‘,j.k—l }

At the start of the calculation, the initial potendal at each node is set to a value of 1, and the
potential at the specified goal point is set to 0. The value of the potential at any node in the
mesh that is defined as eithet an obstacle node, an edge node, or the goal node is then fixed so
that thesc porentials will remain at the highest value of 1 (or at 0 in the case of the goal)
throughout the calculation of the Laplace potential field. The Laplace equation is then solved
over the free-space nodes by iteratvely applying Eqn 5-4 0 each node. The use of au inittal
potential value of 1 at all nodes means that as the iterations proggess, the lower potential value
at the goal gradually propagates out around the surrounding obstacles, as show in Figure 5-2,

while ensuring that no local minima are formed.
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Figure 5-2  The Laplace Potential Field

The use of equal step sizes in the control volume mesh is not absolutely necessary for
the formulation of the discrete Laplace equation shown above or for other discrete potential
fields for that matter. For example, many discrete path finders use a ‘quadtree’ approach to
add extra nodes, and hence extra detail, to complex areas while reducing the number of nodes
used to represent large obstacle free areas to reduce storage and calculation requirements [94].
However, many quadtree implementations lose significant intermediate nodes between
obstacles and the control volume boundaries, which may result in reduced safety clearances
from obstacles. Discrete grids with randomly positioned nodes have also been proposed,
mainly as a solution in path finders that step directly between nodes, to reduce the negative
effects of being limited to traversing in axial and diagonal directions. In our case, the use of
equally spaced nodes simplifies the formulation and application of the Laplace equation, while
ensuting a minimum available detail both at obstacles and in the intermediate space. And
since the path finder is not to be constrained to stepping between nodes, there is little

advantage to be gained from randomisation.

One problem that can affect the iterative calculation of the Laplace potential is the
difficulty of propagating through small gaps between obstacles. Given a gap between
obstacles that only has one free node between fixed boundary nodes on either side, it becomes
hard for a low potential area on one side of the gap to propagate to the other side of the
obstacles. This comes about from the formulation of the discrete Laplace potential function,

which calculates each potential as an average of the surrounding potentials. If 2 number of

97



these surrounding potentials are fixed at a value of 1, then it will take 2 much larger number of
iterations for a single low potential on one side to significantly propagate across this point.
Fortunately this problem mainly affects the two dimensional case since 2 of a possible 4
surrounding potential nodes may be fixed at 1. In three-dimensions, it is highly unlikely that
more than 2 out of a possible 6 would be boundaries, and low potentials are more likely to be

able to propagate around the problem area.

5.1.3 Example Paths through the Laplace Potential Field

With the Laplace potential calculated at each node, a path can then be found by
following the path of steepest descent through the potential to reach the goal. The two
examples in Figure 5-3 show paths found using a Laplace potential field over a 2-dimensional
control space. Figure 5-3(a) demonstrates the ability of the Laplace potential to find paths
around concave obstacles that would produce potential minima in other methods, and Figure
5-3(b) shows a potential field used to find paths to the goal point from a range of starting
positions in the control volume. Four examples of 3-dimensional paths found using the
Laplace potential are also shown in Figure 5-4. Figure 5-4(a) & (b) show paths generated
around and along the surface of two elements of the ISS structure, the COF module and a
solar array respectively. While Figure 5-4(c) & (d) demonstrate the path finder’s ability to
travel between obstacles to reach the goal, if necessary for the mission. The examples shown
in Figure 5-4 also illustrate the control volume and discrete obstacle representation used to

determine the Laplace potential field by the obstacle nodes.
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Figure 5-3  Example 2D Laplace Paths
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Figure 5-4  Example 3D Paths around the ISS
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(d)
Figure 5-4  Example 3D Paths around the ISS
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All of these examples show the characteristic of the Laplace potential to produce paths that
maintain an optimum safety clearance between the path and the surrounding obstacles at all
times. The effects of a small change in path co-ordinates on the final path are illustrated in
Figure 5-5, showing the alternative paths available in a complex obstacle environment such as

the ISS, giving a range of options for a safe path to the goal while avoiding the main truss

structure.
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Figure 5-5  Path Variations from Small Changes in Coordinates
5.14 Merits of the Method

The main advantages of the discrete Laplace equation method are in the ease of
formulation and calculation of the potential, giving a potential field with one single minimum
guaranteed at the goal point. For free-flyer manoeuvring and safety, the Laplace potential
provides smooth continuous control throughout the control volume, and produces paths with
good clearance from obstacles while being constrained within the defined volume. Unlike
some potential function methods where obstacle potentials must be designed to quickly fade
outside the obstacle boundary to avoid undesirable effects on the global potential, the
influence of obstacles in the Laplace potential field extends far from their actual boundaries.
This gives a global potential field that can recognise the presence of obstacles from a distance,
and plan paths to avoid them from an early stage, rather than travelling directly toward a
hazard and then skirting around its boundaries as can happen with other potential fields.
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Another aspect of this behaviour is that paths starting from positions close to obstacles will
tend to move safely away from the obstacle while finding a path to the goal instead of
remaining close to the hazard. These behaviours can both be seen in Figure 5-6, which shows
a contour plot of the two dimensional potential field generated around an adversely orientated
concave obstacle. Path A demonstrates the ability of the Laplace path finder to recognise the
presence of the obstacle and flow a path to avoid it from the start of the manoeuvre.
Similarly, Path B shows how a path starting effectively inside a concave obstacle can move
away from the obstacle walls into safe free-space before proceeding towards the goal. It is
these behaviours which ensure good safety clearance of paths found using Laplace potential
fields that make the method well suited to path finding for the safety critical ISS-Inspector

Free-Flyer mission.

N\ potential
contours
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Figure 5-6  Safe Path Finding Behaviours

As we have already seen, the Laplace potential can be easily extended to 2 and 3
dimensions, and in fact the formulation of the Laplace equation makes it easy to extend to
higher dimensions. For a discrete solution however, extension even to 4 dimensions becomes
quickly limited by both the storage requirements for the potential mesh, and the calculation
time required. As an example, in the case of the Inspector path finder a three-dimensional
mesh size of 50x50x50 nodes is used, giving a storage requirement of 1,000,000 bytes (for 8
byte double variables) just for the potential values, and additional storage is required to define
the obstacle boundaries. So implementing a fourth ‘time’ dimension, even with a low
resolution of 100 seconds, would require a huge 36 Mb of memory to represent a time span of
one hour. For such a large number of nodes, the computational time required to iteratively

apply the Laplace equation also becomes a significant limitation on the usable mesh size.
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Though this limits the use of a time dimension to represent a rapidly changing obstacle
configuration, it is possible to represent a set of slowly moving obstacles with a relatively small
number of points along the time axis by defining the position of an obstacle in each time step
by the total volume covered during this interval. For example, the changing orientation of the
main ISS solar arrays, which rotate through 360° during each orbit, could be represented by
four intervals in the time axis each describing the space occupied by the panels in a ' orbit, as
shown in Figure 5-7. Combined with a real-time path finder or guidance algorithm, this can
be used to permit the Inspector Free-Flyer to follow paths over the solar panels while

autonomously avoiding collisions with these rotating obstacles.

swepl out obstacle
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Figure 5-7 A Discrete Time Representation of the Solar Array Configuration

Other than the rotating ISS elements, moving obstacles in the vicinity of the ISS structure,
such as other free-flying vehicles or astronauts, are unsuitable for representation in this
manner since their motion is unlikely to be known at the Inspector mission planning stage. In
any case, the representation of free-flyer motion would be seriously limited by the available

time scale.

As demonstrated by the previous discussion, the main disadvantages of the discrete
Laplace potential method are in the computational calculation time and storage requirements
of the potential field. The computational iteration requirements are partly reduced by using
double precision values for storage and calculation of the nodal potential values, since the
extra accuracy obtained permits small potential gradients to propagate through the potential
field more quickly. This increased calculation speed is offset however by the increased storage
requirements for double’s over standard single precision floating point variables, typically 8
bytes compared to 4 bytes for floats. For a fixed 50x50X%50 potential mesh this is not
problematic, however for larger mesh sizes such as for a four dimensional mesh, float
variables may be used to reduce mesh storage requirements at the cost of an increased number
of iterations to calculate the potential field. One further disadvantage is that though a
calculated potential field can be used to find a path from any position in the control volume to

the goal, it is only valid for a fixed goal position, and in the case of a three dimensional mesh,
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for a fixed ohstacle configuraton. Any change in the goal or obstacles therefore requires a

complete recaleulation of the potential field.

Fottunately, for mission planning opetations at 1SS ground stations, computational
power will be readily available, reducing many of the inherent Laplace potential disadvantages.
This, along with the use of fixed mesh dimensions, scaled to the control volume around the
start and goal points, reduces potential field calculation times to the point whetre complete
recalculations of the potential are executed in semi-real ime. For example, for a PC based on
a Penlium 166 MHz processor, calculation time of the Laplace potential field for the
50%50x50 mesh is of the order of 1 sec, while for a Celeron 500 MI 1z based PC this is
reduced to approximately (). 1 sec. Given these baselines, even the laptop based control
station onboard the ISS would have sufficient processing power to recalculate Laplace

potential fields if required.

5,15 Specification of Obstacle Boundary Array

A critical part of the calculation of any discrete potential field is the definition of a
boundary atray to describe the potential nodes that tepresent obstacle points. “Lhis boundaty
definition must, as previously delermined, be easily modified and updated to 1ake account of
changing ISS obstacle configurations, and specifically must also support angular updates to
take account of rotating, Sun otientated components. To simplify this process, a system of
funclions has been developed allowing standard shapes such as Cylinders, Spheres, Cuboids,
and Panels to be easily added to the boundary mesh. Each of these functions cortespond the
functions used to praphically draw the ISS modules and elements in the Inspector Camera
Simulation discussed in section 3.3. For cxample, for a cylindrical §SS element such as the
COF module drawn in the graphical moddl, a cortespanding clement can be added to the ISS
boundary mesh by calling the houndary Cylinder function with the same dimensions and
position. The applied function then attempts to define the best representation of the required
shape, by assigning specific nodes in the boundaty mesh as obstacle nodes, subject to a
specified representation type. For example, in two dimensions a citcle would be defined on
the boundary mesh as shown in Fipure 5-8, either by the most conservative ‘safe’ method of
assigning, the set of boundarty nodes required to completely enclose the citcle, ot by assigning a

‘best {it” set of nodes that most closely represents the circle shape.
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Figure 5-8  The Boundary Definition of a Circle

The use of such a set of functions allows the obstacle boundary mesh used to calculate
the potential field to be specifically tied to the graphical model of the ISS, through the use of

comparable model data files, ensuring compatibility between the complimentary models.

5.2 The Wave-Front Cost Method

The second path finding method developed for the ISS-Inspector mission planner
makes use of a wave-front algorithm as an alternative to the discrete Laplace equation, to
generate a cost field instead of a potential field. The method used is essentially a development
of a simple distance transform algorithm rather than an actual potential field, where each node
is assigned a cost based on the shortest calculated distance to the node from the goal point.
The ‘wave-front’ name comes from the nodal cost calculation method which determines the
shortest distance or cost at each node by propagating an expanding wave-front of minimum
cost points from the goal node [94]. This distance transform wave-front is actually an
application of the simplest case of another method, the A* algorithm discussed in section
1.2.6, and works similarly to other methods of this type, by assigning nodes a cost based on

the lowest distance to get to each point from the start point.

The A* search uses a heuristic estimate of the remaining distance to reach the goal to
optimise the search through the nodes towards the goal. Unfortunately, the directed search
that makes the A* algorithm efficient in searching for a single optimum path in a discrete
world, also makes it unsuitable for planning arbitrary safe paths to the goal point in a
continuous volume. For the Inspector Free-Flyer, path planning and navigation requires that
a potential field be able to provide guidance toward the goal from any position in the control

volume, not just along the best route from its initial position. The distance transform method
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developed is an instance of the A* algorithm where the cost estimate is equal to zero at all
points. As a result the search is therefore undirected and will extend over the entire discrete
mesh of nodes. Furthermore, by propagating the wave-front from the goal point outwards,
rather than from the start toward the goal as usually the case in an A* search, the cost field
obtained will have a single minimum point at the goal, allowing it to be used in the same way
as the Laplace potential field. Finally, though the use of fixed mesh step sizes actually has
little effect on the calculation of the cost field, many of the same arguments as for the discrete
Laplace potential may be applied, such as the preservation of detail between boundaries. So a
fixed step size will also be used for the wave-front cost method, providing the added
advantages of ensuring compatibility with the previously developed obstacle boundary array,

and with subsequent potential function guidance techniques.

5.2.1 The Wave-Front Algorithm

The operation of the wave-front cost algorithm is in fact relatively simple, and relies
on maintaining a list of the current nodes in the wave-front as it expands from the goal point.
Initial cost values, as with the Laplace potential are assigned the maximum allowable cost,
although in this case the cost range is not known prior to calculation so the maximum cost
must be given by a predefined limit. The goal point is assigned a cost of zero, and added to
the wave-front list as the initial node. The wave-front is then allowed to expand by checking
the adjacent nodes of each node in the current wave-front list, as shown in Figure 5-9. A new
cost for each adjacent node is calculated as the cost at the previous node, plus the distance or
cost to move from there to the new node. If the new cost is lower than the existing cost at
the new node, then its cost value is updated and the node is added to the wave-front list.

Otherwise it is left unchanged.
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Figure 5-9  Expanding the Wave-Front
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Once all the adjacent nodes from a single node on the wave-front list have been checked and
updated, this original node is then removed from the current list, allowing the wave-front to
expand through the new nodes. The final result once the wave-front has expanded over the
complete control volume is a cost field containing the cost to travel to each node from the
goal, as shown in Figure 5-10. A path can then be found from any point to the goal by simply

descending through the cost field in a similar way to descending through a potential field.
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Figure 5-10 'The Calculated Cost Field

5.2.2 The Step Cost Function

The key to the successful use of the wave-front method for free-flyer path planning,
comes from the formulation of the cost function used during the wave-front expansion to
calculate the additional cost of travelling from one node to another. During the expansion,
from each node »w on the wave-front list, the cost ¢(#) at each adjacent node 7 is given by the

formula

Eqn 5-5 c(n)=c(w)+ f(n,w)

where f{nw) is the cost of transferring from » to ». Since the wave-front is expanded outwards
from the goal node to the start, the direction of the required movement cost is from the new
node # to the previous node #, since this is the direction the path will follow from the start to
the goal. In the case of a simple distance travelled cost this will make no difference, however

it should not be assumed that movement costs are always reversible.

The simplest example of a transfer cost function is given by the direct distance
between the two nodes. This reduces the cost field to a simple distance transform field of the
shortest distance to the goal from each node, similar to that shown in Figure 5-10. In
common with other minimum distance algorithms this has the disadvantage of finding paths
that pass close to obstacles rather than favouring safer open space. Fortunately, with the

wave-front method this can be easily solved by adding to the cost function an additional cost
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based on the current proximity to the nearest obstacle. For example, the cost function can be

modified to give

D
Eqn 5-6 f(n,w)=(w—n)+ D"
r,.

where 7, is the range to the closest obstacle node from node #, and D,, D, are constants used
to shape the influence of the obstacle distance term. D, controls the magnitude of the
obstacle distance component, while D, determines the extent of its influence. Through careful
choice of these constants, the cost potential can in fact be shaped to closely imitate the
behaviour of the Laplace potential field in finding smooth safe paths around obstacles, as

shown in Figure 5-11.
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Figure 5-11  Obstacle Distance Component Influence

The uneven path that is shown by the pure distance transform result (D, , D, = 0, 2) is the
result of the path attempting to travel directly along the cell boundaries between two nodes,
and reacting to the small discontinuities in the interpolated cost gradient on either side of the

boundary. For a smoothly calculated cost or potential field, this is not a problem.

So, with a distance transform and an obstacle range cost the wave-front cost field
displays all the main characteristics of the Laplace potential field, and can therefore be used as
a direct alternative for path planning. Ensuring the formation of only one global minimum in
the cost field and avoiding the formation of any local minima, is performed in a similar
manner to the calculation of the discrete Laplace potential, by initialising all nodal costs to an
arbitrarily high value that is considered a maximum cost by the algorithm, setting the goal
node cost to zero, and fixing the values of nodes that contain obstacles or the goal during

calculations. Provided the combined cost function is always positive, i.e. f{n») > 0 for all
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nodes 7w belonging to the control volume, the low cost wave will spread out from the goal
point with monotonically increasing cost values, precluding the formation of any future
minima. The flexibility of the transfer cost function means that the cost field can be enhanced
to incorporate many more mission characteristics than the simple Laplace potential. For
example, an additional cost can be added based on the availability of radio TM/TC and Video
links at each node. Similarly a cost can also be incorporated to represent the calculated risk of
travelling between nodes not just in terms of the proximity to obstacles described above, but
also calculated from the free-drift characteristics of the free-flyer. The addition of such costs
allows the cost field to be shaped to favour paths away from undesirable areas of the control

volume in terms of any desired mission parameters

5.2.3 Example Paths through the Cost Field

In general, the paths found by following the route of steepest descent through the
wave-front cost field are similar to the Laplace results. The main deviations are where the cost
function has been changed to avoid particular areas. One example of this, shown in Figure
5-12, demonstrates the use of an increased obstacle proximity cost to avoid passage between

two relatively close obstacles.
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Figure 5-12 Wave-Front Path Shaping

As can be seen in the figure however, the proximity cost weighing must be dramatically

increased before the resultant path will take the extended route around both the obstacles.
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5.2.4 Merits of the Method

The primary advantage of the wave-front cost method over the Laplace potential field
is in the flexibility of the cost function, and its ability to integrate weightings based on real
mission parameters, other than the obstacle configuration, into the cost field. In addition, Jike
the Laplace potential the wave-front method guarantees the formation of a single minimum in
the cost field, as described above, calculated over the entite control volume to cosure path
guidance toward the goal point from any position in the control volume. Also, by the addition
of an obstacle proximity cost, the methad can be adapted to favour safer open volutnes in a

more controllable manner to the Laplace potendal.

As was the case for Laplace potential fields, the main disadvantage of the wave-front
cost method is in the calculation time and storage requitements of the cost ficld and the need
for recalculation of the field for a change in the obstacle configuration or goal point. A
significant percentage of the calculation time of the wave-front is requited to determine the
range from any node to the closest obstacle. This eletment can be enhanced by pre-calculating
the obstacle proximity values for each node, which has the further advantage of greatly
speeding a cost field recalculation if required. Nevertheless, the calculation time fot the wave-
front is in general preater than for the Laplace potential field, especially with the addition of
extra mission elements to the cost function. For this reason, along with the additional setup
of distance and cost variables required to optimise the wave cost field to find the best paths
for the Inspector vebicle, the Laplace potendal field was selected as the default choice for

Inspector path planning,
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CHAPTER 6: POTENTIAL FUNCTION GUIDANCE

6.1 Introduction

With the development of potential and cost fields in Chapter 3, which allow paths to
be found between any two points around the ISS, the next step is to investigate guidance
rechniques that can use these potential fields ta manoceuvte the Inspector Free-Flyer to the
eoal in as safe and efficient a manner as possible. Throughout this chapter the techniques and
methods developed will be referred to as acting on. potential fields and potential gradients.
Howevet, all these methods are equally applicable to cost fields calculated with the wave-front
method. The possible differences in applying the guidance methods developed to different

classes of potential or cost fields will also be discussed later in the chapter.

In ordet to develop a guidance strategy for the ISS Inspector certain assumptdons
about the Inspector vehicle capabilities must fitst be made. Tirstly it is assumed, as discussed
in previous chapters, that the relatively small magnitude AV changes required to manoeuvre

the free-flyer compared with relatively high thrust levels available, allow AV manoeuvres to be
considered as impulse changes in velocity, of negligible duration and infinite acceleration
[100]. In addition, it is also assumed that the Inspector Free-Tlyer is able to provide these AV
itnpulses in any ditection, itrespective of the vehicle attitude. This allows the attitude control
problem to be removed from curtent guidance considerations. In practice this is a reasonable
assumption due to the design of the Inspector vebicle, which provides an array of thrusters,

aligned around the vehicle in each axial dircetion.

The goal is therefote to develop a guidance strategy to take the available navigation
information at aity position in the control volume, and produce AV requirements to be linked
to the vehicke reaction cantrol system to guide the free-flyer to the goal. For the final
Inspector vehicle, the control hardware required for the low-level execution of control will be
integrated onboatd the free-flyer. This can increase reliability by allowing highet level
guidance commands to be cartied out autonomously by Inspector rathet than relying on
external control software located in the MCS onbaard the ISS or on the ground.
Nevertheless, it should not be assumed that requested AV manocuvres will be carried out
precisely as required by the Inspector control systems, due to unavoidable thruster errots.
Simdlarly it should be expected that the navigation system will only be able to supply the

relative position of velocity of Inspector. to a vatying degree of accuracy, as any navigation
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system will be inherently subject to noise and error bias in its measurements. Any guidance
techpique must therefore be able to accommodate these inaccuracies and restrictions while

maintaining the safety of the resulting trajectory.

6.2 TPath of Steepest Descent

The basic method of finding a path through a potential ficld, as used to produce the
example results in Chapter 5, s to simply follow the path of steepest descent through the
potential without considering the othital dynamics of the problem. This path can be found by
caleulating the potental gradient and then making incremental steps in the directon of the
negatve gradient until the goal is reached. Despite the lack of reference to the orbital
dynamics of the problem, the dynamics can still be applied at a later stage in order to follow

the steepest descent path to the goal.

For any continuous path finder or guidance technique using discrete potential fields,
the first step that must be taken is to interpolate between the available discrete potential values
at the nodes of the grid, to obtain both the potential and potential gradient at any position

within the control volume.

6.2.1 Potential Field Interpolation

Interpolation of the discrete potendal values to approximate a continuous potential
field is achieved by linearly intetpolating the nodal potentials of the mesh cell sutrounding the
required position, The mesh cell is defined by the volume of discretised space in the control
volume as represented by the potential mesh, within which the tequited point tesides, This
can be found by simply rounding down the current co-ordinates to the closest lower mesh
node to get the cell coordinates. Given the curtent cell (77, the potential at a given co-
ordinate in two dimensions can then be calculated by applying a bi-linear interpolation

formula [135], given by

OCx,y)i; = @, (i+1=x)(j+1-y)
+ Py, (3D HT=y)
+ Py G+H1=x)y— )
Py =Dy =)

Eqn 6-1

This effectively performs a combination of linear interpolations in each axis to give the
resultant potential al the desired point, as shown in Figure 6-1.
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Figure 6-1  Bi-linear Interpolation

Bi-linear interpolation can then be extended to three dimensions, giving a tri-lincar

interpolation formula. The potential at co-ordinates (x),5) in cell (444) are given hy

B, ¥.2) 1,0 = G0 (A1) +H1= 3k +1-2)
+ Py g A=A L= Y)Yk +1-2)
+ @ g 1= My~ )k +1-2)
+ G i X=Xy — Ik +HI=2)

Eqn 6-2
T @i g A=)+ 1=y Nz —k)
+ i jan (X =D A=)z —k)
T @ e 1=y~ Nz k)
+ B g XY — jNz—k)
6.2.2 Gradient Extraciion

For potential field guidance it is the potential gradient that is important to finding a
path o the goal. Unformnately, the discrcte potential ficld only contains values for the
potential at each node, not the gradient, which must be consitucted frotn this Jimitee
information. The primary method of doing this is to take the bi-lincar or tri-linear method
used to interpolate potential, and then differentiate Egn 6-1 or Eqn 6-2 in each axis to give the
potential gradient components in the axial directions |136f. For three dimensions, partal

differentials of BEqn 6 2 gives the potential gradient along the (x3,7) axes as
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This gives 1 continuous value for the gradient available throughout the control

volume, which can be used to find a path to the goal. However, since the potential

interpolation function was 4 lincar function of x,y,z, the differeatiated gradient function is

then only a constant function along each axis. The second derivative of the potential function
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is therefore undefined in the control volume, leading to possible discontinuities in the gradient
at cell boundaries. This means that while the calculated potential gradient is continuous over
the control volume, the derivative of this gradient will not be, and there are likely to be
distinct changes in gradient values between adjacent cells. This can be clearly seen in one of
the two dimensional examples used to demonstrate Laplace potential path finding in Chapter
5, repeated in Figure 6-2. As the path crosses over the boundary between two cells, the
direction of the path, given by the potential gradient at that point experiences a small but
distinct change in direction, showing that the interpolated potential gradient field is not

smooth at these points.

Figure 6-2  Path Direction Discontinuities

In order to provide the extra data required to satisfy the second detivative constraint
and a smooth path, additional points must be used in calculating the potential gradient. This
could be achieved globally for the potential field by using a higher order interpolation formula
such as bi-cubic interpolation. However since extra accuracy is unnecessary for potential field
values, the easiest way to achieve this for the potential gradient case is to introduce a pre-
interpolation step that uses the surrounding nodes to the current cell to approximate the
potential gradient at each node of the cell. The gradients can then be interpolated directly
from these cell node gradients rather than trying to interpolate via the potential values, giving
the equivalent of a cubic interpolation of the potential values. The gradient values at the cell
nodes are calculated by a simple one dimensional linear approximation from the nodes on

cither side of the node in question, as shown in Figure 6-3.
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Figure 6-3  The Calculation of Nodal Gradients

A bi-linear or tri-linear interpolation as given in Eqn 6-1 and Eqn 6-2 respectively can
then be applied to the gradients. Then, since the nodal gradients are calculated from the nodal
potentials outside each specific cell, the gradient transition between cells will now be
smoother. For three-dimensional potential functions such as those used for manoeuvring
about the ISS, the advantages of using the enhanced gradient interpolation are not so
pronounced as for the two dimensional example shown in Figure 6-2, since the larger number
of available mesh nodes give a smoother representation of the potential field. The difference
in the steepest descent path found can still be observed however, as shown in Figure 6-4,

when a simple distance transform wave-front is used.
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Figure 6-4  Path Differences due to Increased Interpolation Accuracy
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6.2.3 Following Path of Steepest Descent

Given interpolated potential gradienits, the path of steepest descent to the goal can
then be found by itetatively applying a path equation, given below, to step toward the goal
until the goal is reached |47}

Egn 6-6 Pla+1)= E(I’I)“I"APE

Vel
whete P(n) is the path position, Ap is the step size, and V¥ is the potential gradient vector,

given in component form by

a¢, d¢ . dg
Eqo 6-7 Vop=——i+—J+—k
4 ? dx~ dy d dz
Provided the step size is sufficiently small campared to the cell spacing, this will generate a

smooth path from the start to the goal.

Though independent of vehicle dynamics, the formulation of the steepest descent path
finder itself does present a possible direct application to free-flyer path finding. "The definition
of the path step size is an open issue, and in principal it may be possible to use « relatively
latge step size, especially if a very coarse grid is uscd, so that a 2-impulsc transfer could be
petformed by the free-flyer to transfer along each step as the path is calculated. However, in
reality the step size must be constrained to a relatively small distance, which would be
itnpractical (o lollow with such a high frequency of 2-impulse transfers. This limitation on
step sizes is required since the direction of each step is determined by the potential gradient at
the start of the step without teferenee to changing potential values at the step end, and so
small step lengths are required to maintain the validity of the safe direction of the path

throughout each step.

‘f'o follow paths generated with the steepest descent method, a path must therefore be
found using small steps, and then subsequently split up into longer steps to be followed by the
free-flver using 2-impulse transfers {137]. The resultant path is made up of 2 number of
waypoints along the otiginal steepest descent path, which can then be calculated either to
oplimise total manoeuvre costs or to minimise the free-flyer deviation from the original path,
as discussed in Chapter 2. This method is applicable to off-line path planning only, as the
planned sequence and position of manoeuvres must be calculated betore the mission. There
is however still a certain degree of flexibility in the execution of the mission in that the pre-
planned waypoints do not necessarily require to be passed through precisely along the path, It

should be sufficient to reach an approximate waypoint position before initiating the
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subsequent 2-impulse transfer to the next waypoint, allowing a certain amount of error in the
applied impulses over the manoeuvre to be accommodated. In conclusion, however, these
techniques are limited by attempting to follow a predefined steepest descent path that does
not represent the orbital dynamics of the problem. The result is 2 guidance method that does

not make the safest of most efficient use of the free-flyer dynamics or the potential field.

6.3 Gradient Impulse Manoeuvring

Unlike the steepest descent path finder, the Gradient Impulse (GI) manoeuvring
method [138] incorporates the free-flyer dynamics from the outset into a path finding
technique that can, with a pre-calculated potential field, be employed equally well for real-time
guidance as for off-line path planning. This Potential Function (or Field) Guidance (PFG)
technique was originally developed for free-flyer guidance using potential functions as part of
the ATV guidance software developed at the University of Glasgow [4]. It will now be
adapted and developed as the chosen method for the Inspector Free-Flyer path planning and
guidance. Required changes include the use of discrete potential fields, and attempting to
satisfy the increased safety constraints of manoeuvring close to the ISS. An example of the
ATV implementation of GI-PFG from [4], used to guide the ATV path around a repulsive

obstacle potential function is shown in Figure 6-5.
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Figure 6-5 ATV Potential Function Guidance (from [4])
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6.3.1 The Method

The GI-PFG method operates by using the potential gradient direction to directly
generate the desired free-flyer velocity at that point. The requited AV, given by the difterence
hetween desited velocity and current velocity, is then supplied to the free-flyer control system
to guide the vehicle. Between control requests, the free-flyer is allowed to drift freely,
allowing the orbital dynamics to shape the path until another control action is required to
ensute that the potential monotonically decreases. For off-line path finding, the path planner
must then simulate Inspector thrustet and navigation characteristics, and propagate the path
using the CW equations of motion. Or, in the case of real-time guidance, control demands
based on state information from the navigation systemn can be supplied direcily to the free-

flyer control system to generate the trajectory.

The desited free-flyer velocity at any point can be caleulated from the potential

gradicat as

Eqn 6-8 V+AY,, = —kf'—?w
Ve
where I71s the cutrent velocity vectot, AL, is the required change in velocity, and &is a
velocity shaping function, which can be constant or a function of the vehicle state. The
potential gradient Vi, when notmalised gives the direction of the desired velacity vecior,
while the shaping function £ allows the velocdity magnitude to be chosen with respect to
vehicle and operational constraints, such as pre-defined velocity o thrust limits. Tr is desirable
to use the notmalised potential gradient rather than utilising a proportional gradient controller
in otdet to negate the differences in gradient caused by alternate cost fields, discussed in

section 6.4.1, and maintain control over the velocities applied to the vehicle.

The final element of the GI-PFG method concerns the criterion used to determine
when a control action is required to ensure that the potential monotonically decreases. I a
continuous switching strategy is applied, so that a control request based on Eqn 6-8 is
produced every control cycle, the guidance method will effectively deliver a forced tnotion
trajectory following the path of steepest descent. L'his is undesitable from a AV cost point of
view since forced motion is inherently inefficient, and thruster and navigation errors will only
exaggerate the cost, though it may be applicable to 2 continuous low thrust propulsion systein
[139]. The gradient impulse guidance strategy however uses a discrete switching criterion
which only produces cantrol requests when the potential is no longer decreasing. Ina
potential field method, this can easily be checked by referring to the rate of change of
potential, so that as long as the potential change is always decreasing within desired limits, no
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control action is required. If the patential rate of change does not satisfy this constraint, a

discrete conirol request can then be applied to resume an admissible path.

The rate of change of potential can be determined in two ways. Firstly, the path tinder
can simply check that the given potential vaiue at the current position is lower that at the
previous step. This gives the basic switching criterion that if the new potential at somc

trajectory stcp # is not lower, a control impulse is required:

(6 < = no action
Eqn 6-9 ‘| ¢n Qn—l
\

elve = control reguired

Alternatively, the rate of change of potential can be found by taking the scalar product of the
current potential gradient and the free-flyer velocity vectot. The tesult can then be used to
implement a slightly more sophisticated switching critetion, to constrain the maximuin angle
from the stcepest descent path permitted before a control action is requited as shown in
Figure 6-6, by

V.(~-Vg)

L cos8@ = no action

Eqn 6-10 Vv

else = control required

where @ is the maxirnum allowed deviation from the steepest descent direction. For the case
6= n/2 the behaviour of Eqn 6-10 then becomes identical to that of Egn 6-9, as shown in

Figute 6-6. For a limit such that @< /2 the controller will pre-empt manoeuvtes, although
unnecessary control activity can be activated. This method, which was applied to analytical
potential functions in [4], will be applied here to Laplace and wave-front cost fields, with ail

further cxamples in this text will using a switching constraint of 8= /2,
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6.3.2 Example Gradient Impulse PFG Manoeuvres

Although paths found using GI-PFG may utilise the same potential fields, and have
similar directional controls to purely steepest descent paths, the free-drift permitted between
control impulses result in paths that can appear quite different to the smooth direct paths
produced by the steepest descent method, even to the extent of taking an alternative route
through the potential field to reach the goal. Figure 6-7 shows the paths found using GI-PFG
for two example paths originally used to demonstrate the steepest descent path through the
Laplace potential field in Chapter 5 (Figures 5-12(a) & (d) respectively). The actions of the
PFG method can be easily seen in the shape of the resulting path, as the free-drift periods are
shown by the smooth curving arcs, while each discrete control impulse is represented by a
discontinuity in the direction of the path. Figure 6-7(a) also demonstrates how the path found
using the Laplace potential field is constrained within the control volume as well as repelled by
the obstacle points, ensuring a safe path to the goal. Figure 6-7(b) also shows the ability of the
potential field to guide the free-flyer between obstacles using GI-PFG to reach the goal. This

is a key result, as it shows that collision avoidance can be ensured using GI-PFG while

convergence to the goal is also assured since @ has no local minima within the control volume.

TR

Boundary points

Control Volume

Figure 6-7 (a)
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®)
Figure 6-7  Example GI-PFG Paths using the Laplace Potential Field

Another feature of GI paths shown in Figure 6-7 is the length of the free-drift periods,
which can vary dramatically between different paths, and in different sections of the same
path. This variation occurs because of the natural tendency of the free-drift path to curve in a
particular direction, due to the orbital dynamics of the problem. If the natural curvature of
the drifting path coincides with the desired route through the potential field, then the path will
be allowed to drift for an extended period as the rate of change of potential remains negative
definite. However, if the free-drift direction opposes the required route toward the goal,
frequent control impulses may be required to keep the free-flyer on an admissible trajectory.
Another way of considering this is that the free-flyer may tend to drift safely around the ISS
toward the goal, in which case no control action is required (or even desired), but if the free-
flyer drifts towards the ISS, then action must be taken as often as required by the control law
to avoid a collision. This behaviour can be more cleatly seen by concentrating on the initial
portion of the path in Figure 6-7(b) which demonstrates examples of both favourable and
unfavourable free-drift elements. These unfavourable elements can also be seen in Figure
6-8(a). By contrast, Figure 6-8(b) shows a path where the free-drift characteristics of the free-
flyer naturally avoid the obstacle between the start and goal, and the path must instead be

constrained by the control volume boundaries in order to reach the goal.

122



, e st

B Control volume
Boundary points —

@
f T T = T T T £ 2 3
16F  adverse drift_» 1
- seLhion., A T _favourable drift
/& i \\\ S section

o 7
] S

Ndd S s
control 3 s :
AN : GI-PFG path
.\(‘”‘)"' // points p \Y‘\ :
m) 10¢ S~
/V.:lzu'l

_
x b
" steepest descent
6 // path
/'/’
4F
L : A i N ‘ A
-2 0 2 4 6 8 10
x-axis (m)
(b)

Figure 6-8 A Demonstration of the Advantages/Disadvantages of GI-PFG

The effect of slightly different start positions on the trajectory found to the goal through the
Laplace potential field was originally investigated for steepest descent paths in section 5.2.3,
but the effects of using GI-PFG on chosen routes can also be demonstrated by applying the
PFG method to the same test cases. The results given in Figure 6-9 show that for GI-PFG
the final route is dependent as much upon the free-drift characteristics of the early portion of

the path, as on the exact start position.
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Figure 6-9  GI-PFG Path Variations from Small Changes in Co-ordinates

6.3.3 Merits of the Method

The main advantage of the gradient impulse guidance method is its flexibility in
adapting to the orbital dynamics of the free-flyer motion, applying control impulses to guide
the path to the goal while still taking advantage of the natural motion of the vehicle wherever
possible. In fact, GI-PFG actually makes no prior assumptions about the free-flyer dynamics
or control systems, only requiring being supplied current position, and optionally velocity
information, to return the desired velocities to guide the vehicle to the goal. Any favourable
free-drift motion is automatically taken advantage of through the discrete, gradient rate of
change switching criterion, irrespective of the manner in which the vehicle drifts. The lack of
reliance on any specific path being followed also means that the GI method is relatively
unaffected by errors, either in the actual velocity changes supplied to the vehicle by its
propulsion system, or in absolute navigation errors. In this sense the method is not model

based and so is highly robust and failure tolerant.

Nevertheless, disadvantages do arise from the lack of direct control over the chosen
path of the GI path finder. This is not seen as a major issue, but paths planned off-line as part
of the mission planning phase before a mission may not correspond exactly to paths followed
in real-time using the same potential field due to differing navigation and control errors in the
real execution of the path. Off-line path planning therefore should only be used to produce
an approximate path for a given transfer to obtain a predicted route and costs for that mission

element. Unless of course the results of the off-line path planning step are to be used directly
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to control the path of the free-flyer during mission execution, but this sttategy would in any

case undermine most of the primaty advantages of the Gl methods flexibility anyway.

One final problem with GI-PTG atises in the final section of the path to the goal
point. Because of the relatively sharp changes in the potential field surrounding the goal
point, the finite approach velocity of the free-flyer means that it may be unable (o reach the
exact goal point in an acceptable petiod of time. An approximate analogy would be of a ball
beating rolling around a bow! with a hole at the bottom, uniess the ball happens to fall down
the hole first titne, it may take a nutnber of cycles around the howl hefore the ball falls down
the bole. Fartunately for the GI path finder, there is an easy solution. Once the path reaches
an acceptable pre-defined proximity to the goal, GI-PFG can be switched off and a single 2-
impulse transfer used to transfer the remaining distance to the goal. Provided the maximum
distance at which the 2-impulse transfer is used is simall enough, for example if defined by the
width of a sitgle mesh cell, then it is safe to assume there are no obstacles between the cutrent

positdon and the goal, and a 2-impulse transfer can be used without compromising safety.

6.4 Paths from Complimentary Potential Fields

Some examples have already been given of the results of using G1-PHG manoeuvting
in the Laplace potential field. These examples have shown how altermative paths can be found
by the GI method compared to the route of steepest descent, through the same potential field.
However, rthe relative performance of the GI method between different potential ficld types
must also be addressed. In principal, both of the developed potential ficlds (Laplace potential
and wave- front cost fields) should generate safe paths to the goal, but in practice the
formulation of each tespective potential may affect the behaviour of the GI guidance scheme,
making one ot other potential preferable for guidance of the Inspeciot Free-Flyer.
Furthermote, the application of different potential types to specific mission applications will

also be investigated.

6.4.1 Gradient Magnitudes

The first aspect of using different potential ficlds for PEG that must be addressed is
the fact that in addition to the varying potential acrass the control volume, the relative
magnitudes of the potential gradient obtained in the Laplace potential field and the wave-front
cost field are dramatically ditferent over the control volume. This arises from the formulatian

of the Laplace potential function, which essentially averages the potential values across the
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control volume, from a minimum of 0 at the goal, to 2 maximum of 1 at the edges and
boundaries. As potential values are calculated further away from the goal point, the maximum
possible change in potential effectively halves with each step from the goal, resulting in a
potential gradient that falls exponentially from the goal point. At reasonable distances from
the goal node, all Laplace potential values will therefore be very close to the maximum value
of 1, and gradients close to zero. This emphasises the need for double precision variables in
calculating the Laplace potential, in order to preserve the detail of the changes in potential

values.

By contrast, the change in cost between nodes of the wave-front cost field is
independent of the distance from the original goal. The cost gradient will have a guaranteed
minimum value throughout the control volume, defined by the ratio of the step transfer cost
to step distance, with increased gradient applied by additional cost elements to the total cost
function. The comparison between wave-front cost gradients and Laplace potential gradients
can be seen by looking at a surface plot of the respective potential and cost fields, as shown in
Figure 6-10. The wave-front cost field shown is a simple distance transform cost with no
additional proximity cost, so the gradient throughout the surface is actually constant except at
the obstacle and boundary edges where it is steep. The effective gradient of the Laplace
potential field must however be multiplied by two orders of magnitude before the shape of

the obstacle can even be discerned.

wave-front cost field L.aplace potential fiekd

Figure 6-10 Potential and Cost Gradients
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Fortunately the problem of large variations in potential gradient is solved by

normalising the gradient V¢ to obtain the pure gradient direction for use in the path finder. It
is useful however to be aware of the differences, so that no direct use is made of gradient

potentials in the GI-PFG method that might limit the use of any particular potential field.

6.4.2 The Effect of Changes in the Potential Field

In section 5.3.2 the steepest descent paths generated for a transfer around the COF
module of the ISS for a range of potential fields were demonstrated. The potential fields
utilised for this example, shown in Figure 5-20, included the Laplace potential, and wave-front
cost fields based on different obstacle proximity weightings. The result of the same test case
repeated using the GI path finding method is shown in Figure 6-11, to give an example of the
effect of using different potential fields for GI-PFG. It can be seen that the differences in
potential field when using the GI method have a much lower effect on the resultant path than
the orbital dynamics of the free-drift motion. However, in this example the natural free-drift
motion is constantly curving the path away from the COF obstacle, so that the repulsive
potential of the obstacle has less of an overall effect on the path. As a comparison, the GI
guidance paths found for the reverse transfer (i.e. from the goal to the start point) along with
the Laplace steepest descent path for this transfer are shown in Figure 6-12. In this case the
orbital dynamics force the free-drift path towards the COF module, and the paths taken
between different potential fields are dramatically different, with the two wave-front paths
following a completely different route to the side of the COF module, shown as cutting
through the module in the two-dimensional view and clarified in the three-dimensional view

of the wave-front path.
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Figure 6-11 Paths around the COF Module, with Alternate Potential Fields
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Figure 6-12 Reverse Paths around the COF Module

The second example used to demonstrate the application of alternate potential fields
in Chapter 5 was that of a path passing between or around two close obstacles, shown in
Figure 5-21. The results of this test case when solved by GI path finding, shown in Figure

6-13, are quite surprising. Contrary to the steepest descent results where only the wave-front
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cost field with an exaggerated proximity cost component was forced around the two obstacles
rather than passing in between, when the GI method is applied it is only the path found using
the Laplace potential that passes around both the obstacles, while the two wave-front paths
execute a route between the obstacles, passing considerably closer to the ISS structure as

influenced by the natural free-drift characteristics which force the path towards the obstacle.

start

Laplace steepest descent
ot path
5} Laplace Gl
path ™~y
y-axis O}
(m)
&l A
NG
ik wave-front Gl
i paths : DD, =52
s} Dn.l)p =202 %,/' y
-20
goal
N \\\\\
30 25 20 IS5 10 5 0

X-axis (m)

Figure 6-13 Path between ISS Elements, with Alternate Potential Fields

The final aspect of path planning using the GI method with differing potential fields is
that of performing a transfer along an ISS element such as the main solar arrays, as previously
shown in Figure 5-12(b). In this example, the aim is to manoeuvre the free-flyer along the
solar panel, whist maintaining a relatively close distance to the obstacle to facilitate a
continuous inspection of the structure. As demonstrated in Figure 5-12(b) the Laplace
potential achieves this reasonably well using steepest descent manoeuvring, however G1
guidance applied to the same potential field results in an extended path that moves a
considerable distance away from the target obstacle. This retreat from the obstacle is caused
by the initial action of a potential field favouring points away from obstacle walls which
pushes the path slightly to one side of the main body of the ISS structure, and once it begins
to drift in this direction the characteristics of the orbital dynamics of the motion that cause the
free-flyer to drift up and away from the solar panels combine with the influence of the
potential field to follow an extended path around the original obstacle. One solution to the
potential field problem of extended paths is to utilise a wave-front cost field with reduced
obstacle repulsion, as shown in Figure 6-14(a). However, approach is dangerous since if the

mission was orientated so that the free-drift characteristics forced the free-flyer toward the
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obstacles rather than away from them, then the obstacle repulsion in the cost field may be

insufficient to maintain adequate safety clearance from the ISS.

A better solution is to continue using the Laplace potential field, but to adjust the
switching criterion so that the angle between the GI path and the steepest potential gradient is
constrained to a smaller value. This will have the effect, as shown in Figure 6-14(b), of forcing

the GI path closer to the steepest descent path, regardless of the free-drift dynamics of the

manoeuvre.
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6.5 Velocity Selection for Safety

One potential disadvantage in the application of the GI-PEG method to Inspector
Free-Flyer path planning and guidance, is the fact that although free-flyet dynamics are
incorporated intc the method, there are no specific safety criteria implemented other than
those inherent in the potential fields used. While the safety provided by potential fields, such
as the Taplace potential, may be sufficicnt for many applications the safety, and in particular
passive safety, of planned trajectotics are of paramount importance, The GI-PFG methad
would therefore be made significantly more attractive for applications at the 18§, if it could be
enhanced to improve the passive safety of the resulting trajectories, both in off-line path

planning and under teal-time control.

0.5.1 The Aim of Velocity Selection

The main mechanism of the GI method available to manipulate the path and safety of
trajectories is in the velocity applied to the vehicle at each control request. As specified by
Eqgn 6-8, velocity demands ate obtained from the ditrection of the potential pradient, and then
scaled by the velocity shaping function & to give the requested velocity. It would not be
advisable to alter the direction of the desired velocity obtained from the potential gradient,
since this may affect the ability of the method to safely guide the path to the goal. However,
the possibility of varying the absolute magnitude of the free flyer velocity is already included
through the shaping function £. Since the action of & has no ditect elfect on the validity of
the guidance method, and s in any casc chosen for each specific application, the velocity
magnitude can be shaped within the limits of the free-flyer without affecting the ability of the

GT-PFG mcthod to safely reach the gnal.

The easicst way to shape the velocity profile would be to base the value of £& directly
on some function of the current vehicle position, such as the proximity to the ISS structure.
Unfortunately this stratepgy does not take into account the direction of the requested velocity.
For the proximity example one would assume that a velocity of 0.05 m s toward the ISS is
safer than a velocity of 0.05 m s away from the space station. However, as has been
discussed at some length already, the direction and magnitude of the initial vehicle velocity is
not necessatily vety representative of the subsequent free-flyer trajectory under the action of
relative otbital dynamics at the ISS. The solution therefore, is to propagate the tesulting free-
drift trajectorics using the orbital dynamics for a given range of velacity magnitudes in the

cutrent potential gradieot discetion at each control impulse, and evaluate the safety of each
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potential trajectory. The resulting trajectory with the lowest collision likelihood, ot in the
event that passive safety is not possible the lowest impact velocity, can then be selected to

optimise the safety of the subsequent path.

6.5.2 Velocity Selection Criteria

Before an optimum trajectory can be selected, the velocity magnitudes to be tested
must first be defined. The upper and lower limits of vehicle velocity are first restricted by the
available thrust and propecllant load of the vehicle. However, further rescrictions on the range
of &£ must be enforced by other mission constraints, so that at the upper limit velocities cannot
compromuse the frec-flyer’s ability to obtain up-to-date navigation information or to process
guidance commands, Also, high velocities which limit the free-flyet’s ability to perform a
CAM and reircat from the ISS in the case of a critical failure cannot be permitted. At the
lower limit, a minimum free-flyer velocity is required to ensure that the free-flyer motion can
overcome potentially adverse orbital dynaries to reach the manocuvte position jo a

reasonable time period.

It is expected that for most applications it should be possible to find some nominal
value {or & which provides an acceptable compromise between finding good paths to the goal
with reasonable time and propellant costs, for a tange of missions. This nominal or
‘preferred’ value can then be used to define the test velocities by finding a requested number
of equally spaced values on cither side of nominal, between the pre-defined velocity limits.

The GI velocity request equation, iqn 68, then becomes

v
Eqn 6“11 K+ AK rey = _Sl'kuum n—¢,
\Z:

where £, is the preferred velocity value, and s, reptresents a sequence of scale factors nsed (o
select velocities within the required range, In the case of the Inspector Mission Planner, £&,,,
was chosen by simulation to give a preferred free-flyer velocity of 0.01 m 5. The multiplier
sequence that was used to test the velocity selection technique for the Inspector mission is

then given by

Eqné6-12 5= {1.0,15,20,25,30,40,50,095,09,085,08,075,0.7, 0.6,
0.5, 0.4}

'The sequence is artanged so that the velocities ate tested in otder of prefetence, Obviously
the nominal velocity £, tnust be tested first, since if this trajectory is passively safe the other
options hbecome redundant, For the Inspector mission, the next best option is to increase the
tested velocity to the upper limit, since if safe this choice will result in a shorter mission time,
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often with little extra overall cost in terms of AV, Tiinally, the tested velocity is teduced down

ta the lower limit to complete the spectrum of permissible trajectories.

For cach test case, the resulting trajectoty is propagated using the CW equations of
motion for 2 period of two complete orbits, and checked for collisions along the pach. If no
collisions occur, then the tested velocity is deemed passively-safe within the requitements of
the PFG obscrvation manoecuvring segment of the mission, and that velocity is applied to the
free-flver. 1f however a collision does occur within this petiod, the free-flyer velocity at this
point must then be determined and saved, so in the case that no passivcly-safe trajectory is

found the opdon with the lowest impact velocity can be chosen.

"Though the development of path finding using torally passively safe trajectories is one
of the main objectives of the Inspector Mission Planner developed here, it must be tecognised
that to permit free-flyer manoeuvring in the vicinity of the ISS this cannot be achieved for all
mission scenarios. By minimising the potental velocities of possible collisions howevet, in
conjunction with duplex redundant vehicle systerns and pre-planned CAM manoeuvtes, the

tisk of free-flyer manoeuvring can be reduced (o an acceptable level,

6.5.3 Impact on Manoeuvre Time and Propellant Cost

The application of velocity selection at each conrrol request could result in potentally
latge effects on the final path followed by the GI-PEG method, compared to paths found
with a fixed nominal value for £ as shown in previous examples. These path differences
should not, however, affect the ability of the path to reach the goal point. In otder to show
the effects of using velocity selection, two example transfers already used to demonstrate Gl
paths will be repeated with velocity selection enabled. These two examples, both using the
[Laplace potential field, have been chosen to represent as many distinct characteristics as
possiblc of GI PFG applications. In addition, it has been shown that the divection of travel
for a given mission can also have a dramatic effect on the path and safety of the transfer.
Therefore, cach example will be tested in both directions to provide a range of both

favourable and unfavourable free-drift behaviours.

The first example shown is that of a simple transfer around the front of the COT?
modulc at the front of the ISS structure. In the standard direction from above to below the
module, this transfer demonstrates a path generated under favourable free-drift conditions
that continuously guide the free-flyer away from the COF module. However, for the reverse
transfer the opposite is true, with the orbital dynamics curving the path towatd the COT?
structure for the second half of the transfer, The velocity selection results, shown in Figure
6 15, demonstrate that the overall path followed with velocity selection activated follows a
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similar route to the goal as the original path, though the manoeuvres executed are not the

same. In the forward direction, shown in Figure 6-15(a), the initial velocity applied to the

free-flyer from the start position appears to be significantly lower than that of the original

path, resulting in the second manoeuvre being made earlier in the path. However, after this

point the velocities appear to be relatively similar. The reverse path, as shown in Figure

6-15(b), requires a significantly larger number of lower velocity transfers throughout much of

the path, in order to increase the safety of the transfer.
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Figure 6-15 Velocity Selection Application to COF Transfer

The second example that will be used to demonstrate the application of velocity

selection is a more extended transfer than the COF example, transferring from a position

above and ahead of the ISS structure, through the centre of the main structure to a position to
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one side of the lower portion of the ISS. This example, previously shown in Figure 5.12(d)
and Figure 6-7(b), demonstrates GI guidance behaviours both in passing between elements of
the ISS and in transferring between points above and below the station. Moreover, this
transfer is also a good example to demonstrate varying free-drift behaviours through the path,
since at the start of the transfer the free-flyer orbital dynamics produces a safe path that
requires little control to continue toward the goal, while in later sections frequent control
impulses are needed to guide the path safely to the goal. Using velocity selection the forward
transfer path, shown in Figure 6-16(a), follows the original path almost exactly for the initial
segment of the transfer, showing that the nominal £ velocity must be passively safe for this
period. The paths then diverge slightly as the velocity selection causes lower velocity requests
to be made. Towards the end of the path the velocity selection path then makes a
comparatively high velocity manoeuvre, causing the paths to diverge significantly, with the
new path finally approaching the goal from a different direction. The reverse velocity
selection transfer on the other hand, follows the original path very closely, with the exception

of a higher frequency of lower velocity impulses in the first quarter of the transfer.
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Figure 6-16 Velocity Selection Application to Extended Transfer

The paths followed by the GI-PFG method when using velocity selection only
demonstrate the continued ability of the guidance method to find a path to the goal. The
original purpose of the velocity selection technique was to enhance the safety of the GI
method. The consequences of Inspector Free-Flyer impact velocities on the relative safety of
the mission will be investigated later in section 7.3.4 to develop a method of analysing the
safety of Inspector missions. However, this path safety analysis can be utilised here to assess
the safety benefits of velocity selection. The results obtained, shown in Table 6-1, represent
the safety of a path by the percentage of transfer time along which the free-flyer is on a
passive impacting trajectory with the ISS. These percentages are then further broken down
into three safety categories by velocity of impact, based on the safety categories defined in
section 3.0. The categories consist of velocities that would present a Catastrophic hazard to the
ISS, velocities that would result in a reduced but still Critical hazard (including Catastrophic

results), and all collisions of any velocity (including both previous percentages).
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No Velocity Selection

Path Figure 6-15(a) | Figurce 6-15(b) | Figure 6-16(a) | Figure 6-16(h}
Desctiption COFR Reverse COF | Bxtended Reverse Bxt,
Start (m) (15,0,7) (8,-10,7) (10,10,10) (-10,-10,-10)
Goal (m) (8,-10,7) (15,0,7) {-10,-10,-10) (10,10,10)
Control impulscs 9 8 18 24
AVms! 0.1281 0.0888 0.2379 0.3139
"T'otal time (sec) 2021 2950 6094 6092
Impact safety 32.61% 87.66 % 55.99 % 46.26 %
Critical safety 26.52 % 1.53 % 43.50 % 9.95 %
Catastrophic safety 0.00 % 0.00 % 18.54 %o 7.37 %o

With Velocity Selection

Path Figure 6-15(z) | Figure 6-15(b) | Figure 6-16(a) | Figure 6-16(b)
Description COF Reverse COF Extended Reverse Ext.
Star (m) (15,0,7) 8,-10,7) (10,10,10) (-10,-10,-10)
Goal (m) (8,-10,7) (15,0,7) (-10,-10,-10) (10,10,10)
Control impulses 9 8 18 33
AV m 5" 0.1266 0.1380 0.2811 0.3462
Total time {sec) 2363 5361 6297 8373
Impact safety 22.85 % 82.97 % 52.64 % 61.94 %
Critical safety 0.00 % 0.00 % 22.19 % 5.39 %
Catastrophic 0.00 % 0.00 % 0.00 % 0.00 %
safety
Table 6-1 Velocity Selection Safety Results

The results show that for the examples given, the use of velocity sclection manages to
reduce the Catastrophic impact percentage to zero in all cases, and also significantly reduces the
Crifteal percentage in every case. However this is at the cost of possible inereasces in total
impact percentages, showing that although the technique can reduce the overall safety risk to
the 1SS, the generation of purely passively safe trajectoties by this method is not possible. ‘The
cost to the example transfers in terms of AV and transfer times is relatively small in cases
where approximately the same number of control impulses are performed. Howevet, in cases
where a significantly greater number of control actions are required, usually as a result of
lower control velocitics, the tesult can be a significant increase in transfer dme, and
oceasionally AV requirements, Tn terms of the ISS-Inspector mission however, these

increased cost should be scen as aceeptable for the increase in safety achieved,
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6.6 Navigation Problems and Solutions

One of the most significant problems that any autonomous guidance technique must
deal with is etrors, both in rhe navigation data supplied Lo the GNC system, and in the
execulion of manoeuvres requested by the guidance system. For a free-flying vehicle in otbit,
using a discrete control method, navigation errors present a setious problem to the safe and
reliable guidance of the free flyer. Navigation errors ate more significant than thruster
actuation ertors because while an actuation error will make a single discrete change to the
subsequent free-tlyer path, navigation etrors are constantly and rapidly changing with limited

reference to past data,

The trajectory deviation caused by a thruster actuation etrot is velatively easily detecred
as it will quickly become appatrent to the GNC system as the trajectory progresses, allowing
corrective manoeuvres to be performed if necessary. In fact small thruster ecrors, such as to
be expected from an Inspector type vehicle, will be autotnatically corrected by the GI-PFG
method. Since the guidance technique docs not tely on a precise path being followed, stall
trajectoty errors will merely result in subsequent control actions taking place at slightly
diffcrent points. The GI technique is therefore robust enough that, so long as an initial
portion of the trajectory does travel down the potential gradient, a route (o the goal can still be

found though an alternate route may be taken.

Failure of the GI-PI'G method due to thruster ertots will only occut if thruster errors
become so large that the direction of the resultant velocity vector at a significant proportion of
control points begins to be normal to the desired direction, or if the applied velocity
magnitude becomes close to zero. Tlowever, duc fo the fault tolerant design of the Inspector
vehicle and built in safety constraints, this scenario should never be permitted before a CAM
manoeuvie is performed to remove the stricken Inspector Free-Flyer from the vicinity of the
ISS. In any case, it would be nearly impossible for any autonomous guidance strategy to

overcoine such severe actuation er1ors,

Navigation errors on the other hand, directly affect a potential field guidance method’s
ability to determine the desired control action at any point, and if not dealt with can easily

tesult in failure of the GI-PHG method.
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6.6.1 Navigation Errors/Noise

For the I18S-Inspector Free-Flyer, navigation ettors are particularly significant due to
the relatively low velocity of the frec-flyer throughout its PFG manoeuvring. In many cases,
the total distance travelled in a given time-step will actually be smaller chan the average
positional ertor. This is a significant problem for GI guidance, since the methad must be able
to determine not only the porential and gradient at the cutrent position to supply control
demuands, but also the cutrent direction of motion so that the switching criterion can he
determined. For a GI-PFG path found with a Laplace potental field, with velocity selection
enabled, a typical example of the velocity profile is shown in Figurc 6-17. "L'he free-flyer
velocity vaties discontinucusly at cach control point as the safest velacity is applied by the
velocity sclection routine, and condnuously between impulscs due to the vehicle orhital

dynamics. However the average velocity temains close the nominal requirement that &,,, =
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Figure 6-17  GI Path Velocity Profile

The crrors experienced by the Inspector navigation system will, irrespective of the
navigation inethod used, typically comprise of two clements, random noise and bias. Bias
errots are specific to each specific navigation type, for example a RGPS system will experience
errot bias caused by the shadowing and interference effects of the ISS structure with the
RGPS signals. This bias should produce a relatively consistent error within any given area
atound the I8S, but will vaty with position around the structare. The specific and relatively
unknown patute of bias etrors makes it difficult to simulate their effect on the Inspector

navigation tesults. Fortunately however, since these errors should only change relatively
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slowly for slow free-flyer velocitics, they do not pose a setious theeat to the use of GI
guidance. The problem of any significant bias errors affecting the final Inspector design as a
result of the chosen navigation system will recuite compensation in the vehicle navigation

system, and should not affect path planning and guidance.

Ertors caused by random noise on the other hand will affect every navigation system
in the same way, with only the relative magnitude of the noise vatying between methods. [ris
these errors that will have the moste significant effect on GI guidance, since even a relatively
small magnitude random noise component can disguise the truc short term motion of 2 slow
moving free-flyer. Unlike bias errots, random noise can be simulated by applying 4 standard
Gaussian distribution random number generator to the navigation data. To test the Inspector
Mission Planner, the C random number libraty ‘Randlib.c’ was used to generate random ctrots
with using normal distribution with a standard deviation  chosen. to match the expected
navigation ciror range of 0,025 m [140]. T'he results of a free-drift path generated using a
standard deviation of ¢ = 0.025 m, shown in Figure 6-18, clearly demonstrates the prohlem of
randormn navigation crrors. Decause the path appeats to step in different directions ar each
point, the application of G1-PFG to this path will only result in continuous control requests,

triggered by the false directions supplied to the switching criterion.
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Figure 6-18 Sensed Free-Flyer Path with Random Noise Errots

The sensed path in Figure 6-18 appears stochastic because although the irue path is
only progressing at a rate of approximately 1 em per second, the efrors of £ 0.025 m in any

direction completely mask this motion to jumnp forward and back with each step. Over a
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longer period however, the sensed path does follow the average trend, and so a solution to
obtaining improved directional estimates from the sensed path is to only sample the
navigation data at longer intervals. This allows the true position to progress further between
navigation cycles, and if the sample interval is sized by the expected velocity of the free-flyer
so that the distance travelled between samples is greater than the maximum possible error,
then the sensed path should progress, if a little unevenly, in the correct direction. This can be
applied to the GI guidance method by using the applied velocity at each control impulse to
adjust the navigation sample interval. The result is that even with random errors the GI-PFG
method is now able to correctly determine the approximate direction of travel, and can guide
the free-flyer to the goal. The results of scaling the sample rate by the applied velocity for a
test trajectory are given in Figure 6-19, showing the sensed path approximating the true path,
while rapidly jumping either side of the trajectory. Unfortunately however, this technique
makes assumptions about the free-flyer velocity that may not hold throughout its free-drift
path, and may result in overly long sample intervals that could compromise the safety of the,
originally real-time, guidance method. In addition, the magnitude of the random noise must

be known for the sample interval to be calculated.

sensed start

i
w0 .
_..;,/:lan
d (h\‘ *
0 sensed pal X
» A true path
X-nxis g
(m) , Lo

z-axis (m)

Figure 6-19 Sample Rate Adaptation

6.6.2 Smoothing and filters

To maintain a high sample rate and ensure the quick response of the GI-PFG method,
a filter or smoothing routine is required to deal with random navigation noise before it can be
used by the guidance system. The best solution would be to use a fast filter such as a Kalman
filter [141], commonly used for GNC systems onboard spacecraft, which would be built into

the Inspector Free-Flyer navigation system. In the absence of any such capacity however, it
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was decided for test putposes to simulare the approximate effect of a navigation filter using
simple data stnoothing techniques. Unlike a Kalman filter, these smoothing techniques do not
require models of the vehicle dynamics to provide estimates of vehicle state, and can be
relatively easily implemented for free-flyers such as Inspector where the vehicle motion is
smooth and undisturbed between control manceuvres. n fact, particular exponential
smoothing techniques are particularly suited to the smoothing of data that represents a

continuing trend, such as that of free-drift frec-flyer motion.

The basic form of exponential smoothing can be given by the Simple Exponential

Smoothing method [142], which smoothes a seties of values given by y, as

Eqn 6-13 yi =ay, +(l—a)y;

where ’ represents the ‘smoothed’ value and # is the smoothing constant. This method is
applicable (o cases with no continuing trend, but where the most recent points carry more
influence than carlier valucs. As smoothing progresses, the influence of previous data points,

catricd over in the ', term, deereases in an exponential fashion.

The Simple Exponcntial Smoothing method can then be extended to incorporate a
linear trend into the exponential smoothing equations [143]. This method, commonly known

as Linear Exponential Smoothing or Holt’'s method, is given by

ay; +(1“a)(y;:—1 +i,)

Eqgn 6-14 o
ty = b(y, — v )+ (=b), |

whetc 4 is the level smoothing constant, and 4 is the trend smoothing constant. The term # is

used to represent the trend of the sequence.

One further extension can then be made to Holi’s method is to add a cyclic pattern to

the smoothing equations to give

7

y.i,-, = a(yk /sk—p ) +(I .._.a)(y; 1 +rk---]
Eqn 6-15 fe = B(y, = i)+ (1-h)ey
c(y, /y; )+(l _C)Sk—p

1

15' k

whete a is the level smoothing constant, b is the trend smoothing constant, ¢ is the seasonal
smoothing constant, and p represents the seasonal period. This Seasonal Exponential
Smoothing method is known as Wintet’s method, and was developed for use in weather

forecasting since it works well for data that follows both a trend and a cyclic pattern.
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To smooth the Inspector navigation data, Holt’s method was chosen. Although the
free-flyer motion will display a periodic pattern within each orbit, it is not accurately cyclic
since the trajectory may not return to the same position after each ellipse, so Winter’s method
should not be applied. Besides, between each control impulse, sections of free-drift will be of
a relatively short duration so that the periodic motion will not have a significant effect on the
short period trend. In addition, though the smoother must be reset at each control impulse,
as the new free-flyer velocity will be approximately known after each impulse, the initial trend
term of Holt’s method can be initialised to this velocity allowing the smoother to converge

quickly to a good approximation of the free-flyer motion.

The results of GI-PFG using exponentially smoothed navigation data, under the same
random noise conditions as Figure 6-18, are demonstrated in Figure 6-20. The smoothed
results give a reasonable representation of the true free-flyer path in most cases, where in each
case the largest positional error occurs at the control impulse point where the smoothed
estimate must be reset to the current, corrupted position. The resulting navigation data is

certainly sufficient to allow the GI guidance method to function, and find a safe path to the
goal.
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Figure 6-20 A Smoothed Navigation Path

6.6.3 Backup Navigation Methods

In the event of a complete loss of the RGPS signal or other primary navigation
method, the baseline ISS-Inspector safety response as detailed in Chapter 3 is to perform a
CAM to retreat from the ISS, potentially resulting in the total loss of the Inspector Free-Flyer

if RPGS data cannot be restored before Inspector drifts away from the station. [t may
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therefore be useful to bricfly consider altcrnative navigation methods thar could be employed

by Inspector as a backup in case of a primary navigation failure.

One possible alternative would be available if a visual systern was available on-boatd
Inspector for use in station-keeping duting the obsetvation phase. In this case, the same
system could be actvated duting other mission phases if navigation is lost, not to provide
navigation but to maintain the free-flyer’s current position for a predefined waiting petiod, in
order to allow the original navigation system to be re-acquired, Lf this cannot be achieved,
then the CAM can be performed without safety having been compromised by the station-
keeping period. But if navigation s testored, then the mission may still be completed, or at

least the Inspector Free-Flycr could safely return to its docking port for servicing.

Another alternative would be to use a series of proximity sensors situated atound the
Inspector vehicle to provide a reactive control system, as desctibed in section 5.1.2, to take
aver in the case of a2 navigation failure to keep the free-flyer safely away from the 188
structure. 'This reactive obstacle avoidance behaviour could then be combined with a simple
visual beacon to guide Inspector safely back to its docking port without the need for any form
of absolute navigation. Care must be taken however to preserve sufficient propellant supplies,
so that in case a path to the docking pott cannot be found, a manoeuvre can stll be

petformed to safely remove the vehicle from the proximity of the ISS.

Despire these alternative navigation strategies to save the Inspector mission however,
the safest strategy in the event of a loss of primary navigation data remains the complete

removal of the Inspector Free-Flver from the vicinity of the I8S with a pre-planned CAM.
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CHAPTER 7: MISSION PLANNING

7.1 Introduction

The otiginal goal of this work was to develop the methods and techniques necessary
for mission planners and the ISS crew to operate the ISS-Tnspector in close proximity to the
International Space Station. Much effort has been made to investigate the otbital mechanics
of the problem and develop control strategies which allow the Inspector Free-Tlver to
manoeuvie safely from point to point around the ISS. ‘T'he final step is now to combine these
manoeuvies and skills into a global mission planning architectute and tool, This must
encompass both a method of describing and choosing mission parameters, an interface to the
skills available, and a means of optimising these skills and manocuvres to achieve the mission
goals. A common approach to high level mission planning for robots is to byeak the available
skills down into basic tasks or objects reducing the planning prohlem to the selection and
scheduling of these tasks [144]. This {otm of hieratchical architecture has been planaed in a
three-layered siructure for NASA’s ABERCam project [145] [39], an alternative free-flying

inspection tobot designed for the ISS.

As previously mentioned, mission planning for the 1SS-Lnspector will be pecformed
primarily from the ground. However, it is also necessary fot planning and monitoting
capabilitics to be available onboard the ISS. "I'his gives a greater degree of control to the
astronauts who are closer to the tasks in hand, and also provides a backup for any unexpected
break in communications that may occur duting a mission. It does mean however that any
mission planning software must be pottable to the relatvely modest computational capabilities

available onboatd the International Space Station.

The definition of a fixed set of available skills wrapped upr within a single planning tool
has the advantage of simplifying the task of mission planning, ecnabling at least preliminary
planning to be performed within a very short time schedule. This ability to quickly plan and
assess potential missions would greatly add to the {lexibility and uldmate usefulness of the
ISS-Tnspector project. Inspection missions may even be planned on a fast track basis as they
become needed, rather than requiring long lead-times to analyse and plan every mission. The
accelerated planning of missions would also expand the range of missions to which the [SS-
Inspector could be applied. Many potential inspection missions, such as the emergency

inspection of accidental damage to the ISS, would typically arise unexpectedly and must be
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performed in the shortest possible time, In situations such as this, rapid external inspections
would allow ISS controllers to assess the situation and detect any serious danger to the station
and its crew faster than mighr otherwise be possible. This brings obvious safety benefits to

the Iniernational Space Station over its lifetime, and to the ISS crew.

With the individual skills and manoeuavres available to the ISS-Tnspector vehicle having
been previously defined in Chaptet 3 and developed in Chapter 4 and 5, the task of mission
planning is sitnplified to specifying misston goals and then using the available skills to
complere these goals. In order to achicve this, a mission planner must make the best use of all
these skills to complete cach mission as cfficicntly and safcly as passible within the constraints
of the ISS environment and the Inspector’s abilities. With the planning and execution of each
manoeuvre effectively at a lower level within the overall planning structure, the planning
sequence natarally breaks down into a quasi-hierarchical serncture within the mission planning
scquence. At the highest level is observation point selection, performed interactively by the
aperator to obiain suitable inspection opportunities of the target co-ordinates. This then
defines each mission as a set of goal co-ordinates which subsequent planning stages must then
attempt to reach. Secondaty to goal specification in the planning hierarchy comes the
planning and scheduling of the route to be taken between goal co-ordinates. This scheduling
activity is closely related to the subordinate task of selection and planning of individual skills
and manoeuvres, as it requires the results of manocuvre planning o obtain the cost estimates
necessary to optimise the mission sequence. The final level in the 1SS-Inspector hierarchy is
the actual low level execution of the planned manoeuvtes, as described in Chapter 3 and
Appendix TV, and the monitoting of the Inspector Free Flyer during its mission. The overall
planning structure is therefore fairly compact, with an initial goal specification stage, followed

by a 3-level skill sclection, optimisation, and execution hierarchy:

@ Obscrvation point selection - Specification of mission goals.
¢ Scheduling and optimisation of complete mission.
*  Planning and optimisation of individual mission elements.

* low level exccution and monitoring of planned manocuvres.

Due to safety considerations howevet, the safety constraints and cscape manoeuvres
implemented in the low-level control system must take precedence over all higher level
commands. In order to ensure the safety of the fiee-flyer, the availability of an autonomous

CAM manoeuvre (defined carlier) must be maintaioed to permit a safe retreat from the ISS at
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any dme. The overall mission plan is therefote exccuted as a series of requests to the lower
level command segments, rather than issuing direct commands to the system. This not only
ensuces the basic safety of the free-flyer, allowing reactive elements to be included if desired
{146], bul also permits flexibility in the low-level implementation of commane requests and

safety strategies in the Inspector Free-Flyer hardware.

New techniques are therefore required both to select the most suitable manocuvres for
any given transfer between goal points, and to optimise the scquence of manocuvres to visit

these points as safely and efficiently as possible.

7.2 The Vehicle Routing Problem (VRP)

The sequencing problem of finding the best path {or a vehicle, ot {leet of vehicles, to
visit each node of a given set of co-ordinates, known as the Vehicle Routing Problem (VRP),
is applicable to a large number of real wotld problems, associated not only with
transportation. ‘The simplest example of this problem, the Travelling Salesman Problem (ISP),
is actually onc of the oldest optimisation problems to be investigated by computational
methods [147] [148], and together with the VRP it has received a great deal of attention in
recent years [149]. The main reason for interest in the VRY is its applicability to such a large
range of real world problems, coupled with the challenge involved in dealing with large
instances of the problem. Applications range from relatively simple problems such as the
TSP’s namesake, a travelling salesman who must visit 2 number of customets in a single trip,
to morte complex problems such as the scheduling of a large fleet of vebicles to optimise
deliveries. Some of the most complex problems arise from more diverse applications, such as
the scheduling of dtill head changes on a mulii-headed CNC machine. With modern CNC
machines having a hundred or more individual dill heads available, and the time taken to
change heads a major percentage of machining time, making the best use of each head before

requiting a switch has the potential to significanty increase machine etficiency.

For the ISS-Inspector mission, optimising the sequence in which the observation
paints are visited will be critical to the success of any series of inspections. As detailed in
Chapter 3, the Inspector Tree-Tlyer will be subject to 2 number of constraints, defined both
by the limitations of the hardwate {i.e. powet and propellant limits), and operational
constraints such as crew work patterns and periodic orbital conditions (day-night cycle). All

of these restrictions will limit the number of observations that may be performed within a
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single mission, so it is imperative that the sequence be optimised to ensure that the ISS-

Inspector is able to make the best use of its resources to maximise its capabilities.

7:21 The Travelling Salesman Problem

Despite its relatively narrow definition, the original Travelling Salesman Problem
remains a crucial component to the solution of many higher level VRP’s, which are in turn
directly applicable to real world problems. In fact the solution to most VRP’s lie in optimising
a constituent set of smaller TSP’s. To summarise the problem, the TSP describes the problem
of optimising a tour through a set of nodes, which passes through each node in the set once,
and returns to the start point. This definition is also known as the Hamiltonian cycle problem
in graph theory [150]. Analysis of each tour (or cycle) is based on a given a set of costs

associated with travel between each node in the set.

Graph of Nodes

Figure 7-1  The Travelling Salesman Problem

Interestingly, as described in Figure 7-1, the TSP appears relatively similar to the path
finding problem solved by Dijkstra’s algorithm, as investigated in Chapter 5. The
configuration space — a graph of nodes with transfer costs between each node — is identical.
However rather than searching for the optimum route to a single goal node, the TSP is instead
searching for the optimum path from the start node through each and every node in the graph

before returning to the start node.

For the purposes of this investigation we shall limit ourselves to dealing with only very
small sequencing problems of up to 10 nodes. This is sufficient for the planning of ISS-
Inspector missions since operational constraints will preclude the selection of a large number
of observation points, except where nodes are very close together, in which case a group of

close co-ordinates may be treated as a single node for high level sequencing. Typically most of
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the research effort in dealing with TSP problems has been targeted at solving ‘small’ problems
of up to 30 nodes, and even in these cases only near optimal solutions are attainable within a
reasonable computational limit. Larger problems are usually sub-divided into sets of smaller,
more manageable problems [151]. Limiting ourselves to dealing with only 10 nodes greatly
simplifies the problem, allowing fully optimal solutions to be obtained with moderate

computational demands.

For such small instances of the TSP, a solution can be obtained by the brute force
method of simply evaluating each possible complete sequence of the given set of nodes. This
can be achieved by taking each possible sequence containing a single instance of each of the
configuration nodes, excluding the start node, and evaluating the cost of transferring through
the sequence. The cost of transferring from the start node to the initial node in the sequence,
and from the final node back to the start, must of course be added to the total cost. Even the
simplest solutions can however have their own drawbacks. In this case the problem is in
finding all the valid sequences of the available nodes. A basic method that has been applied to
the Inspector problem is to find possible sequences by stepping incrementally through a
decimal numbering system, using each digit to represent a node in the sequence. So for
example, in 2 4 node problem, 4231 would represent the sequence 4, 2, 3, 1 where the given
nodes are numbered 1 to 4. Each possible sequence must be evaluated to ensure that each
digit, or node, only occurs once, but for small numbers of nodes this is relatively cheap to
evaluate. The main advantage is the simplicity of the method, since for a 4 node problem we
have simply to count through from 1234 to 4321, check for valid sequences, evaluate the cost

of each sequence, and save the decimal sequence of the optimum result.

Test Sequence

Result Count o

Figure 7-2  Decimal Sequence Checking

Of course, as described above this method can only deal with problems of up to 9
nodes (or correctly 10 nodes if we denote the nodes 0 to 9), or less depending on the size of
integer variables available on the host hardware. For example a 16bit integer gives an upper
limit of 65536 allowing 5 nodes, and a 32bit integer will allow just 9 nodes to be evaluated.

This restriction could be easily overcome using an array to store the individual choices, but in
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any casc, past scts of G nodes the costs involved in evalvating large numbers of potential
sequences quickly become prohibitive. I'rom a computational petspective, the ptincipal
advantage of the method is the minimal memory stotage requiretnents during evaluation, since

the curtent and best sequences are stored compactly as integer vatiables.

7.2.2 A Dynamic Programming Solution to the TSP

A more elegant approach to aptimising the small ISP can be accomplished by
applying dynamic programining techniques to the problem. Invented by the American
mathematician Richatd Bellman [152], dynamic programming is 2 mathematical methodology
that can be applied to many optimisation problems, amongst a range of other diverse
applications {153]. The key to the method is in stoting and sotting partial results to the
problem in question, enabling othetwise expensive recursive function calls to be made quickly
through reference to this previously calculated data. The techaique of dynamic programumning
has already been employed in solving small TSP’s, and the solution will be developed here fot

application ro ISS-Tospector mission scheduling,

The first stage is to break down the problem into a series of smaller problems that
may be determined through recutsion. If we denote a sct of nodes as S, then we can define
the function call /38, xJ to tepresent the optimum tour through all the nodes belonging to § o
reach the node x, where & and § are exclusive. This function call can then be replaced by the

recutsion

Eqn 7-1 f(S,%)=MIN AF(S—y.9)+d (3,5}

whete y belongs to S, and dfy, xj represents the cost of transfer between node y and node x.
By denoting the set of nodes ' of the target TSP, including the statt node, as nodes x = 1 to n,
the solution to the TSP can be obtained by the function call /5, #»+7) where node n+1 also

represents the statt position.

As it stands, it would be very expensive to evaluate the recursion desctibed above to
solve a TSP, Dynamic programming techniques, however, allow us to replace the full
recursion by stoting a histoty of partial results in an array. Evaluation of Eqn 7-1 then

becomes a series of references to this array

Eqn 7-2 fS,x)=MIN _AF,_  +d(y,x)}

where the attay Fj contains the resuits of previous calls to Eqn 7-2, referenced by set (1) and
node (). Since the reference used for each set in this case is independent of the order of

nodes stored, construction of cach set index lends itself to binary tepresentation. Hach set or
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subset of the TSP nodes can therefore be represented by a single vatiable, constructed so thar
each individual component ‘bit’ denotes the presence of the cotresponding node in the set.,

So for example, if the 2™ bit is sct to 1, then the 2™ node is contained within that particular
set. Of course, as with the decimal representation used in the previous section, this is
intrinsically limited by the storage afforded by an individual varialile. In this case, however,
the limit would be for 32 nodes in the case of a 32bit variable, by which time other constraints

would have halted solution of the TSP,

Before this technique can be applied to the TSP, 2 methadology to fill the required
history of results in the atray I is required. Fortunately, this can be achicved by simply
applying Iiqn 7-2 sequentially to the lower entries of the atray, after initialising the zero row
with the cost of transferring to each node from the start vode. Operationally, this process can

be illustrated by the following pseudo code

For all x belonging to 8¢ I, = d(0,x) (initialise zero row)
Fori =1 1o binary representation of S: (evaluate each subset of )
{ Forallxin 8: T, = ffix) }

The results stored in Fare thesefore inctemental totals of the optimam cost incutred in
reaching each node through each subset of S. This allows casy evaluation of the optimum
cost to complete the TSP, but unfortunatcly does not include a reference to the sequence used
to achieve that optimum cost. Finally then, the array FF must be extended to store for each
entry the intermediate node used to achieve the stored cost at that point in the calculations.
This cotresponds to the node y used in Eqn 7-2 that achieves the minimum cost for that step.
Given this history stoted in F, the optimum sequence can then be found by stepping

backwards through the atray once the optimum cost entry for the TSP has been found.

Performance of the dynamic programming solution to the TSP is impressive,
especially in compatison to the tesults of the method desctibed in the ptevious section. Tn
iflustration, on a base specification pc, pure evaluation of the 'I'SP fot an 8 node problem took
19.9 sec using the brutc force method, while the time taken using the dynamic programming
solution was too small to be measured using the standatd windows timers. Tora 9 node
problem, Hmce taken for the brute force method increased dramatically to 279.29sec, while the
dynamic solution was still too quick to be measured by default timing routnes. To get some
point of reference, a 15 node problem was attempled using the dynamic programming

solution, and took 0.83sec to complete,

"the primary disadvantage of the dynamic programming solution is in the storage

tequitements necessary to maintain the intermediate resuits, As an example, a 9 node solution
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would tequire an array of 2’ X 10 results, a storage requirement of at least 10 kilobytes, plus of
course a calculation history array of the same size. For a 15 node TSP this would increase to a

total storage requirement of at least 2 megabytes, an exponential increase in size.

it js also wotth mentioning, since Genetic Algorithms have already been introduced
for the problem of optimisation of multi-waypoint paths in Chapter 2, that (GA’s have also
been applied to the travelling salesman problem [154]. However theit use is unnecessaty for
the relatively small number of nodes required for the ISS-Inspector problem as the aptimal

solution to this 'I'SP is possible.

7.2.3 Mission Scheduling Constraints and the VRP

Expanding on the relatively narrow definition of the 'U'SP, the Vehicle Routing
Problem refers to a more general description of the problem of visiting o transpotting objects
between nodes. In common with the TSY, specification of the problem deals with 2 praph of
nodes, with given cosls for transfer or transportaton between connected nodes. In addition,
the VRP also specifies a list of objects to be transported, located around the nodes of the
graph. Associated with each object is also a destination node, to which the object requires
transportation. The problem is thercfore to optimisc the transportation of the objects to theit
destinations with the minimum transpott cost. A good example that demonstrates all the
elements of the general VRP would be the scheduling of a lift in 2 tall building. Each floor
that the lift stops at constitutes a node of the graph, with each node connceted direetly to each
other node (since it is quicker to travel direetly from one floor to another without stopping at
intermediate floors). Objects (or passengers) may then be initially located at any available
node, and tay wish to be transported to any other available node in the fastest time possible.
Of course a lift can only hold a finite number of passengers at any one time, and the capacity
of the transportaudon vehicle is an additional variable that defines the general VRP. The
simplest case is of a vehicle that can only carty a single object at any one time (unit capacity),

compated to a vehicle that can carry a number of objects at once (inultple capacity) [155].

When dealing with actual physical transportation and distribution. problems, a small
constraint is frequently added to the general definition of the VRP in order to simplify the
specification and solution of the problem. This simplification is to assume that cithet all the
objects to be transported are initially located at a central depot and mast be delivered to the
nodes of the graph, or vice-versa that objects otiginally located at the nodes must be
transported back to the depot. In practice this constrained definition matches a large number
of teal world problerns, whist preatly simplifying the problem. Comparing the general VRP to

the TSP, we can sce that the TSP is in fact a constrained instance of the VRP. Tor instance,



the TSP could be represcnted by a VRP with 1 virtual object at each node of the graph, each

with a destination at the start node, to be collected by a vehicle of infinite capacity.

1n addition to the standard definition of the VRP, an additional side constraint that is
frequently applied to the problem is that of titne windows, which may be applied to visits to
specific nodes of the graph [156]. This constraint allows a time window to be applied to
nodes, duting which the node requires o be serviced. Effectively this is applicd in the form
of an additional cost to the tour for arriving at a node outside of the specified window, waiting
costs for arriving eatly at a node, or by tightly constraining windows to cxclude tours that do
not meet the time constraints. Given the frequent application of the VRP to real transport
and delivery probletns, the problem of VRPs with time windows has been extensively
investigated by the computing community, Although not cutrently implemented in the 1SS
Inspector scheduling tools developed here, the specification of time windows would be of
intetest in planning ISS inspectdons to meet potential time dependent mission constraints,
such as the day-night cycle. As previously mentioned, the ability to plan nspection operations
to be performed at particular times to take advantage of optimal lighting conditions, or to
coincide with crew activities, would be useful. However, given the relatively short orbital
period of the ISS and cotrespondingly rapid change of lighting oticntation, attificial
Humination of a target from the Inspecror Free-Flyer would be required in any case.
Hurthermofc, this is a separate issuc from overall mission duration time constraints on the
Inspector vehicle, which ate essential mission constraints, and could be dealt with as an

additional transfer cost in terms of the duration of manceuvres.

7.2.4 The ISS-Inspector VRP

Concentrating on the IS5 Inspectort specific planning problem, there are 2 number of
mission constraints that will narrow the applicable definition of the general VRP to the
problem. Initdally the Inspector prohlem appears very similar to the '1'SP, the Inspector Free-
Flyer must visit each observation node once, starting from its docking port and returning to
re-dock with the ISS. Additionally, the Inspector has no objects or cargo to transport between
the nodes, merely requiring 2 visit to each node to perform its inspection. Nevertheless, the
Inspector Free-Flyer is strictly constrained by both the physical limits of available electtical
powcet and propulsive AV, and operational imits on mission duration. In addition, there is the
complication of sclecting between the fundamentally different transfer types available to
manoeuvte the lnspector Free-Flyet between nodes. In other words, the greater propulsion
and duration costs of EOS transfers compared to PEG manoeuvting must be balanced by the

enhanced safety of the former.



In fact, the problem of costing transfers and missions based on factots other than the
absolute distance between nodes is a typical one. In any real VRP or TSP problem the
relevant cost of a trunsfer is more likely to be determined by the duration of the transfer, and
perhaps fucl consumption, than distance. For surface transporttation problems this should
favour soluticns that avoid areas of traffic congestion ot tesistance, to follow faster more
efficient routes. In the casc of the ISS-Inspectot, transfer costs should be a weighted
combination of transfer time and the AV required for the manoeuvte, allowing a balance to be
found between satisfying these constraints on the mission, Absolute constraints on the total
mission duration and propellant requirement can be implemented in the costing of transfets
by incutring infinitc cost to the route if the addition of the ttansfer would cause either limit to

be exceeded.

The selection of suitable manoeuvres for each individual transfer can also be
accomnplished at the costing stage, where the graph of connected nodes with transfer costs is
construcied from the defined mission observation points. At this stage the required
manoeuvre type for a given transfer can be found independent of the mission as a whole by
basing the selection critetia to optimise mission safety for each potendal transfer individually.
This mcans torcing EOS manoeuvies whete necessary to maintain reasonable free-drift safety,

and allowing PHG manoeuvring when safe to do so.

For an I88-Inspectot mission, the nodes of the TSP are allocated by observation point
selection, rather than observation targets since these are the co-ordinates that the Inspector
Pree Tlyer must actually visit to complete an inspection of the targer. A complete inspection
of one singlc target on the cxterior of the ISS may requite a numbet of individual inspections
sutrounding the inspection tatget to fully visnalise the component. Howevet, though the
sclected observation nodes would typically be grouped around the mission targets, in a
mission with multiple targets it may not necessatrily be efficient o petrform all the individual
inspections for cach farget in sequence. In addition, cettain circumstances may demand the
inspection of an area of the ISS structure as the Inspector Free-Flyer passes across it in order
to assess the condition of large components of the station such as the solar panels. In this
case, the start point of the inspection would be considered as the observation point, with an
additional skill to be performed from there to complete the observation, adding an additional
cast to any scheduled transfer to this node. The nodes of the observation point co-ordinates
can therefore he optimised globally as an independent TSP, without any need for reference
cither to the target co-ordinates of each inspection ot other skills to be executed at the

observation point, other than to add the observation cost to the mission total.
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These simplifications, ptimarily in off-loading mission duration and other global
constraints into the pre-scheduling stage of graph cost caleulations, allow the ISS-Inspector
VRP to be considered as a simple TSP. For solution purposes this allows the dynamic
programming techniques described in section 7.2.2 to be directly applied to the problem, with
the proviso of incorporating infinite transfer costs to routes that exceed global duration or AV
constraints. The advantages of this are twofeld, both simplifying development of the mission

scheduling toal, and canstraining the cormputational requirements of the solution.

7.3 Mission Planning Tool

As previously mentioned, one of the primary objectves of this tescarch has been to
develop a rapid mission planning tocl that is flexible enough to be used not only by opetators
on the ground, but also by the crew onboard the ISS. 'I'o this end, the software tool must not
only be easy and intuitive to use, but also be portable to the computational facilities available
on-otbit. T'o this end much ¢ffort has be made to ensure that all the techniques developed
here make no great computational dernands in terms of processor or memoty requirements.
In fact, none of the path-planning or gnidance methods developed take any longer than a
fraction of a second to execute on 4 relatively modest wotkstation, hopefully allowing the goal

of rapid planning and analysis of ISS-Inspector missions to be realised.

Aside from the technical aspects of mission planning, the secondaty challenge
mentioned above is that of creating an interface to the Inspeetor Free-Flyer skills that is both
flexible and intuitive ta use [157] [158]. Tor even the simplest mission there is a wide range of
information to be displayed to the operator, coupled with 2 latge degtee of freedom in the
selection of parameters such as the selection of observation points from which to perform

cach inspection.

Given thesc goals, the maost obvious choice of interface is to use an inteprated mulii-
windowed view to allow various aspects of the planning process to be viewed simultaneously.
The authot’s knowledge of pe based programming, and the ease of developing of Windows
software through Microsoft’s MFC Libraties lead to the mission planning tool being developed
tor the Windows PC platform, However, the use of widely available OpenGL libratics for the
graphics rendeting, and ANSI standard C and C-++4 code for all the algotithms result in a
program that would be easily portable to an aliernate windowing placform by any programmer
with knowledge of that system. Division of the user interface into distinct ateas or views

allows a combination of both numnerical and graphical information to be displayed to the



operator, fulfilling the need for hard qualitative data, complimented by intuitive visual

representations as shown in Figure 7-3.

B SR B A R

Figure 7-3  The Multi-Windowed Interface

Even given the graphical interface of the tool, the use of a relatively simple (and
scalable) rendering model of the ISS and the ability to temporarily suspend various optional
features such as comms link integrity checking when not required, help maintain low

computational hardware requirements.

7.31 Observation Point Selection Interface

The selection of suitable observation points from which to perform an inspection of
the ISS is one of the most interactive and subjective aspects of mission planning, and is reliant
almost exclusively on the input and skills of the operator. The interface used to choose
observation points must therefore be intuitive, and supply as much useful information as
possible to assist operators in their task. To accomplish these goals, the virtual Inspector
camera simulation tool developed in Section 3.3 is incorporated into the mission planning
tool, with the virtual view through the Inspector camera forming the primary window of the
interface. This, along with a secondary external Inspector and ISS combined view and safety
indicators to represent safety and radio comms constraints, form an easily accessible interface
to the selection of observation points around the ISS. A third sub-window of the interface is

then available to display numerical data, such as the current co-ordinates of the Inspector
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Free-Flyer, its target, and previously

Figure 7-4.

selected observation points for the mission, as shown in
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Figure 7-4  Observation Point Selection Interface

Extending the Inspector camera view to deal with multiple observation points, the

graphical representation of previously selected points and inspection targets in both the

primary camera view and secondary external view, further assists the operator in planning the

observations required to fully inspect a given target. In the final step of the confirmation of

an observation point and inspection target, a dialogue box permits the manual fine-tuning of

co-ordinates, as shown in Figure 7-5.

Figure 7-5

Observation Point Confirmation



At this point, additional warnings can be included to reinforce possible constraints
such as the safety of the chosen co-ordinates, and the availability of R-bar approach and
retreat manoeuvtes to reach the position. The availability of such R-bar manoeuvres dictatcs
the gvailability of BOS trajectoties to and from each position, otherwise requiting the use of a
PFG manceuvre to reach the obscrvation point, with the potential reduction in passive safety
that entails. The correction of co-ordinates within the confirmation dialogue petmits the
manual rounding of valucs, as well as integrating the ability to specify externally planoned

mission elements ar ohjectives.

7.3.2 Path Planning of Mission Elements

‘L'he initial goal of mission scheduling for the Inspector Free-Flyet is (o optimise the
cost of each Inspecror mission within a set of constraints, such as vehicle AV and mission
dutation limits. ‘The primary goal however, temains to maintain the safety of the inission and
minimise the potential for mechanical failure to result in a collision with the ISS. Much cffort
has heen made in previous chapters to develop manocuvring rechniques that make use of
passively safe trajectories wherever possible. In addition, the basic control strategy for the
I8S-Inspector requires the provision of a backup collision avoidance manocuvre to be
available ar all times, allowing the Inspector vebicle to retreat safely from the ISS in the event
of a problem. There remains however a marked difference between the absolute safety of a
tightly defined manocuvring strategy such as a EOS ttajectory, which is specifically designed
to be 100% passively safe, and more flexible but inherently less predictable trajectoties such as
those produced by I'HG methods. Furthermore, it is possible to break down PI'G transfers
into distinet categories of manoeuvre, each with differing degrees of potential safety, both in
terms of passive safety, and the ease of implementing a CAM. Hierarchical planning
stractures often lry Lo make use at a high level of as much available prior information as
possible in the selection of lower level tasks [159] [160]. Hetc, the aitn in planning an
Inspector mission must be to make the best usc of cconomical PG manoeuvtes in cases
where acceptable safety can be maintained, whilst employing BOS transfers when safety
constraints make them either suitable ot necessaty. For example, the additional cost of
employing an EOS transter for an extended wansfer along the length of the ISS would be
small compared to the safety benefits of avoiding PFG manoceuvring. Similatly, for a transfer
from above the ISS structure to below station, the lack of passive safety of PEG would
probibit its use despite the significant increased duration and AV cost of using an KOS
transfer. On the other hand, for relatively short-range transfers, pastculatly if enclosed within
open areas of space above ot below the ISS, the minimal safety advantage of EOS trajectoties
would be negated by the high cost of the manoeavre in comparison to the PEG alternative.

158




Given that the relative safety of PFG manoeuvring and the availability of EOS
transfers between co-ordinates is dependent on the relative positions between the start point,
the end point and the ISS structure, it follows that the selection of suitable manoeuvres can be
made by referring to their position relative to the ISS. This is achieved by segmenting the
space surrounding the ISS into zones based on the manoeuvres available within and between
these areas, as shown in Figure 7-6. At the pre mission-sequencing cost calculation stage, the
optimisation of overall mission safety can then be made by selecting the manoeuvre types
available for each transfer between mission co-ordinates by referring to these zones within

which the nodes are located.

7 PEG Zone
| Inaccesable by EOS

PEG Manoeuvring
Zong

Figure 7-6  Manoeuvre Selection Segmentation Map

The criteria used to segment the space surrounding the ISS, as shown in Figure 7-6,
has been to define areas within which PFG manoeuvring is permitted. Transfer between
mutually exclusive areas can only be performed using EOS trajectories if available.
Overlapping areas are used to afford access, by PFG manoeuvring, to regions that would
otherwise be inaccessible as they cannot be reached using an R-bar approach from EOS
transfer. The determination of those areas accessible by EOS transfer can be made by
referring to the approach and retreat safety envelopes developed in Chapter 3. Meanwhile, a
number of basic constraints on the use of PFG manoeuvres can be determined by observing
the previously obtained results of the nature of PFG manoeuvring and referring to the orbital

dynamics of the problem. Applying these constraints to the local configuration of the ISS
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then allows the areas around the station within which PFG manoeuvring is safe to be
identified. In general, point to point transfers using PFG can be broken down into five broad

categories based on their position relative to the ISS structure, shown in Figure 7-7.

(©)

Figure 7-7 PFG Manoeuvre Categories
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PFG manoeuvres performed entirely in the open space above or below the TSS
structute, as shown in Digute 7-7(a) and Figute 7-7(b), form the primary zones available for
sale PFG operations at the 1SS, These zones are inherently safer due to their vertical offset
from the V-bar, which cnsutcs that the frec drift trajectory from these paints will tend to diift
up and behind the ISS in the casc of the zone above the V-bar, and down and ahead of the
station when stacting below the V-har, Provided the manocuvre velocitics within these zones
are controlled to limit the inittal velocity along the R-bat toward the ISS structure, passive
safety can be presetved in a similar manner to the R-bar approach manocuyre demonstrated in
Chapter 3. By contrast, PFG manocuvres which inust navigate away from the orbital plane in
order to transfer past elements of the ISS stracmre, as shown in Figure 7-7(c) and Figure
7-7(d), cannot be executed in a passively safe manner. In these cases, the out-of-plane offset
of the transfer path results in acceleration back toward the orbital plane, and towards the
obstacle the manocuvre is ttying to avoid. This natural behaviout to accelerate toward the
otbital planc can be easily observed in the out-of-plane component of the governing Clohessy-
Wiltshire equations, given in Appendix JII. This equation shows the out-of-plane acceleration

at a point is directly proportional to its offset from the osbital plane.

Eqn 7-3 P=—w’z+ f,

During PI'G manoeuvting, this undesirable motion requires frequent control impulses
to maintain 2 collision free path around the obstacle, tesulting in a relarively high AV cost on
top of the safety disadvantages. The final category of PFG manoceuvring zones, shown in
Figure 7-7(e}, is in fact rather specific to one area of the ISS structure, located above the
Russian pordon to the rear of the station. In this area thete is quite a sizeable volume that is
shadowed by the PV-Arrays of the Science Power Platform, precluding an R-bar approach
into this area. The presence of the PV-Arrays also limits the passive safe capabilities of PEG
manoeuvring within this zone, since free-drift trajectories may drift upward into the arrays. If
necessaty, it may howevet be acceptable to permit limited PG manceuvting into this zone,

relying an pre-determined CAM manoeuvres to ensure a safc retreat in emergencics.

The encomypassing of the full tange of PFG manoeuvres into these 5 broad categorics
is facilitated primatily by the configuration of the ISS structure. "This places the bulk of the
structure otientated either along the velocity vector (V-Bat) and orbital plane of 1SS orbit
(around y = 0), or in the plane perpendicular to the radial otbital vector (around » = 0). Of
course, this configuration, represented in Figute 7-8, is a natural design since placing as much
mass an volume as possible along the orbiral velocity vector has the effect of minimising

cross sectional arca (and hence air drag) and gravity gradient torques.
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Orbital Plane

Figure 7-8  ISS Configuration Relative to Orbital Plane

As a final restriction on mission manoeuvre selection, each Inspector mission must
start with an EOS retreat from docking and transfer to the first observation point, and finish
with an EOS transfer to return from the final observation to berth at the docking port. In
certain cases this may restrict the available initial and final observation nodes to co-ordinates

accessible by EOS transfer.

7.3.3 Mission Sequencing

From the point of view of the user, the operation of the manoeuvre selection and
mission scheduling strategies described in this chapter should be relatively transparent. There
is little advantage to be gained at this stage in exposing a range of complex configuration
options, but a significant risk of losing the intuitive interface of the mission-planning tool.
For this reason, the mission-sequencing interface has been kept deliberately simple, with
minimal user input required to generate an optimised mission sequence, as shown in Figure

7-9.
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Figure 79  Mission Sequencing Interface

The first step of the sequencing operation is to select the manoeuvres to be used for
each potential transfer between the defined observation points, and to calculate the graph of
transfer costs between each node. The manoeuvre zones developed in the previous section
are applied to each combination pair of observation points, determining whether PFG
manoeuvring is available to transfer between the co-ordinates or an EOS transfer will be
required. The cost for each transfer can then be estimated, either by simulating a PFG
transfer between the points, or calculating the sequence of impulses required to execute the
EOS trajectory. These manoeuvre costs, in terms of both duration and AV requirement, are
then combined to give an overall weighted cost for the transfer which can be used to optimise
the mission sequence. Invalid transfers, which cannot be performed due to the relative
position of the two observation points, are represented in the graph by a connection with a

prohibitively high (or essentially infinite) transfer cost.

The second sequencing stage is to optimise the mission sequence, as represented by
the TSP graph calculated in the previous step, using the methods outlined in Section 7.2. This
gives the sequence of manoeuvres required to visit each of the defined observation points, and
an estimate of the total mission requirements in terms of AV and total mission duration,
excluding the station keeping costs for whatever inspection is required at each observation
point. At this stage the observation point list can be edited, if required, to constrain the scope

of the observations to fit within overall mission limitations.
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From a computational perspective, given the relatively small number of observation
points available dusing a single mission, the limiting factor in the sequencing a mission comes
down to the sitnulation of PG transfers to obtain cost estimates for the TSP graph. The
actual optimisation of the Inspectot TSP requires a negligible amount of computational time,
whilst on the development system the calculation of manacuvre costs takes of the order of 30
— 60 scc for a 6 observatian point mission, depending on the distribution of the individual
obsetvations points. Unfortunately the extended calculation required to simulate these PEG
transfers is unavoidable if a teasonably accurate cost graph is to be determined. Nevertheless,
within the otiginal goal of a fast mission planning and cvaluation tool, this order of time-scale

is acceptable.

7.3.4 Mission Safety Analysis and Final Plan

Qacce the optimum sequence of transfers to visit the chosen obsetvation points has
been found for a given mission, and the manocuvres required fot each transfer planned, the
tesults must be analysed to cvaluate the suitability of the final mission plan. This cvaluation is
accomplished both by performing a brief safety analysis of the overall trajectory, and
graphically displaying the mission plan to the operator in such a way that they can make their
own informed analysis of the results. Refersing to the collision impact velocity categories
described in Chapter 6, for Critical and Catastrophic collision impacts, the safety of each element
of the mission can be estimated by propagating the free-drift trajectory throughout each
manoeuvte to locate the areas from which a collision could oceur, and catcgotising each
potential collision within these safety levels. Fortunately, the design of the FOS transfer
methodology guarantees EQS manoeuvtes to be 100% passively safe, and the safety of
station-kecping at observation points is enforced at the observation point selection stage
through the checking of free-drift safety. This leaves the PEG segments of the mission to be
simulated, and the free-drift trajectoties after each impulse propagated to estitnate the fraction
of the trajectory that is passively sale, During this simulaton and propagation of the PFG
path, the effect of cerors in the AV impulses applied to the Inspector Free-Flyer are also
incorporated into the paths and collision checking. This is achieved by propagating the initial
velocity error range to obtain the resulting positional etror throughout the trajectoty, so that
the area within which the path may drift is used to test for collisions with the ISS structure, as
shown in Figure 7-10. The result is 2 mote accurate check of potential collisions, but this will
also skew the collision petcentages toward higher values, since when collision tests are
performed for each area within which the path will have drifted, no teference is made to the

propartion of this atea that results in collision. From a safety analysis perspective howevet, it
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is better to err on the side of caution in this manner than to neglect AV errors and risk

underestimating the risk of a given manoeuvre.

Positional Error
Range

Free-Drift Trajectory

Figure 7-10  Free-Drift Path Propagation (With Errors)

The categorisation of potential collisions into graduated levels of risk greatly extends
the feasibility of missions that can be performed by the Inspector Free-Flyer. The use of a
100% passively safe requirement for missions would virtually rule out PFG manoeuvring in a
large number of cases, limiting manoeuvring to costly EOS transfers and seriously
constraining the observations that could be performed in a single mission. However, the ISS
structure is designed to absorb the impacts inflicted by astronauts manoeuvring along the hull
during EVA missions, and the relative momentum of the Inspector Free-Flyer is comparable
to a fully suited astronaut manoeuvring with a tool bag. By permitting manoeuvres that
possess the potential for a Critical or sub-Critical collision along a fraction of the trajectory, the
opportunities for utilising PFG manoeuvring to enhance inspection missions are greatly
increased. The only downside of this will be a minimal reduction in absolute mission safety,
given that the ISS structure is already designed to withstand a range of impacts from other

sources.

Aside from the results of a safety analysis and numerical lists of manoeuvre types and
costs, the best way to communicate the results of a mission plan to the operator is to provide
a visual representation of the manoeuvre elements of the mission. This is especially true given

the lack of exact data for the Inspector Free-Flyer systems and control structure, which make
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any specific mission schedules or numetic data, including overall cost estimates, reasonable
approximations at best, Thanks to the {lexibility of the mission planning tool interface and
primary cameta view, the display of a mission through its individual clements is easily achieved
by displaying path data for each selected transfer between nodes. This is in fact the manner in
which the majority of figures in this chapter displaying PFG results have been produced. As
we will see in the following results section, this method provides an casily accessible interface
to the results of the mission planning process, giving an immediate correlation between the

Inspector Free-Flyer's motion and position relative to the ISS structure.

7.4 Mission Test Cases

The only way to evaluate the usc of an interactive tool such as the Inspector Mission
Planner is to use it to achicve some goal. In order to demonstrate this, and to investigate the
results obtained, this section will go in detail through the planning and analysis of a nuinber
example missions. Three test cases have been devised to tepresent as wide a range of mission
objectives as possible, from a single tatget inspection mission requiring a set of observation
points grouped around a the targel, to the extreme scenatio of a set of 6 ubservation targets
distributed as widely as possible around the ISS structure. Tn cach case, the goal is 10
investigate not only the use and capabilities of the mission planniag tool, but also the resulting
mission protiles and requirements with respect to their goals, since this will give an indication

of the range of missions that will be achievable for the ISS-Inspector Free-Flyer.

7.4.1 Case A: A Single Target Inspection Mission

The first exumple is intended to demonstrate the objective basefine mission for the 18S-
Inspector, the detailed inspection of a single tarpet point on the ISS. T'o achieve this, the
target must be viewed from a group of observation positions, designed o give a
comprehensive averall view. The target point in this case is the top of the Pressurised Mating
Adaptor (PMAT), which joins the Functional Cargo Block (FGB) to Resource Node 1 (INode
1), the first components of the ISS to be inserted into o1bit, in 1998. The four observation
points, shown in Figure 7-11, ate grouped at different angles above the target to provide as
complete a view of the top of PMA1T as possible within statdon-keeping safety and

communications consiraints.
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Observation Pt 3

. | consit.
Observation Pt4 |

Figure 7-11  Case A: Inspection Target and Observation Points

[n this test case the target co-ordinates are relatively exposed for visual inspection,
with a relatively large area of free-space directly above the target. Awvailable observation
positions are however prevented from approaching the target too closely from above on the y-
axis due to free-drift safety constraints. Combined with occlusion of the target from the side
by the large vertically mounted radiators, the availability of low elevation views of the target
are limited. Views from other angles above the ISS are available however, as demonstrated by
Observation Pt. 3, though the camera position must be raised to maintain station-keeping and
R-Bar approach safety. One subsequent advantage of these elevated observation positions is
that video and comms radio links are maintained at all observation points. All the chosen
observation positions are also easily accessible both to and from EOS trajectories, and
furthermore all four points are within the same PFG manoeuvring zone, giving the maximum

options for inter-observation point transfers.

Views taken from the Inspector Mission Planner tool when defining each of the
observation points are shown in Figure 7-12 (a-d), demonstrating the available camera

position data and the external Inspector/ISS views which are used to assist in each selection.
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Figure 7-12 Case A: Observation Point Selection Procedure

The task of calculating and optimising the mission transfer sequence once the

observation points have been defined is relatively straightforward within the Inspector
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Mission Planner tool. The interface and numerical results of this optimisation for Case A,

once the cost estimations and TPS solutions have been calculated, are shown in Figure 7-13.

01) 223 37 2deg
{11] 144 452deg

Figure 7-13  Case A: Transfer Optimisation Dialogue

The result of the optimisation is that the observation point transfers are sequenced in
the order: 4, 1, 2, 3. PFG transfers are utilised between each observation points resulting in
low transfer costs for this phase of the mission, with EOS trajectories used to transfer to and
from docking at the ISS. Graphical representation of the resulting mission trajectory, given in
Figure 7-14, shows clearly the suitability of the PFG manoeuvring strategy for the transfers
between relatively closely grouped inspection positions, as characterised visually by the
comparatively direct nature of the transfers. The EOS transfer to the first observation
position from docking, and the return from the final observation position, show in
comparison an extended trajectory retreating far from the ISS structure in order to assure long

term passive-safety.
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Figure 7-14  Case A: Overview of Mission Trajectory

Looking more closely at the PFG controlled portion of the mission, shown in Figure
7-15, it can be seen that for the first two transfers (Observation Pt 4 to 1 and Observation Pt
1 to 2) the looping trajectories are continually drifting safely away from the ISS structure
requiring controller input every few metres to keep the path on course. This results in a safe
free-drift trajectory in the short term along the transfer, whilst the control activations are still
spaced widely enough to be relatively efficient in terms of AV. In the final PFG transfer,
Observation Pt 2 to 3, the path has only a small number of control actions as the free-drift
trajectory has a tendency to drift favourably towards the goal point. This does however lead
to the path approaching closer to the Science Power Platform PV Array structure than might
be desired. Of course this can be easily avoided by modifying the collision volume
surrounding the PV Array to give a wider safety margin. In any case, since the free-drift
trajectory at that point is actually moving safely away from the structure there is no real danger

of contact.
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(a) Three PFG Trajectories

(b) PFG Trajectory between Pt 2 and Pt 3

Figure 7-15 Case A: PFG Trajectories




The profile of the EOS transfer sections of the mission, shown in Figure 7-16,
describes a standard EOS retreat from docking with R-Bar transfer to the first observation
point, and an equally standard EOS retreat and R-Bar return to docking from the final
observation point. Aside from any additional out-of-plane motion that may be required to
reach or retreat from observation points further from the orbital plane, this profile will remain
broadly consistent for all EOS transfers to and from docking. The safety of the EOS strategy,
built intrinsically into the definition of the trajectories, is reinforced by this graphical
representation which emphasises the physically large safety margin while transferring around

the ISS structure.

(a) EOS Trajectories in X-Y Plane

(b) EOS Trajectories in X-Z Plane
Figure 7-16 Case A: EOS Trajectories

The numerical results of the mission plan, given in Table 7-1, follow the same pattern
as the graphical results. The PFG segments are relatively small and efficient, both in terms of
AV requirements and duration, in comparison to the EOS segments which make up the

majority of overall mission costs. Referring back to the original design capabilities for the
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Inspector Free-Flyer outlined in Chapter 3, we can see that the calculated mission
requircments fall just within maximum AV capabilities of 10 ms ' and full power mission
duration of 10.9hrs, From a mission duration perspective this should not be a problem, since
the Inspector power requircments during the free-drift phases of EOS manocuvting should be
minimal. Ilowever, in terms of AV requirements this is rather close to the litnit, given that

station-keeping costs during the actual observation phase have not been taken inio aceount.

Ttranster Type AV (ms™) ‘I'ransfer ‘Time (s)
Docking to Pt 4 EOS 3.66493 8255
(R-har approach) R-bar 0.8 1300
Pt4dwoPel PRG 0.13913 1394
PtltoPr2 PFG 0.17606 2965
Pr2ioPrl PFG 0.13912 1676
Return to Docking EOS ) 3.18780 20364
(R-bar approach) R-batr 0.8 1300
Total 8.90738 37254 (= 10 hs) [

Table 7-1 Casc A: Mission Transfer Costs

‘I'he final aspcct of the mission plan to be consideted is the safety of the resulting
trajectories, specifically those of the PFG segments of the mission. ‘The results of a safety
analysis of each of the PEG segments, petfotted by ptopagating free-drift trajectories and

testing for potential collisions over a period of 2 orbits of the ISS, are given in Table 7-2.

Transfer | Duration | Any Impact | Critical Impact Catastrophic Impact
Pt4roPel { 1394 sec 0.00 % 0.00 % 0.00 %
Pt1toPt2 | 2965 scc 5.07 % 5.07 % 0.00 %
Pt2toPt3 | 1676 sec 57.45 % 57.45 % 57.45 % |

Table 7-2 Case A: PEG Trajectory Safety Analysis

Of the three PFG manoeuvres petformed it is only the final transfer, from Observation Pt 2
to 3, which has the potential to cause a catastrophic collision with the ISS. Iixamining this
trajectory clement closely in Figure 7-15 (b), it appears that this collision potential atises from
the inirial path taken as the Inspector Free-Flyer leaves Observation Pt 2 and drifts above the
Science Power Platform before making a second control manoeuvte to cottect its course
toward the tatget at Observation Pt 3. During this relatively lengthy section (for a PFG
manoeuvte at least), extrapolation of the free-drift trajectary would sugpest that the extended
path will drift around the tcar of the ISS like an undersized FOS, befote looping back up to

collide with the Iower ISS structure. The trajecrory s safe however, for at least half an orbit

174




past the point where the second control action should occur, giving plenty time in the event of
a problem to perform a Collision Avoidance Manoeuvre. The second PFG transfer, between
Observation Pt 1 to 2, also has a small portion during which there is the potential for a
collision with the ISS. The Velocity Selection strategy integrated into the PFG method has
however managed to constrain the impact velocity, to reduce the level of possible damage to

the ISS.

7.4.2 Case B: A Two Target Inspection Mission

The second test case is more ambitions, consisting of the multiple inspections of two
distinct targets, with observation positions required both above and below the ISS structure.
This scenario would be representative of the most challenging mission the ISS-Inspector

would be likely to encounter or be expected to achieve.

The first target chosen is at the main Airlock, located below and to the rear of the
main truss structure, as shown in Figure 7-17. The Airlock is positioned close to the ISS
centre of mass, and is occluded from view in many directions by the surrounding structure of
the core ISS modules, the main truss and the large truss-mounted thermal radiators, making it

a challenging target to obtain a detailed view of.

Figure 7-17  Case B: Inspection Target 1 and Observation Points

The positions available to observe Target 1 are constrained to view the Airlock at

rather shallow angles by the obstruction caused by the right hand solar radiator which is
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attached to the main truss. This obstruction prevents a head-on inspection of the airlock
from a position close to the z-axis, and so to obtain a complete inspection of the Airlock,
observations must be performed from positions surrounding the target in the orbital plane.
The chosen observation positions therefore consist of a single point almost directly above the
target, positioned high enough to safely avoid the radiator and main truss structure, and two
additional points below the target. These lower observation points, positioned in the relatively
clear space below the ISS structure, enable viewing angles from ahead and behind of the target

along the x-axis to be obtained more easily than would be the case from above the target.

The second target is one of 3 Russian Research Modules (though on more recent ISS
assembly plans the structure has been reduced to 2 Modules) attached to the Universal
Docking Module below the Russian portion of the ISS, as shown in Figure 7-18. This target is
primarily accessible for observation from below the ISS since it is obscured from above by the
rest of the ISS structure, though overhead views are possible from certain angles. In addition,
its location toward the rear of the ISS makes it an interesting study of accessibility and transfer

costs using EOS manoecuvres.

Figure 7-18  Case B: Inspection Target 2 and Observation Points
The selection of observation points to view Target 2 from angles below the 1SS
structure is relatively straightforward thanks to the target’s position, clear of the main bulk of
the main structure. The orientation of the module favours inspection from positions forward

of the target along the x-axis, resulting in the positioning of Observation Pt 5, with
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Observation Pt 4 producing a good end-on view of the module. Obtaining an inspection view
from above the target is not so simple due to the obstruction caused by the rest of the ISS
structure, however thanks to the Research Module’s orientation angle away from the
surrounding structure the target is visible through the structure from a point located above the
main truss. Though the target is relatively far away from this observation position, this should

be easily within the range of the Inspector’s cameras.

Interface screens from the Inspector Mission Planner tool used to define each of the
observation points are shown in Figure 7-19 (a-c) and Figure 7-20 (a-c), detailing the views
available of each target at their respective observation points and the information used to

select each position.

(a) Observation Pt 1
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Figure 7-19  Case B: Target 1 Observation Points
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Figure 7-20 Case B: Target 2 Observation Points

The sequencing and optimisation stage for this mission is slightly more
computationally expensive than for Case A due to the spread of observation points above and
below the V-bar, necessitating an additional EOS manoeuvre at some point to perform the
required transfer from above to below the ISS. There are of course, a2 number of periods in
the mission at which this transfer may occur, depending on the sequence of observation
points visited. The numerical results of the sequencing optimisation task taken from the
Mission Planner interface are shown in Figure 7-21 and a graphical overview of the resulting

mission trajectory is given in Figure 7-22.
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Mission Planning Sequence

tart From Docking Port . 367748 8284 1
-4.6,151,15.0) (44-4875) 213 51.4deg 70 418 4
-88161,105]) (194-16845) 458 33S5deg A 1 19630 3
-21.7-16399) (-194.16845) 143 49.7deg : 0 2194 4
100-9687) (444875 75 599deg 0. 608 4
-37-163110) (19416845 170 335deg : 1739 4
74.137138) (44-4875) 160 31 4deg 7 23124 2
Retum to Docking Port ;

(]
1[4
2 (8
¥
4
5 [
B [
9

Total. 10.24758 56057

Figure 7-21 Case B: Transfer Optimisation Dialogue

Figure 7-22  Case B: Mission Trajectory Overview

The result of this optimisation of mission transfers is that the observation points are
to be visited in the sequence: 1, 6, 4, 2, 5, 3. After the initial retreat from docking and EOS
transfer to Observation Pt 1, a PFG manoeuvre is used to transfer to the second point above

the ISS, Observation Pt 6. A second EOS manoeuvre is then used to transfer to the first of
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the observation points below the ISS structure. Further PFG manoeuvres are then employed

to visit the remaining points, before a final EOS transfer is used to return to docking.

Concentrating on the PFG segments of the trajectory, it can be seen that the mission
sequencer has automatically ordered the PFG transfers so that the direction of motion utilises
the orbital dynamics of free-drift trajectories to enhance the safety of the PFG transfers.
Below the ISS the transfers are ordered such that the broad direction of travel is always in a
positive direction along the V-bar, resulting in a free-drift trajectory that naturally drifts away
from the ISS structure. If this direction of travel were towards the rear of the ISS, the
resulting trajectories would have a tendency to drift up towards the structure. This ordering
of transfers is a natural consequence of the cost of PFG transfers used to optimise the mission
sequence. The PFG strategy attempts to optimise path safety at the expense of AV and
transfer time, resulting in increased transfer costs for transfer orientations that are less
intrinsically safe. Given that the EOS cost of transferring to and from any given point is
relatively independent of its position along the x-axis, it is natural that the free-drift
characteristics of transfers above and below the V-bar will influence the optimal manoeuvre

order for PFG transfers.

Figure 7-23  Case B: PFG Trajectories below the ISS

The EOS segments of the mission plan are relatively standard, consisting of a standard
retreat and return to docking, with a single additional EOS manoeuvre performed to transfer
between Observation Pt 6 above the ISS to Observation Pt 4 below. This EOS transfer from
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above to below the V-bar closely resembles the standard return to docking manocuvre from
above the ISS as seen in the previous cxample. With the final observation point located below
the V-bat, a complete orbit of the ISS is then requited o perform the EOS transfer to the
desired position below the docking port before the R-bar forced motion return to docking,

Profiles of the planned EOS transfets are shown in Figure 7-24.

Retumn to ,
Docking ., .-

Tranafer Pt G N W\

i /I”ﬁ
ta Pt 4
’/ \ |

Return to

Docking -

() EOS Trajectoties in the X-Z Plane
Figure 7-24 Case B: EOS Trajectoties

"The cost incurred by the additional EOS transfer can be cleatly seen in the overall
mission costs, shown in Table 7-3. In comparison to the results of test Case A, PFG transfer
costs remain a small fraction of mission, whilst: the extra FOS transfer has made a significant
increase to the overall mission cost, In this case unfortunately, mission costs for Case B
exceed the original ISS Inspecror design capabilities, both in terms of AV requirements and
mission duration. Of course these constraints ate conservative minimutn estimates and may
be expanded as the lnspector Free-Flyer is developed and the capabilities it will requite are
realised. Without utilising an HOS transfer between Observation Pt 6 and Pt 4, the total cost
would be within the Inspector’s capabilities, even allowing for an additional PFG transfer
between these points, however mission safety would be significantly reduced by the use of a
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PFG transfer across the V-bar, One potential solution would be to replace the EOS return to

docking from Observation Pt 3 with a ditect PI'G transfer to a point along the R-bar below

the docking port. Given the proximity of Pt 3 to the docking pott, this should be possible

with a minimal impact on overall mission safety.

Transfer Type AV (ms™) Transfer Time (s}

Docking to Pt 1 EOS 3.66748 8284

(with R-bat approach) R-bar 0.8 1300

PtltoPr6 PEG 1 0.02889 418

Pt 6 to P4 EOS§ ;' 3.07556 19690

(with R-bar approach) R-bar 0.8 1300

PrdtoPr2 PFG (0112300 2194

P2to Pt PTG | 0.02961 608

Pt5toPt3 PFG 0.11817 1739

Pt 3 Return to Docking | EOS 3.19488 23124

(with R-bar approach) R bar 0.8 1300

“Total o 12.63759 59957 (= 17 hrs)

Table 7-3 Case B: Mission Transfcr Costs

The results of a safety analysis of the PFG scgments of the mission plan are given in

Table 7-4. It can be seen that both the first and second PFG manocuvees have a section of

approximately 150 seconds duting which their free-drift trajectory represents a potential threat

to the ISS. In both cases however, velocities have been reduced to consirain the impact below

that which would cause a catastrophic threat to the statdon. (iven as a petcentage of

manoeuvting time, this ctitical damage threat represents just 6% of the PI'G portion of the

mission, a significantly bettet result than in Case A.

Transfer Duration Any Critical Impact Catastrophic Impact
Impact -
PritoPt6 | 418 sec 35.97 % 35.97 % 0.00 %
Pt4toPt2 |2214sec | 6.78 % 6.78 % 0.00 %
Pt2ZoPt5 | 604 sec 0.00 % 0.00 %% 0.00 %
Pt5toPt3 | 1750 sec | 0.00 % 0.00 % 0.00 %
Table 7-4 Case B: PFG Trajectory Safety Analysis
7.4.3 Case C: A 6 Target Inspection Mission

The final example is given as a rest of the abilities of the 188-Inspector and the

Inspector Mission Planning Tool to petrform the inspection of a wide range of targets
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distributed extensively around the ISS structure. This is really intended to streech the abilities
both of the planning software and the Inspector Free-Ilyer, rather than {ulfilling a foresceable
mission requirement. However, it is uscful to investigate how well observation positions
towards the outskirts of the regular operating area are dealt with, and it also gives an
opportunity to observe the PRG transfer between a numbet of widely separated observation

positions. The inspecton tatgets chasen are, from the front of the ISS to the reat:

1) The Inspector Free-Flyer dacking poing, located on the COF module.

2) The External BExperiment Pallet, attached to the Japanese Experiment Module (JEM).
3) The Cupola viewing window.

4) The Crew Return Vehicle (CRV) docking point.

5) The connecting node between the Science Powet Platform (SPP), the Russian research

modules and the rest of the Russian ISS segment.
6) The rear Soyuz capsule and Progress supply velicle docking point.

The observation positions required to view this range of targets are quite vatied, both above
and below the ISS sttucture, as shown in Figure 7-25. "L'he otientation of targets 1 and 2
requite inspection from opposite sides of the orhital plane (along the z-axis) resuliing in a
large out-uf-plane separation berween each of these observation points and all the others.
Targets 5 and 6 meanwhile are located to the reat of the IS§, resulting in observation positions
scpatared from the other points by a significant distance along the V-bar. The problem of
radio frequency shadowing by the ISS structure, also forces Observation Pt 6 to be located

high above the station in otder to obtain a S-Band video connection during inspection.
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Figure 7-25 Case C: Observation Point Overview
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The interface screens from the Mission Planning Tool used to select each observation

point are given in Figure 7-26.

(b) Observation Pt 2 (JEM Pallet)
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Figure 7-26  Case C: Observation Point Selection Screens
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Given the widely distributed nature of the observation points in this example, the
results of the sequencing and optimisation stage of mission planning are particularly
interesting. Visually studying the relative locations of the six observation points does not
suggest any obvious sequence which they should be visited. The numerical results of this
sequencing optimisation, given in Figure 7-27, show that using the Inspector Mission Planner

results in visiting the observation points in the sequence 2, 3, 1, 6, 5, 4.

Mission Planning Sequencer

0: Start From Docking Port

1 (236,193,-300) (98-41.196) 291 300deg
4789105 (-43-43-34) 150 366deg
109,13.2225) (10.9,6185) 231 300deg
-401426,01) (-360-29-00) 457 192deg
-231,109129) (240.-4512] 133 41.4deg
92173163] (4211822 202 41 4deg
9 Retumn to Docking Port

2|
31
4 |
g |
6 |

Figure 7-27 Case C: Transfer Optimisation Dialogue

The mission sequence comprises of two PFG manoeuvring segments, separated by
and EOS transfer from above to below the V-bar. The initial retreat from docking is followed
by an EOS transfer up Observation Pt 2 above the ISS. Thete is then a sequence of 3 PFG
manoeuvres visiting Observation Pts 3, 1 and 6, before transferring to Observation Pt 5 below
the ISS using an EOS. The final stage uses a PFG transfer to reach Obsetvation Pt 4, before
returning to docking on the standard return EOS. A visual overview of the resultant mission

sequence and trajectory is given in Figure 7-28.
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(b)

Figure 7-28 Case C: Mission Trajectory Overview
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Concentrating initially on the first PEG segment between the observation points
located above the [SS, shown in Figure 7-29(a), it appears that the manoeuvres have been
sequenced in a slightly different manner than previous test cases. Other sets of obscrvation
points above the V-bar have arranged the sequence to traverse the points opposite to the V-
bar ditection starting with the point furthest ahead, but these results are quite different by
making a transfer along the direction of the V-hatr. This is most likely to be due to the
additional cost of transferring actoss the orbital plane, significant here due to the relatively
large out-of-plane offsets of Observation Pt 1 and Pt 2. By traversing the first three
obsetvation points in order along the z-axis this cost can be minimised despite the additional
cost of translating back and forward along the V-bar. This sequence also results in a
favourable PTG trajectory from Observation Pt 1 to 6, which requires only one control action
to drift for the majority of the transfer. 'This is in stark contrast to the other two PFG
transfets (Pt 2 to 3 and Pt 3 to 1) which requite a large number of control impulses to reach
their goals, as shown in Figure 7-29(a) by the small looping arcs in the trajectotics. Patt of the
reason for this feature in these trajectotics is the Velocity Selection strategy of the PRG
method, which will reduce the magnitude of control magnitudes to maintain the passive safety

of the trajectorics.

The second PFG segment consisting solely of the transfer between Obscrvation Pt 5
and 4 below the ISS (shown in Higure 7-29(b)) is mote typical of previous examples. Initially
the trajectory takes advantage of the orbital dynamics, drifting fot an extended period before
being forced to make an inereasing number of control impulses to maintain irs final path to

the goal.
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(a) PFG Paths above the ISS

(b) PFG Paths below the ISS

Figure 7-29 Case C: PFG Trajectories
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The BOS segments of the mission are once again similar (o those seen on previous
examplcs, though in this case the locations of the initial goal point (Pt 2) and second retteat
point (Pt 6) are further away from the origin than before both in rerms of in-plane and out-of-
plane offset. This results in a noticeably cut-off cllipse in the initial trajectory to teach Pt 2,
and a relatively clongated ellipse away from the rear of the ISS when tetreating from Pt 6,

shown in Tligure 7-30.

.....
,,,,

!
«Transfer Pt 8
Vo toPts

e T Return to Docking

Tiguire 7-30  Case C: BOS Trajectory in X-Y Plane

Looking at the transfer costs for the mission, given in Table 7-5, the most immediate
difference is that the PFG sepments account for a significantly greater percentage of overall
costs than in any previous examples. In Case B, the 4 PT'G transfers account for less than 3%
of total AV and 8% of transfer (itme costs, whereas in this case the 4 PG iransfer costs have
risen to 11.5% of AV and 25% of transfer duration. This can be partly explained by the
increased distance between obsetvation points, however absolute distance has only increased
by a factor of approzimately 2, not sufficient to account for the 3-4 multiple increase in costs.
However, as previously noted from the PFG trajectoties, each of the more expensive PEG
wansfers (especially Pt 2 to 3 and Pt 3 tol) requite a selatively large number of small
magnitude control impulses to achieve their goals whilst aticmpting to maintain passive safety.
So itis this Velocity Sclection strategy, along with the increased cost of transferting across the

orbital plane that leads to the more costly PR(s transfers seen here.
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Transfer Type AV (nﬁs—'l) Transfer Time (5)
| Docking to Pt 2 EOS 3.48723 7657
{R-bar approach) R-bar 0.8 1300
Pt2to 3 PFG 0.51788 6204
Pt3to Pt PFG 0.65390 6510
PtltoPr6 PRG 0.12267 1562
PL6toPr5 EOS 3.16691 20000
(R-bar approach} R bar 0.8 1300
Pt5to Pt4 PFG .30197 3923
Pt 4 Return to Docking BEOS 3.18929 23101
(R-bat approach) R-har 0.8 1300
Total 13.83988 72857 (= 20 hts)
Table 7-5 Case C: Mission Transfer Costs

Although the negative aspects fot this mission of the PRG Velocity Sclection strategy
have been discussed in terms of increased PFG transfer costs, looking at the results of a safety
analysis of these mission segments in Table 7-6 would indicarc that the strategy was at least
successful in that respect. The only transfer to possess any significant collision danger is from
Pt 3 to Pt 1, duting which the trajectory has the potential for a low velocity Critiea! impact for
approximalely two an a half minutes of a near two hour transfer, So, despitc the extended

length and duration of the PFG transfers in this example, overall mission safety has not been

compromised.

Transfer Duration | Any Impact | Critical impact | Catastrophic Impact
Pt2toPr3 6204 0.00 % 0.00 % 0.00 %
Pt3io Pt 6510 2.42 % 2.42.% 0.00 %o
PeltoPt6 1562 0.72 % 0.72 % 0.72 %
Pt5toPr4 3923 0.00 % 0.00 % 0.00 %

Table 7-6 Case C: PYG Trajectory Safety Analysis
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CHAPTER 8: CONCLUSIONS

8.1 Review

As a summary of the main results of this thesis, a teview will be presented of what bas
been achieved thtough each chapter. Lo begin with the International Space Station was
mtracaced, highlighting the increased size and complexity of this new space structure, and its
associated maintenance and support requitements. "'he clear potential was seen to utilise a
free-flylng robotic agent to fulfil some of these support needs, especially given the high costs
and risks involved in using astronaut EVA operations, and the limitations of the ISS robotic
arm. From this, the primary problem of planning safe collision free paths and trajectories for
a free-flying support robot such as the ISS-tnspector vehicle to facilitate manocuvring around
the cxterior of the I8S was identified. The general problem of path planning for robots was
then investigated, and an overall review of the available literatute in the ficld of path planning

made.

Of the available path planning techniques, two specific methods were chosen for
application to the ISS-Inspector path planning problem, the discrete Laplace potential field,
and a wave front cost mcthod. These methods were chosen for their suitability to deal with a
complex obstacle configuration such as the ISS structure, both in the straightforward
representarion of the obstacle shape using a discrete grid, and their avoidance of the formation
of local minima in the potenual ficld. This crucial result guarantees that the path plannet will
always be able to find a path to the goal, if one exists. The Laplace potential was chosen as
the base method for its simple formulation, and the collision avoidance chatactetistics of the
resulting paths which tend to avoid obstacles by a wide margin and follow a smooth path with
no sudden changes in ditection. The wave front method was chosen as an alternative for its
ability to easily incorporate additional path constraints ot costs, such as obstacle proximity or

tadio communications coverage, into the formulation of the basic cost function.

In Chapter 2, an existing solution to the orbital dypamics of the relative motion
between a free flying vebicle and the ISS was introduced. This linearised solution to the
relative motion of a free-flying body, in close proximity to a reference body in a constant
circular orbit, is known as the Clohessy Wiltshire (CW) equations. The resulting telative
maotion, caused by the intetaction of a constant circular orbit and a similar but slightly

eccentric othit, in a rotating reference frame attached to the circular orbit was then
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investigated to provide a better understanding of the free-drift paths described by the CW
equations. It was also shown that for the operating range of the Inspector vehicle, less than
1000m from the ISS, the errots inwwaduced by the linearised equations of metion are
negligible. Trajectory deviations caused by small thruster errors however wete shown to be
more significant, especially over extended frec-drift trajectories, and must be raken into

account when designing guidance and conirol strategics.

Through these simplified equations of motion the paths and trajectories of a free-
flying vehicle operating close ta the ISS to be planned and optimised. A brief investigation
was then made into the basic optimisation of a two-impulse transfer between two points,
highlighting the cost savings in terms of AV that can be obtained by manipulating the duration
of a transfer. This was also cxtended to the optimisation of a transfer with a single waypoint
positioned for obstacle avoidance. This showed a crucial conflict berween the propulsive
efficiency of extended looping trajectories and the need for relatively direct paths to maintain
collision aveidance. A strategy was suggested and developed using the maximum deviation of
the resulting trajectory fromn its desired route as a second critction when optimising each
wransfer. ‘T'his straiphtforwatd solution allowed toutes to he followed using a sceries of
waypoinls, giving a simplistic method for adapting non-physics based path planning strategies
to the orbital environment. However, this technique was too inefficicat to be used for
Inspector path planning duc to large number of waypoints required to closely follow the

desired path, and the control impulses tequited at each point.

The specific details and plans for the 1SS-Inspector vehicle and mission, as developed
by Daimlet-Chrysler Aerospace (now TADS Astrivm), were presented in Chapter 3.
Although the ISS-Inspectort project is at a relatively early stge, it was possible to obtait an
approximation of the free-flyer’s planned capabilities and control systems, as well as reviewing
the operationally tested X-Mir Inspector vebicle. A nurmber of potential problems artd
constraints on the operation of a free flying vehicle operating from the ISS wete identified,
such as the flight rules imposed by NASA for visiting vehicles and the difficuldes of
maintaining radio communications with the ISS as the signals are shadowed by its structure.
A range of pre-defined manocuvring skills developed by EADS Astrium for the Tnspector
Free-Flyer wete detailed. ‘These included basic station-keeping and R-bat fotced motion
manoeuvies, as well as safety ctitical Collision Avoidance (CAM) manoeuvres which must be
available at all times during Inspector opetation to facilitarc a safe retreat from the 188 in casc
of an emergency. An investigation was made into the safe approach of trajectories toward the
I8S structure up and down the R-bar, resulting in the development by the author of approach

safety envelopes, which can be used ta define the areas of space sutrounding the station which
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are safely accessible through an R-bar approach. Finally, the concept of a graphical virtual
camera view, incorporating observaton point constraints such as approach and station-
keeping safety, and command and video comtounications coverage, was developed to assist in

selection of suitable observation points.

Following on from a sitople clliptical trajectory known as an Ellipse of Safety (EOS)
that was developed by EADS Astriutn to provide passive safety during the fly-around phase
of the X-Mit Inspector mission, an new point to point manoeuvring strategy making usc of
the BOS was developed in Chapter 4. The BEOS utilises an ellipse (rajectoty around the 1SS
structure that is inclined in the out-of-plane direction, so that as the ellipse drifts along the V-
bar due to a differential acceleration between the ISS and the free-flyer caused by actodynamic
drag effects, the ellipse trajectory will pass to the side of the station and avoid a collision. By
controlling the initial position and inclination of the EOS, « method was developed hete o
torce the resulting BOS to pass dircetly above or below a chosen target position. With the
addition of a specifically designed passively safe free-dtift retreat trajectory from the 1SS to
transfer onto the EOS, and a forced motion r-bar approach back toward the structure, the
EOS strategy then tacilitates fully passively safe manoeuvring from point to point around the
ISS. The limitation is in both the AV cost of sctting up and returning from the EOS, and the
transfer titnes involved in orbiting around the 1SS structure. This extended trajectory is be
uscful in providing pre-mission overview observation and inspection opportunities, but the
AV costs will limit the application of TIOS transfers in any single mission. With this in mind

two specific EOS applications were developed:
® A safe retreat from docking with EOS transfer o the first mission observation point.

® A return manoeuvre via an EOS and an R-Bar forced motion approach back to the

docking point.

This cnables the two most: eritical phases of each mission to be undertaken with the highest

possible degree of passive safety, provided by the EOS transfet.

Moving on to the less stringently constrained manoeuvting permitted for close
proximity transfets during the obscrvation phase of the Inspector mission, the two alternate
path planning methods chosen from the carlict review of path planning, were then applied to
the ISS configuration space in Chapter 5. Previous worl at the University of Glasgow had
demonstrated the use of analytical potential functions for path planning and guidance.
However, this method of potential specification was deemed unsuitable given the complex

contiguration of the ISS structure and the close proximity of 1SS-Inspector manoeuering
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operations. 'the two alternatives applicd fot the ISS-Inspector wete based on a potential ficld

representation of Laplace’s cquation, and a numerical Wave-Front cost field.

Using these potential fields, guidance methods were then developed in Chaptet 6 to
manoeuvre the Inspector Free-Flyer safely around the structure of the 1SS, The result of this
was a puidance technique, Gradient Impulse — Potential Field Guidance (GI-PT'G), which
used the normalised potential gradient vector to trigger the control impulses tequired to
maintain a path toward the goal and away from the [SS structute. This had the advantage of
utilising the natural free-drift chatacteristics of the orbital dynamics where they suited the
desitred ronte, whilst not being directly linked to or liiited by these constraints. ‘The GI
method was further developed by implementing velocity selection critetia at each control
impulse. This petformed collision checking on the predicted path for a range of impulse
magnitudes in order to increase the safety of the resulting trajectory. Finaily, to test the
tobustness of the GI-PFG method, the effect of errors both in the positional data supplied to
the controller and in the supplied thruster impulses were investigated. it was found that the
method naturally compensated for thrusters ertors, whilst with the addidon of a simple

navigation smoothing stage, positon and velocity errors could be successfully overcome.

The GI PFG method that has heen developed is aimed pritatily at real-time guidance
of the Inspector Free-Flyer rather than off-line path planning prior to the mission. To this
end, it has been shown how the technique can overcome the main obstacles to using such a
potential field guidance system under error prone, real-wotld guidance and navigation
conditions. For the mission planning element of the ISS Inspector mission, the principal use
of GI-PT'G path finding is to assess the application of a PFG manoeuvre to 2 specific transfer,
and to obtain an estimate of the costs and risks involved. The same potential fields calculated

in the planning phase, can then he used later in the final execution of the PFG transfer,

It has also been shown that the GI guidance method is flexible enough to be used with
a range of potential fields in addition vo the potential functions it was osiginally designed for.
The safcty of the method comes party from the potential fields used to gencrate the paths,
but also using velocity selection at control points to choose the safest trajectory to follow at
each step. The behaviour of the GI path in relation to the steepest descent path can also
controlled through the GI switching angle, permitting a degree of control over the path

produced.

Finally, it may be possible (o combine GI-PFG manoeuvtring with alternative methods
such as reactive control systams, (o enhance the safety of the mission under off-nominal

conditions such as an unexpected loss of navigation information. A combination of all these
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safety elements of the GI method ate, however, requited to make PEG manocuyring a viable

option for Inspector I'ree-lilyer transfers at the ISS.

In Chapter 7, all the individual methods and technigues developed wete brought
together in order (0 meet the thesis goal of an overall 1ISS-Inspector mission planning tool,
The observadon camera visualisation tools developed in Chapter 3 wete integrated to assist in
the initial selection of suitable obscrvation positions. The primaty task was then to attempt to
optimise the usc of available manoeuvring techniques to accomplish each mission with
minimum cost and maximuim safety. This was achieved by combining conventional route
scheduling tcchniques based on the Travelling Salesman Problem (TPS), with specifically
developed cost graphs.  These costs were based on segregated manoeuviing zones atound the
ISS structure, designed to choose PRG transfers wherever possible to reduce manoeuvre
costs, whilst forcing KOS iransfers where required to preserve mission safety. This strategy
proved to be broadly successful, although small concessions were made to safety in cettain
citcumstances. In addition, the use of multiple EOS transfers lead to AV costs close to or
exceeding the lnspector Free-Ilyet’s original design capabilitics, As a high level mission
planning tool however, the Inspector tool fulfilled its goals in being both easy and guick to
usc, and accessible to a range of operators both on the ground and on orbit thiough its ability
to execute on relatively low powered laptop computing systems such as those already installed

onboard the TSS.

8.2 Summary

In summary, having identitied the requirements for a free-flying vehicle such as the
IS8 Inspector, and the lack of the techniques necessary for safe and adaptable close proximity
manoeuvring at the ISS, the key result of this thesis was the development of two
complimentary manoeuvring methods for the Inspector Free-Flyer. These methods, namely
Lllipse of Safety trajecturies and Potential Field Guidance manoeuvring allow the inspector
vehicle to manocuvre freely around the 188 with 2 high degree of passive safcty in 2 manner
not previously possible. The two distinct methods coexist by complimenting each others
weaknesses, While the tightly constrained EOS method provides full passive safety for
mission critical manoeuvting elements at the cost of AV and transfer time, PG manocuavring
petimits fast, ctiicient, and safety constrained manoeuvring within ateas where it is safe to do

§0.
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The primary purpose of the Inspector Mission Planning Tool was to investigate mote
closely the implementation and combination of EOS and PREG manoeuvting in complete
missions, as well as to evaluate the rapid planning of missions through a simple uset interface.
From a manoeuvre implementation petspective the tool demonstrated that useful inspoction
missions could be realistcally execated using the rechniques developed. Howevet, for more
complex missions, cost estimations did cxceed preliminary Inspectot Free-Flyer design
capabilities. Futthermore, these results wete estimated to provide a high degree of passive
safety throughout each rmission, with only a small risk for reduced velocity impacts daring
certain stages of PTG manocuvring. The three test cases were designed to represent a wide a
tange of potential mission scenarios from a basic single target obsetvation to an ambitions six

target mission, so cach should be considered individually.
¢ ‘Yest Case A: Three obsetvation points, viewing a single target above the ISS.

On the whole the planning of mission A was saccessful, both in obtaining suitable
inspection views and in planning the manoeuvres required to visit the observation points.
"The mission plan indicated that the chosen objectives are (excluding station keeping costs)
within the predefined minimum capabilities of the ISS Inspectot. Turthetmore, aside from
a single segment of one PFG manoceuvre (tepresenting 16% of total PEG manoeuvring
time, during which a CAM is still availahlc) the mission planning tool managed to produce

a mission that is passively safe.
® Test Case B: Six observation points, divided between rwo targets, above below the ISS.

Initizdly the mission plan and cost results for mission B would appear to represent a failure
of the mission planner, with mission exceeding both AV and mission transfer duration
constrains, However, the minor modification of using PFG manoeuvres to replace the
EOS return to docking would transform this result into an achievable mission, whilst PEG
safcty analysis suggests that the overall mission would remain highly passively safe. This
demonstrates how the results of the mission planning tool are not necessarily the final step.
An experienced mission planner stll has the potential to improve upon these results, and
utilise aptions and strategies not currently inteprated into the sofiware to achieve mission

goals.

® Test Case C: Six widely separated abservation points, with six targets spread around the

18S.

Though (in common with mission B} the total mission costs for mission C exceeded the
maximum design capabilitics of the Inspector Free-Flyer, in this case the cause it not solely

attributable to the planned intermediate ROS transfer. The suggested solution of

201



transferring directly from the final obsetvation poinr to the dacking port using PR
manocuvtes would again be applicable given the proximity of Observation Pt 4 to the
docking position. However this would only bring total AV costs close to the prescribed 10
ms” maximum, and is stretching the limits of the Tnspectors operational capabilities. Fven
so, it was not expected that this rather extreme example would be within the manoeuvring
capacitics of the Inspector Free-Tlyer, and rather it was a test of the Mission Planning

Tool, in which it has succeeded well.

From a planning and interface standpoint, the mission planning tool demonstrated the abiliy
to rapidly plan or prototype inspection missions using a relatively simple operator intetface.
This was achicved by heavily utilising the graphical aspects of the mission tepresentation and
interface, to optimise the skills and input of the operator. The result was a relatively powerful
roission planning tool, which is easy to use, and succeeds in presenting the tesults in an

intuitive form for immediate operator evaluation.

8.3 Recommendations

Following on from the work detailed in this thesis, thete are a number of directions in
which further work would be recommended. Much of the specific mission designs developed
for the 1I88-Inspector mission planner are highly dependant on the physical design and
capabilitics of the Inspector vehicle, and it would be beneficial to update this tool to keep up
with current and future advancements in free-flyer technologies. To further the development
of PFG as a realistic sohution to manoeuvting at the ISS however, it would be necessary to test
these manocuvring sules using a more tealistic simulation and control model. This should
inchide extending the guidance and control methods (o include rotational controls both in
manoeuvting and inspection phascs, where development in this thesis has heen limited to the

pure translational problem.

‘I'he most important enhancement that could be made to cither of the path planning
tnethods frotn an operational point of view would be ta be able to incorporate changing
environments or obstacle configutations into the potental ficld. For the Vaplace potential
field a promising avenue of research has been presented by Zelek [62]. The papet proposcs a
method that allows a new potential field to be calculated mid-path by using an intermediate
potential field, constructed by interpolating between the previous potendal field and the
incomplete new potental as it is calculated. Zelek demonstrates that this intermediate

potential field is stable and suitable for safe path planning, so using this method the Laplace
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potential could be updated at set sample intervals enabling the working potential field to

account for any moving obstacles.

To achieve a similar result the wave-front method could be modified to use the D¥*
algorithm [93] mentioned previously, As desctribed in Chapter 1 this method allows the aseas
of the configuration space that arc affected hy changing obstacle configurations to be
determined. Only these portions of the grid that are hidden from the goal by the changing
obstacle then need to be recalculated, For movement of a small obstacle or component of the
ISS this would mean that in many cases only minimal recalculation of the cost field would be
required to account for this change. Ilowever the effectiveness of this optitnisation would be
reduced in the case of movement of a large obstacle, such as the PV attays, positioned
between the start and goal co-ordinates, as the majority of the cost field would tequire

recalculation.

The wave-front cost field method also has further potential for improvement through
manipulation of the movement cost function. ‘This could be used to open up a form of direct
configuration of the cost field, to allow the operator to shape paths around obstacles in a

more favourable mannct by manually modifying the local cost function.

For the Laplace potential field it would also be valuable o investigate methods of
improving calcalation and storage requircments. One paossibility is to maodify the iteration
scheme used, which by default iterates each node in otder of their position along the x, v, and
z axcs respectvely, to use a wave front style calculation iterating each node in the order of
their offsct from the goal node. In theoty this should propagate the low initial potential
outwards from the goal far more quickly across the other nodes. However carc must be taken
not to compromise the avoidance of local minima during these fterations. The discrete
formulation of the Laplace equation used herc also relies upon regular grid spacing between
the calculation nodes, both in the iteration equation and the subscquent interpolation
methods. The usc of variable node spacing, would allow mote optimal grid representations
such as a quadtree structure to be applied to the discrete Laplace equadon in order to optimise
storage requiremcnts of the potential field, and provided increased detail in the potential ficld
in complex arcas of the configuration space. The use of alternative grid structares would have
the same potential benefits for the wave-front method, however it would introduce problems
in controlling the expansion of the wave-front in the cost calculation stage as open space arcas
encompassed by enlarged grid cells would jutnp the wave ahead and may cause the wave to

Lecome out of sync.

The area of the Gradient Impulse manoeuvring strategics that could he developed are
the velocity selection routines developed to enhance mission safery. A more efficient path
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propagation and collision detection method would petmit improvements in the selection of
velocity at each control impulse, cither by allowing a wider range of potential velocity
magnitudes Lo be tested, or by allowing the manipulation of impulse direction as well as
magnitude. Efficient collision detection routines would have the additional benefit of

speeding the calculation and improving the accuracy of overall mission safety estimates.

Finally, the mission planning tool could be enhanced in to reflect likely mission
requirements. "The introduction of time window constraints to the scheduling optimisaton,
would allow the planner to synchronise Inspectotr manocuvting with external mission
requirements such as astronaut EVA activities or optimal lighting conditions. It would also be
beneficial to introduce mote flexibility in the choice of manoeuvres available to the mission
planner, such as allowing PFG return to docking, as proposed in Chapter 7 as a solution to the
cost limitations of the BQS return to docking, The high cost of EOS manoeuvres, which
given planned ISS-Inspector AV limits effectively constrain their use to two FOS transfers per
mission, sttongly favours the use of PFG manoeuvring for all short distance transfers. To do
this however, would requite a method of evaluating both the transfer cost and safely
implications of 2ltcrnate manoeuvres in a quantitative manner, enabling the selection of PI'G

manceuvres to be incorporated into the overall mission optimisation.
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APPENDIX I -~ SPACE STATION DEVELOPMENT

Space Station History (1971-1990%s)

On the 19" April 1971, Salyut 1 was launched from Baikonur on a Soviet three-stage
Proton rocket. For 6 months the first space station orbited the Earth before its orbit decayed
and it re-enteted the atmosphete on the 16" October, The first crew to visit Salyur 1 on 23
April 1971 were unfortunately unable to gain access to the entry hatch, but the second crew
successfully docked with the station on the 16" June, and made it their home for a total of 24
days, compleling the primary mission to study the effects of long duration space flight on
humans. Tragically an accident during re-cntry caused their capsule to depressutise
prematurely and the three cosmonants were killed, This first generation of Salyut spacectaft
wete cylndtical structures approximately 12m long and 4m in diameter, equipped with fully
integrated power and life-support subsystems to accommodate a crew of up to three
cosmonauts, The Salyur seties of space stations was then successfully developed though the
70’s and 80’s up to Salyut 7, which was launched on the 19™ April 1982, remained in orbit for
a record nine years and was home to a total of ninc cosraonaut crews. Based on the second
generation Salyut design, Salyut 7 was the first space station to support the docking of
additional modules to cnhance its capabilities, and with the docking of the Cosmos modules
provided valuable experience to be used in the desipn of the subsequent Mit space station.
One significant part of the Salyur program’s success was the development of the Progress
supply vehicle, an automated freighter with both pressutised and un-pressurised
compartments. Progress greatly enhanced the capabilities of the station by enabling the
delivery of supplies and new equipment to the intetior of the station, as well as refuelling the

station propellant tanks from the docked Progress vehicle’s tanks.

Following the successes of the lunar Apolio program, the first American Space Station
— Skylab was launched on the 14® May 1973 from the Kennedy Space Center by the last
Saturn V rocket. Skylab, shown in Figure I-1, madc extensive use of redundant Saturn and
Apollo hardware, The station itself was in fact a ‘dry’ third stage of a Saturn V vehicle
converted into a habitable sttucture, and astronauts were transported to and from the station
by Apollo spacecraft. Once operational, Skylab was home to three crews who stayed for a
total of 171 days. Nearly 400 man-hours of experiments were petformed in such areas as
Solar Astronomy, Earth Observation, Asttophysics, and Life Sciences. The work cartied out
through the life ot Skylab demonstrated the ability of astronauts to perform repaits and EVA’s
in micro-gravity, with the EVA man-hours achieved on Skylab exceeding the sum total of all
previous missions. Skylab was scheduled to remain in othit for 8 to 10 years, however due to
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greater than predicted solar activity its orbit deteriorated faster than anticipated and the station

returned to earth during July 1979.

Figure I-1 Skylab from Orbit (source: NASA)

In the late 1970’s and early 1980’s NASA’s manned space program focused on the
development of the new reusable space vehicle, the Space Shuttle Orbiter. The first shuttle -
Columbia was completed by contractors Rockwell International and launched from the
Kennedy Space Center on April 12 1981. The Space Shuttle however was developed primarily
as a transportation system, and possessed only limited facilities as a science platform within
the Shuttle cabin. In order to enhance these capabilities and make use of the space in the
Shuttle cargo bay for experimental purposes, the European space laboratory Spacelab was
developed. The aim of Spacelab was to expand the Shuttle into a space laboratory that could
support a crew of six for missions of up to nine days. Designed as a modular system
consisting of pressurised modules of either one or two segments and external pallets, Spacelab
provided a great deal of flexibility in the missions that could be undertaken. The first Spacelab
flight launched in November 1983 aboard Space Shuttle Columbia and also carried the first
European Space Agency astronaut Ulf Merbold. Since then Spacelab has become the most
frequently flown payload on the Space Shuttle, having carried out a total of 33 missions,
including 17 missions with the extended 2 segment ‘long’ module, and has performed a large

number of science experiments.
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The Mir Space Station

When the core module of the Mir space station was launched on 20" February 1986 it was
initially estimated to have a five year life in orbit, but surprisingly the Mir station managed to
survive nearly three times its design life. Developed from the preceding Salyut module, the
Mir core made use of heavy docking ports to allow for multiple additional modules to be
docked, expanding the size and volume of the station. Over its life 5 extra modules, along

with an extra docking module, were attached to the Mir core as shown in Figure [-2:
Kvant I [1987] — Astrophysics telescopes, life support equipment and solar panels.

Kvant II [1989] — Earth observation, life support and EVA hardware and solar
panels.

Kristall [1990] — Science and technology experiments, a special heavy docking port
and solar panels.

Spektr [1995] — Astrophysical and geophysical observation experiments and solar
panels.

Priroda [1996] — Remote sensing experiments and joint Russian - U.S. equipment.

An additional docking module was also attached to the special docking port on the Kristall

module in 1995, enabling the U.S. space shuttle to dock with Mir.

S89ES520 1998:09:08 15:00:23

Figure I-2  The Mir Space Station (source: NASA)

The extended life span of the Mir station was made possible through the regular re-
supply and re-boost by Progress supply vehicles and their successor, the Progress-M vehicle.

This allowed a total of 43 cosmonauts and astronauts to make Mir their home for stays of
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morte than a month, and a further 59 had the oppottunity to visit the station for shott trips.
The use of unmanned vehicles to dock with such a complex structure as Mir as not been
without problems however. Docking with the station is normally an automated process, but
on 24" June 1997 a Progress-M spacecraft was being controlled manually by the space station.
cominander to test new remote control docking techniques developed to reduce teliance on
the automated systems, Unfortunately, because of lighting from the remote camera, the
Progress craft collided with the Mir station, damaging the Spektr module’s solar pancls and
punctuting the maodule itself [1}. Luckily damage was restricted to a single module, howeves
subsequent missions managed to reconnect electrical cables to the module restoring part of
the lost power supply though the module remained fully depressarised, ‘Vhe last Soviet
mission to Mir left the station in Auvgust 1999, with the future of the station in doubt as funds
required to support Mit were being moved onto the Tnternational Space Station project, and

MIR finally re-entered the earth’s atmosphere on 23" March 2001,

The International Space Station 1SS (1998 - Future)

In 1984 the then T1.S. President Ronald Reagan announced plans for an ambitions new
space station to be launched within 10 years. Unfortunately this project, Space Station
Treedom, did not advance beyond the planning stage due to cscalating cost estimates and an
ever decreasing NASA budget. Instead, the plans for an all American Space Station Freedom
transformed ovet the years to incorporate co-operation between international partnets in
Canada, Earope and Japan. With the addition of Russia to the program in 1993 the program
was strcamlined, and with the co-operation ot the member countries developed into the

International Space Station as it stands today [161].

The fitst component of the International Space Station, the Russian built and launched
Zarya control module, was launched into orbit on 20™ November 1998, and was joined by the
Ametican Unity module on 10" Decembet of the same year. Over the following 5 years the
ISS structure has been expanded to approximately half its final size through a total of 37
assctbly and te-supply missions uilising a range of launch vehicles including the Russian
Proton and Soyuz Launchers and the U.S. Space Shuttle. The ISS became operational with
the arrival of the Russian FGB (Funcrional Guidance Block) module in July 2000, and has
been permanently crewed since 31% October 2000, Thtoughoul its construction phase the I88
will also be capable of performing an incteasing part of its science and rescatch functions as
modules and equipment are added, as shown in Figure [-3. [However, it will not be able to

support its full crew of 7 astronauts and cosmonauts until the addition of the final segment,

the U.S. habitation module.




Figure I-3  ISS Construction Sequence (source: NASA)

The plentiful availability of research facilities, electrical power and manpower on the
ISS, coupled with regular access for equipment change out and sample return, mean that the
scope for science and research on the station are unmatched by any previous endeavour.

Research facilities will be provided by a total of 6 modules from 4 different space agencies:

— 2 U.S. modules — a Laboratory module and a Centrifuge.

— The European Space Agency (ESA) Columbus Orbital Facility (COF)

— 'The Japanese Experiment Module (JEM) including an external exposed palette

— 2 Russian Research Modules

These experiment modules are equipped with International Standard Payload Racks, which
allow experiments to be designed to a standard format and easily transported between and
installed in the ISS. In addition, there are a number of standard external platforms where
instrumentation and experiments may be mounted on the outside of the station, for example

to monitor the space environment or perform earth observation missions.
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Finally, a number of options are available for transport ta and from the 1SS, Crew
transfer to and {rom the station will normally be carried out by the U.S. Space Shutide with the
addition of Russian Soyuz capsules. Re-supply of matcrials and propellant will be provided by
existing technology in the form of the Russian Progrress-M autonomous vehicles, as well as the
new ESA designed ATV (Automated Transfer Vehicle) launched by the Ariane-5 booster, and
the Japanese H-II launched HTV vehicle.

Space Station Statistics

The International Space Station marks not only a leap in size and facilities over previous
space stations, but also a vast increase in the resources required to assemble and support the
station over its lifetime [3]. Since Salyut 1 was launched in 1971, space stations have evolved
from one part structures transportted into space by a single launch, mre massive muld-part
structutes, constructed from a large number of sepatrate modules and clements, launched over
an cxtended petiod of time, Moreover, thanks o automated transfler and supply vehicles, the
operational life-span of these stations in orbit has been dramatically extended. ‘Table I-1
iHlustrates the evolution of space stations over the past 3 decades, and details the progression

of both available size and power as well as assembly and support requirements.

Space Station Mass Psessurised  Modules Power Crew  Life-span l
[faunched] (kg)  Volume (m”) (kW) (max)  (years) |
Salyut 1 18,500 100 11 Soyuz 1 3 0.5
[1971]) capsule
Skylab 74,783 361 1+ Apollo 11 3 6
[1973] capsuke
Satyut 7 (Core) § 18,900 100 1 + Test 2 3 9
[1982] modules
Mir 124,000 398 7+ 35 >3 »14
[1986] capsules
188 454,000 1215 >18 + 110 7 Hst >10
[1998] vehicles

Table I-1 The Progress of Space Station Capability and Complexity

As can be seen in Table I-1, the ISS represents teatly a four fold increase in mass,
pressutised volume, and power supply over the previous generation Mit Space Station, The
international Space Station once fully assembled will have span of over 70m across the solar
arrays and total length of over 100m, and the internal pressurised volume available is

cquivalent ot greater than of a 300 seat passenger aitcraft. As a result of the complex suppost
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structure required such as the main truss, and the logistics of operating the station during
assembly, the number of launches that will be required to completely assemble the ISS is a
planned 46 assembly flights as opposed to the 7 flights necessary to assemble Mir in orbit, a

six fold increase.

In addition to a simple increase in mass and volume, from an engineering perspective
the most dramatic change in the last two generations of space stations has been the increase in
the complexity of the completed structures. This has come about partly through the use of
modular designs, which are assembled over an extended period of time, but must also be
operational for a large part of the construction phase. Furthermore, these modules may not
even have been designed at the same time (in the case of the Mir station) or even by similar
design teams (as with the International Space Station), requiring designs that can be easily
modified and adapted for changing conditions. Finally, a great deal of increased complexity is
brought about by the power requirements of modern stations, necessitating large solar arrays

as well as large thermal radiators to dissipate waste heat.

Salyut 1 [1972]

g Skylab [1973]
-~ Salyut 7 [1982]
o e
P &
¢ Mir [1986]

S
e

i
i

Figure I-4  The Evolution of Space Stations (source: NASA)

This increased complexity can easily be seen in images of the ISS and Mir compared to
earlier space stations, as shown in Figure 1-4. Early space stations such as the Salyut series and
Skylab were simple cylindrical structures, fully constructed on the ground and fully integrated
with all the station systems. Instead Mir and the ISS are far less one dimensional in their

orientation with modules attached in various planes and additional support structure outside
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the corc modules further complicating the geometry. The consequence of such intricate

structures is that operatdons on the exterior of the station become extremcly difficult to plan,
and more troublesome and hazardous to petform. In addition, the problem is compounded
by the fact that it is these types of external missions that will be required mote often because

of the increased size and complexity of the systems.




APENDIX II: STATE OF THE ART ROBOTICS

‘The arrival of the U.S. Space Shuttle in the 1980%s significantly increased the flight rate for
crewed missions to Farth orbit, With a number of reusable shuttles regularly available, and
human crews required to use the shuttle as a launch vehicle, human presence and availability
in otbit has been greatly increased. This has enabled a range of new missions that were
previously not possible, such as the launch and subsequent retrieval of satellites, and
repair/ upgrade missions to satellites such as the Hubble Space Telescope. Yet whilst the
repait of Hubble was made possible by the skills of astronauts, without the Shuttle’s robotic
arm to capture the satellite and then provide a steady platform for the astronauts to work

from, these missions would not have been possible at all.

To date the use of robotic arms has been primariy limited to crewed space vehicles, where
they may be used to support human activities in space, and perform as a tereestrial crane to
grasp and manoeuvre payloads. The completed ISS will have at least three robotic arms
available to asironauts onboard the station, from the sinall manipulatot on the JEM Exposed
Facility for managing the external experiments on the platform, to the SSRMS developed from
the Shuttle manipulator which will be used to manoeuvre complete TSS modules duting the
construction of the station. This 17 metre long mantpulator, with a total of 7 motorised joints
and a choice of actuator heads, will be able to handle very large payloads, and assist i
docking/berthing operations. In addition the SSRMS will he mounted on a mohile hase
systetn which can travel on rails along the main truss structure and is self re-locatable, enabling

it to be moved to other attachment points on the station.

"The robotic assistance of the Shuttle SRMS, and the space station SSRMS will be
invaluable during the construction of the ISS, yet the new space station will still require up to
40 BVA’s or 300 to 400 hours per year over its lifetime. This is a full order of magnitude
increase over previous Russian and American operations, which over the construction phase
of the 185 will amount to more astronaut EVA time than all previous experience combined.
In addition to the high cost in astronaut time for the construction of the station, another
important limiting factor in human activities comes from the space environment. Unlike the
Earth’s surface, space lacks the shiclding effect of the atmosphere which blocks most high
cnergy solar and galactic radiation, and whilst spacc sttuctures such as the ISS can be designed
to pratect their crew, FVA operations are mherently more risky as the crew must leave the
refatively safe refuge of the station with only a pressure suit for protection. Each individual

astronaut may therefore only perform a limited duration of EVA activides, limited by a safe

213




radiation dose. Therefore, every effort must be made to reduce the necessity for human

presence outside the station wherever possible, through the use of robotics.

As well as the use of robatics in orbit, there are also possibilitics for enabling completcly
new missions using robotic spacecraft, such as the on-orbit inspection, servicing and repair of
commercial satellites {8]. With the high development and launch costs of large commercial
commurications satellites, there may be a future market for servicing vehicles in orbit, capable
of rescuing satellites which have failures during their deployment or during their operational
life, or even salely to make inspections to assess satellite failures, Another possible application
of such orbital robots is for de-orbiting redundant satellites at the end of their lifetime to
reduce orbital debris In geo-stationary orbit. Interestingly, there are many similatitics between
such satellite rendezvous and servicing/repair missions and the ISS inspection missions
developed in this thesis, presenting a future alternative application for the tools and

techniques developed.

As previously mentioned, the Progress automated supply vehicle has been a key factor in
the success of the Soviet space station program since the 1980°s. T'irst used in 1978, Progtcss
was eventually replaced by the enhanced Progress-M vehicle in 1989, Importantly, both
spacccraft made usc of an automared docking system, Igla on Progress and Kurs on Progress-
M, allowing rcliable re-supply of the Salyut and Mir space station, Although Progress-M will
also be nsed to supply the International Space Statian, the Automated T'ransfer Vehicle (ATV)
is currently in development by the Huropean Space Agency, utilising the latest in robotic

technaclogy to provide supply and re-boost setvices to the ISS [45].

A number of robotic missions have alteady been completed which demonstrate the
possibilities for the futute use of tobots in Earth othit and deep space. These missions have
successfully shown the potential of robotics both to support human space flight, and to
explore the solat system. In addition, the advantageous combinaton of human and robotic

activities, as well a5 the use of spacecraft autonomy, have been tested and flight proven.

X -~ Mir Inspector

Launched onboatd the Progress M-36 supply shuttle to the Mir space station on 5%
October 1997, the German X-Mir Inspector |162] was the first step in the development of the
[nspector product family of free-flying vehicles, Developed by DASA-RI (a division of
Daimier-Chyysler Aerospace, now EADS Astrium) in Bremen, Germany, the X-Mir Inspector
was designed to verify the concept of using a small free-flying vehicle to make observations of
a space structute and to test the use of a custom monitoring and control station (MCS)

onboard the Mir station to control the Inspector mission. The Inspector free-flyer was stored
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in the pressurised compartment of the Progress vehicle so that the MCS hardware could be
installed in the Mir station prior to the Inspector mission. Inspector was then transferred by
cosmonauts on Mir onto a special separation mechanism in Progress allowing the free-flyer to

be ejected from the supply vehicle once it had undocked and retreated from the space station.

X-Mir Inspector itself was a relatively simple spacecraft, with only two thrusters aligned
along the longitudinal axis and reaction wheels to control attitude, as shown in Figure 11-1.
Due to this simplicity, and the lack of any back-up thruster systems, Inspector therefore
required extensive safety rules in the flight software to prevent the possibility of a collision in
the event of a thruster malfunction. For navigation a star camera along with laser rate gyros
were used to determine attitude. Interestingly though, relative position measurements were
made using a novel video navigation system that used the video data from the Inspector video
camera, and reference points on the Mir station picked out by the operating cosmonaut, to

determine the relative position to the station.

MULTILAYER
INSULATION

MULTI LAYER

SOLAR
GENERATOR "oy avion  PoDU

X-MIR INSPECTOR

Figure II-1  The X-Mir Inspector Systems Diagram (source: EADS Astrium)

The mission profile, given in Figure I1-2, was for Progress to undock and retreat to a safe
distance from the Mir station before releasing the Inspector vehicle. Inspector would then
make two complete fly-around inspections of Progress to verify its systems before moving to
the Mir space station and completing three orbits to make a complete observation of the

station with its onboard camera.
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Figure II-2  The Mir — Progress — Inspector Mission Overview (source: EADS

Astrium)

Unfortunately the Inspector Vehicle was unable to complete its first impulse manoeuvre
as the star camera had been unsuccessful in acquiring enough stars to identify the initial
attitude of the vehicle. This caused the safety rules embedded in the control software to
inhibit the thruster firing, and as attitude could not be re-acquired, the active manoeuvring
phases of the mission were cancelled leaving the Inspector drifting safely way from the Mir
station. Nevertheless, manual attitude control via the MCS by cosmonauts onboard Mir
allowed a number of observations of Progress and Mir to be made by the Inspector camera as
it drifted away, fulfilling the majority of the primary mission goals. The lessons learned from
the Mir Inspector mission are to be used in the design of subsequent, more sophisticated
generations of the Inspector family operating in the complex International Space Station

environment, such as the ISS Inspector.

Mars Pathfinder — The Sojourner Robot

The Mars Pathfinder spacecraft [163], launched on the 4™ December 1996, and more
specifically the Sojourner vehicle it carried to the Martian surface, are excellent examples of
the application of robotics and autonomy to the control problems encountered in operating
spacecraft at a significant distance from Earth. The Pathfinder project was the first project to
be launched under the new NASA Discovery “Faster, Better, Cheaper” program, the most
striking example of this philosophy being the Sojourner Rover [164] carried on the Pathfinder

craft, shown in Figure I1-3. While technically part of the mission payload, the Sojourner
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vehicle was essentially a complete spacecraft in its own right, with all the necessary subsystems
required for guidance and navigation, communications and data handling, and power and
thermal control. Sojourner also carried a scientific payload of its own, including a colour
imaging camera and an X-ray spectrometer. In addition, the rover was also highly automated,
to the extent of being capable of fully autonomous operation in case of extended loss of radio

contact. Yet despite this technology, the rover vehicle was designed and constructed in only 3

years to a budget of $25M including mission support costs.

|

Figure II-3 The Mars Sojourner Rover (source: NASA)

The Sojourner micro-rover itself is a small 6 wheeled vehicle, 0.63 X (.48 X .28 m in
size giving a ground clearance of 0.18 m. During the flight on the Lander however, the wheels
can fold away, reducing the height from 0.28 m to 0.18 m. The 6 wheel rocker-bogie design
of the rover, using 4 of the wheels for steering, makes the vehicle highly manoeuvrable
enabling it to turn on the spot and traverse obstacles up to 1.5 wheel diameters in height.
However the rover is not a high speed vehicle, due to power restrictions the electric drive
motors are geared very low to provide the torque required to traverse the soft uneven terrain,
resulting in an average speed of 0.7 em/s. Communication with the rover is achieved by a
radio modem connection to the Lander to relay the data back to Earth, though the rover itself
is capable of backing up the data collected to transmit to the Lander at a later time in case

communications are not possible.

The design of the control system for Sojourner was also dictated to a large extent by the
requirement to satisfying the stringent power limits [165]. This effectively meant that no two
pieces of major equipment onboard the rover could be operated at the same time, so for
example the laser navigation system cannot operate at the same time as the wheel motors, and
the radio modem cannot communicate with the Lander while the rover is taking
measurements with the spectrometer. Consequently the control structure used is essentially

sequential, with the added advantage of greatly simplifying the control software required.
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Sojourner therefore operates in a step by step fashion to complete its goals, For example, in
moving to 2 new waypoint the rover would move a small distance in the desired direction,
stop and use ifs laser navigation system to detect any obstacles, and then make a
communication check with the Lander before moving another step ot turning to avoid any
obstacles detected. Despite this relatively simple control structute and the very slow
movement of the rover, it was in fact capable of demonstrating quite a sophisticated level of
autonomous behaviour, Commands are given 1o Sojourner in the fotin of high level tasks ‘;
such as take a spectrometer reading at a given point, and waypoints to be used to traverse the
Martian surface. Due to the communications time-lag of approximately 10 minutes between
Mars and the Earth, real time control by human operators was not possible, so the
combination of human guidance via waypoints and autonomous hazard avoidance on the
rover was used. These waypoints can be planned by controliers on the ground using terrain
information gathered from the Lander and rover cameras to detetmine the preferred route to
the goal point. In the event that communications with the Tander are temporatily nst, the
rover will automatically retrace its steps to the last position where it successfully
communicated and wait until it receives a response from the Lander. If however
communications ate lost for an extended length of time, the rover is then capable of
undertaking a backup version of its mission fully autonotnously, broadceasting the results in the

hope that the Lander is still capable of receiving them.

Although a ground based exploratory vehicle, the Mags Sojoutncer Rover actually has a
lot in common with an free-flying orbital inspection vehicle such as the TSS Tnspector, Both
vehicles are designed with the aim of gathering visual images of theit environment. Both are
designed to be as antonomous as possible, while at the same dme making use of human
decision making skills for mission planning and in case of emergencies. Finally, both vehicles
have to be as small and efficient as possible, leading to some similar solutions to design
problems. For example, the navigation system on Sojourner detects obstacles using a laser
and a pait of video cameras, similar to the visual navigation system on the X-Mit lnspector
which also used the vehicle’s onboard camera. The lessons leacned from Sojourner may
therefore be highly applicable in the development of Eree-flying vehicles as well as future

planctary tovers.

Space Shuttie Robotic A

The robotic atm on the Space Shuide, known as the Shuttle Remote Manipulator System
(SRMS) was developed by the Canadian company SPAR as patt of the Canadian contribution

o the NASA Shuttle program. Comptised of an upper and lower boom and an end effector
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giving a wide range of motion, the SRMS was designed for capturing and manipulating
payloads in orbit. Controlled by the Shuttle crew from the flight deck via 2 joysticks, the
robotic arm is capable of manipulating payloads of up to 30 metric tonnes. To date a total of
five SRMS have been built since 1983 and have proven to be an essential part of the Shuttle
systems for a range of missions, demonstrating the reliability and usefulness of robotics as a
long term solution in space. More recently the Shuttle manipulator has been used to perform
the first phase in the assembly of the International Space Station, assisting in docking the
Unity module carried aboard the Shuttle, to the orbiting Zarya module. Figure 11-4 shows the
SRMS being used to support two of the shuttle astronauts as they complete this stage of the

assembly sequence.

Figure II-4 SRMS Assists in the Assembly of the ISS (source: NASA)

[n the future, as well as supporting the further assembly of the ISS, the SRMS design will form
the basis for the enhanced Space Station Remote Manipulator System (SSRMS) which was

then installed on the ISS on 22™ April 2001.

Japanese Robotic Experiments

Although not as well known as most western efforts in the field of space robotics, the
Japanese space agency NASDA has had success with its recent robotic test missions [166].
Amongst the missions that NASDA has flown are the Manipulator Flight Demonstration
(MFD) which was flown on board the US Space Shuttle in August 1997, and the ETS-VII
Flight Experiment which was launched by an H-IT Rocket on 26" November 1997. A
number of additional technologies have also been developed as part of the Japanese space

program, such as the orbital capture of satellites, and new approaches to planetary rovers.

The Manipulator Flight Demonstration was flown as a payload mounted in the bay of
shuttle mission STS-85, with the purpose of demonstrating the robotic manipulator
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technologies developed for the Japanese Experiment Module — Remote Manipulator System
(EM-RMS) for the Intemational Space Starion. The MED mission was also the first
opporstunity for the Japanese and American space agencies, NASDA and NASA, 0 gain
cxperience in co-operating on a space mission in preparation for their participation in the ISS.
For the MFD mission, the robotic arm mounted in the payload bay was controlled from the
shuttle {light deck. The change-out of an Otbital Replacement Unit (ORU) was
demonstrated, along with other tasks such as the opening and closing of a door with the
manipulator. In addition, a successful test was made of tele-operation technologies to
command the arm from the ground, consisting of 2 command sequence uploaded from the

ground and excecuted by the manipulator,

Unlike the collaborative MI'D mission the ETS-VII Flight Experiment was exclusively
Japanese, and a fully robotic mission [167]. Designed to test technologies to be used in the
development of the H-II ‘Transfer Vehicle (H1'V) for the ISS, the EY'S-VH mission completed
a number of demonstrations including the fully auronomous rendezvous and docking (RVD)
with a sccondary vehicle, and the use of a robotic manipulator svstem controlled from the
ground. The RVI) experiment was made by detaching a small target satellite (named Orihime)
from the main chaser (Hikoboshi), which then rendezvoused and re-docked with Orihime.
Remotely controlled docking from the ground was also performed in order to compate the
performance of autonomous RVD techniques. The ground controlled tests carried out on
the Shuttle during the MFD mission were then extended for the robotics phase of the B'TS-
VI experiment, allowing the remotely controlled mantpulator to catry out the intricate
equipment exchange tests previously controlled by the astronauts onboard the Shuttle.
Similatly the robot arm was also used to successfully demonstrate the remote assembly of an

antena and a truss structute.

Other projects that have been developed through the Japanese space agency include a
planetary surface rover designed and manufactured at the 'I'okyo Institute of Technology.
Based on an unusual symmetric 3 wheeled collapsible design, the rover offess improved
ground clearance to traverse rocky terrain while still giving a compact stored footprint for
transportation. Software has also been developed o assist in the tele-operation of such an
cxplorer, to overcome the problems of human control with a time deluy (~6 sec) for example
in the exploration of the Junar surface, The final area of focus has been in reseatch into the
technologics required for on-orbit servicing of satellites, such as technigues for the captute of

a non co-opetative satellite and dextrous manipulators to carry out maintenance tasks.
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"Terrcstrial Robots

Away from the space based projects and experiments of orbital robotics and planetary
explotation, a number of terrestrial free-flying (and free-floating) autonomous vehicles have
been developed which have a distinet sitnilarity to orbital free-flying inspection vehicles. The
similarities arc not just in the goal applications of such vehicles to make visual inspections of a
target, but significantly in the technologies tequired such as visual and GPS navigation
systems, path planning and route following, obstacle avoidance, and autonomous vehicle
control. One of the major drivers for the development of such vehicles has been from
tabotics competitions aimed to stimulate advances in the fiekl. In pardcular, as a result of the
Assaciation for Unmanned Vchicle Systems ~ Acrial Robotics Competition, a latge number of
antonomous free-flying helicopter type vehicles have been developed to fulfil the competition
objectives of autonomously mapping an area of tetrain, and finding and retrieving a small
target disk from the area. The winner of the 1997 competition was the Antonomous
Helicopter from the Carnegie-Mellon Univetsity which will be discussced in detail later in this
section. In the corunetcial arena, a great deal of development has gone into the field of
autonomous subsca vehicles, both in the luctative and hazardous ofl industty, as well as
underwater exploration. With an underwater environment as dangerous for humans as space
resulting in high costs of exploration, subsea robots ate driven by similar econotnics to the

development of robotics in space.

C.M.U. Autonomous Helicopter Project

The development of the Autonomous Helicopter Project at Carnegie-Mellon
University began in 1991 with the construction of an indoor test bed to examine the attitude
control system that wauld be required for an autonomous helicopter. From this first electric
helicoptet experiment mounted on a swivelling platform, the project has grown into a fully
autonomous free-flying helicopter [168]. The goal of the project was to develop  vision
guided helicopter capable of fully autonomous operation, using only sensors and capabilitics
available onboard. ‘Lo achieve this, the helicopter should be able to autonomously petform
such tasks as rakeoff and landing, flying a presctibed path, systematic seatch and location of a

tatgel, target tracking and following, and autonomous retum (o base.

In ordet to fulfil the goal capabilities for the project, 2 number of key technologies
have been developed by the Autonomous Helicopter group at Carnegic-Mellon University,
which have applications for space tobots. To be able to accurately pilot and control 2 (ree-
flying vehicle such as a helicopter, accutate measusements ol the vehicle state in terms of

accelerations and rates as well as position and attitude must be available. Tn the case of the
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Autonomous Helicopter this has been achieved using conventional solid state inertial sensors
to measure accelerations and angular rates, coupled with GPS dara for the position and
translational velocities. In addition, positional and translational rate information can also be
obtained from visual tracking sensors below the helicopter, which track features on the terrain
below providing, with the addition of a magnetic compass, a self reliant backup in the event of
loss of GPS mformation. "L'his visual tracking technology could be useful for arbital
inspection applications if it can be extended to wotk with three dimensional solid targets.
Three dimensional visual tracking may enable accurate position information to be obtained for
a free-flying inspection vehicle, with tespect to the 18§ for example. Another key technology
for the Autonomous Helicopter Project is pattern recognition and target tracking software
developed to enable the helicopter to scarch for specific objects and track objects, cnabling
the helicopter to maintain its heading towards a target and follow moving tatgets. This kind
of capability would have useful applications for a space-based robot for guiding the vehicle to
a docking port, or pointing an inspection camera in the direction of a specific rarget point for
example. Target tracking could also enable additional applications such as the slaving of an
inspection robot to follow an astronaut’s movement. The main application of the
Autonomous Helicopter so far has been fot acrial mapping tnissions using another new
sensor, a scanning lascr rangefinder linked to the control system state estimator to provide
accurate derail of the terrain below as the helicopter flies above [169], The accuracy of the
results is only made possible by the high accuracy of the state information synchronised to the

laser range results, and the relatively low altitude that the helicoptet is capable of flying.

Subsca Robots

While the primary impetus for the development of acronautical autonomons vehicles
has been from robotics competitions and academic teseatch, subsea robotic research has been
driven to a large extent by the range of possible applications of such vebicles. One example of
this is the range of Autonomous Underwatet Vehicles (AUV’s) developed by the Canadian
company International Subinarine Engineering T.td. Their products range from the 6.5 mcter
underwater hydrographic survey vehicle ARCS, which was complered in 1986 and operated by
the Department of National Defence - Canada for AUV research, to the huge 10.7 m long
Theseus AUV, developed to autonomously lay fibre opte cables undetneath the Avetic ice
pack. Capable of supporting a configutable payload of nearly 2000 kg (wet) to a depth of
1000 m and a tange of 750 km, Theseus successfully demonstrated its abilities by laying 190

km of cable under the ice duting trials in 1996 {170].
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A number of robotic underwater vebicles ate also operated by the Woods Hole
Oceanographitc Institute in Massachusctts, to support their rescarch ships, towed instruments,
and manned submersible. Amongst these is the Remotely Operated Vehicle (ROV) Jason
[171] which is operated, similatly to many space robots, by a pilot on the surface. Hquipped
with multiple CCD video cameras and a still camera, Jason is able to provide imaging

capabilitics down to a depth of 6000 m. Jason however requires continuous human control

and is physically linked by a tether to the operating ship on the surface, making it unsuitable
for long term underwater monitoring. For this putpose the Autonomous Benthic Explorer
(ABE) was developed [172]. This fully autonomous vehicle Is capable of following a set of

commands without any contact from the sutface, and by entering a sleep mode at a docking

station in between excusions can remain underwater on a mission for up to a year.

As well as these commercial and scientific developments of AUV’s, competitions such
as the Annual International Autonomous Underwater Vehicle Contest are also beginning to
be held following the acrospace example. 'T'he winner of the first year of this competition in
1998 was ORCA-1 developed by a team at the Massachusetts Institute of Technology (ML)
[173). This 1.4 m long, 48 kg underwater vehicle was built for only $5000 using many ‘off the
shelf” components to accomplish its goal of negotiating the competition gates of the course ar
the US Naval Coastal Systems Station in Florida, The systems used were similar in many ways
to those that might be utilised in a space inspector type vehicle, such as accelerometers and
gyroscopes [or navigation, backed up by additional insttuments to reset sensor drife. ORCA-1
also included two atrays of sonar transducers for obstacle/landmark detection, which could
then also be used for navigation and obstacle avoidance. Duting the course of the
competition, the AUV managed to successfully navigate its way through two of the conttol

gates to win the competition.

Curtent Development Projects

With the assembly of the International Space Station alveady in progress, a numbet of
vehicles ate currently in development with the aim of providing free-flying robotic services to
the completed station. Thesc range from the competing free-flying exectnal inspection
vehicles of the ISS Inspector and AERCam I, to the Personal Satellite Assistant designed to
suppott astronauts inside the space station. In 1998 collaborative work was undettaken
between the Univetsity of (Glasgow and the developers of the Inspector project EADS
Astrium in Bremen, Germany, which sesulted in the development of 4 numbcer of mission
planning tools for the Inspector project which are the subject of this thesis, We will therefore

concentrate mainly on the Inspector mission, although these tools and technicues ate also
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applicable to other vchicles, in particular the NASA developed AERCam which bears many

sitnilarites to Inspector.

1SS — Inspector

T{ollowing the success of the X-Mir inspector demonstration mission in 1997 discussed in
section 0, the next step in the Inspector project was to design a new generation of Inspector
vehicle to operate at the Tnternational Spacc Station - the ISS Inspector [174f. This new
Inspector was to be greatly enhanced from the otiginal X-Mit Inspectot, possessing increased
manoeuvtability and payload capacity along with the fault tolerance required to operate at the
new manned space station, In addition, the ISS Inspector will be based at a docking station

on the ISS itself, allowing it to be recharged and refuelled between missions,

In 1996 the original concept for the 188 Inspector project was submitted by a partnership
of RSC-Energia (Russia), Dasa (Germany), and Boeing (USA) as a propesal o the NASA
Advanced Hnginecting and Technology Demonstration (AETD) program, for which it was
selected to provide observation and inspection capabilities for the ISS. The AETD program
was later cancelled, becoming the Pre-Planned Program Tmprovement (P°T) of which
Inspector was still a part, though the {utare of this is also now in doubt. Phasc A of the ISS
Inspector project, defining the mission and system requirements and initial system design, was
however completed under funding from the German space agency DLR. 1t was during this
phase that a number of the tools presented in this thesis were developed in conjuncton with
Dasa, and it is the mission concepts developed in this phase on which 2 latge patt of rhe work
presented is based. Jn 1998 it was proposed by DLR to join the Inspector project with the
DLR funded Experimental Servicing Satellite (ESS) study. The objective of the ESS study
was to demonstrate the servicing and repair of satellires in geostationary (GEQ) otbits.
Conscquently the fusion of the two projects would enable the baseline requirements of the
Inspector mission for a free flying inspection vehicle, to become the foundation for enhanced

tobotic manipulation capabilities in later phases of the project.

The ISS inspectot project development can be broken dows into 3 distinct stages,
shown in Figure IF-3. The first step is essentially the original Inspector, a free-flying vehicle
hased at the ISS with onboard inspection capabilides from video cameras and other sensots.
Following on from that is the Visitor vehicle, an extension of Inspector with the capability to
support additional payloads loaded at the 1SS, and retreat away from the interference and
disturbances of the space station. Finally there is the Opetator vehicle, equipped with robotic
manipulators enabling repair and servicing tasks. The final two stages are however only at the

initial concepr stage, so we will concentrate on the otiginal ISS Inspectot.
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Figure II-5 The Inspector Product Family (source: EADS Astrium)

Unlike the X-Mir Inspector which was launched from the unmanned expendable
Progress-M vehicle, and never manoeuvred close to the Mir space station, the ISS Inspector
will be based at the International Space Station and will perform the majority of its operations
within the 200m safety zone of the station. The project must therefore comply with all the
NASA safety standards for manned space flight, which are far more stringent than for
missions where human lives are not involved, as well as additional safety restrictions specific
to the ISS. Furthermore, Inspector will also require RVD capabilities, similar to those of
unmanned supply vehicles such as Progress-M and the ATV, to dock with its service port on
the ISS. And finally, the vehicle must also be able to support a range of inspection payloads
such as visual and infrared cameras, thermal imaging equipment, and possibly spotlights to

extend inspection opportunities and support astronaut EVA’s.

In order to satisfy the safety requirements for a free-flying vehicle operating at the ISS,
the Inspector safety concept must rely on a number of layers of protection. At a hardware
level the Inspector systems must be designed so that all critical systems, such as the
propulsion system and the guidance, navigation and control (GNC) system are 2-fault tolerant.
Then no combination of 2 failures in either system can result in hazardous consequences to
the station. Also, the mission planning software must ensure that at all times the vehicle is
travelling on the safest possible trajectory to reach its goals. This can be achieved by ensuring
that the free-flyer is on passive safe trajectories where ever possible. The techniques used to
ensure mission safety will be discussed extensively later in this thesis. However, Figure 11-6
shows an early mission plan using EOS trajectories and forced motion transfers to perform an

inspection of the ISS.
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Figure I1-6  ISS Inspector Preliminary Mission Concept (source: EADS Astrium)

NASA AERCam

The Autonomous Extra-vehicular Robotic Camera (AERCam) [175] developed by NASA
has been a competitor to the ISS Inspector since both projects began. Also designed to
provide camera views of the International Space Station and the Space Shuttle to the
astronauts on board and controllers on the ground, the second generation of both vehicles

look mechanically rather similar.

The first generation of AERCam was demonstrated by AERCam Sprint on a Shuttle
mission in December 1997. Sprint was a small 14” diameter sphere, covered in a layer of felt
to cushion any accidental impacts, as shown in Figure II-7. The free flying vehicle was
controlled directly by an astronaut from the aft flight deck of the Shuttle using two PC’s and a
joystick in a similar way to the SRMS, and possessed only minimal autonomy. In fact many of
the Sprint systems, including the thrusters, basic avionics, and hand controller, were adapted
from the EVA rescue backpack used by astronauts for free-floating space walks. Sprint
successfully demonstrated its control from the Shuttle, and the use of its two onboard micro-

cameras to make inspections of the Shuttle during its 30 minute flight in the Shuttle cargo bay.
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Figure II-7 AERCam Sprint (source: NASA)

The next generation vehicle, AERCam 11, is now under development at the NASA
Johnson Space Center. AERCam 11 will provide a much greater degree of autonomy than
Sprint through the use of a three tiered control software architecture known as 3T. This
divides software tasks to control AERCam into three levels;

Hardware skills enabling the software to directly perform task elements, such as
moving to a specific position or tracking an object.

Sequencing abilities to build complex tasks from individual skills, for example to
plan a path using multiple manoecuvres and obstacle avoidance skills.

High level planning capabilities to organise tasks and plan missions within
constraints such as time and resources.

One of the most important hardware skills is the ability for the free-flyer to control its
movement in the ISS environment. This is handled by the Motion Control System (MCS)
which encapsulates navigation and control functions to support basic manoeuvres such as
moving to a specific co-ordinate location, and station keeping at a point. In addition, the use
of stereo vision has also been developed for the AERCam project, using stereo imaging
cameras to provide tracking skills for the vehicle. This allows AERCam to track an object and
determine its location relative to the camera, enabling the free-flyer to maintain a fixed
distance and heading relative to, for example, a moving astronaut on EVA outside the station.
Path planning software is also under development for the AERCam project [39], using a
technique known as the Generalised Voronoi Diagram (GVD) and 3-dimensional Generalised
Voronoi Graph, to construct a geometric roadmap to travel between any two points. These
path planning techniques will be looked at in detail later in Chapter 3. The 3T control
architecture will be deployed via a user interface running on a PC either onboard the ISS or on
the ground. The user interface displays both the status and results from AERCam, and allows
the user to both directly control and issue commands to the free-flyer with a joystick and

keyboard, or to plan missions and tasks to be executed autonomously by the vehicle.
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NASA Personal Satellite Assistant

In contrast to the relatdvely latge external space vehicles Inspector and AERCam, the
Personal Satellite Assistant (PSA) [176] is designed to be a highly miniatutiscd helper inside
the space station. Using the atmosphere inside the station to propel itself with tiny ducted
fans, the small ball shaped robot could rove around the ISS interior supporting astronauts by
responding to voice commands, or be commanded by observers on the ground o monitor
operations onboard the station. Furthermore, the PSA, wirclessly connected to the 158
network, is planned to house a small video screen to display information for the astronauts,
along with a camera, mictophone and speaket cnabling two way video communications twith
the ground. In the event of an accident the PSA could be sent into damaged or dangerous
patts of the station to check for damage and detect. hazards such as smoke ot gas with its
onboatd sensors. While only in the first stages of development, the PSA project gives an

impeession of what may be possibic in the future of robotics and human spaceflight,




APPENDIX III: THE CLOHESSY WILTSHIRE EQUATIONS

Non-linear Equations of Motion

‘the first step in developing rhe equations of motion for the free-flyer in a co-ordinate
system attached to the International Space Station is to ttansform all the relevant forces and

position vectors into the 1SS reference frame, as shown in Figuve III-1.

Free-Flyer

Space Station £,

Figure I1I-1  Frames of reference for relative motion

We can write down all the vector quantities shown in the rotating ISS refetence frame

Equili-l  @=[0 0 -|af]’

wherte 7y is the orbit radius vector of the station, R is the relative position of the free-flycr, @ is
the orhital angular velocity vector of the station, and g, and g, arc the gravitational force

vectors of the station and free-flyer respectively.

‘I'he orbit radius vector of the free-flyer r. is given by
Eqn -2 tp=re+R
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and /, 4, and / are the components of g B along the ISS frame x3,7 axes, given by

[ =—2
E |EF|
=+ v
Eqgn II1-3 {, = -%
r
f, =
P el

Newton’s Sccond Law can now be applied to the free-flyer, in the 1SS frame to obtain

d?,
Eqn IT1-4 m'Fs__f:’F =mpg +2 f.
dr? —F =

XYZ

where the summation term E J . represents all the external forces, with the exception of
—t
i

gravity, acting on the tespective vehicles. This includes all disturbance forees such as

aunospheric drag, as well as applied manceuvring forces in the case of the free-tlyer.

Sirnilarly, Newton’s second law can be written for the 1SS

d°r.
Eqn I11-5 g " {"5 =g+ Z f S
I' EA — ‘I heauand’/ ]

AYZ

Using the rules of differendation of vectoss, in 4 roration frame of reference, the left hand side

of Eqn I11-4 and Egn II1-5 can be expanded as

I .. . .
Eqn I1-6 = E R 2U@XE ) @XE e + OX(OXT )
dr’ |,
and
d* g ) . .
Hqn II1-7 S5l S A 2@XE By O (@Xr ;)
dr X¥7,

Substituting Eqn ITI-2 for £ in Bqn II1-6 then gives

=P + R+ 2@XF, + @XR)+ BX1s +OXR

Eqn IT1-8 dt?

+@X(@X 1 g )+ DR (DX R)

Now, from Eqn IT1-2 we have R = 1, — £, s0 that
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d*R
dt?

2 2.
dLF| d rs

Egn IIX-9
oz A gyt

XyzZ

And from Eqn ITI-4 and Eqn II1-5

ar.
Eqn ITE10  -—=%
9 dr?

2.
_d s
2

at”

=8, "8 ta 2ty w L,
7

XYZ X¥7

Finally, substituting Eqn ITI-7 and Eqn IIL-8 into Eqn T11-10, gives the vector form of the

equations of relative maotion for the free-flyer

R+ 2(@x R) + (X R) + @X (@X R)
Eqgn IJE-11 ,
n =8, ~8, tw S, mwty
¢ J

The vector cross product terms can be expanded as

xR =|dy. —|ax o]
Eqn I11-12 oxR=|ay, -|gi 0]

2 2 '
@X(WXR) = H@f % =|a| y, OJT
and the two suwmmations of distutbance {orces can be represented by the total ditference in

.r g

applicd fotee to the free-flyer f =-1 Z f " -—iz S . given in component form by
i i

Eqri-13 5 =[7, f, £

Substituting Eqn III-12 and Eqn [TI-13 into Eqn II-11, and writing the result in component

form gives

P+ 20)+dy—@’x =

ll +f.\:

{, +

¥
Er

+f

¥

FqoIl-14  §-2ak—dx— @’y = ‘EF

8 s

Z= l!{, ll;s +f,

Finally, Hqn 111-14 may be rearranged to give the more common form of the equations

¥=-2ay—dy+ w2x+[_g_ﬁ_ \zl + f,

Bl = 2aianrotyg, vl

ZZIEF [3 +f1
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These eqnarions represent the inertial acceleration of the free-flyer, resolved along the axes of
the 1SS co-ordinate system. However the equations are non-linear, and can only be used to
solve for the free-flyer motion by numerical methods. “LThey cannot be casily manipulated

further to derive equations to predict and plan trajectories in this orbital co-ordinate frame.

Linearised Equations of Motion — The Clohessy Wiltshite Equations

To make the cquations of motion easier to use, they may be simplified based on the
assumption that the space station is on a circular orbit, and approximated since the distance

between it and the free-flyer is relatively small compated to its orhital radius.

From the laws of gravitation it is clear that

|§p~ %|£F |2 = |§q “ﬁs |2
Eqn HI-16 |g ) “.{s |?,

= ‘EF' |2

Iﬁ;ﬁ

In addition, from Eqn III-2 it can be scen that

rr=rstR=lx () 2]’

= fre| = GF v+ 2y ||+ 2

Eqn IiI-17 t;‘-" o (2}"[.s'|+ |f:.5‘ ‘2):
| A
= el =ledar 2
LS

which through 2 binomial cxpansion may be reduced to

v

|£S[

EquHI-18  |r, |=|rs|[(1+—)

Substituting Eqn {11-17 into Eqn 111-16 gives

2
EqnE19 g |= |2, ||£SA|2
'fs [2 (1-!-- Y )
Ifs |

and by another binomial expansion

Bontiao g, |<[g, o~ 20
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Now, using the definition of 1, given in Eqn I11-3 the v component of the gravitational force

may be written as

szt g, +e, [=-Jg, (252 g |
-Fr
which by substituting Han III-18 and Eqn 111-20 becomes
|8, |72 +|g, | *—\gs\ﬂfﬁ%) —Lf"]-'—y— +lg, |
SR g 0+ ——
a ql
(1+|r |
sz e, i +le, | e o 2ol 2L e
Iz (1+|ry|)
5

2.1
Ig,,lfz +\§si rl&s‘lifl

Since the deviation in the x-z plane is small for proximity operations, the x and y componcents

of gravitational force can be approximated by

I& - jlz ”_"_l§ ) le“‘E ‘___X;_
Eqn 111-23 ’ e iz,
o 1 ==l = les i

Finally, substituting Eqn 111-22 and Eqn L11-23 into the non-linear equations (Eqn 11t-15), and

noting that for a citcular otbit || =0 and [g)] produces

s
7.s ]
¥=—"2ay+f,

Eqn I-24  j=2ak+3@’y+ f,

i=-0’z+ f,

These equations are known as the Clohessy Wiltshite (CW) Equations [103], regasdless of the

frame of reference in which they have been obtained.
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APPENDIX IV: THE ISS INSPECTOR HARDWARLE SYSTEM

The Inspector Free-Tilyer, with its associated support systems, is planned to be
launched by the Shuttle STS to the ISS during the latter construction phase of the space
stadon. From then it will be permanently based at the 1SS to fulfil an inspection and EVA
support role in addition to documenting the later stages of station assembly. ‘This role,
defined under the NASA Pre-Planned Program Improvement (P*D), outlines the primary
capabilities of Inspector for the visual and non-visual inspection of the ISS and its associated
structures, using both visual video and stills cameras, and optional envitonmental monitoring
payloads such as infra-red caimeras and radiation detectors. In addition, the Inspector Free-
Flycr inust be capable of providing visual support and monitoring for a full astronaut EVA

mission, which is clearly vital for the asscmbly of the space station.

As a free-flying payload platform, future Inspector vehicles should alse be capable of
supporting modular payloads, exchangeable by the space station remote manipulator system
(SSRMS) while the free-flyer is docked at the station. Third party scientific payloads could
then be flown on the Inspector Hree-Flyer, away from the ISS to provide a distutbance free
micro-gravity environment, coupled with easy access to space and teturn capabilities provided
by docking with the space station. Finally, though outside of the scope of this thesis,
Inspector must support future robotic payloads for the demounstration of robotic missions
such as remote on-orbit maintenance and repait opetatons, to open up future markets for

robotic satellite servicing [5].

Vehicle Capabilitics

The physical design of the Inspector Free-Flver to satisfy all the mission requirements
has resulted in an octagonal shape with the inspection cameras and payload mounted on the
upper face. The propulsion system consists of 16 cold-gas thrusters mounted in 4 clustets on
4 of the 8 faces of the vehicle, as shown in Figure IV-1. This design provides full six-degree-
of freedom manocuvrability, whilst relaining failsafe control over the vehicle in case of any
two thruster failurcs. Also, due to this layout the available thrust direction can be assumed to
be independent of the vehicle attitude allowing, for the purposes of path planning,

translational control to be separated from attitude control.
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Figure IV-1  Inspector Free-Flyer Configuration (source: EADS Astrium)

The planned duration of an Inspector mission is up to 10 hes of continuous operation,
enabling the suppott of a maximum 7 hr asttonant TVA mission plus transfer to and from the
observation position. Retreat to a safe holding point away from the ISS for several weeks is
also a requirement in the event that the Inspector Free-Tlyer is prevented from tetuming to
docking, Whilst at this safe hold point, the free-flyer will operate in a power-saving
hibernation mode until it can return to the station. To fulfil these requitements the Inspector
Free-Flyer must therefore have sufficient clectrical power and AV capacity to wansfer hetween
any point on the ISS and stadon-keep for the duration of a 7 hr observation phase, plus

additional capacity to safely retreat from the station and hibernate before returning to docking,

For the baseline Tnspector configuration shown in Figure IV-1, with a mass of
approximately 210 kg, a fuel tank halding 4 kg of nitrogen provides a minimum overall AV
capability of 10 ms” for each mission. Powert is provided by rechargeable NiH, batteries
giving an available capacity of 2300 Wh, and solar cells which can power Inspector indefinitely
whilst in low-power hibernation mode. The batteries and solat: cells provide a combined 10.9
his operating time duting observation. Given these limitations, the planaing of cach
individual mission must therefore be constrained within the available time, AV, and power
budget, with the aim of providing the maximum level of safety and observation time within

these Jimits.
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Docking and Berthing
Rather than docking directly with the ISS, Inspector will have its own docking port

mounted on the station, both to provide a base for Inspector operations, and to re-supply the
vehicle with power and propellant between missions. The docking port is designed to fit onto
two standard Express Pallet adapters, allowing mounting at a range of locations on the main
ISS hull and truss structure, and also providing standard mechanical, data, and power
connections with the space station. Also, the docking port will provide a communications
node for the Inspector Free-Flyer, reducing dependency on the available ISS systems. For the
initial ISS-Inspector the baseline location for the docking port is on the European Columbus
Orbital Facility (COF) module, and it is this location that is used to drive the planned docking
release and return strategies. The COF docking location utilises the planned ‘flower-box’
mounting platform on the end of the module, simplifying the integration of the European
Inspector project into the multinational space station through the use of European module

systems.

Between missions, Inspector will remain attached to the docking port, where it can be
refuelled from the port propellant tanks shown in Figure IV-2. Also, the vehicle batteries can
be charged from the space station power supply, and any required servicing or payload
replacement can be carried out via the station robotic arm. Once serviced, the Inspector Free-
Flyer is then de-activated and lowered into its storage position inside the docking port, shown
below, where it remains protected from the space environment until required for the next

mission.

Inspector
Free-Flyer

Propellant |
: Tanks |

.Bay\,

N | LR - 1
Docked Deploying Docking \
\ Storing Undocking

Figure IV-2 The Inspector Docking Port (source: EADS Astrium)
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The free-flver approach to the docking port is carried out using a fotrced motion
manoeuvre along the r-bat, detailed in section 3.1.2. The main distinction between the
approach to an obscrvation point and the docking manocuvre is the increased navigation
accuracy requited for the final stage of the rendezvous with the docking adapter. To
overcome this, and to simplify automadon of the docking approach, 2 docking specific
navigation system is used. This consists of a lascr range-finder and two black and white
aptical video cameras mounted on Inspectot, and a custom target pattern on the docking pozrt.
The video cameras are used to track the tatget pattetn, enabling the free-flyer to stay on path

along the R-bar, while the laser provides accurate range and range-rate data.

Alternatively, it may be necessary for Inspector to berth with the 188 via the SSRMS
rather than performing a hard dock with the station. 'This stratcgy tequires that the free-flyer
approach the station as normal, into a defined berthing box, and then remain within the pre-
defined inner capture box for a petiod of time to allow capture by the SSRMS. Betthing
simplifies the Inspector design, since the free flyer plays an essentially passive role in the
caprare. Howevet, the procedure is not automated, requiting an operator onboard the 1SS to
control the robotic arm and increasing the opetational cost of Inspector to the ISS.
Moreover, in the absence of the tatget pattern on the docking port, navigation accuracy in the

berthing box may be problematic, making docking ta the Inspector port the preferred option,

Navigation

Futther away from the space station structure, navigation data is available to Inspector
from the 1SS Relative GPS (RGPS) system [125], 'I'his system, developed for visiting vehicles
such as ATV and the Shuttle, will provide positional data with an expected accuracy of 0.025m
at 100 m from the ISS. Closer to the space station however, RGPS data will become
corrupted due to signal interference and shadowing caused by the ISS structure. For
Inspector therefore, an alternative method of navigation is required for the observation phase

of the mission since this is planned to take place close (10~40 m) to the station.

The X-Mir Inspector made use of a visual navigation system through its observation
cameras, which may be enhanced for use at the ISS. However, cuttently this system requites
the station reference points to be manually selected from the visual data, resultdng in a very
high workload for the operator onboatd the 1SS, combined with a slow update intetval of the
order 1-2 minutes which is too long for close proximity manoeuvring. Futthermote, the
additonal use of inspection video cameras for navigation will limit inspection camera pointing
and zoom by the need to keep a sufficicnt viewing angle of the station in frame for navigation.

The future of automated visual navigation is still under development in many Bields whete
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navigation availability is litnited, such as for autonomous undetwater vehicles [177]. The
possihilitics offered by high quality visual navigation have alrcady been demonsirated
opetationally by such projects as the CMU Autonomous Helicopter discussed in Chapter 1.
"V'he prios knowledge available of the 1SS structure about which the Inspector Free-Fiyer
operates, coupled with good visibility, unobscured by liquid, gas ot constant vibration should

make lospector an ideal futute application for these emerging technologies.

The cutrent baseline navigation concept developed for the Inspector [ree-Flyer,
requires the use of maore proven technologies, using a single laser range-finder pointed at
specific latget points matked on the ISS surface to derive navigation data. Given attitude datu
for Inspector obtained independently, and the ISS attitude, the Inspector position and velocity
can be determined from the laser range and range-rate data. ISS attitude data is available at all
times through the station navigation systemns, while the Inspector atlitude system consists of
laser rate gyros, updated periodically with a star camera. ‘Lhe technologies required for this :
laser navigation system, including the visual tracking of the tatget points to enable the laser to |
point at fixed position, have already been well developed, resulting in a less ambitious, more
proven concept than a completely visual navigation system, ‘The main limitation is in
requiting the lnspector vehicle to point in 2 fixed direction toward the target points, though

this can be solved by an independently mounted laser and tracking camera.

Communications and Data Links

The communications links between the Inspector Free-Tilyer and the 188 ate vital not
only for the telemetty and telecommand (IM/TC) link required to monitot and conire! :
Inspector, but also to receive data from the inspection cameras and othet instruments. Since
Inspector will be controlled primarily from the ground with backup control on the ISS, and
has only limited onboard control sofiware, the two-way TM/TC connection will be utilised
continuously throughout a mission though the data rates required will be celatively small for
the telemetric data. Convetsely, the video and camera data link will only be tequired duting
the observation phase of a mission, but requires a high bandwidth connection to transmit data
intensive imaging to the ISS. Twao separate radio connections are therefore planned for

[nspector communications:

UUHFE-Band TM/TC connection - 20 kbps, bi-directional

S-Band Video/Imaging connection - 2 Mbps, uni-ditcctional
The UHF-Band supplics a low data rate, but its relatively long wavelength is capable of
passing through most of the 1SS stracture with minimal interference, supplying a continuous

link. The S-Band transmission, whilst ptoviding a high data rate is easily masked by the 1SS
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structute, restricting coverage to areas with a direct line-of-sight link to the S-Band antenna
mounted on the station. The placement of the Tnspector communications antennace will
therefore have an impact on the planning of a mission, since the $-Band link is necessary at

the observaton point to complete the inspecriaon objectives.

Communications with the ground station ate supplied through the ISS via the
Tracking and Data Relay Satellite System (I'DRSS), along with all ISS ground
communications. With a total available data rate of 50 Mbps shared with a tange of other
applications, and an estimated 70% minimum ground coverage, the ground control strategy
must take into account the limited bandwidth and plan for possible breaks in transmissions
during a mission. In addition, a ttansmission delay of up to 5 seconds between the station and
ground is expected, though the whole ISS communications system is under review, i view of

the increasing data requirements for recent station utilisation proposals [1781.

Control Architecture

Unlike the X-Mir Inspector which was controlled by a cosmonaut onboard the Mir
space station, the primary control method for the ISS-Inspector will be from the ground, to
reduce the workload on the IS8 astronauts. For the X-Mir Inspector, on-otbit control was
necessitated by infrequent ground communications coverage, and the requited cosmonaut
time was justificd for the nne-off demonstration mission. However, for I8S-Inspector the
additional mission frequency favours increased automation and the off-loading of as many
control tasks as possible to the ground, making use of the reliable ISS communications down-
link. However, as a backup there will also be a moniroting and control station (MCS) onboard
the stationt to provide secondary on-orbit conirol eapabilities when tequired. These systeins
ate linked by the Central 1Jata Handling System based at the ISS, which cssentially acts as a

server between the Inspector Tree-Flyer and the control stations on the ground and on the

I8S. 'I'he proposed configaration of these control and data handling systems is shown in

Figure IV-3.
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Figure IV-3 Inspector Control Systems Configuration (source: EADS Astrium)

Though the ISS communications link is much improved over the Mir system, there
will still be constraints on the available bandwidth, and occasional breaks in coverage. While
the control strategy is developed for increased direct involvement to ease the load on
astronauts, an alternative control option on-orbit must also be available to compensate for any
such breaks in the ground link. This problem can also be reduced through the timing of
critical manoeuvres, such as docking/undocking, to ensure ground coverage, so that astronaut
monitoring is only necessary during passive mission phases. Initially, the tasks most easily
delegated to ground control systems are all the mission planning and verification tasks that
must be performed prior to each mission. This leads to a hierarchical control concept, where
missions can be planned at a high level as a sequence of manoeuvres and tasks, each of which
can be broken down and verified on the ground before execution. The final sequence of
manoeuvres can then be uploaded to the free-flyer for execution, with supervisor monitoring
from the ground or via the MCS onboard the ISS in case of a communications break. This
gives a high level control strategy making use of human planning capabilities and strengths
and the increased computing power available on the ground, followed by the automated
execution of simple commands by the Inspector Free-Flyer. The use of standard manoeuvres
helps compensate for the difficulties involved in mission planning under the complex free-
flyer dynamics and safety constraints, while the execution of a pre-planned sequence helps

overcome any control delay between Inspector and the ground.

An exception to the ground control strategy occurs during the actual inspection phase

of a mission, where the quick assessment of imaging is better performed onboard the ISS to
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limit the down-link bandwidth of high-tesolution imaging. In this phase, Inspector will make
use of antomated station-keeping to act as a stationary remote controlled camera, enabling the
opetator onboard the ISS to manually make inspections and obtain the best available imaging.
Selected final results can then be forwarded to the ground by the operator for further analysis

and archiving,




REFERENCES

12]

[41]

[6]

(7]

(g}

L2]

[10]

[11]

[12]

[23]

[14]

[15]

S.R. Ellis, Ccliision in Space, Human Factor Elements of the Mir
Progress Coilision, Ergonomics in Design, Winter 2000. Advanced
Displays and Spatial Perception Laboratory, Human Information
Processing Research Branch, NAEA Ames Research Centez, Mcffett
Field, CA, USA.

S.R. LEllis, The Riesments of Human Factors: Illustrations from the
Collision at thc Mir Space Station, IEEE Virtual Reality 2000
Confercnce, New Brunswick, NJ, USA, March 2000, IEEE Computer
Society, pp.l185-188

E. Messerschmid and R. Bertrand, Space Stations — Systems and
Ucilization, 1999, Springer-Verlang, New Yoxk, USA, ISBN 3-540-
65464~-%

E. St. Johrn-Olcayto and C.R. McInnes, Applicability of Potential
Function Method to Path Constrained Manosuvre, Ncv 1997, European
Space and Technology Research Centre ESTEC Contract
13478/85/NL/CQ/8C, 2200 AG Noordwijk, The Netherlands.

I55-Inspector Design Definition Document, ZIZIINS-RIBRE-RP-COCI,
Issue 1, 3C/C6/1998, EADS Astrium, Space Infrastructure, 28059
Bremen, Germany.

N.J. Nilsson, Problem Solving Methods in Artificial Intelligence,
cune 1971. Pub: McGraw—-Hill, ASIN: 0070465738

S.T. Schwartz and M. Sharix, On the Piano Movers' Problewm: ', The
Case of a Two-Dimensional Rigid Polygonal Body Moving Amidst
Polygonal BRarriers, Communications in Pure Applied Malhematics,
vol.34, pp.345-398, 1983. Pub., Whiley, Indianapolis, USA.

A. Illery, An introduction To Space Roboiics, August 2000, Praxis
Fublishing, Chichester, UK. ISBN: 1-85233-164L-X

V. Braiterberg, Vehicles: Experiments in Synthetic Psychology,
1984. Pub: MIT Prxess, Cambridge, MA, USA.

V.o. Lumelsky, Continuous Robot Motion Planning in an Unknown
Environment, Adaptive Learning Systems, op.339-358, 1986. Pub:
Elenur, New York, USA.

E. Pellegrini, Spacecraft Proximity Control using Scnsor—-Based
Navigation, Masters Thesis, August 1998, Dept of Aerospace
Engineering, University of CGlasgow, UK.

A, Rogsr, T. Welsh and C.R. McInnes, Tuneable Autcnomy and Human
interfaces for Fres Flying Servicing Vehicles, STAIF 2001, AIP
Conference Proceedings vol.552{1), pp.103-108. February 2, 2001.

T. Lozano-Pcrez, Spatial Planning: A Configuraticon Space Approach,
TRER Trans. on Computers, wvcl.C-32, No.2, 1983.

R.A. Brooks, Solving the Find-Path Problem by Representing Free
Space as Generalized Cones, Technical Repori No. AIM-674, MIT
Artificial Intelligence Laboratorxy, May 1882.

R.a., Brooks, Solving the Find-Palh Problem by Good Representation

o Free Space, IEEE Yransactions on Systems, Man, and Cybarnetics,
Vol.l3, No.3, pp.190-197, Mar 1983.

242




[16]

[174]

(18]

[19]

[201]

[21]

(22]

(23]

.24]

[25]

[2€]

[28]

[29]

[30]

k. Dijkstra, A Note on Two Probiems in Connection with Grapis,
Numerische Math, vol.l, pp 269-271, 1959.

B. Faverjon and P. Tournassoud, A Local Approeoach for Path Planning
ot Manipuiators with a High Number of Degrees of Fregdom, Proc.
IEEE International Conference on Robotics and Automation, 1287,
PR.1152-11359.

Y.K. Hwang and N. Ahudja, A Potential Field Approach to Path
Pianning, IEEE Transactions on Rcbotices and Automatiorn, Vol.8,
No.1l, February 1992, pp.23-32.

J.H. Reif, Complexity of the Mover's Problem and Generalizations,
Proc. 20th IZEEL Symposium on Foundations of Computer Science, San
Juan, Puerto Rico, Oct 1979%. IEEE Computer Socicty Press, pp.421-
427,

Y.K. Hwarg and N. Ahuza, Gross Motion Planning - A Survey, ACM
Computing Surveys, Vol.24, Xo.3, pp. 219-291, Sept 1992. ISSN:
03€0-0300

B.R. Donald, Motiecn planning with Six Degrees of kFreedom, MIT
Intelligence Lab, Report No. AL-TR~75L, 1984. Pub: MI'l Press,
Cambridge, MA, USA.

J.F. Canny, The Complexity of Robot Motion Planning, 1988, pPub:
MIT Press, Cambridge, MA, USA.

B. Paden, A. Mees and M. Fisher, Path Planning Using a Jacobian-
Based Freespace Ceneration Algorithm, Proc. IEEE International
Conference on Robotics and Autoraticn, 1989, pp.l732-1737.

L. Dorst, I. Mandhyan and K. Trovala, The Geometrical
Representation of Path Planning Problems, Rokotics and Autonomeus
Systems, vol.7, 1991, pp.181-195., Pub. Elsevier.

F. Avnaim, J.D. Boissonnat and B. Faverjor., A Practical BExact
Mction Planning Algorithm for Polygonal Objects Amidst Polygonal
Obstacles, Technical Report, RR 890, 1988. INRIA Docunentation,
Rocquencourxt, FRANCE.

C. O0'Dunlaing, M. Bhazrir and C.K. Yap, Retraction: A New Approach
to Moltion-Planning, Proc. 15th Annual (ACM) Symposiun on Theory of
Comruting, Boaton MA, 2983, pp. 207-22C

T. Tozano—Pexex, M.A. Wesley, An Algorithm for Planning Colliision—
Free Paths Among Polyhedral Obstacles, Commun, ACM, vol.22, ne.l0,
pp. 560-570, 1979.

D.T. Lee, Proximily and Reachability in the Plane, Ph.D. thesis,
Dept. of Electrical Enginesring, Univsrsity of Tliineis at Jrbana--
Champaign, 19272,

M. Sharir and A. Schoxrr, On Shourtest Paths in Polyhedral Spaces,
Proc. l6th ACM Symposium on Theory of Computing, 1884, pp. 1441-
153. Fub. ACM Press, ISBN:0-89791-133~4

E. Welzl, Constructing the Visibility Graph lfor n Line Segmconts in
o(n®} Time, Information Processing Tetters, Vol.20, No.4, May
1885, op.167-171. ISSN:0020-0190. 2ub. Elseviexr, 6277 Sea Harbor
Lrive, Orlando, FL 32887-4800 USA.

243




[32]

[341

£33]

136]

[37]

[38]

[39]

1401

[41]

(42]

[43}

{44]

{45]

1. Asano, L. Guibkas, J. Hershberger and H. Imai, Visibility of
Disjcint Polygons, Algorithmica 1 (1986} pp. 45-63. Pub, Springer,
NY, USA.

C.a. Klein, Use of Redundancy in the Design of Roboltic Svstems, b
Rokotics Research, The Second International Symposzium, ed. H.
Hanafusa and H. Inoue, MTT Press, 1985. (Proc. Symposium on
Roovotics Research, Kyoto, Jagan, August, 1984.) pp.207-214

L.C. Fu and D.Y, Liw, An Efficient Algorithm for Finding a
Coliision ifree Path Among Polyhedral Obstacles, Journal of Rokotic 3
Systems, Vol.7, No.l, 1990, pp.129-137, '

M.H., Overmars and E. Welzl, New Methods for Computing Visibility
Graphs, Proc. Fourth Anpual Symposium on Computational Geometry,
Urbana-Champaign TL, June 1%88, ACK Press New York, pp.l64-171,

D.T. Lee and R.L. Dxysdale, Generalisation of Voronoil Diagrams in
the Plane, SIAM Journal Computing, Vol. 10: pp.73-87, 1981,

H. Choset and J.W., DBurdick, Sensor Based Planning, Part I: The i
Generalized Voronoi Craph, Proccedings of the IEEE International ;
Conference on Robolics and Automation, 1995,

H. Choset, Sensor Bascd Motion Pilanning: The ilicrarchical
Generalized Voronoi RDiagram, PnD Thesis, 19%26. Califorxnia
Institute of Techrology, Pasadena, CA 91125, USA.

J. Barraquand and J.C. Latombe, Robot Motion Planning: A
Distributed Approach, The lnterrationel Journgl of Robotics
Reseanch, December 1891, Vo0l.l0, No.6, vw.€28-¢4%8, Pub MIT

H. Choset and D. Xortenkauwp, Path Planning and Control! focr AFRCam,
A Free—flying Inspoction Robot, Prac, 1989 IEEE Inlernational
Conference on in Space Robotics and Automation {(ICRA '9%), vcl.2,
PPp.1396-1403, Fub. IEEE,

F. Miyazaxi and 5. Arimoto, Sensory Feedback based on the _
Artificial Potential for Robkots, Proc. Sth IFAC Concress, 1984, ;
Budapesl. Pub. Elsevier,

V.V. Pavlov and A.N. Voronin, The Method of Poftentizl]l Funciions
Lfor Coding Constraints of the Extcrnal Space in an Inteliligent
Mobile Robot, Soviet Automation and Control, Vol.6, 1384.

0. Khatib and L.M. Mampsy, {'onclion Decislon—Commande d'un Robot
Manipulator, (in French} DERA/CRRT Report 2/7-56, 1978, Tolouse
France,

0. ¥hatib, Rcal-Time Obstacle Avoidance f{ur Manipulators and
Mobile Rcbots, Proc. IEEE International Conference on Robotics and
Automation, S5t. Lores, Missouri, 1985. Pub IEEE, New York, pp.500-
505.

C.R., MeInnes, Non-Linear Control for Large Anglte Abtitude Slew
Manoeuvres, Proc. 3rd BSA 3ymposium ¢n Spacecraft Guicdance,
Navigation and Control, BSTEC, Noordwijk, The Netherlands,
November 19926.

F. St. John-Olcayto, C.R. McInnes, [. Ankersen and J. Binder,
Controi Design and Simulation of the Auiomated [ranster Vehicle
within the MATLAB/Simulink Environment, Advances in the
Astronhautical Sciences, Vel.l02, »p.569-580, 1589.

244




[46]

[47]

(48]

£49]

{207

[51:

[52]

[54]

[55]

[56]

[57]

(58]

[59]

{60}

C.R., MaTnres, Potenlial Funcition Methods for Autonomous Spacecraft
Guidance and Control, Paper AAS 95-447, AAS/AZAA Astrodynamics
Specialist Conference, Halifax, Nova Scotia, 14--17th August 1995.

F. Csaki, Modern Control Theories: Non-ILinear, Optimal and
Adaptive Svstems, 1972, pp. 443-500. Pub: Akademial Kiadc,
Budapest, ISBMN: 036907237

E. Rimon anda D.R. Roditschek, Exact Robot Navigation Using
Artificial Potential Functions, IEEE Transacticns on Robotica and
Automation, October 1992, Vol.8, Wo.5, pp.501-518.

5. Akishita, 3. Kawamura and T. Hisanobu, Velocity Polential
Approach to Path Planning for Avniding Moving Obstacles, Journal
of Advanced Robotics, Vol.7, No.5, 1993, pp.463-478, Pub. IEEZ
Conputer Socisty Press

J. Barragquad, B. Langleis ard J. Latombe, Rohoet Motion Planning
with Many Degreccs of Fresdom and Dynamic Constraints, Preorirnt of
the Sth Annual Symposiuw of Robotics Research, 1989, Tokyo, Japan,
pp-74-83

F. Khcsla ard R, Volps, Supsrguadratic Pctcnitial for Obstacle
Avoidance and Approach, Proc. IERE Conference on Robotics and
Automation., pwm. 1779-.784, Philidelphia, 1988.

D.7”. Koditschek, Ihe Control of Natural Motion in a Mechanical
Sygtem, Trans, ASME Journal of Dynamic Systems, Measurement and
Control, wol.11l3, pp.547-571, 1991.

D.E. Xoditschek, Some applications of Natural Motion Contrel,
Trans. ASME Jourmal of Dynamic Systems, Measurement and Control,
vol.113, pp.552-557, 1831,

R. Weinstock, Calculus of Variations with Applications to FPhysics
and Engineering, Dover Publications Inc. June 1974. ISBN:
048€530€92

K. Sazo, Coilision Avoidance in Multi-Dimensional Space using
Lapface Potential, (in Japanese) Proc. 5th Arnual Conference of
the Roboticas Socisty of Japan, pp. 155-156, 1987.

8. Akishita, 5. Kawamura and K. Hayachi, Taplace Poteniial for
Moving Obstacle Aveolidance and Approach of a Mobile Robok, Proc.
1980 Japan - USA Sympesium on Flexible Auvtomation, A Pacific Rim
Conference, TSCIk, Kyctco, Japan, 1990, pp.139-142.

C.I. Connolly, J.B. Burns, R. Weiss, Path Planning Using Laplace's
Eguation, 2roc. LEEE Int. Conf. on Robolbics and Automation, 1990,
pPp.2102-2106

J. Decuyper and D. Keymeulen, A Reactive Robol Navigation System
Based on a Fiuid Dynamics Metaphor, Lecture Notes in Computex
Science, vol.496, 1291, pp.348-355. Pub. Springer-Verlang, New
York, USA.

K. 8ato, Peadlock-Free Motivn Planning using the Laplace Fotential
ffield, Advanced Rokotics, Vel. 7, No. 5, pp 449-461, 1993, Pub.
VSP and Robotics Society of Japan.

H.P., Moravex and A. Elfes, High Resolution Maps from Wide Angle

Sounarxr, Proc. IEEE Internatiocnal Confcrcoence on Robotics and
Automaltion, March 1885, pp.l6é-121.

245




[611

[62]

(631

[64]

[6&]

169]

[70]

(713

[72]

[73]

[74]

C.lL. Conmnnolly, R.A. Grupen and K.X. Souccar, A Hamiltonian
Approach to Kinodynamic Planning, Proc. 1995 IEEE International
Conference on Robotics and Automatior. Silver Spring MD. Pub:
IEEE.

J.8. Zelek, Dynamic Path Planning, IEEE International Clonfercence
on SyslLemz, Man, and Cybernetics, Vancouver, British Columbia,
Canada, Octopber 1995, Vol.?, pp.l1285 1290

C.I. Counolly, Harmconic runctions and Ccilision Probabilities,
International Journal of Robotics Research, Vol. 13§, No. 4, August
1997, pp 497-507.

P. Doyle and J.L. Srell, Random Walks and Electric Networks, Carzus
Monographs in Malthematics, 1984. American Mathematical Society,
Washington DC.

L.M. Milne-Thomson, Theoretical Hdydrodynamics, 5th edn. 1976. Pub.
MacMillan Press, New York, USA.

8. Akishita, S. Rawamura and K. Hayashi, New Navigation Function
Utilizing HAydrodynamic Potontial for a Mobile Robot, Proc. IEEF
Int. Wcrksheop on Intelligent Molion Centrel, Bogazici University,
Tstanbul, Turkey, 1890, pp.413.

$. Akishita and 5. Kawamura, Obstacle Avoidance of an Autonomous
Mobile Rokol: Thcory and Experiment, Froc. Japan/USA Symposium
Flexible Automation, ASHME, 1992, vol.2, pp.lL357

J.0, Kim, P.K. Khosla, Real-Time Obstacle Avoidancae Using Harmonlc
Potential Functiong, IBEE Transactions on Robotics and Autcmation,
vol.8, no.3, June 19%2, »p.338-319.

G.K. gchmidli and K. Azarm, Mobile Robot Navigation in a Dynamic
World Using an Unsteady Diffusion Equation Strateqgy, Proc. 1282
IEEE/RST Irternational Conference on Intelligent Robots and
Sysbkems, Raleicgh, NC, U3S4, July 1892, op.642-647.

S. Kivikpatrick, C.D. Gelalt and M.P. Vacchi, Uplimizaiion by
Simulated Anpealing, Science, vol.220, pp.671--680, 1983. Pub.
AAAS, Washington DC, USA.

V, Clerny, Thermodynamical Approach io the Traveling Saleswman
Problem: An pkfficient Simulation Algoriilm, Jouznal of
Optimizaticn Theory Applicazions, vol.45 no.., pp.41-51, 1285.

G.D. MacCann and C.H. Wilts, Application of Electric-Analog
Computers to Heat~Transfer and Fluid-#iow Probiems, Journal of
Applied Mechanics, vol.l6, no.Z, pp.247-258, September 19249.

I. Tarassenko and A, Blake, Analogue Computation of Collision—Free
Paths, Proc. IEEE Int. Conf. Rokotics Automat., Sacramentc, CAa,
Apr. 199i, pp.540-545,

J.R. Andrews and M. Hogan, Impedance Controi as a Framework for
Implementing Chstacle Avaidance in a Manipuiator, Control of
Manufacturing Processes and Robotic Systems, Eds. Kardt, D. E.
1983, pp. 243-251. ASME Winter Ccnf., Boston Nov 1983, (Reprinted
in: ConlLrol cf Manufacturing Processes and Robotic Systems, ad.
D.&, liardLl

246




{73]

(78]

[792

{80]

[81]

[82]

(83}

[84]

.86]

2871

[(g8]

[82]

N.J. Nilssorn, A Mobile Automaton: An Application of Artificial
Intelligence Techniques, Proceedings of the lst International
Joinl Conference on Artificial Intelligence, Washingter, D. C.,
May, 19%9, pp. 509-52C, ISBN: 0-86576-053-5, Pub William Kaufmann.

N.J. Nilsson, Principles of Axtificial Intelligence, Tiocga
Publishing Company, Palo Alto Ca. 1980.

B. Stout, Smart Moves: Inteiligent Pathfinding, Game Developer,
July 1997, Zub: CMP Media LLGC, 600 Harrison Street, 3rd Floor, San
Francisce, CA 94107

B.R. Donald, A Scarch Algorithm for Motion Planning with Six
Degrees of Preadom, Artificizl Intelligence, vel.31l, 1%87, pp.186—
197, Pub. Elsevier.

L. Dorst arnd K. Trovatc, Optimal Path Flanning by Cost Wave
Propagation in Metric Configuration Epace, Proc. SPIE — The
International Society for Optical Enginesxing. Mobile Robots III,
Vol. 1007 {1988), pp. -88-197.

T. Pavliidis, Contcur Filling in Raster Graphics, Proc. SIGGRAPH
*81l, Dallas T¥, August 1981. pp. 29:36.

J. Zengyel, M. Reichezt, B.R. Donald and D.P. Greenbery, Real- Time
Robot Motion Planning Using Rasterizing Computer Graphics
Hardware, Mobile Robots TIT, SPIE proceedings vol,1C07, November
1988, pp.l86-197.

C. Thorpe, Path Relexation: Path Planning for a Mcbile Robot, AAAT
- Praceedings of the National Conference on Artificial
Intelligence, 1984. pp.31E6-321

S. Kambhampati and L.S. Davis, Multi-Resolution Path Planning for
Monile Robouts, IEEE Journal of Robotics and Automation, vol. RA-2,
No.3, September 1986

R.A. Jarvis, Collision-Frec Trajectory Planning Using ithe Diskance
Transforms, Mechanical Engineering, Trans. of the Institution of
Engineers, M=10(3), Sepitember 1L985.

E.G. Gilbert, and D.W. Johnson, Distance Functions and Their
Applications to Path Planning in the Prescnce of Obstacles, IEEE
Trans. Robotics Automation, vol.RA 1, pp.21 30, March 1985

R.A. Jarvis ard J.C. Byrne, Robkol Navigation: Touching, Seeling and
Knowing, Proz. Lst Australian Confsrence on aArtificial
Intel igence, Nov 198€. Pub. Springer-vVerlagy, NY, USA,

$. Sul and K. Shin, A Variational Dynamic Programming Approach to
Robot-rath Planning with a Distance-Safety Criterios, IEEE Journal
o Robotics and Automatior, vol.4, no.3, pp.334-349, 1988.

A.M. Thompson, The Navigation System of fhe JPL Robot, Froc. 5th
International Joint Conference on Artificial Intelligence, Aug.
1277, vp. 149-757. Pub. Morgan Kaulmann.

R. Cratila, Path Planning and Snvironment learning, Proc. European

Jorgress on Axtificial Intelligecnce, July 1982, Crsay, France,
pp.211-215.

247




[90]

181]

roz]

(93]

[24]

{95]

196]

197]

{98]

{99]

[100]

(101]

[Loz2;

(103}

1104]

V.J. Lumelsky and A.A. Stepanov, Fath Planning Strategies for a
Point Moblle Aulomation Moving 8midst Unkniown Obstacles of
Arbitrary Shape, Algorithmica, vol.2Z, no.4, pp.403-430, 1987, Pub.
Springer, NY, USA.

T. Boult, Updating Distance Maps When Objects Meove, Proc. SKPIE
Symposium on Mcbile Robots IL, pages 232-238, 1987,

K.I. Trovato, wifferential A*: An Adaptive Search Method
Iliuystrated with Kobol Fath Planning for Moving Obstacles and
Goals, and an Uncertain Environment, Jourral of Pattern
Recognition and Artificial Tntelligence, wol.4d, no.2, 1930,
pp.24£5-2€8.

A, Stentz, The Focussed D* Algorithm for Real Time Replanning,
Proc. Tnternational Joint Conference on Artificial Intelligence,
August 1995, pp.l652-1659

A. Ze2linsky, A Mokile Robot Exploration Algoritim, IEER
Transactions on Robotics and Automation, vol.8, no.6, Decerber
1992, pp.707-717.

N.C. Rowe and R.S. Ross, Optimal Grid-Free Path Planning Across
Arbitrarily Contoured Terrain with Anisotropoc Friction and
Gravity Effects, IEEE Transactions on Robotics and Automation,
vel.6, no.5, 1990, pp.540-533

Z. Shillex and Y.R. Gwo, Dynamic Mction Flanning ol Aulonomous
Vehicles, IZEE Transactions on Robotics and Automation, vel.7,
no.2, April 1521, pp.241-249,

a. Yahja, S. Singh and A. Stentz, Kecent Results in Path Planning
for Mobile Robcts Operating in Vasi Outdoor Enviromments, Proc.
1268 Symposium on Image, Speech, Signal Processing and Robotics,
Septembez 1998.

A.B. Reoger and C.R. McInnes, Safety Ccnstrained Free-Flyer Paoih
Planning al the International Space Station, AIAA Journal of
Guidance, Control, and Lynamics, November 2000, vol.23, no.bo,
pPp.971-979.

C.53. Sallaberger and G.M.T, D'Eleuterio, Optimal Mction Planning
for Space Robots, Proc. 43rcd Congress of the [AF, Aug-Sept 1982,
Washington DC, Pub., AIAA, IAF-92-0040.

A.R, Brody and 5.R. Ellis, A Compariszon of Acceleration Control
and Pulse Control in Simulated Spacecraflil: Docking Maneuvers, Proc.
2¢th Aerospace Sciences Meeting, Rene, NV. January, 1993, AIRA
Paper 21-C787

W.T. Thorzcn, Introduction to Space PRynamics, Dover Publicaticns
Inc, New York, 1886. 1SBN: 0-486-55113-4

W.E. Wiesel, Spaceflight Dynamics, MecGraw—Hill series in
Asrcnaucical and Aecrospace Engineering. McGraw-Hill Book Company,
188¢. ISDBN: 0-07-070106-7

W.H. Clobessy and R.5. Wiltshire, Terminal Guidance Systom for
Satellite Renpdexzvous, Journal of the Aerosvace Sciences, vol.27,

1960, pp.553-658.

0.W. Olszewski, Automated Terminal Guidance for a Shuttle
Rendezvous to Space Staticn Freedom, AIAA-90-3356 CP, 1990,

248




[105]

[108&]

[107}

[1C8]

[1C9]

Phati

[112}

[1l4]

[113]

[116]

[1171

[118]

t119]

G. Porcelli ard D, Tabak, Fuel-Time-Qplimal Orbital Rendeczvous by
Nontinear Programming, Astronautica Acta, wol.l16, 18371. op.167-
172, Pergamon Press 1971, UK.

S.A. Stern, A Rectilinear Guidance Stratcegy forx Shori Orbital
Transfers, AILAA Journal of Spacecraft and Rockels. Nov-Dec 1984,
FPp.542-545.

J.A. Nelder and R. Mead, & Simplex MatLhod for Function
Minimization, Computer Journal, veol.7, pp.308--313, 1965. Oxford
University Press.

J.C. Lagarias, J.A. Reeds, M.[. Wright and P.E. Wright,
Converygence Properties of the Nelder-Mead Simplex Algorithm in Low
Dimensions, SIAM Journal on Optimizatjon, wvol.9, ovp.ll2-147, 1998,

J.H. Holland, Adaptation in Natural and Artificial Systems: An
Introductorv Analysis with Applications to Biclogy, Control and
Arvtificial Intelligence, Dscenrber 1975, Pub, University of
Michigan Press, ISBN: 0472084607

K.A. Dedong, Analysis of the Behkavior of a Class of Genelic
Adaptlive Systems, Phd. Thesis, Department of Computer and
Communications Sciences, University of Michigar, Ann Abour, 1975,

M. Vose, Modeling Simgle Genetic Algorithms, in Foundaticng of
Genetic Algorithms, Chap.Z, Pub. Morgan Kaufmann, Cctober 1997,
ISEN: 155860460X

J.J, Grefenstette, A User's Guide to GENESIS, 1987, Navy Center

Zor Applied Research in Artificial Intelligencs, Naval Ressarch
Laboratory, Washington DT, JSA. i
G. Janin and M.A. Gomez-Tierno, The Cenetic Algorithm for

Trajectory Optimizailion, Proc, 36th Internaticnal Astronautical

Congress, Stocxholm, 3weden, 12%85. Pub: AIAA, IAF Paper.85-244

A.R. Brody, Significance of Logistics iIn Spacecraft Docking
(Berthing) Manoenvras, angineering Netes, AIAA Jourral of -
Spacecraft and Rebotics, vol.30, no.4, July 2993, pp.519-520. i

H.S8. Tondon, Second Approximation to fhe Solution of the
Rendezvous Equations, AIAA Journal, wvol.l, no.7, 1983, pp.l691- ¥
1693.

E.A, Euler ana Y. Shulman, Second-Order Solution to the Eiliptical :
Rendezvous Problem, AIAA Journal, vol.5, no.5, 1967, op.l1033-1035.

M. Baune, D. Wilde, F. Steinsiek, IS5 - Tnespector. Inspector at
the Intsrnational Space Station, KSA report. CR (F) 4059 wvol.l,
Pub. ®ADS Astrium, Space Infrastructure, 28052 Bramen, Germany,
199%. ESA contract number. 11531/95/NL/VK.

L. Kerstein, F. Steinsiek, G. Deglyarenko, D. Brockschmidt anad E&.
Graf, Inspector and the Irnternational Space Station, Space
Technology, vol.l6, issue.2, March, 1996, p».83-96, Pub. LElsevier
Science, ISSN: 0832 -3270.

Interface PDefinition Document for ISS Visiting Vehicles, SPP
50235, 10 Pabruary 2000, ISS Program Qffice, NASA.

249




[120]

[121]

[122}

[123]

[124]

[126]

[127]

[128]

(129]

[130]

[131]

11321

{133]

J. Artol and D.E. Hleadley, The Tnternaticnal Space Station as a :
Free Flyer Scrvicing Node, Space Technology and Applications E
Intarnztional Forum (STAZF '99), Albuquerque, KNew Mexico, January
31l - Februnary 4, 1999, p.389, AIP Conference Proceedings.

W. Wohlke, Rendezvous and Berthing Between Columbus Free-Flying
Laboratory and Space Sitation Freedom, IFAC Automatic Contrcl in
Aerospace, Ottobrunn, Germany, 1292. LIFAC Publications Office,
Elsevier Ltd. Oxford, UK.

J. Magne, R Canu and A, Joulot, Optimization of Manosuvres and
Resources for Llie Rendezvous of a Servicing Vehicle o a Space
Stal.ion, Advances in the Astronaustical Sciences, Spaceflight
Dynarics, 1983, vel.84, part.2, Pub. American Astronautical
Society (AAS 93-343)

S.H. Yu, Range—Rate Control Algorithms and Space Rendezvous
Schemes, AIAA Journal of Guidance, Contxol and Dynamics, vol.20,
ne.l, 1%97,

R.N. Tea, Automated Space Vehicle Control for Rendezvous Proximily
Opzrations, Telematics and Informatics, wvol.5, no.3, pp 179-185,
1988, Pergamon Press plc, USA,

J.M. Ilanscn and A.W. Deatcn, Guidance Schemes for Automated
Terminal Rendezvous, Advances in the Asvtronautical Sciences, Space
Flight Mechanics, 1994, vel.87, part.2, »p.765-784, FPub. American
Astronautical Scaiety (AAS 84-163)

K.N. Leabcurne, S.M. Rock and S8.D. Fleischer, Station Keeping of
an ROV using Vigion Technology, Proc., OCEBN 97 Conference, pp.634-
540, BHalifax, Nova Scotia, Octoker 199%97. RPub. MTS/TERR

A.R. Brody and S.R ullis, Effect of an Anomalous Thruster Input
During a Simulated Docking Maneuver, AIRA Journal of Spacecraft
ard Rockets, vol.27, no.6, 1980, pp.€30-633.

R. Stroustrup, The C++ Programming Language, 2™ Edition, June
1994, Addison—-Wesley Pub Co., ISBN: (0-20L-53892-6

D. ShreZner, M. Woo, J. Neider, 1. Davis, OpenCL Prograimning
Guide: The Official Guide to Learning OpenGL, Vexsion 1.4, 4th
Edition, November 14, 2003, Addison-Wesley Pub Co., ISBN:
0321173482,

D.D. Mucller, Relative Motion in the Docking Phase of Orbital
Rendezvous, Technical Documentary Report No. AMRL-TDR-62-124,
Daecerbher 1962, Pro-fect No. 7184, Task No. 718405, BRehavioural
S¢iences Laporatory, Aerospace Medical Division, Alr Force Systams
Command, Wright-Patterson Aiz Force Base, Ohio, USA.

X-Mir Inspcctor Design Definition Document, INS-RIBRE-SPE-0003,
Issue 3, 08/11/1%896, EADS Astruim, Space Infrastructure, 28059
Bremen, Germany.

G. Janin, Relative Motion, M.A.D Werking Paper 3, March 1876,
Buropean Space Operaticns Centre (ESOC), Information Handling
Department, Mission Analysis Divieion, 5 Robert-Bosch Strasse,
64293 Darmstadt, Germany.

L.C. Mullins, The Motion of Throw Away Deteciors Relative to the
Space Shuttie, 1975, G.C. Marshall Space Fight Center, NASA TM-X~—
64948




{134}

{135]

[136]

[137]

[138]

[1329]

[L40}

[243]

[244]

[145]

[146]

[147]

C.L. Leonard, W.M. Holliister, B.V. Bergmann, Orbital Formation-
Keeping with Differential Drag, AIAA Journal of Guidance, Control
and Dynamics, vel.l2, nc.l, Jan 1989.

W.H. Press, S5.A. Tsuxolsky, W.T. Vetterling and B.P. Flannery,
Interpolation in Two oxr Morc Dimensions, Numerical Recipes in C:
The Art of Scientific Computing, 2nd ed., pp. 123-125, Cambridge
University Press, May 2.9, 1988, 1ISBN 052135465X

M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions,
June 1974, Dover Fublications, New York. ISEN: 0486512724

A.B. Roger, Autonomous Free-¥Flyer Path Planning at international
Space Station Alpha, Proc. 48Lh Intcrnational Astronautical
Federation Congress, Turin, Italy, Octobex, 1997, Pub. AIAA.

C.R. MaInnes and I. Lovpez, Autonomous Rendezvous using Artificial
Potential Function Guidance, ATSA Jcournal of Guidance, Conlrol and
Dynamics, vel.l8, no.2, pp.237-237, 199s.

J.W., Wichalm and S.A. Helsa, Optimal In-Plane Orbital Evasive
Manoceuvices Using Continuous Low Thrust Propulsion, ATAA Journal of
Guidance, Control and Dynamics, vol.l4, ne.6, po.1323-13246, 1991.

B.W. Brown, J. Lovato, K. Russell and J. Venier, Randlib.c:
Library of C Routines for Random Number Generation, Version 1.3
Avgust 1887, svailable Zrom: Statlib, Department of Statistics,
Carnegie Mellon University. [http://lib.stat.cmu.edu/general/]

H. Sorenson, Kalman Filtering: Theory and Application, June 1985,
IGEL Fress, 1SBN: 08794218916

E.S. Gardner Jr., Exponéntial Smoothing: The State of ihe Art,
Journal of Forecasting, vol.4, 1985, pp.1-38. Pub. John Wiley &
Sorns, Hoboken, Ns 07033, U.S.A.

C. Chatfield, The Holt-Winters Forecasting Prodcdure, Apclied
Statistics, vo0l.27, no.3, 1978, pp.264-279, Blackwell Publishing
for the Royal Statistical Socisty.

S.G. Wakefield, Task Path Planning, Scheduling and Learning for
Free—~Ranging Robot Systems, NASA Marshall Space Center, Third
Conference on Artvificizl Intelligence for Space Applications, Now
1987, part.l, pp.137-141. Pub: NASA Technical Reposis.

R.P. Bonessc, R.J, Firony, E. Gat, D. Kortenkamp, D.P. Miller and
M.&. Slack, Expericences with an Architecture for Intelligent
Reactive Agents, Special Issue: Soflware Architecturas for
Hardware Agents, Journal of Experimental and Theoretical
Artificial Irtelligence, vol.9(2/3), pp.237-255, 1997. Pub. Taylor
& l'rancis Ltd

. Rlgsaesser and M.G. Slack, Integrating Deliberative Planning in
a Rohot Architecture, Proc AIAA/NASA Conference on Intelligent
Robots in Field, Factorv, Service and Space, March _924. pp.782-
787. Pub: AIAA.

K. Menger, Pas Botenproblem, {in German) LErgebnisse eines
Mathewaltischen Kelloguiums 2 (K. Mernger, editor), 1932, puw.ll-12,
Pub: Teubner, Leipzig, Germany.



http://lib.stat.cmu.edu/general/

[148]

{1453

[150]

(151

[152]

[153]

[154]

[136]

115 7]

:158]

{159}

£1601]

[161]

G. Dantzig, R. Fulkerson, and S$. Johnson, Sciution of a Large- ‘
Scale Traveling-Salesman Prob.em, Journal of the Operations
Research Society of Amsrica, vol.Z, 1854, pp.393-410.

¥. Caseau and F., Laburthe, Solving Small TSPs with Constraints, ‘
Proc. International Confercnce on Logic Prograwmming, 1997, pp.316 ;
330. Pub. Springerx. :

V. Chvatal, Hamiltonian Cycles, in E.L. Lawler, J.K. Lenstrs,
A.H.G. Rirnooy Kan, D.B. Shwoys, The Travelling Salesman Problem -
A guided tour of combinatorial optimizvation, Wiley & Sons,
Chichester, 13983, pp.403-£28.

M. Desrochers, C.V. Jones, J.K. Lenstra, M.W.2. Savelsberch and L.
Stougie, Towards a Model and Algorithm Management Svstem for
vehicle Routing and Scheduling Problems, Journal of Decision
Supoort Systems, vel.25, pp.l09%-133. Mar 1%99. Pub. Elsevier

k. Bellman, Dynamic Programming, 185/, Pub., Princeton University
Presa, Princeton NJ, USA., ISBN: BOOOCCJIYFH

L.P. Bertsekas, Dynamic Programming and Optimal Control, June 1,
1995, FPub. Athena Scientific, ISBN: 1886529116

J. Grefenstette, R. Gopal, B. Roasmaibka and D. Van Gucht, Genetic
Algorithms for the TS8P, Proc. First International Conference on
Genetic Algorithms and Their Applications, 1985, Lawrence Erlbaum,
Hillsdale, New Jersey, pp.l60--163. Pub. Morgan Kaufmanr, San Mateo
Cca, USA.

D.J. Guan and X. Zhu, Multiple Capacity Vehicle Routing on Paths,
STAM Journal of Discrete Mathemacics, wvol._l, no-4, pp.520-602,
November 1998. Society for Industrial and Applied Mathematics.

J. Bramel and D. Simchi-Levi, Probabilistic Analyses and Dreaetical
Algorithms for the Velicle Routing Preoblem with Time Windows,
Journal of Operations Rescarch, vol.44, pp.501-509, September
1992,

A.R. Brody, EiwvaN, A Forward-Looking Interactive Orbital
TrajeclLory Piloliing Teol faor use with proximity Operations and
Other Mancuvers : Descripticn and User's Manual, June 1988, NASA
CR 1.26:177490, Natioral Aeronautics and Space Administration,
Ames Rassarch Center National Tecanical Information Service, ASIN:
BOQOIOTVHE

A.J. Grunwalild, and S.R. Ellis, A Viswal Digplay Aid for Orbital
Maneuvering: Desiyn Consideraticns, AZAA Journal of Guidance,
Control and Dvnamics, wvol.lé, no.”, 1383,

R.A. Brooks, A Layered inlelligent Control System for a Mobile
Robot, IEEE Journal o©f Robketice and Automation, vol.RA-2Z2, no.l,
pp.14-23, Apr 1986.

J.3.B Mitchell, D.W. Payton and D.M. Xeirsey, Planning and
Keoasoning for Autonomous Vehicle Controli, International Journal of
Tntelligent Syvestems, 1987, vcl.2, pp.LZ9-198. Pub: John Wiley &
Sonsa.,

The Intarnational Space Station, A Cuide For European Uscrs, BR-

137 Fekruary 1989, ESA Publications Division, ESTEC, PO Box 292,
2200 AG XNoordwijk, The Netherlands.

252




fle2]

[164}

[165]

2le6]

i167]

[1e8]

[169]

[170]

[171]

[172]

[173]

D, Wilde and O. Sytirn, The Mir-Progress-inspector Mission,
M523/020, International Symposium Space Dynamics, June 18--23,
1995, Toulcuse, France. Pub. ES0C, 5 Robert—-Bosch Strasse, 64293
Darmstadt, Germany.

R.A., Cook and A.J. Spear, Back fto Mars: The Mars Pathiinder
Mission, IAF-27-0.3.01, Proc. 48th IAF Congress, Turin, Italy,
Qctober 1997. AIAA Publications.

. W. Stone, Mars Pathfinder Microrover: A Small, bLow—Cost, Low-
Power Spacecraft, Proc., 19%%6 AIRA Forum on Advanced Developments
in Space Robotics, Aug. 1986. Pub. AIAA

Sojourner's 'Smaris' Reflect Latest in Automation, Press Release
August 8th, 1987, Public Informaticn OLfice, Jet Propulsion
Laboratory, California Tnstitute of Technology, National
Aeronautics and Spacce Administration, Pasadena, Calif. 91139,

Y. Wakabavashi, Advances in Space Roboiics of NASDA, ITAF-97-
C.4.C4, Proc. 4£8th TAF Congress, Turin, Italy, October 1.997. Pub.
ATAA.

I. Kawano, M. Mokune, T. Kasal, Relative GPS Navigation for an
Automated Rendezvous Docking Test Satellite ETS-VII, Proc. 10th
International Technical Meeting of Lhe Satellitc Division of the
lnslilute of Navigation, September 16-1¢2, 1%97, Kansas City,
Miszsouri, op.707-7:6. Pub. ION Publications, Fairfax, VA, USA.

J.R. Miller, O. Amidi and M. Lelouis, Arctic Tests of the CMU
Autonomous Helicopter, Proc, Association for Unmanued Vehicle
Systems International 1299, 26Lh Annual Symposium, July 1%99%9. Pub.
Association for Unmanned Vehicle Systems International, Axlington,
VA 22204, USA.

J.R. Miller and C. Amidi, 3-D Site Mapping with the (MU Auiancmous
flalicopter, Preoc. Intcrnational Conference on Intelligent
Antonomous Systems (IAS-53), June 1998. Pub. Elsevier, Orliandc ¥,
UsSA.

B. Butler and M. Black, The Theseus Atutonomous Underwatev Vehicle
- Two Sucressful Missions, Proc. 10th International Symposium on
Unmanned Untethered Submersible Technolagy, Autonomous Undersea
Systems Institute, pp.l12-22, 189%7. Pub. Storming Media, Washington
DC, USA.

L.L. Whitconmb, D.R. Yoerger, H, Singh ard D.A. Mindell, Towards
Precision {obotic Maneuvering, Survey, and Manipulation in
Unstructured Undersea Environments, Robotics Research — The Eighth
lnteralional Symposium, Londaon, 1998, pp.45-54, Pub. Springer-
verlacg,

D.R. ¥oerger, A.M. Breaedley and B. Walden, Syszstem Testing of the
Auntcnomous Benthic Explorer, IARP International Advarced Robotics
Program, Workshep on Mobile Robots in Subsea Anvironmentas,
Monterey, CA May 3-6, 1%24, pub. IARP. LAAS-CNRS, Toulouse,
I'rance.

P. Ramakrishnan and R. Turrer, Integrating Partial-Qrder Planninig
into the Orca Schema-Based Mission Controller, Proc. 1idth
International Symposiun cun Umnanned Untethered Submerzinle
Technolocoy, 1997, Pub. Autonomous Undersea Systems Instilbute, §
0ld Conrcord Turnpike Lee, 03824 NH, USA,

253




[174]}

[175]

[176]

[177]

[178]

D. Wilde, L. Kcrstein, Y. Frumkin and Q. Syvtin, The Inspector
amily, TAF-98 T7.3.03, Proc. 49th iInternational Astronautincal
Congress, September/Ocotober 1298, Melbourre, Auslrailia. Pub.
Alnn.,

J. Powell, AERCam Spriat, Spaceflight, vol.40, no.5, May 1998,
2w, The Britisk Interplanetary Societv, 2//2% Bouth Lambeth Road,
London SW8 1SZ, England, UK.

C. Zandeonella, Space Balls, New Scieatist, 17 July 1993, pp.7, New
Scientist, 151 Wardour St, London, UK,

A. IHuster, 5.D. Fleischer and S.M. Rock, Remonstration of a
Vision-Rased Dead—-Rcckoning System for Navigaticn of an Underwater
Vehicie, Proc. 1998 IEEE Symposium on Autonomous Underwater
Techneloegy, pp.l85-189, Cambridge MA, August 20-21 1998.

F.H. Stillwagen, Communications and Tracking of Visiting Vehicles
near 155: the design of the Reusable Launch Vehicle
Communications, AAS 99-102, ATAR International Space Station
Serwvice Vehicles Conference, Eouston TX, April 25-28 ~999,

254




