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Abstract

The interconnection network is one of the most crucial components in any multicomputer
as it greatly influences the overall system pcrformance. Several rccent studies have
suggested that Aypergraph networks, such as the Distributed Crossbar Switch Hypermesh
(DCSH), exhibit superior topological and performance characteristics over many

traditional graph networks, c.g. k-ary r-cubes.

Previous work on the DCSH has focused on issues related lo implementation and
performance comparisons with existing networks. These comparisons have so far been
confined to deterministic routing and unicast (one-to-one) communication. Using
analytical models validated through simulation experiments, this thesis extends that
analysis to include adaptive routing and broadcast communication. The study
concentrates on wormhole switching, which has been widely adopted in practical
multicomputers, thanks to its low buffering requirement and the reduced dependence of

latency on distance under low traffic.

Adaptive routing has recently been proposcd as a means of improving network
performance, bul while the comparative evaluation of adaptive and deterministic routing
has been widely reporled in the literature, the focus has been on graph networks. The first
part of this thesis deals with adaptive routing, developing an analytical model to measure
Jatency in the DCSH, and which is used throughout the rest of the work for performance

comparisons. Also, an investigation of different routing algoritlums in this network is




Abstract

presented.

Conventional k-ary n-cubes have been the underlying topology of contemporary
multicomputers, but it is only recently that adaptive routing has been incorporated into
such systems. The thesis studies the relative performance merits of the DCSII and k-ary
n-cubes under adaptive routing strategy. The analysis takes into consideration real-world
factors, such as router complexity and bandwidth constraints imposed by implementation

technology.

However, in any network, the routing of unicasl messages is not the only factor in traffic
centrol. In many situations (for example, paralle] iterative algorithms, memory update
and invalidation procedures in shared memory systems, global notification of network
errors), there is a significant requirement for broadcast traffic. The DCSH, by virtue of its
usc of hypergraph links, can implement broadcast operations particularly cfficiently. The
second part of the thesis examines how the DCSH and k-ary n-cube performance is

affected by the presence of a broadcast traffic component.

In general, these studies demonstrate that because of their relatively high diameter, 4-ary
n-cubes perform. poorly when message lengths ave short. This is consistent with earlier
more simplistic analyses which led to the proposal for the express-cube, an enhancement
of the basic k-ary n-cube structure, which provides additional express channels, allowing
messages to bypass groups of nodes along their paths. The final part of the thesis
investigates whether this “partial bypassing” can compete with the “total bypassing”

capability provided inherently by the DCSH topology.

:‘:’i” Tl

ii

3




Dedication

There is no doubt, in my mind, that this work would not have
Been completed without the help of Allah (SWT) and memory
of my father. My only regret is that he is not with us to see that

one of his greatest wish has come true.

This thesis is dedicated to my father whose encouragement,
during his life timc and continuous reminder, after his death
enabled me to pull through the 'low' times during the course

of this research,

il




Acknowledgement

I would like to express my grateful thanks to Dr. Lewis Mackenzie for his great help
throughout the course of this work. My great thanks are also due to Dr. Mohamed Ouid-
Khaoua. They both provided me with continuous guidance, cncouragement, and valuable
feedback since the early stages of this thesis. 1 would alse like to thank Professor D.C.

Gilles and Dr. J. Jeacocke for providing help and advice any time I asked.

[ am particularly grateful to my mother, sisters, sister-in-law, brothers, brothers-in-law,
and especially adorable nephews, for their unconditional love and moral support. 1 was
fortunate enough to make the acquaintances of Mrs. Nasreen Ahmad and her family, who
have become and will remain my second family in Glasgow. I thank them for their

support.

TMinally, I am indebted to the Algerian Government and British Council for the financial

support and the opportunity they gave me to study for this postgraduate degree.

v




Contents

1 Introduction

1.1 Interconnection Networks and Their Features
1.1.I  Topology
1.1.2  Switching Method
1.1.3 Rouling Algorithims
1.1.4 Traffic Distribution
[.1.5  Implementation Constraints

1.2 Distributed Crossbar Switch Hypermesh

1.3 Mouvatlions

1.4 Outline of the Thesis

2 A Performance Model of Adaptive Routing in the DCSH
2.1 Introduction
2.2 Adaptive Routing Algorithms and Router Design
2.2.1 Adaptive Routing Algorithms
2.2.2  Router Design
2.3 Duato’s Algorithm in the DCSH
2.4  Analysis

19
{9
20
21
23
24
27




Contenls L
2.4.1 The Model
2.4.2 Validation
2.4.3 Impact of Virtual Channels on the DCSH Performance
2.5 Conclusion '
3 Evaluation of Routing Algorithms in the DCSH
3.1 Introduction
3.2 Outline of the Models
3.2.1 The Hop-based Algorithm
3.2.2 The Deterministic Algorithm
3.2.3 Validation of the Models
3.3 Performance under Uniform Traffic
3.4 Performance under Non-uniform Traffic
3.5 Conclusion
4 Performance of the DCSH and k&-ary n-cubes with
Adaptive Routing
4.1 TIntroduction
4.2  Analysis
4.2.1  Outline of the Model
4.2.2 Model Validation
4.3 Comparison Results
4.4 Conclusion
5 Performance of the DCSH and k-ary r-cubes in the

Presence of Broadcast Traffic

29
36
40
41

43
43
44
45
47
52

58
63

84

vi




Contents

5.1
5.2
53
5.4
5.5

6 The “Express” Channel Concept in the DCSH and

Introduction

Broadcast [mplementation Schemes
Simulation Model

Performance Results

Conclusion

k-ary n-cubes

6.1
6.2
6.3

6.4

6.5

Introduction

Express-cubes

Analytical Models

6.3.1 The Express-cube Model

6.3.2 The DCSH Model

6.3,.3  Validation of the Models

Performance Comparison

6.4.1 Results for VLSI Implementation

6.4.2 Results for Multiple-chip Implementation

Conclusion

7 Conclusions and Future Directions

References

84

83

20
926

132

vii




1.1
1.2
1.3
1.4

2.2
2.3
24

2.5

2.6

2.7

31
3.2

List of Figures

A 2-dimensional hypermesh (k=4).

Example of messages sharing the physical channel bandwidth.

Example of a deadlock situation caused by four messages.

Structure of a cluster in the DCSH (k=4).

DCSII router structure with deterministic routing.

An exampile of a deadlocked configuration in the DCSH.
DCSH router steucture with adaptive routing.

Transition diagram to compute the occupancy probabilities of
vitrtual channels in the DCSH

Latency predicted by the model against simulation results in
2D-DCSH, D=0. a) V=2, b) F=4.

Latency predicted by the model against simulation resulls in
2D-DCSH, D=2, a) V=2, b) V=4,

Impact of virtual changels on the DCSH performance.

Diagram of a message path in the network,

Validation resuits of the hop-based algorithm model, V=2.

14

25
26
28

33

38

39
41

48

viii




List of Figures .
1

a) D=0, b} D=2. 59 a

3.3 Validation results of deterministic algorithm model, ¥=2. }
a) D=0, b) D=2. 53 T

3.4 Validation results of deterministic routing snodel, V=4, 4
a) D=0, b) D=2. 54

3.5 Compuarison results of deterministic and adaptive routing algorithms

under uniform traffic. a) L, =32 flits, b) Z,=128 {lits. 57

[ B

3.6 Comparison results of deterministic and adaptive routing algorithms

under non-uniform tratfic. a) Z,,=32 flits, b) L =128 flits. 60

Hr

3.7 Effects of router delay on the performance the performance of adaptive

algorithms with non-uniform traffic, 7, =32 flits. 62
3.8 Tflects of virtual channels on the performance ol the deterministic

algorithm with non-uniform traftic, Z =32 flits. 62

4.1 Rouler structure in 2D-torus 68 l

4.2 Latcney predicted by the model against simulation results, 2~=0.

a) V=3, b) F=5. 74
4.3 Latency predicted by the model against simulation results, D=2. l
a) V=3, b) ¥/=5. 75

4.4 Latency in the DCSH and torus, N=256.
a) L, =128 flits, b) Z, =32 flits. 79 2
4.5 Tatency in the DCSH and torus. ¥=1024 and Z_=128 flits. 80 '

4.6 Latency in the DCSH and torus with multiple ejection channels, N=256.

a) L, =128 flits, b) L, =32 {lits. 82

m

ix




List of Figures

5.1

5.2

53

5.4

6.1
6.2
6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

Latency of background traffic versus broadcast traffic in the DCSH
and torus. =64 nodes and Z, = 8 flits.

Latency of background tratlic versus broadcast traffic in the DCSH
and torus. /=256 nodes and L, = 8 flits,

Latency of background ftraftic versus broadcast traffic in the DCSH
and torus, =256 nodes and L, = 2 {lits.

Latency of background traffic versus broadcast traffic.

N=256 nodes, 7., = 8 flits, and 12% broadcasting nodes.

Express channels along X and Y dimensions in the express 6-arv 2-cube.

A message path within a dimension.

Transition diagram to compute the occupancy probabilities of the
virtual channels in the express-cube.

Model validation of express-cube, #=1.a) D=0, b) D=1,

Model validation of express-cube, m=4. a) D=0, b) D=1,

Model validation of the DCSH. a) D=0, b) D~1.

The performance of the DCSII and express-cube in VLSI for 1024
nodes and mr=1, a) 1. =128 flits, b) L =32 flits.

The performance of the DCSH and express-cube in VLSI for 1024
nodes and m=3. a) L =128 flits, b) L =32 flits.

The performance of the DCSH and express-cube in VLSI for 4096
nodes and L =128 flits. a) m=1, b) m=3.

The performance of the DCSIT and express-cube in multiple-chip

for 1024 nodes and L =128 (lits. a) m=1, m=3,

92

93

94

95

109

it4

115

116

119

120

124




BD( S

Tarns

B

Express-Cube
B
Ch?
!
Ch
¢
dm,,,

D

!

Exp,

List of Symbols

mean message blocking delay at a physical channel, # hops away from
destination

bisection width in the DCSH

bisection width in the torus

bisection width in the express-cube

mean blocking delay at the input multiplexer of dimension ¢

7™ local channel at the first stage within a dimension in the express-cube
7™ local channel at the last stage within a dimension in the express~cube
number of j combinalions among » distinguishable items

mean message distance in the network

router delay

J™ express channel within a dimension

mean message rate {raveling on express channels within a dimension
mean message rale continuing on local channels within a dimension
indices

dimension width (or cluster size)

mcan message distance within a dimension i the torus and express-cube

Xt




List of Symbols

Latency
{1,

M

avg

i
M @ve

M

mn,

group size in the express-cube

mean number of local channels crossed by a mcessage before reaching the
first interchange

mean number of express channels crossed by a message within a dimension
mean number of local channels crossed by a message after the last
interchange

mean length of broadcast messages

meun length of unicast messages

mean Jatency of an i-hops message, cxcluding waiting time at the source and

multiplexing effects
mean network latency, excluding waiting time at the source and
multiplexing effects

mean message latency

indices

mean multiplexing degree at input multiplexers

mean multiplexing degree at input multiplexer of dimension ¢
message length in bits

mean rate of broadcast messages generated by a PE

mean rate of unicast messages generated by a PTR

mean message rate on a physical channel

fraction of the generated traffic taking a given path in the network

number of cxpress channels connecting each pair of interchanges

total message rate on a local or express channel
network size in nodes

number of nodes distant ; hops away from any node in the DCSH

network dimensionality

Xii




List of Symbols

Bf

PC
C

B

I
P;

¢
1 i

P

Cy

P

2]

£

P DCSIf
Torus
Express— Cuie
BAK
Pf v
Pj

pel

P,

BIF/E

probability of message blocking at a router & hops far from destination
probahility that a required virtwal channel is occupied

probability that j virtual channels are busy at a physical channel
probability that j virtual channels at the input multiplexer are busy
probability that j virtual channels are busy at the i physical channcl
probability that there remains one dimension for the mecssage to cross
probability that all adaptive virtual channels at a dimension are busy
probability that adaptive and deterministic virtual channels at a dimension
are busy

node pin-out in the DCSH

node pin-out in the torus

node pin-out in the express-cube

Probability that v virtual channels of the j” physical (local or express)
channel in dimension i are busy

probability that a gencrated message crasses j hops

probability that a message arriving at an interchanges crosses a Iocal channel
in its next hop

probability that a message skips a dimension

variable used in the calculation of probability of virtual channels occupancy
intermediate variable used in the calculation of P

intermediate variabic used in the calculation of P,‘:"f” o

mean message rate entering the nelwork through dimension i

mean message rate entering dimension ¢ [rom lowesl dimensions

total message rate circulaling within a dimension in the express-cube

xiii




List of Symbols

1ep

q.

T2

!

avg

i
arg

BiftE
V.

W

v

:4

qi
w
Wpese

me'u.\;

latency seen by a message entering the network through dimension ;
factor reflecting traffic distribution

latency seen by a message exiting dimension i

mean message blocking delay at dimension i in deterministic routing

mean service time at i physical channel
mean service time seen by messages of the flow o when entering a channel
mean service time seen by messages of the flow o after exiting a channel

mean service time scen by message rate 3 exiting a channel

mean service time seen by a message entering j* local channel of the first
stage within dimension i
mean service time seen by a message entering j™ local channel of the last
stage within dimension ¢
mean service time seen hy a message entering j* express chaanel within

dimension i
number of virtual channels per physical channel

mcan multiplexing degree of virtual channels

mean multiplexing degree of virtual channels at dimension i

mean multiplexing degree of virtual channels at the j* physical (local or
express) channel of dimension i

mean wailing time of a message at the source

mean waiting time of a message at the destination

channel width in bits

channel width in the DCSH

channel width in the torus

Xiv




List of Symbols

channel width in the express-cube

WE wpress-Cube

o totul message rate taking the same path in the network and entering

dimension {

a,p variables used in the caleulation of 7,

XY




Chapter 1

Introduction

Much recent research and development has been directed at increasing processing power
by incorporating concurrent features such as pipelining and multiple function units into
uni-processor design [65]. However, there is still a limit to the performance gain
achievable in this way. Scientific and engineering applications, such as finite element
analysis, partial differential equations solving, and linear algebra require more powerful

machines to reduce their execution time [26, 27].

Parallel processing is the ultimate mecans for increasing performance beyond that
achievable [rom a single processor. In such systems, parallel tasks inherent in an
application are distribnted over a set of processors to run simultaneously. Those
processors are physically interconnected by an interconnection network, and co-ordinate
their aclivilies to solve a common problem by exchanging information. Depending on the

way the communication is achieved between processors, two types of parallel systems
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can be distinguished: multiprocessors, where processors share a common memory
through which they communicate {58, 81, 121, 129], and mudticomputers, where cach
processor has its own local memory, communicating with the other processors by passing
messages [104, 111, 118]. In order to allow processors to concentrate on computational
tasks and permit the overlapping of communication with computation, a router,
responsible for handling message communication among processors, is associated with
each processing element (PE). The assembly of processor and router is called a nede.
Because of their scalability, multicomputers have gained popularity over multiprocessors

[7,91, 130].

The performance of parallel architectures can be affected by considerations of different
system levels, from the effectiveness of load balancing [69, 73] (the way tasks are
distributed over processors; an uneven distribution can lcad to poor performance) to the
efficiency of the underlying network. The latter has been an active research area in recent
years since any interaction between processors is highly dependent on the efficicncy of

the underlying network.

Network performance is usually measured in terms of {uiency and throughput. The
former metric measures the speed of the network, and it is defined as the time taken by a
message (0 cross the network. The latter is the number of messages delivered by the
network per unit of time, and represents the load handling capacity of the network.
Ideally, a network should provide low latency and high throughput. Nevertheless, there
are many paramefers which can aftect network design as will be discussed in the next

section.
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1.1 Interconnection Networks and their Features

Network performance can be affecicd by several factors of which the most important are
topology, switching method, routing algorithm, traffic distribution, and implementation

technology.

1.1.1 Topology

Topology describes the way system nodes are comnected. Diameter, degree, and
regularity are often used to characterise this. The diameter is the maximum shortest path
between any pair of nodes. The node degree is the number of channels connecting the
node to its neighbours, and the degree of a topology is the maximum degree of any node.

Finally, a topology is said to be regular if all its nodes have the same degree.

Common multicomputer networks, such as the hypercube and k-ary sn-cubes (including
the torus and mesh) [134], are graph topologies'. A graph is of the form G(£,V) and is
defined over a set of vertices V and a set of edges . Each verlex typically represents a
node, and each edge between two vertices represents a physical channel connecting
nodes. A fundamental constraint of the graph model is that each edge joins exactly two
vertices. However, if a network channel can connect any number of nodes, a new class of
topologies emerges. Using a graph-theoyetical framework, members of this class can be
modelled as iiypergraphs [11], which are generalisations of conventional graphs in which

individual “hyper-edges” are able to join an arbitrary number of vertices.

! “I'here is also another class of networks, namely muiti-stage networks, (hal cannot be classificd as graphs
or hypergraphs because PEs are indirectly connected by multiple stages of banks of routers. These
networks have originally been proposed for early shared-memory multiprocessors [30, 58, 90], and have
not been gained wide use in multicomputers, and therefore they are excluded [rom further discussion in
this thesis.
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One interesting class of regular mudti-dimensional hypergraphs whose basic
characteristic layout is the hypermesh [135, 137}, is shown in Figure 1.1. The N(=k")
nodes of the system are organised as a collection of orthogonal groups, called clusters, of
& nodes directly connected, and arranged in an n-dimensional space. These networks have
desirable topological propettics. Firstly, comparcd to graph networks, their diameter
grows more slowly as the system size scales up. Secondly, they can suppott applications
that map naturally onto the hypercube, torus, and binary trec due to their richer
connectivity [78, 133]. Finally, they can realise all SIMD (Single Instruction Single Data)
permutations of somc multi-stage networks including the Omega and inverse Omega

nctworks [136-138].

Channel

\
A
rd

I~

'
STeToNe.

T

A 010] &

K_

O |
Plled
O

O

7
N

-

PFigure 1.1: A 2-dimensional hypermesh (k=4).




Chapter 1. Introduction

1.1.2 Switching Methed

The switching method used in a network determines thc way messages arc handied as
they travel through intermediate routers. Messages, in general, are divided into packets to
reduce buffer storage and transmission delay [77]. A packet, in turn, can be divided into
flits, the smallest data unit on which tlow control can be performed. The first {lit, called

the header, contains routing information.

In circnit switching [139], the path between the source and destination must be set up
before the initiation of message transmission. This eliminates the contention delay for
messages when traversing the network. owever, its primary disadvantage is the
significant overhead to establish the path under heavy traffic, notably with short

messages, which has limited its acceptance for use in multicomputers.

Store-and-Forward switching (S&F) [101] was popular in the first generation of
multicomputers [68, 127]. In this method, a packet must be complelely received by the
router before it is forwarded to the next node. This has two shortcomings: the large
amount of memory needed to buffer the whole packet and the waste of channel
bandwidth due to unnccessary buflering. Virtual-cut-through switching (VC'1) [72] has
been introduced as an enhancement to S&F under low and moderate traffic loads. The
header flit determines the route and the data flits follow on through the channcls in a
pipelined fashion. If the header is blocked because the required channel is busy, the data
flits are temporarily buifered. Therefore, this technique behaves as S&I under high

traffic loads, requiring a large amount of memory.

This drawback has encouraged the use of a blocking variant of VCT called wormhole
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switching [109] in the latest generation of multicomputers [6, 110, 120}. The main
difference between VCT and wormhole switching lies in the way messages are handled
when they are blocked. In wormhole switching, if the header is blocked, the data flits are
also blocked in situ. In addition to the fact that latency becomes insensitive to the
message distance under light traffic loads in both VCT and wormhole switching,
wormholc routers are fast and simple o design [109] due (o their low buffering

requirement.

One disadvantage of wormhole routing, however, is that when messages are blocked,
they are spread-oul along the path, holding channels and buffers. Dally {34] has proposed
the virfual channel concept to reduce the effects of the chained channel blocking. Instead
o[ having a unique buffer queue for each physical channel, the buffer queue is split into
several parallel quenes, called virtual channels, which are time multiplexcd and share the
bandwidth of the same physical channel. The virtual channel concept de-couples buffer
allocation from physical channel allocation, allowing non-blocked messages to bypass
blocked ones. Figure 1.2 illustrates how messages progress simultancously across a
physical channel. Each physical channel is split into two virtual channels. At node N1,
messages M1 and M2 share the bandwidth of the physical channel C1 on a flit by {lit
basis. If message M1 gets blocked at node N2, mcssage M 2 still can progress. At node
N2, message M2 uses the whole bandwidth of the physical channel C2 because the

second virtaal channel buffer is empty.
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CI

M

B Message M1

Messape M2
[] Empty victual chunnel buffer

——— Physical channel

Figure 1.2: Example of messages sharing the physical channel bandwidth.

1.1.3 Routing Algorithms

A routing algorithm establishes the path for messages to cross the network. It is broadly

classified as deterministic or adaptive, The former offers a predetermined path to each
message, fixed by its source and destination addresses. The laiter gives flexibility to

messages to choose their paths to avoid congested regions.

A critical requirement for any routing algorithm is to ensure deadlock freedom; deadiock
occurs when messages cannot advance in the network because of cyclic waiting for
resources (i.e., buffers and channels). Figure 1.3 shows an example of a deadlock, where

each of the four messages (M1, M2, M3 and M 4) holds a flit bufter and requests the

flit buffer of the next node in a circular fushion. A simple idea to avoid deadlock is to
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prohibit messages to use some turns which may cause cycles in the network. This oftcn
results in providing messages a unique path, predetermincd by the source and destination
addresses. A Lypical way of implementing this is seen in the classic deterministic routing,
widely known as dimension-ordered routing algorithm (also known as e-cube [32, 128])
used in the hypercube. In this form ol routing, messages are restrictcd to change
dimensions in a predefined (increasing or decreasing) order to ensure deadlock

avaidance.

M1

—

M4

Figure 1.3: Example of a deadlock situation caused by four messages.
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In some networks, like k-ary n-cubes, forcing messages to cross dimensions in a strict
order is not sufflicicnt (o avoid deadlock. Seitz & Dally [32] have suggesicd the use of
virtual channels as a means of breaking cycles caused by wrap-around connections within
dimensions, and transforming these cycles into “spirals”, Their idea is (0 assign each
virtual channel a unique number to force messages to visit virtual channels in a strict
order. Deterministic routing has been widely vsed in existing multicomputers because it
offers a simple way to ensure deadlock-freedom, resulting in simiple and fast routers {24,
103]. However, since messages always take thc same route between a pair of nodes, this
form of routing cannot respond to the onset of congestion. Adaptive routing has recently
been proposed to overcome the performance limitation of deterministic routing {10, 18,

47,70, 89].

Several authors have used the concept of virtual channcls for designing adaptive routing
algorithms, requiring different numbers of virtual channels. Linder & Harden’s algorithm
[89] is one typical example, which uses a large number of virtual channels. For n-
dimensional k-ary n-cubes, this needs up to (n+1)2"" virtual channels per physicai
channel to avoid deadlock. Recent studies have revealed that this large number of virlual
channels oftca (ranslates in practice into additional control logic in the router circuitry,
increasing router complexity and delays [5, 24, 108]. The high cost of adaptivity has
molivated researchers to develop adaptive routing algorithms that require a moderate

number of virtual channels.

Duato [48] has recently introduced a simple and efficient method for designing adaplive
routing algorithms. His method consists of splitting the nctwork into a set of virtual

networks, Cycles arc allowed in all the virtual networks but one. The virtual network, that
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does not contain cycles, provides “cscape” routes for messages (o break deadlock, which
may occur in the other networks. His method has gained popularity because it is general;
it can be applied to any topology. Furthermore, it requires only one extra virtual channel
to ensure deadlock-freedom compared to the deterministic routing algorithm. Duato’s
approach is extensively used in this work through an adaptive routing algorithm, which

will be described more fully in the next chapter.

1.1.4 Traffic Distribution

The communication pattern, the way (rallic generated by the system nodes is distributed
acrass the network, strongly affects the performance of the latter. Two types of messages

may be identified crossing the network, namely unicast and broadcast’.

A unicast message is sent {o exactly one targel destination node, Uniform traffic
distribution has been used in many rescarch studies {20, 33, 34, 76]. In this-tralfic patiern,
unicast messages generated by each node are sent to the other network nodes with equal
probability. In addition to the facl that uniform traffic makes network analysis tractable,
there arc actually some important real situations where this type ol traffic is generated.
For instance, with the implementation of the shared-memory model on multicomputers
{29, 74], practices such as memory interleaving tend to spread access uniformly over all
nodes [2]. Moreover, iterative methods found in solving many scientific and engineering
applications [94, 125] often use the spare matrix dense vector multiply algorithm. The
latter creates almost uniform traffic distribution [63]. Other forms of unicast traffic can be

non-uniform wherc cach node communicates with one or a sel of specific nodes. For

% Unicast and broadcast commupications can be considered as special cases of multicast communication
[107], where a message is sent to an arbitrary number of destinations.
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example, permulation operations, such as matrix transpose, bit reversal and perfect

shuftle, frequently used in numerical computations [38], generate such a traffic pattern.

A broadcast message is sent to all systcm nodes. Broadcast messages increase the (raffic
in the network and consume more network bandwidth than unicast messages (there is an
intensive research on this (opic to efficiently implement such a communication scheme
[86, 107, 116]). Many scientific applications exhibit the necd for broadcast
communication. For instance, a vatiety of linear algebra algorithms such as matrix-vector
computations [43], and parallel iterative algorithms {51, 99] rely on broadcast
communication. Broadcast communication is also useful for global synchronisation [143]

and cache invalidation and updating in distributed-shared memory systems [31].

1.1.5 Implementation Constraints

In any rcal comparison of networks it is important to take account of the implemcntation
technology because this will, in general, immpose limitations on the channel bandwidih

which varies across different topologies.

Early studies of network performance ignored these limitations and assumed conslant
channel bandwidth regardless of the topology. The results suggested that the hypercube is
the best topology due to its high connectivity, despite its high wiring complexity and high
node degree. Consequently, the hypercube architecturc was widely used in the first
generation of multicomputers 104, 111, 127]. However, as researchers included
imnplementation constraints in their analyses [1, 2, 33, 66, 115], these views have

changed.
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Investigating VLSI implementation of multicomputers, Dally [33] has introduced wiring
densily as a cost measure in his analysis of wormhole-routed &-ary n-cube perforimance.
In a VLSI implementation, the whole network is assumed to be laid-out on a single chip.
The wiring complexity of the system is a major problem, since the silicon area is limited
and in general interconnection networks are wiring intensive {8, 54, 124], Bisection width
141} has often been the metric used to approximate the wiring density of networks [2, 4,
33, 60]. It is defined as the number of wires cul, when the network is divided into equal
halves. Under such constraint, Dally has shown that k-ary n-cubes exhibit superior

performance over the hypercube due to their wider channels.

The wiring density argument is certainly applicable where an entire network can be
implemented on a single VI.SI chip. However, in some situations where the system
cannot fit on a single chip and it has to be partitioned across several chips, here the node
pin-out is a better measurc of nctwork complexity {1]. Assuming that each node is
implemented on a single chip, the node pin-out is the degrec times the channe! width (in
wires). The assumption used in the implementation of networks, when analysing their
performance, can have a great impact on the results. For instance, when Abraham &
Padmanabhan [1] have investigated the performance of the hypercube and k-ary n-cubes
under multipic-chip technology, contrarily to Dally’s conclusion, they have found that the

hypercube provides superior performance than k-ary n-cubes.

Two other important implementation issues that have been considered when comparing
network performance are router delay and wire length |2, 4, 33, 126]. Router delay, the
time taken by a switch to decidec which output a message should take, and also to

establish the connection to this output, depends, in general, on the complexity of the

12
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router circuitry. This, in turn, is mainly aftected by the routing algorithm being used [24].
Router delay is signiticant in current technologies [2, 37], and it can have a detrimental
effect on the performance of high-diameter networks. With the advent of adaptive
routing, the effect of router delay on system performance is expected to be more severe
due to the additional logic complexily to implement adaptivity and to prevent deadlock

(S, 24].

Several authors [2, 33] have shown that long wires can have considerable degrading
effect on network performance. Scott & Goodman [126] have recently proposed the use
of pipelined channels as a way to reduce this effect by allowing multiple bits to be in
flight on the wire sitnultuneously. The latest Cray 13E [29] is an example of a practical

machine which employs pipelined channels.

1.2 Distributed Crossbhar Switch Hypermesh

A simple way to implement the “hyper-edge” in the hypermesh is to use a common bus,
shared by a cluster of nodes, such as the case of the spanning bus hypercube [41, 53,
142]. The problem with shared-buses in high-speed applications is the difficulty of
arranging [requent changes of mastership without incurring significant performance
overhead [62]. Other implementations of the hypcrmesh are based on either crossbar
switches [14, 55, 56, 140, 144] or complete connection {13]. The latter is well known as
the generalised hypercube where nodes in a given dimension are connected by a
complete conncction. Although a chanpel in the complete connection network
interconnects exactly two nodes, the set of channels emanating from all nodes within a

dimension is seen as the implementation of a hyper-edge. All these implcmentations,

»
3
3
i
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however, suffer from bandwidth limitation as the system size increases [112].

An interesting implementation of the hypermesh, called the Distributed Crossbar Switch
Hypermesh (DCSH) {95, 112], has been proposed as a part of the COBRA project at
Gilasgow umversity. The 1-dimensional DCSH, reterred to as a clusier, depicled in Figure
1.4, forms the basic topology upon which highcr-dimensional DCSH structures are
formed. Every node possesses a uniquely owned unidirectional channel that connects it (o
the other £-1 nodes in the cluster. A distributed crossbar switch connccts the k& nodes
along each dimension; the multiplexing/demultiplexing functions of the conventional
"centralised" crossbar swilch arc performed in the router. A (k~1)—to~1 multiplexer
with buffered inputs is provided at the input of the router for each cluster to arbitrate

between the k-1 senders.

Channcls

Router

PE

Figurc 1.4; Structure of a cluster in the DCSH (k = 4).
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A n-dimensional DCSH is a regular hypergraph with ¥ =%" nodes, formed by taking the
Cartesian n-product of the basic cluster lopology. Let dimensions in an n-dimensional
DCSH be numbered 0, 1,..., n—1. A vode, a, can then be labeled by an nxX1 address
vector with @; being the node position in its dimension (cluster) i. Each nodc is
connected to a(k—1) other nodes with which it differs in only one address digit, i.e.,

. ? B
a = Qy._ G .a, 18 connected to @ = dy. a1, for all 0<i<u,

n—1

0L q;,a; <k and ¢, # a,. When the size of the cluster is reduced to &£ =2, the DCSH

collapscs to the hypercube.

The problem of mastership changes usually required by shared buses is alleviated in the
DCSH because each node of the cluster drives its own channel. Furthermore,
simultaneous broadcast operations within a DCSH cluster are possibie. Moreover, a study
in {112] has revealed that the DCSH, by its nature, can benefit from an optimal
partitioning of the network (o escape the channel bandwidth limitation imposed by VLSI
and multiple-chip implementation technologies, from which other nctworks suffer.
Rather than flattening the network on a single VLSI chip or placing cach nede on a
separate chip, the switching and processing functions of the nodes are separated using a
layered implementation scheme [L137]. This allows the DCSH to overcome the constraint
imposed by wiring density while minimising the constraint imposed by the limited node
pin-out. The (wo and three-dimensional DCSH are the most intcresting cases that can
exploit this layered implementation [112]. This is not only because they have very simall
diameter as the size of the system scales up, but also because they map naturally onto

physical implementation technologies.

The comparative performance unalysis of the two-dimensional DCSH and other
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Chapter 1 introduction

hypermesh implementations assuming equal implementation cost has been reported in
[112]. The results have revealed that the DCSII provides superior performance
characteristics. When compared to graph networks [114], namely k-ary n-cubes, the
DCSH also outperforms those topologies under the same conditions. Although %-ary n-
cubes possess wider channels than the DCSH, the smaller diameter of the DCSH enables

it to provide better performance, especially when router delay is taken into consideration.

1.3 Motivations

Most commercial and experimental multicomputers are based on graph topologies, such
as k-ary n-cubes. Recent studies have shown that the DCSFH is a potential alternative to
graph networks due (0 its attractive topological properties. In particular, the two-
dimensional DCSH along with deterministic routing and unicast communication (one-to-
one) has shown promising [eatures when compared to common graph nctworks, e.g. &-
ary n-cubes and hypercuhes. The main objective of the thesis is to extend the work on the
DCSH by investigating important issues concerning traffic management in the network,
namely adaptive routing and broadcast communication. Moreover, it assesses the merits
of the “total” bypassing inherent in the DCSH topology over “partial” bypassing strategy
proposed for somec graph nctworks like &-ary n-cubes. Wormhole switching is the
technique used thronghout the thesis. Moreover, the study is based on analytical models,

which are developed whenever it is possible, alongside simulation.

Adaptive routing has recently been suggested as a way to overcome the performance
limitations of deterministic routing. Numerous previous studies investigating the benefits

of adaptive routing have focused on graph networks only {17, 44, 123] and there is no
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comparable work on hypergraphs. To fill this gap, this thesis presents some results of an

investigation of different routing algorithms in the DCSH.

The comparative performance analysis of the DCSIT and k-ary n-cubes reported in [112,
114] has assumed the use of deterministic routing. More recently, adaptive routing has
been incorporated in some multicompulicrs based on k-ary a-cube [29]. However, before
adaptive routing can be widely adopted in practical systems, it is necessary to determine
which of the competing topologies are able to fully exploit its performance benefits. To
this end, this thesis re-asscsses the relative performance merits of the DCSH and k-ary n-

cubes in the context of adaptive routing.

Any general-purpose network must be able to handle broadcast communication as it is an
important operation required by many parallel applications. Research on broadcast
communication has always been focused on the design of cfficient broadcast algorithms.
Up Lo now, there has been Jittle work which evaluates how well existing networks can
support this type of communication. Among the desirable features of the DCSH is its
ability to perform simultaneous broadeast operations within a cluster. The thesis assesses
the performunce merits of the DCSIT and k-ary n-cubes in the presence of broadcast

traflic.

Messages in k-ary r-cubces often visit a large number of internediale nodes to cross the
network., As a resuli, high router delays can cause cousiderable degradation in k-ary -
cubes petformance, especially at short message lengths. To overcome this problem, Dally
[37] has proposed an enbanced version of k-ary n-cubes, called express-cubes, where
messages use “express” channels to parfially bypass groups of nodes within a dimension.

Fxamining the structure of the DCSH ciuster, depicted in Figure 1.4, reveals that the
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DCSH also shares the concepl of “bypass channels” with express-cubes since it allows
messages to "totally”, rather than partially, bypass ali the nodes in the cluster. The last
part of the thesis cxamines whether this total bypassing strategy inherent in the DCSH
topology yields betier performance than the partial bypassing strategy provided by

express-cubes.

1.4 Outline of the Thesis

Chapter 2 presents an analytical model Lo compute message latency in the DCSH with
adaptive routing, based on Duato’s algorithm [45]. The model with two other models
developed in chapter 3 are used to evaluate the performance of deterministic and other

adaplive routing strategies in the DCSH.

In chapter. 4, the relative performance merits of the DCSH and &-ary n-cubes are
investigated when adaptive routing is employed. The analysis takes into consideration
router delay overheads and equal implementation costs in VLSI1 and multiple-chip
technologies. The performance comparison of the two networks is extended in chapter 5

to include broadcast communication.

Chapter 6 analyses whether the total bypussing provided by the DCSH outperforms the
partial bypassing provided by express-cubes. The study assumes equal implementation

costs and takes into account router delays.

Finally, chapter 7 summarizes the results presented in the thesis, and discusses some

possible directions for future research work,
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Chapter 2

A Performance Model of Adaptive
Routing in the DCSH

2.1 Introduction

Deterministic routing has been widely adopted in several practical systems [35, 74, 84,
118] because it offers a simple way to ensure deadlock-freedom. However, it does not
allow messages to avoid congesied parts of the network to reduce their communication
latency. Adaptive routing has often been proposed to improve network performance by
giving messages flexibility in choosing their paths taking into consideration the dynamic

state of the network.

Performance evaluation studies can be achieved through cither simulation or analytical
models. The latter is often preferred over simulation whenever it is possible, This is

because simulation requires laborious effort to develop the program code and costly

19
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computing resources to run large systems. Nonetheless, given that analytical models
resort in most cases (o simplifying assumptions, simulation is often needed to validate the
accuracy of the model. The validation is typically carried out for cases which require

reasonable computing time and rcsources.

Models of deterministic routing have been widely reported in the literature [2, 33, 42, 59,
75, 76, 114]. Except from the work in [20], which has proposed a modcl of adaptive
routing in the hypercube, there has been no study that has considered adaptive routing in
other networks, including hypergraphs (e.g. DCSH) and other graph networks (e.g. k-ary
n-cubes). This chapter proposes an analytical model of adaptive routing in the DCSH.
The modelling approach adopted here will he also used to derive other models for

different adaptive routing algorithms in the following chapters.

Belore presenting the model derivation and its validation, this chapter gives first an
overview of some adaptive routing algorithms proposed in the literature along with a
brief description of adaptive routers, The application of Duato’s adaptive routing

algorithm in the DCSII is then discussed in more detail, as it will be used in the analysis.

2.2 Adaptive Rounting Algorithms and Router Design

This section gives an overview of the dilferent approaches suggested to design
wormbole-routed deadlock-free adaptive routing algorithms, and presents a general

description of adaptive routers,
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Chapter 2: A Performance Model of Adaptive Routing in the DCSH

2.2.1 Adaptive Routing Algorithms

Adaptive routing algorithms® use the concept of virtual channels [34] for deadlock
avoidance. Recall that a virtual channel represents a “logical” channel with its own buffer
and flow control. They are arranged so that a blocking in one does not affect another,
sharing the bandwidth of the same physical channel. Studies on the complexity of routers
15, 24, 40, 49, 50] have shown that, in addition to adaptivity, a high number of virtual
channels translates into high hardware complexity, which can significantly reduce router

speed, decreasing the overall network performance.

Some researchers have proposed partially adaptive routing algorithms [22, 25, 57, 71] to
reduce router complexily, by restricting the freedom given to messages in choosing their
path. Although this approach improves performance compared {0 delerministic routing,
messages cannot exploit all available paths to rcduce their blocking delays [44].
Numerous routing algorithms have been proposed, enabling messages to exploil all the
possible shortest paths provided by the network topology, resulting in fully adaptive

routing algorithms |10, 18, 36, 70, 891.

The main difference between adaptive routing algorithms proposed in the literature is in
the number of virtual channels reguired for deadlock avoidance and the way these
channels are assigned to messages. For instance, Linder & Ilarden’s algorithm [89] and
the Jesshope et af algorithm [70] are representative cases of adaptive routing algorithms,
which require a high number of virtual channels. The algorithms ¢an use up to (n+ 12"

virtual channels per physical channel, They are based on partitioning the network into a

} The thesis focuses on minimai routin £ algorithms only (messages are routed using the shortest paths in the
network). Non-minimal routing algorithms [106] require extra hardware router circuitry to guarantee the
delivery of messages to their destination, and increasc mossage latency and tralfic in the network.
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number of virtual networks. A message is restricted to use a particular virtual network
depending upon ils source and destination addresses. In addition to the high number of
virtual channels, the allocation of vurtual channels to messages by these routing

algorithms can lead to an unbalanced traffic in the network [92].

Boppana & Chalasani [18] have proposed another approach to design deadlock-free
adaptive routing algorithms, based on the idea of the structured buffer pool method,
traditionally used in S&F networks [61]. Each physical channel is split into D virtual
channels, where 1 is the diameter of the network. To puarantce deadfock-freedom,
messages cross virtual channels aceroding to the number of hops they have made in the
network. Upon rcaching an intermediate node, a message uses the 2" virtual channel to
complete its 2" hop. Again, the high number of virtual channels required in this routing

atgorithm makes it impractical in large diameter networks, e.g. k-ary n-cubes.

Duato [45, 48) has developed & method to desipgn fully adaptive routing algorithrns,
which aliow cfficient router tmplementation, as they require a small number of virtual
channels; only one exfra virtual channel is required compured to detenministic rouling.
The idea here is that virtual channels divide the network into two classes of virtual
networks: one adaptive and one deterministic. A message is routed adaptively without
any restriclion on the usage of virtual chansnels in the first network. If it is blocked, it
swilches to using virtual channels in the deterministic network., The deterministic
network is deadlock-free, and therefore constitutes an “escape” virtual network to break
deadlock that may occur in the adaptive network. Numerous adaptive routing algorithms
have been proposcd, based on Duato’s method {10, 36, 47, 88, 92, 93, 133}, The success

of that method in reducing the hardware cost in terms of virtual channels has led to the
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implementation of adaptive routing in the MIT Reliable router [39], and also in the Cray

T3E, which is the first commercial multicomputer that has adopted adaptive routing.

The adaplive routing algorithm wused in the analysis, presented below, is based on
Duato’s methaod, The routing algorithm can be stated as {ollows. Each physical channel is
divided into two classes of virtual channcls: a and b. At each rowting step, a message can
adaptively visit at any dimension any available virtual channel from class a. I all virtual
channels belonging to the class a are busy, it crosses a virtual chanpel from class b using
deterministic routing. The virtual channels of class & define a complete virtual deadlock-
free sub-network, which acts like a “drain” for the sub-network buikt from the class a

virtual channels.

2.2.2 Router Design

In this section, a brief description of routers is presented (more details can be found in
[5]). The main components of a router are input buffers, a switch, and 4 routing contiol
unit. At cach input buffer is an assoctated logic coatrol unit which performs address
decoding of the received message header, and flow control operations across the switch
and between routers. The switch is usually implemented by a crossbar because it allows
simultaneous paths between inputs and outputs, provided that there are no inputs
requiring the same output. The routing control unit deeides on the connection between

router inputs and outputs.

A message header arriving at a router is buffered at its appropriate virtual channel buffer.
Based on the routing algorithim, the logic control unit associated to that input decodes the

header to generate requests for permissible outputs, and sends them to the routing control
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unit. At the same time, it computes all possible new header addresses. The routing
control unit, using the routing algorithm, combines output channel status information and
the requests received from the router inputs, to decide on the assignment of inputs to
outputs. It sends signals to the crossbar switch to establish the connection hetween the
inputs and their corresponding selected outputs, and sends the decision made to each

requesting inpul in order Lo select the appropriate new header.

Given that virtual channels share the bandwidth of the same physical channel, a virtual
channel controller is required for each output physical channel to multiplex fairly
between input vigtual channels which are ready to transmit; inputs which have data to
transmit and the buffer at the receiver node is available. Assuming a physical channel is
split into V virtual channels, a I-to-V demultiplexer is also nceded at the other end of

each physical channel to store the received [lit in its appropriate buffer,

The routing control unit, logic control unit at router inputs, and virtual channel controller
units affcct the complexity of the router. As the degree of adaptivity and the number of

virtual channels increase, so do the coruplexily and the delay at those units [5, 24].

2.3 Duato’s Algorithm in the DCSH

Belore discussing the implementation of Duato’s algorithm in the DCSH, let us first
recall the router structure and the way input multiplexers operate under deterministic
routing, as suggested in [112]). Figure 2.1 shows the router structure for the two-
dimensional DCSII; the discussion can be easily extended to higher dimensional cases. A
router is connected {0 its neighbouring routers by external channels and it is connected to

its local PE by internal channels, known as injection/ejection channels. Messages
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generated by the local PE are injected into the network through the injection channel,

while they are removed from the network and transferred to the local PE through the
gjection channel. Mcssages arriving on a dimension from different nodes of the same
cluster ace buffered at the input of a (,-1)-to-1 multiplexer. Under deterministic routing,
the arbitration of these multiplexers has been proposed to be at the message level [112].
Once the multiplexer selects one of the (,-1) inputs corresponding to the (k-1) senders in
a given cluster, a connection is made through the router’s crossbar to the output channel.

This connection is maintained until the tail of the message leaves the router.

(&-1)-ta-1 muxer

dim 1 dim 1
Crosshar
Switch I
dim 2 tlirn 2
Routing
Contrel Unit

ejection
channel

Injection [ :7
channel

PE

Figure 2.1: DCSH router structure with deterministic routing.
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When each physical channel its split into V virtual channels, the size of input
multiplexers scales by V. Moreover, adaptive and deterministic virtual channels of
physical channels belonging to the same cluster are all connecied to the corresponding
input multiplexer. Duato’s algorithm has been designed assuming non-blocking
crossbars, and deterministic virtual channels in the algorithm represent escape routes for
blocked messages holding adaptive channels. In the DCSH, however, due to the
presence of input multiplexers and if these are servicing inputs at the message level,
messages holding adaptive virtual channels can block those buffered at deterministic
channels, leading to a deadlock problem. An example of a deadlocked configuration in

. two-dimensional DCSH (k = 2) is shown in Figure 2.2.

N1 N2
M1, v=det M4, v=det
1, v=
‘ “__tRNS, v=det to V1, v=det
M2, v=adap M1, v=adap
N3 N4
M2, v=dct M3, v=det

to N4, v=det §0 N2, v=det

M3, v=adap M4, v=adap

Figure 2.2: An example of a deadlocked configuration in the DCSH.
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Since in the DCSH a message crosses at most one channel within a dimension, in what
follows channels and dimensions are used interchangeably. As cau be seen in Figure 2.2,
message M 2 arrives at node N1 on an adaptive virtual channel. It is then serviced by the
input multiplexer. Because adaptive virtual channels at the dimensions sl to be crossed
arc occupicd, it acquires a deterministic channel in order o progress to node N3. M2 is
blocked at node N3 because the input multiplexer at that node is servicing message M 3.
The latter is aiso holding a deterministic channel and is blocked at node N4 by mcssage
M4. M4, onits turn, is prevented to use any output channel at the node N2 because the

input multiplexer is servicing message M 1.

when a multiplexer selects an input, and the header of the message buffered at that inpul
is blocked at a subsequent stage, it prevents messages of deterministic virtnal channels
from using (he crossbar input. Although the output channel required by a message on a
deterministic virtual channel becomes tree, the crossbar at the input is unavailable, and
therefore detcrministic virtnal channels no longer behave as escape channels, leading to
possible deadlock. One solution to such a problem is to use "non-blocking" multiplexers

at the input of the crossbar. Messages that can progress through their required output

channels are never blocked, and they are time-multiplexed at the flitr level over the

crossbar inputs.

2.4 Analysis

This section describes the model proposed along with its validation through simulation.
The number of virtual channels that provide the optimal performance of the DCSH is

also examined. The router structure used in the analysis is shown in Figure 2.3. Tt is
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similar to the one desciibed in Figure 2.1. However, because adaptive routing requires

the use of virtual channels and to keep a small crossbar size, instead of having V input
multiplexers, each one dedicated to one class of virtual channels, one input multiplexer
is used and connects virtual channels of all physical channcls belonging to the same

cluster,

(k-1)V-to-1

dim 1 dim 1

Crosshar
Switch
dim 2

L

dimm 2

Routing
Control Unii

/| cjection
channel

injection
channel

PE

Figure 2.3;: DCSH router structurc with adaptive routing.
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2.4.1 The Model

The model computes the mean message latency in a k" (= N) DCSH. It is based on the

following assumptions, which are widely used in the literature [33, 34, 46, 64, 75, 79].

a)

b)

d)

e}

),

8

Message destinations arc uniformly distributed across the network nodes.

Nodes generate traffic independently of each other, and follow a Poisson process,

with a mean rate of m, messages/cycle.

Message length is exponentially distributed with a mean of L, flits, euch

requiring one-cycle transmission time across a physical channel.

Messages generated at the source node are put in a local injection queue of

infinite capacity.

Messages al the injection are serviced in a FIFO discipline, and requests to

multiplexers are serviced following a Round Robin arbitration scheme.

When a header flit reaches a router, a routing decision takes place to select the

next output channel. The router’s decision time takes 2, cycles.

V virtual channels are used per physical channel, each of one flit buffer capacity.
According to Duato’s algorithm, class @ contains (V —1) virtual channels and atc
crossed adaptively. Class & contains one virtnal channel, crossed in a
deterministic way (¢.g. in increasing order of dimensions). If there is more than
one adaptive virtual channel available at a given rouling step, a message chooses
randomly any one of them. Let the virtial channcls belonging to class ¢ and b be
called adaptive and deterministic virtual channels respectively. To simplify the
model derivation, no distinction is made between deterministic and adaptive

virtual channels when computing the different virtual channel occupancy

29




Chapter 2: A Performance Model of Adaptive Routing in the DCSH

probabilities.

The mean message latency is computed using the following stages. First, the mean
network latency, which is the mean time to cross the nelwork, is determined excluding
the mean waiting time at the source, and the effects of multiplexing of virtnal channels
and input multiplexers. Second, the mean waiting time at the source node is cvaluated.
Third, the average multiplexing degrees that take place at physical channels and at input
multiplexers are computed. Finally, the mean message latency is scaled by the

multiplexing degrees to obtain the overall message latency.

Let (ag..a; 40,44, ) be the node address in a k7 DCSH. The number of nodes, N,,
which are distant j hops away from the source node, ts all the combinations of j digils

among # and each digit taking any value in the range [0...k-1]. Therefore, N, is given by
N, -:(k—l)"'C:_.' (2.1)

where C7 is the number of j combinations among the » address digits. Let us define a
factor, 1,(j), which rellects the communication pattern. Under uniform traffic, it is

cqual to

T =rr  (jsm (22)

NV —

The probability, p;, that a generated message is sent j hops away [rom a given source

node can be written as

p; =T, ()N, (2.3)
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The average distance crossed by a message is given by [12]

Y ik-nic
‘fang = :E:.jl)J = = N—1

==Ii"—z;—'—————f (2.4J

Fully adaptive routing allows a message to choose any channel to advance towards its
destination, resulting in an equal and balanced traffic load on all channels. Since a router
in the DCSH has # output channels and Lhe PE generates, on average, m, messages in a
cycle, which cross, on average, d,, channels, the rate of messages received by each

channel, i, can be wriiten as [75]

md.,

m, =—t—= 2.5
17

Following a similar analysis as in [20], we compute first the network latency of i —hop
messages, L. (1<i<n). This latency consists of two parts: one¢ is the delay due to the
dctual message transinission time, and the other is due to blocking in the network, Given

that a message makes i hops to reach its destination, L, can be written as

L,=iD +0)+1 +> BF+W,, (1si<n) (2.6)
i I 7%

h=i

Where 7, is the message length, BY is the mean blocking delay when a message is

hops away from its destination, and W, is the mean waiting time at the destination.
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Let us start by computing the mean blocking delay B . This delay depends on the
probability of blocking, P, and the mean waiting lime when blocking occurs. A
message is blocked at a given router if all adaptive virtual channels of the (A—1)
dimensions to be visited, and both adaptive and deterministic virtual channels of the
lowest dimension to be visited are busy. The case where all adaptive virtual channels of
a dimension are busy occurs when either all adaptive and deterministic channels are
busy or (V —1) virtual channels are busy. In the latter case, only one case out of the
Cy., combinations, the (V —1) virtual channels are adaptive. Let P be the probability
that v virtual channels at a diroension are busy ( 2 is computed below). The probability

of blocking at a router when a message is 2 hops from its destination is given by

! N1
PS =Pt [Pf + ﬁ"} 2.7

V-l

Given that blocking has occurred, a message has to wait for the determinisiic virinal
channel at the lowest dimension still to be visited. Since adaptive routing distributes
traffic evenly among nctwork channel, the wailing time for a deterministic virtual
channet is the same across the network, and is approximated by the mean network
latency, L. Taking into account Equation (2.7), the mean blocking delay can be written

as

v
V-1

PC fr=t
B =P L= PVC(PVC 4 2 ) L. (2.8)

T'he probability, PVC , that v virtual channels at a physical channel are busy is calculated

32




Chupter 2: A Perfurmance Model of Adaptive Routing in the DCSH

using a Markovian model [34], as shown in Figure 2.4. The state S, corresponds (o v
virtual channels at a physical channel are busy. This state passes to §,,, at rate m_, and
passes Lo the state S, at rate 1/L. However, if the system is in the state §, (i.e., all
virtual channels are busy), when a message releases one virtual channel, a blocked
message may occupy it. So, the transition rate from the last stage to the previous one is

reduced to account for the arrival of messages while the system is at the last state 5, .

it ",

m, .
Qm. i m
/L 17L 7L Vi-m,

Figure 2.4: Transition diagram to compute the occupancy probabilities of

virtual channels in the DCSH.

At steady state, the solution of the model is given by the set of recurrence celations [34]

] .

e j=0

>aq

=0

P =P mL 0<j<V 29

e m
; < =V
UL -m, g

Where ¢¢ is an intermediate variable used in the calculation of P¢ and it is given as
ql J g

33




Chapter 2: A Performance Model of Adaptive Routing in the DCSH

1 J=0
95 =14 \m,L 0<j<V (2.10)
cC m,
;| — =V
_q’_' VL-m, /

The mean waiting time, W, , seen by a message when it arrives at the destination node,
is the mean waiting time to acquire the ejection channel, and is computed as follows. At
the steady state, the traffic generated by cach node is equal to the traffic received,
Therefore. W, can be written as [80]

W,=m1L 2.1

q gm

Once the network latency, L, of an i—hop message is calculated, the mean network

latency, L, is obtained by simply averaging L, over all hops (1 £i<n). So, L can be

given by
L= pl, (2.12)
i=]

It can be noticed that Z,, through Equation (2.8), is a function of L, while Equation
(2.12) shows that L is a function of . Given that a closed-form solution to this inter-
dependency is very difficult to determine, L, and L are calculated using iterative

techniques for solving cquations | 201.

The effects of waiting, which occur at the source node, must also be included. A message
at the source can enter the network using any of the V virtual channels; through either the
deterministic virtwal channel or one of the (v ~1) adaptive ones. The arrival ratc of

messages to a single virtual chaunel can be approximated by #, /V . The mean service
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thme seen by a message entering Lhe network is equal to the mean network latency, L.
Therefore, modelling each virtual channcl at the source as an M/M/1 queue, yiclds the
mean waiting time at the source, ij as [80]

m 2
W ==L (2.13)

Including multiplexing effects at physical channels and input multiplexcrs, the average
multiplexing degree of virtual channels, that takes place at a given physical channel, is

found to be [34]

2P
-
Vg = (2.14)
2 iF;
J=0

Inspecting Figure 2.3 reveals that mecssages in the DCSH also encounter multiplexing
dclay al the input multiplexers when crossing a given router. The average multiplexing
degree of input multiplexers can be found using a similar Markovian chain as in Figure
2.4. The number of states in this case is (kK —1)V and the arrival rate is 7. While the
departure rate is /L for all stages §, (0< j<(k-1)V) and 1/L-m, from the state

Sy - 1t sleady state, the solution is given by

1 .
e j=0
>
t=0
Pl ={pP"mL O0< j<(k-1)V (2.15)
m
Pl et j=(k-1)V
P L-m, =kl
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1 J=0
" =gt m.L 0< j<tk—1)V (2.16)
i
oMo = (k- 1Y
_qi_l 1/L-m, j=tk-0)

The average multiplexing degree at cach input multiplexer is therefore given as

Vik-I1) ”
2

i

Mm',r-,- = Vil o (217)
W
j=t
Finally, including the mean waiting delay at the source, and the multiplexing effects at
input multiplexers and physical channels, overall message latency in the network can be
written as

Latency =[W + M, LIV, (2.18)

s ave

2.4.2 Validation

The above model has been validated by means of a discrcte-event simulator, written in C
code, and operating at the flit level. The simulation uses the saine assumptions as the
analysis. Some of these assumptions are detailed here with a view to make the network
operation clearer. The network cycle represents the transfer time of a single fiit through a
physical channcl. Messages are generated at each node following Poisson inter-arrival
time distribution of an average m g Messa ges/cycle. Message lengths are exponenlially
distributed with an average of L, flits. Destination nodes are determined using a

uniform random number generator.
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Each simulation experiment was run until the network rcaches its stcady state, that is
until a further increase in simulated network cycles docs not change the collected
statistics appreciably. The average message latency is calculated as the mean amount of
time from the time a message is generated until the last data flit is removed from the
network. The other measures include the mean network latency, and the mean waiting

time at the source and destination nodes.

Extensive simulation experiments have been conducted to validate the model for several
combinations of network sizes, message lengths and virtual channcls. Here, for the sake
of illustration, latency results are presented for the following parameters on a two-

dimensional DCSH of 256 nodes.

¢ The average message length /7, has been varied between 16, 32 and 100 fiits,

representing short and long messages respectively.

s The router delay, 7,, has been set to zero and then to two cycles, reflecting the

cases when router delay is ignored and when it is taken into account.

e The number of virtual channels V is set to 2 and 4. In both cases one virtual

channel crossed in a deterministic manner and the rest traversed adaptively.

Figurcs 2.5 and 2.6 show the mean message lalency predicted by the model against
simulation results as a function of the message rate generated by each node. The x-axis in
the figures (and the figures of the following chapters, unless otherwise stated) represents
the traffic rate i.e,, the rate at which a node injects messages into the nelwork in a cycle.
The y-axis shows the mean message latency in crossing [rom source to destination. The

results generally show a close agreement between the modcl and simulation.
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2.4.3 Impact of Virtual Channels on the DCSH Performance

Dally [34] has shown that the use of extra virtual channels as “bypass lanes™ reduces
message blocking, and thus improves network performance. This section uses the model
developed in the previous section to assess to what extent the DCSH can benefit from
extra virtual channels to improve its perlormance. For illustrative purposes, the results are
shown for a two-dimensional configured medium system of 256 nodes, with an average
message length equal to 32 flits. The number of virtual channels has been varied between
two and five, keeping one virtual channel deterministic and the rest adaptive to obtain

maximum performance, as suggested in [47].

Figure 2.7 reveals that at light traffic load, the increase in the number of virtual channels
does not bring any improvement to the network performance. This is because under low
traffic intensity, messages do not experience contention in the network. Under moderate
to high traffic loads, there is an improvement in the performance when the number of
virtual channels is increased (yom two to three, Indeed, the addition of the third virtual
channel reduces the load on the two previous channels, thereby reducing the message

biocking delay and latency.

The fact of adding a fourth and a fifth virtual channel does not improve appreciably the
DCSH performance. As reported in [34], the use of virtual channels has two opposite
effects. At heavy loads, a high number of virtual channels reduce message blocking at
physical channels, and therefore reduces message latency. On the other hand, because
messages share the bandwidth of the same physical channel, (he multiplezing effect
increases message latency. Hence, we can conclude that three virlual channels are

sufficient to enable the DCSH to achieve its best performance.
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Figure 2.7: lmpact of virtual channcls on the DCSH performance.

2.5 Conclusion

This chapter has proposed an analytical model to compute message latency in the
DCSH, using Duato’s adaptive routing algorithm, The model has been validated through
simulation. Latency results predicted by the model have shown close agreement with
those provided by simulation. The model has been used (o investigale (he effects of
virtual channels on the performance of the DCSH. The results have revealed that using

three virtual channels allows the DCSII to achicve its best performance. Adding more

virtual chanpels alier that does not yield any further performance gains,
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The modelling approach adopted here will be used in the next two chapters to develop

analytical models for other routing algorithms and for comparing performance of the

DCSH with k-ary n-cubes.
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Chapter 3

Evaluation of Routing Algorithms
in the DCSH

3.1 Introduction

This chapter investigates the impact of routing algorithms on DCSH performance. Three
routing algorithms are considered in this analysis. The first is deterministic and is the well-
known e-cube. The two other algorithms are fully adaptive. The [irst one is based on
Duato’s method and has already been discussed in the previous chapter. The second is an
algorithm recently proposed by Chalasani and Boppana [18], and will be known
throughout this chapter as the hop-based algorithm. The three algorithms differ in the
degree of flexibility given to messages to cross dimensions and the way virtual channels

are allocated (o messages.
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Several studies have been conducted to analyse the performance of routing algorithms |17,
44, 52, 119, 123}, focusing mainly on the two commonest variants of the k-aty n-cubes:
the torus and mesh. Most of these studies have given each routing algorithim as imany
virtual channels as required for deadlock prevention and different conclusions have been
drawn, depending on the topology. For example in the mesh, Pertel [119] has found that
under uniform traffic, deterministic routing performs better than adaptive routing. ‘fhe
latter concentrates the traftic in the central part of the mesh when looking for available
paths and, consequently, it crcates congestion in that regton, and incrcascs message
latency. In [123], it has been shown that with higher number of virtwal channels for both
deterministic and adaptive routing algorithms, the latter improves the performance of the
mesh. Concerning the torus, however, there has been a consensus between rescarchers {17,

44], where they have shown that adaptive routing improves the performance of the torus.

For fairness, the present study of routing in the DCSH takes into consideration equal
bufler storage of physical channels for deterministic and adaptive routing algorithms. The
vesults are presented for uniform and non-uniform traffic patterns. Under the former
pattern, the comparison is undertaken mathematically. However, for the latter scheme the
results are obtained from simmlation experiments, since modelling such a communication

scheme is a complicated vndertaking.

3.2 Qutline of the Models

In this section, analytical models for the hop-based and deterministic routing algorithms

are derived and validated through simulation.
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3.2.1 The Hop-based Algorithm

Deadlock prevention in the hop-based routing algorithm is based on the concept of a
structured buffer pool, the method used to avoid the dcadlock problem in S&F networks.
There is no restriction on traversing dimensions, sincc the algorithm is fully adaptive.
Nevertheless, an ordering on the usage of virtual channels is established to guarantee
deadlock-freedom for messages. If we assume thai virtual channels are numbcered in a
decreasing order, a message arriving at a router needing / hops to reach its destination can
only use the " virtual channel of any of the i remaining dimensions to cross. This
removes the cyclic dependency between channels and the algorithm is deadlock-free. The
advanluge of this algorithm is that it can be applied to any topology. However, its
implementation requires a high number of virtual chaunels per physical channel. This
number must be at least equal to the network diameter, which makes it impractical in

high-diameter networks, such as k-ary n-cubes.

The approach followed to derive the mean message latency for the hop-based algorithm is
similar to that presented in chapter 2. Additionally, the same assumptions as in chapter 2
arc used here, and are briefly recapped here for sake of clatity. Mcssages are generated
following Poisson inter-arrival time distribution. Message lengths are exponentially
distributed with a mean of L, flits. System nodes have equal probability to receive any
generated message. However, the assumption concerning the allocation of virtual channels
(o messages is stated as follows. Each physical channel js split into V virtual channels,
which is equal to the DCSH diameter. At any step of its journey, & message can use only

one virtual channel at any of the remaining dimensions to visit.

The model developed for Duato’s algorithm. is still valid for the hop-based algorithm.
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However, the calculation of the mean message blocking delay at a given dimension, Bf,
differs. A message » hops away from its destination gets blocked at a router, if the A
virtual channel at each of the 4 remaining dimensions is busy. Recall that, in chapter 2, it
has been assumed that there 18 no distinction between virtual channels when the virtual
channel occupancy probabilities are calculated. However, the probability that a specific
virtual channel is busy is needed here. Holding the above assumption, similar rcsults are

yielded, since the number of combinations is the same for any virtual channel taken as the

one in question.

In general, when j virtual chaunels among the V virtual channels al a4 given physical
channel are busy, there are C combinations. Only CY}' cases out of C!, the virtual
channel required that is busy. That event occurs when there is at least one virtual channel,
at a physical channel, is busy. Thus, the probability that the required virtual channel at a

dimension is busy can be written as
' V {
pe-3 e

Once P¢ is calculated, the probability that the required virtual channels at the #
dimensions are busy is (P%)". If this event happens, the message has to wait on average

L cycles. Therefore, the mean message blocking delay can be written as

B =) 62
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3.2.2 The Deterministic Algorithm

In deterministie routing, messages cross dimensions in a predefined order, Although doing
this 1s sufficient to avoid the deadlock problem in the DCSH, Dally [34] has shown that
virtual channels improve the deterministic routing performance over single deep queues
provided at the physical channels. The allocation of the physical channel and butfers then
is decoupled, which damps the effect of chained blocking caused by wormhole routing.
Therefore, to make a fair comparison, this study considers the deterministic routing

implemented with the virtual channel concept.

The model is based on the same assumplions used in the derivation of the previous
models. Moreover, it is assumed that messages cross dimensions in an increasing order
(dimensions are numbered from O to n-1). At a given dimension, a message can choosc
any of the V virtual channels to progress towards its destination. Figure 3.1 shows the

diagram used to derive the mean message latency.

A message generated at the source sees a mean latency, Latency, to reach its destination.
Furthermore, a message can enter the network through any of the # dimensions, depending
on its source and destination addresses. So, when a message enters the network through
dimension i, it sees a network latency §; to reach the destination. Similarly, after exiting

dimension {, the message requires a mean sexvice time 7, to reach its destination.

Let p, =1/k be the probability that a message skips a dimension, and let m" be the mean
message rate crossing a given path in the network. In the DCSH case, i’ is simply equat
to m, because channels are uni-directional. The mean message rate gencrated by a given

node and entering the network through dimension ¢ (0<i<u), R', skipping the
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j (0 < j<i) lowesl dimensions is given by

R/ =(-p)pm’ (3.3)

Source

Latency

m’

dim n-1

Destination

Figure 3.1: Diagram of a message path in the network.

The probability that a message arriving on dimension j (0 < j<n) and crosses at its next

step dimension i (j<i<n) is (1-p,) p7*7, where (1- p,)* represents the probability
that the message crosses dimensions j and i, and p! /" represents the probability that
the message skips dimensions between jand i. So, the (otal message rate entering

dimension [ [rom the lowest dimcnsions j (0< j<i), R/, can be written as
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0 i=0

R/ =1 (3.4)
i1

E(l—- pl‘,)zpi_j_lm' O<i<n

| 30

The sum of the rates R and R/ at any dimension / is found to he ® = (1— p,)m’. The
network latency, §;, of a message entering the network through dimension i is the mean
service time seen when exiting that dimension, 7}, increased by the mean blocking delay,

T, at that dimension. Hence, S, can be given by

S, =17 +1, (3.5)

A message gets blocked at dimension ¢ if all the virtual channels, V, at that dimension are
occupied, this happens with the probability 2, . Given that blocking has occurred, the

message waits for an average time 7, to acquire one virtual chanpel. 7° is given then as
[id C ryr!
TS =217 (3.6)

Two cases nced to be considered when calculating T‘."’ [19]}. The first case happens when at

least one of the blocking messages will terminate after crossing dimension 7. The

probability that this event happens is 1-(I- p*")", where p!*! is the probability that a

3 8
message exits the network through dimension 7. In this case, the blocked message waits
for the blocking message to acquire the ejection channel and its transfer time through that

channel i.e.,, W, + L

"

). The second case happens when all the blocking messages need to
cross subsequent dimensions to progress in Lthe network, and the probability that this event
ik

occurs is (1- p"')" . In this case, the blocked message waits an average time equal to the

time required by the blocking message to release the virtnal channel. This time includes
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the mean blocking delays at subsequent dimcnsions j (i< j<n) (each with the
probability p/“'; the probability that the blocking message will cross dimension j and
having already crossed dimension #), and at the ejection channel, increased by the actual
transter time of the message through the physical channel. Taking into account all these

ossibilities, 7” can therefore be written as
P ¢

n=1
T’ =[I-(i- p:““l)"lwqd +L,)+{1- p;'"‘"l)‘[ N plTUD, T+ W, + L] 3.7
=i+l
Once the message has acquired a virtual channel at dimension i, 7;, the mean service time
to reach its destination, is the mean blocking delays at the subsequent dimensions
J (< j<n) and at the ejection channel, increased by the transmission time through the

ejection channel. Thus, 7, is given by

=k i
T:’ = Epj_l_l (Df +Trb) +W{_ﬁf + Lm (38)

j=itl

To calculate P, a Markov chain similar to that described in chapter 2 (Figure 2.4) is used.
The transition. rate from a stage to the next one is the total message rate crossing
dimension i, which is ®. While the transilion ratc exiting a stage to the previous one is

I/T,, except the last one, where the transition rate from that stage is /T, ~®.

Taking into account all the possible ways that a message can take to enter the network, the
mean network latency L., cxcluding the effects of multiplexing at physical channels and

input multiplexers, and the mean waiting time at the source, can be written as

n—|

L:=d,, +3 (1= p)pis, (3.9)
=0
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The average mutiplexing degree at dimension i is given by
i g }
Vg =7 (3.10)

The average multiplexing degree of virtual channels in the network can be obtained as the
average of multiplexing degrecs at all dimensions, Tt is given, thus, as [ollows

n=l

i
2. Vs

V,, = (3.11)

Fl

Similarly, the average multiplexing degree at input multiplexers in the nctwork can be
written as

n=l .

M

i=0

M, =it (3.12)
n

Where M im is the multiplexing degree at the input multiplexer at dimension . Finally,
the mean message latency in the network, tacluding the mean waiting time at the source
node and the multiplexing effects at physical channels and input multiplexers, and taking

into consideration the average time crossed by the header, is found to be

Latency =W, + M, LIV, (3.13)

vy

Where W, 1s the mean waiting time at the source and is calculaled the same way as with

adaptive models (Equation (2.13)).
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3.2.3 Validation of the Models

Latency results provided by the models and simulation experiments are shown in Figures
3.2 through 3.4 for two-dimensional DCSH of 256-node size. The simulators use the same
assumptions as those used by the models. Also, the results shown here are bascd on the
same parameters as those set with Duato’s model validation (chapter 2). In general, the
figures show a closc agreement between the message latency predicted by the models and

sitnulation results.
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3.3 Performance under Uniform Traffic

‘This section presents the performance of the DCSH wilh the three routing algorithms:
deterministic routing (der), Duato’s algorithm (Duate’s), and the hop-based algorithm
(hop-b), under uniform traffic distribution. Measurements of the mean message latency are

obtained from queuning models developed in the previous section and in chapter 2.

For illustrative purposes, latency results shown in this section and in the next section are
obtained for the DCSH size of 256 nodes. The resulis for larger system sizes do not. differ

qualitatively from thosc presented here. The three algorithms use equal buffering capacity
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al physical channels. The number of virtual channels has been fixed at two, the minimal
number required by the two adaptive routing algorithms to gnarantee message deadlock-

freedom,

Figure 3.5 depicts latency results for adaptive and deterministic ronting algorithms as a
function of the message rate injected into the network, for short and long messages of 32
and 128 flits, respectively. Such tigures have been widely considered in the literature |1,
2, 19, 119]. Morcover, router delay has been set (o zero for the three routing algorithms,
Although, somewhat unrealistic even in the deterministic case (and is even more so when
the complexity of adaptive router hardware is taken into account), this does not affect the

conclusion drawn.

Under light traffic loads, the figure shows that the deterministic algorithm performs
similarly to the other two. This is because when the traffic intensity in the network is low,
the probuability that messages get blocked is negligible, and thereforc all approaches

behave almost identically.

As the traffic increases, however, the three algorithms behave differcotly due to the way
message contention is handled by each algorithm. The figure reveals that the deterministic
algorithm performs better than the hop-based algorithm nnder moderate trattic load, and
better than both adaptive algorithms under heavy traffic loads. Interestingly this holds
cven when the extra hardware complexity of adaptive routers is ignored. The reason is that
the number of paths between any pair of nodes in the two-dimensional DCSH is small and
the improvement in blocking dclay of message headers when using adaptive routing is
modest when the traffic is uniformly distributed in the network, However, since adaptive

algorithms allow messages to cross virtual channels of any dimension in order to progress
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in the network, this results in higher utilisation of physical channels, which is normally a
prime advantage of adaptive routing algorithms. However, here higher utilisation of
physical channels translates into longer service time of messages due to the multiplexing
effects at both physical channels and input multiplexers, resulting in higher message

latency.

Moreover, when comparing the performance of Duato’s algorithm to that of the hop-based
algorithm, the results show that the latter saturates more quickly. There are two reasons
for this. Firstly, thc number of virtual paths offered to messages in the hop-based
algorithm is smaller than in Duato’s algorithm. Secondly, the disturbance of the traffic
causcd by adaptivity in Duato’s algorithi is less than in the hop-based algorithin. In the
former, one virfual channel is crossed in a deterministic way, which preserves (he
uniformity of a fraction of the traffic, while in the latter, all virtual channels are crossed

adaptively.

3.4 Performance under Non-uniform Traffic

This section extends the performance analysis of the three routing algorithms to non-
uniform traffic. Although there are several ways to generate non-uniform traffic {38, 43],
the resuits presented in this section are based on matrix transpose communication scheme
(in the general case, a node whose address is a,a,...0,_,d, | communicates with the node
whosc address 18 @,;,..0, 4@y...4, ;5,1 )- This communication scheme has been selected
because it represents the highly non-uniform traffic pattern. Note that other permutation

schemes such as bit reversal and perfect-shuffic yield similar conclusions.

Figure 3.6 shows the performunce of deterministic and adaptive routing algorithims in
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terms of the mean message latency, for 32 and 128 flits, respectively. The number of
virtual channels is fixed at two, and the router delay in the three algorithms is set to zero in
order to comparce the results to those obtained for uniform traffic. The elfects of increase

in router delay due to adaptivity will also be examined later,

The figure reveals that under light traffic loads, deterministic routing provides similar
performance to that of adaptive routing algorithms and this for short and long messages.
However, if the traffic in the network is increased the deterministic algorithm performs
poorly fromn moderate loads while Duato’s algorithm gives the best performance followed
by the hop-based algorithm. With detcrministic routing, messages generated by a source
are sent to the same destination, following the same path. In addition, messages generated
by nodes of the same cluster compete at the input multiplexer of the same intermediate
router. At heavy loads, this increases the multiplexing delay for messages al input
multiplexers and their waiting time at the source. Adaplive routing algorithis atlow
messages to reduce their blocking delays by circumventing heavily loaded channels, and

spreading the load in the network.

Again, Duato’s algorithm exhibits better performance than the hop-based alternative. Both
algorithms use cqual numbers of virtnal channels and messages have flexibility to choose
physical channels of any non-corrected dimensjon to progress in the network. ‘The main
difference remains in the allocation of virtual channels to messages. When a message
arrives at a router, it can use only one virtual channel at any dimension in the hop-based
algorithm, while Dualo’s allows a message to use any virtual channel at any dimension,

giving it more chance to reduce blocking delays, and therefore latency, still further.
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Figure 3.7 shows the impact of router delay on the performance of the three algorithms,
The results are shown for 32 flits but the conclusion has been verified for long messages
as well. The figure shows that increasing router delay (two cycles) for the adaptive
algorithms, while continuing to ignote it in (he deterministic case, docs not affect the
performance of the former. They stll provide lower message latency than the
deterministic algorithm, because the blocking delays encountered by messages when
looking for an availablc path i3 more important than the waiting delay to decide their

route.

The analysis has also investigated whether the deterministic algorithm performance can
approach that of the hop-based and Duato’s algorithms, when equipped with more virtual
channcls. The number of these in the deterministic algorithm is increased to four with
router delay again ignored, while the adaptive algorithms get only two virtual channels
and a router delay set to two cycles. Once again, latency results in Figure 3.8 show that
even with fewer virtual channels than in the deterministic algorithm, adaptive algorithms
greatly outperform the deterministic routing. As potnted in [52], the virtual channel
concepl alone is not able to reduce message contention when the waffic is very heavy,
notably with highly non-uniform wraffic patterns. Adaptivity is the only mcans whereby
such contention can be reduced by allowing messages to circumvent heavily loaded

regions of the network.
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Another interesting finding is that an increase in the number of virtual channcls makes
little difference to the performance of the deterministic routing. Unlike uniform traffic,
where messages generated by a sousrce may have different destinations, in matrix
transpose communication, messages are sent to the same destination. At high traffic
intensity, increasing the number of virtual channels reduces message waiting time at the
source, but, on the other hand, the message rate arriving at the input multiplexer of the
intermediate router is also increased. These messages require the same outgoing channel at

that router, so increasing message contcntion.

3.5 Conclusion

In this chapter, three differcnt routing algorithms have been investigated for the DCSH.
Two of these are adaptive, the hop-based algorithm and Duato’s algorithin. The third is
the deterministic routing with the virtual channel concept. The analysis has shown that
uader uniform traffic, the deterministic algorithm performs better than the two adaptive
aigorithms at heavy traffic loads. Adaptive routing algorithms disturb the uniformity of the
traffic, which overwhelms the modest bencfit of adaptivity in decreasing blocking delays

of message headers.

Under non-uniform traffic, however, the blocking delays of messages when crossing
channels is more considerable than the effects of virtual channel multiplexing and
adaptive mechanisms are the only way to reduce such dclays. These provide better
performance for the DCSH than simple deterministic routing, cven when the latter is

equipped with more virtual channels.
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Duato’s algorithm is demonstrably superior to the hop-based algorithm uader all the
conditions examined. While il benefits from the deterministic virtaal channel to keep the
uniformity of a lraffic fraction under a uniform traffic distribution, it uses virtual channels

more efficicntly to decrease message blocking delays under non-uniform traffic.




Chapter 4

Performance of the DCSH and k-ary
n-cubes with Adaptive Routing

4.1 Introduction

K-ary n-cubes are the most popular networks uscd in the implementation of current
generation of multicomputers [29, 74, 118, 120]. The move towards this type of network
is mainly due to the analysis presented in [33], where the results have shown that under
the bisection width constraint, k-ary r-cubes outperform hypercubes due to their wider
channels. The other reason is duc to their perceived modularity [131]; they can bhe
expanded simply by adding nodes and channels without changes in the node structure.
Unfortunately, as pointcd in [112], this modularity is at the expense of performance, for a
[ixed-degree network, as the size grows the channels must be increased in bandwidth to

maintain the samgc latency {112, 124]. The number of pins on a torus node chip must
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therefore be increased with system size, a fact which is obvious in a topology like the
DCSH whose degree increases as the number of nodes grows, but less apparent for the

torus.

Most practical multicomputers employ deterministic message routing to ensure simple
hardware implementation of routers. A performance study of the DCSI and k-ary n-cubes
using this form of ronting has been reported in [114], where the results have revealed that
the DCSH exhibits superior performance over k-ary n-cubes. K-ary n-cubes, low-
dimensional versions in particular, continue to be favoured topologies cven in more recent
systems, which have incorporated adaptive routing to reduce communication latency. This
chapter evaluates the relative performance merits of the DCSH and k-ary #-cubes in the
context of adaptive routing. It assesses to what extent the DCSH and k-ary a-cubes can
exploit adaptivity to provide fast communication. To this end, an analytical model of
adaplive ronting, based on Duato’s algorithm, in k-ary n-cubces is presented. This model
along with the one for the DCSH proposed in Chapter 2 are used to compare the
performance of the two netwotks, taking into account router delays and implementation

costs for various technologies.

4.2 Analysis

Two and three-dimensional &-ary n-cubes have been the most popular multicomputer
networks. They have been used in iWARP [120], J-Machine [{10], Cray T3D [74], and
Cray T3E {29]. These low-versions of k-ary n-cubcs are widely known as tori. The present
discussion focuses on the two-dimensional torus only, but the general conclusions reached

in this chapter are equally applicable to three-dimensional case.
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The torus has always been preferred over meshes, a variation without wrap-around
connections, due to its symmetrical topology. Moreover, a study in [119] has revealed that
using adaptive routing in the mesh can result in a significant performance degradation,
because of the 1oad unbalance on the network channels; the middle of the network in the
mesh receives more traffic than the edges. Therefore, in this study and in the following

chapters, the torus will be considered as the representative network of k-ary r-cubes.

4.2.1 Outline of the Model

This section proposes an analytical model for the two-dimensional torus, The validity of
the model is achieved by comparing unalytical results with those obtained through

simulation.

The two-dimensional forus of N(=k*) nodes has k nodes arranged along cach dimension.
Each node is connected to its nearest neighbors in each dimension; a node at position
G, J), with (0<i j<k), is connected to nodes ((t1,j) and (G, jx1) modulo %,
Furthermore, the torus can be implemented with uni-directional or bi-directional channels.
‘This study, however, focuses on the bi-directional casc because message distance is

greatly reduced, compared to the uni-directional case.

Figure 4.1 shows the router siructure of the torus. It has (2r+1) inputs and (274 1) output
physical channels. A node is connected to its neighboring nodes through 2# inputs and 2n
output channels. The remaining channels are used by the local PE teo inject/eject messages
to/frormn the network respectively. Assuming that each physical channel is split into
V virtnal channels, the router contains one-flit buffer for cach incoming virtual channel.

The input and outpuls ol the router are connected by a crossbar switch, which is capable of
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simultaneously connecting multiple input to multiple output channels given there is no

contention oves the output channels.

X+ X+
X- X-
Crossbar
Y+ : Switch Y+
—
Y- Y-
Routing
L Cynlrel Unit
injection cjection
channci channel

P.E

Figure 4.1: Router structure in 2D-torus.

Developing a mathematical model for high radix k-ary sn-cube under adaptive routing
strategy is more complicated than in networks with one channel per dimension, such as the
DCSH and hypcrcube. Recall that the computation of the mean blocking delay at a given
channel is determined as a function of the number of dimensions left to reach its

destination. The difficulty here stems from the fact that when a message rcaches a given
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router; it is difficult to know how many hops are left to cross along a given dimension.
The hops already made by a given message can belong to the same dimension or to
different dimensions, The problem is further exacerbated as the number of dimensions
increases, This problem does not exist for the DCSH or the hypercube. In these networks,
a message crosses at most one channel along each dimension and therefore, it is easy to

work out how many dimensions are left for a message to reach its destination, based on

the iumber of hops already achieved.

The model proposed here follows the same approach as in chapter 2. A detailed study on
the calculation of the probability of message blocking at intermediate routers is presented.
The model is based on the same assumptions {(« to f) as those of chapter 2. In addition, the

following assumptions are made.

g) V (V>2) virtwal channels are used per physical channel. In the torus, wrap-
around channels form cycles within a dimension and therefore, at least two virtual
channels are necessary to ensure deadlock-freedom within a dimension when these
are crossed deterministically. If these channels are called high and fow, a message

is routed on the high channel if it is at a node which address is less than the

destination address. Otherwise, it is routed on the low channels [32]. The (V - 2)

other virtnal channels are crossed adaptively.

h) Physical channels are bit-transmission pipelined to reduce the effects of long

wircs, as suggested in {126]. This assumption is mainly used in this and following

chapters when comparing the performance ot the DCSH and torus.

The average number of channels that a message visits within a dimension and across the

network is given by {2]
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k
Koy = 1 (4.1)

dmrg = nk«vg (4 2)

Since a router in the torus has 2n outgoing channels, the message rate received by each

channel is

m,d,,.
m, = # (4.3)

The mean network latency, excluding multiplexing effects of virtual channels and the

mean waiting time at the source, is given by

&y Ve

L=d, (D, +)+L,+ Z BS +W,, (4.4)

h=§

B is the mean blocking delay when the message is # (1<h <d wg ) DOpPs away from its

destination, and W

o 18 the mean waiting time at the destination. The latter is calculated

using Equation (2,11). While B; is given as
By =BfL (4.5)

where £ is the probability of blocking when the message is 2 (1<k<d,, ) hops away

vy
from its destination. This probability is a function of the number of virtual channels
available for routing the message, and the number of dimensions that the message has still
to cross. Hence, to calculate P, we need first to find how many dimensions remain for

the message Lo reach its destination,

The number of alternative routes that a message cun select, at its next hop, to advance
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towards its destination depends on the number of hops already made in both dimensions.

When a message is 2 (1€h<d,

ave

) hops far from its destination, this means that it has

already made (d,,, —h) hops. These hops can be a combination of ({,1,) hops, with [,

ary
and /, being the number of hops achieved in the first and second dimensions respectively,

sothat (/, +1, =d,, ~h) and (0<{,], <k, ).

avg

To compute the probability that 2 message has crossed all the channels of one dimension,

two cases necd to be considered,

a) When (0<d,, —h<k

a0+ the number of (/,.4,} combinations is (d,, —A+1).In

mg

this case, a message still has to cross channels in both dimensions and therefore, can

choose among adaptive virtual channels of both dimensions.

&) Wheo (%, <d,, —h<d,.), the number of (/,/,) combinations is (A+0). In

only two cases, (k,,.d,, —h-k,) and (d

avg ? A

~h~ky, k) out of these

avg

combinations, a message has crossed all channels of one dimension and thus, for

the remaining hops, the message only crosses channels of the other dimension.

So, the probubility that there remains only one dimension Lo cross by a message A hops

away from ils destination, £, , can be written as

P o=— (4.6)

Hence, the probability that a message in its next hop can choose any adaptive virtaal

channel of the two dimensions is (1 — F).

Let £ be the probability that all adaptive virtual channels at a dimension are busy, and
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P, be the probability that all virinal channels (including adaptive and deterministic) at a
dimension are busy. As pointed in chapter 2, thesc two probabilities (P, and £,) are

needed in the calculation of P . To compute P,, three cases are considered.

(3

a) v virtual channels are busy, This tmplies that all adaptive virtual channels are busy.

b} (v — 1) virtual channels are busy. The number of combinations where (v —1) out of
V virtual channels are busy is C,_,. Only two combinations out of C_, result in

all adaptive virtual channels being busy.

¢) (V -2y virtual channels are busy. The number of combinations where (v —2) oul of
v virtual channels are busy is Cy_,. Only unc combination out of (hese results in all

adaptive virtual channels being busy.

Similarly, to obtain the sccond probability, £,, two cases are considered.

(

a) vV virtual channels are busy. This means that all adaptive and the required

determimstic virtual channels are busy,

b) (v —1) virtual channels arc busy. In this case, only two combinations out of Cj_

result in all adaptive and the delerministic virtual channels being busy.

Keeping the same definition of PC as in the previous chapters i.c., the probability that v
virtual channels are busy, and taking into account the different cases mentioned above, P

¢4

and P, are found to be, respectively

c c
P = Pv( _}_%Pl':’—l + R:/—z 4.7y
Coy Ciy
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. 2pc
P, = Pf +—~ (4.8)

<4y

Using Equations (4.6), (4.7) and (4.8), yield the probability of blocking P,f as

=
h

P, 0<dy; —h <k,
_ # {4.9)

(l - PL‘,‘ )Pa ‘Ptl * ‘Pr:;, IJA kul-g = dﬁvg ~h< dm'g

Finally, taking into account thc mean waiting time at the source and multiplexing effects
of virtual channels, which are calculated in a similar way as in chapter 2, the overall

message latency in the network can be written as

Latency =W, + LIV, 4.10

uvg

4.2.2 Model Validation

Figares 4.2 and 4.3 show message latency predicted by the model against experimental
results provided by simulation experiments with the following parameters. The nelwork
size was sel 10 N = 256 nodes. The message length varied between 16, 32, and 100 flits.
The number of virtual channels per physical channel V has been set to 3 then 5, in both
cases two virtual channels are crossed in a deterministic way, and the remaining virtual
channels are traversed adaptively. The router delay has also been varied between O and 2
cycles. The figures show that the above analytical model predicts message latency
reasonably accurately under light and moderate traffic loads, with a slight overestimation

as the traffic becomes heavier.
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4.3 Comparison Results

If the channel width, in practice, is w bits, a message length of M bits is broken up into
I, =M /w phits (or physical transfer unit), each of which contains w bits; Z,, is referred
to as the message aspect ratio. In practice, a flit in wormhole routing may be composed of
one or more phits, but in the results presented below we assume that a flit is equal to one

phit, since the general conclusions do nol change for the other cases.

This section compares the performance of the two-dimensional DCSH to its torus
counterpart with a fixed network size N(=4") and equal implementation costs in VLSI
and multiple-chip technologies. In a pure VLSI implementation, since wiring density is
constrained, Lthe bisection width i.e., the number of wires that cross the middle of the
network is uscd to measure network implementation cost, Assuming that a network is
implemented on the two-dimensional physical space with /N nodes along a given
dimension [38], the bisection width B) of the DCSH and the torus, with a channel width

of wpesy and wr,,, respectively, are found to be

By = Nwpesy 4.1
B Tomy '4]£ M;szm' (4 12)
C

Holding the biscction width constant, the channel width of the torus in terms of that of the

DCSH is given by

k
Wroms = [Z“ Woesn {4.13)

When the network is laid out over mutltipie chips, each node on a single chip, the node
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pin-out is a suitable cost metric. The node pin-out {(P) of the DCSH and torus are given by

Ppesy = HEW gy (4.14}

F Torws — 4'1)’V7-m_"_r (‘] . 15)

Assuming constant node pin-out, the same channel width relationship, given by Equation
(4.13), is obtuined. Therefore, under both constant bisection width and node pin-out

constraints, the torus has 474 wider channels than the DCSH.

For illustration, let the channel width in the DCSIT be cne bit (the channel width in the
torus is normalised Lo that of the DCSH). Two network sizes are used in this analysis:
N=256 and N=1024 nodes, representing medivm and moderately large systems,
respectively. Two message lengths are considered: long messages of 128 (DCSIH) phits
and shorl messages of 32 (DCSH) phits, typical figures that have been widely considered
by several authors {1, 2, 19, 21, 77, 119]. Ia this and what follows, all message lengths
are quoted in terms of (DCSH) phits. Moreover, since a flit is assumed to be equal to one

phit, the words [lit and phit are interchangeably used.

The number of virtual channels per physical channel has been fixed to the minimal
number required in cach network to ensure deadlock-free routing. Two virtual channcls
are used in the DCSH, one crossed deterministically and the other one adaptively. Three
virtual channels are used in the torus, two are crossed deterministically, and the
remaining one crossed adaptively. The router delay has been set to O then to 2 cycles.
Although zero-cycle router delay is unrealistic, this case has been included to assess its

impact on performance. A figure of 2 cycles lor the router delay has been chosen because
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it has been suggested by other anthors [92, 103], and reflects the increase in router delay

duc to the use of adaptive routing and virtual channels.

Figure 4.4 compares lalency results in the DCSH and torus for a network size of 256
nodes. For equal implementation costs, channels in the torus are 4 times wider than those
in the DCSH. Figure 4.4-(a), which shows the results for long message lengths of 128 flits,
reveals that under the extreme (and unrealistic) situation when the router delay is ignored,
the torus outperforms the DCSH under all uaffic conditions. However, when router delay
is taken into consideration, the torus still gives better performance characteristics than the
DCSII. This is due, firstly, to the wider channels in the torns which reduce the message
aspect ratio, a component of the message latency. Secondly, the number of paths offered
to messages in the torus is greater than that in the DCSH, and hence message blocking
delays are further reduced in the torus. (It is worth noting that comparing these resulls to
those found in {114}, where the two networks have heen compared in the context of
deterministic routing, it can be said that the torus greatly improves its performance with

adaptive routing at long messages. )

Figure 4.4-(b) reveals that when the message length is decreased to 32 flits and the router
delay is taken into consideration, the torns manages to take advantage of its wider
channels under light traffic only. The DCSII provides lower message latency than the
torus as the traffic increases. This is because short messages result in even shorter message
aspect ratios, making message latency in lhe torus more sensitive to the distance and the
effects of higher router delays. The increase in router delay along with short messages
make the distance component dominates latency. Morcover, both Figures 4.4-(a) and 4.4-

(b) show that the DCSH is almost insensitive to the effects of router delays because
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messages traverse a fewer number of routers during their network journey. The torus, on
the other hand, is very sensitive {o the effects of router delays because messages cross, on
average, a larger number of routers, and therefore require a longer service time to reach

their destination.

Figure 4.5 shows performance results in the two networks as their size scales to 1024
nodes, and keeping the message length to 128 flits. As the network size increases,
channels in the torus become much wider than those in the DCSH, and therefore the

message aspect ratio in the torus becomes much smaller. However, the average message
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distance in the torus increases. So once again, when router delay is considered, the torns
outperforms the DCSH at light traffic intensity only. At moderate and high traffic loads,
the DCSH achieves lower message latency than the torus. As mentioned before, messages
in the latter must cross larger distances, experiencing higher blocking delays under

moderate and higher traffic loads.

The above results have been obtained assuming that there is a unique ejection channel
servicing messages, when arriving at their destination. The use of multiple cjection
channels® has been proposed in [9] Lo improve the performance of networks; multiple
¢jection channels decrease message blocking delays due to message contention at their
destination node, and as a result the effects of chained blocking across network channels
caused by wormhole routing are reduced. The iWARP [120] also is an example of a
practical multicompuler thal uses muitiple ejection channels to connect the router to its
local PE. In the remainder of this section, the impact of router/PE interface on the
performance of the DCSH and torus is also cvaluated. With multiple ejection channels,

messages are immediately consumed when they arrive at their destination.

For illustrative purpose, Figure 4.6 shows the performance of the two networks for a
system size of 256 nodes. The performance improvement gained from using multiple
ejection channels is more noticeable in the DCSH (by comparing Figuies 4.6 and 4.4).
This is because messages in the DCSH make at most two hops to cross the network. As a
result, messape headers arrive rapidly at their destination while their tails are still at the
source. With one ejection channel, blocked messages are spread along their path,

preventing messages behind them to use the channels which they occupy, increasing their

* Also multiple ejection channels have heen proposed in the conlext of broadcast communication to avoid
message deadlock [16].
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waiting delays at the source node. Multiple ejection channels reduce message blocking
delays at the source and channels in the DCSH. In the torus, however, the results show
that messages suffer more delays when traversing the network than at the consumption

phase at the destination node because they have to cross a larger number of channels.

4.4 Conclusion

Mose recent multicomputers have dropped deterministic routing and opted for adaptive
routing to improve performance. They still use, however, k-ary n-cubes, especially the
torus. This chapter has examined the relative performance merits of the DCSH and torus
when adaptive routing is used. To this end, an analytical model of adaptive routing lor the
torus has been presented, and validated through simulation. The comparative analysis has
taken into account channel bandwidlh constraints imposed by implementation technology,

such as VLSI and multiple-chip technology.

The results have revealed that when router delay is taken into account, the torus can take
advantage of its wider channels to provide a lower latency than the DCSH lor long
messages and small systems only. The DCSH, however, exhibits superior performance for
short messages and large system sizes. This last finding reveals that the DCSH may well

prove suttable for future line-grain and distributed shared-memory multicomputers.

The performance degradation of Lhe torus increases proportionally with the system size.
Furthermore, the torus has shown its cxtreme sensitivity to the increase in router delays,
Even though the wider channels in the torus-reducc the message aspect ratio, messages
still have to cross a larger numbcr of intermediate routers, and consequently expericnec

higher blocking delays under heavy traffic loads.
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Chapter 5

Performance of the DCSH and k-ary
n-cubes in the Presence of Broadcast

Traffic

5.1 Introduction

This chapter examines the ability of the DCST and &-ary n-cubes in handling broadcast
communication. As in the previous analysis conducted in chapter 4, router delays and

implementation costs for various tcchnologies are taken into consideration in this study.

Broadcast communication, which refers to the delivery of the same message originated
from a source to all other system nodes, is an important operation required in many
parallel applications {31, 51, 85, 99, 143]. For instance, broadcast communication is often

needed in scientific computations to distribute large data arrays over system nodes, and to
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perform data manipulation operations, such as replication [31, 99}. Furthermore, it is
required in control operations such as global synchronisation {143] and to signal changes
in network conditions, e.g., faults. In the distributed shared-memory paradigm, broadcast
comununication is used to support shared data invalidation and updating procedures

required for cache coherence protocols [31, 85].

The present analysis evaluates how the performance of the DCSH and k-ary n-cubes is
affected by the presence of broadcast traffic. In other words, it assesses how much
broadcast traffic can influence the performance of background traffic (composed of
unicast messages). Due to the difficulty of developing analytical models for broadcast
communication in wormhole-routed networks, this study is carried out using simulation
models. The remainder of the chapter is organiscd as [ollows, Section 5.2 presents the
different approaches proposed to implement broadcast communication. Section 5.3
describes the simulation model used in our comparative analysis. Section 5.4 compares

the performance of the two networks. Finally section 5.5 concludes this study.

5.2 Broadcast Implementation Schemes

This section gives an overview of the different approaches suggested for implementing
broadcast operations. The main problem with broadcast messages is they consume a large
amount of network bandwidth. Furthermore, they tend to replicale messages, resulting in
increased traffic in the network, This has motivated researchers to look for efficient ways
to implement such operations in multicomputers {100, 107, 116]. Most existing
multicomputers support only unicast communication in hardware, apart from few systems

such as the nCUBE-2 [105], for instance, in which broadcast communication is
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implemented in hardware. One straightforward way to implement broadcast operations is
in software. A broadcast message is replicated into several unicast messages, one for each
destination. This is often known as the multiple unicast-based (or separate addressing)
approach. Examples of sysiems which adopt this scheme are the Intel Paragon [118],
MIT Alewifle [3] and Stanford FLASH [82]. This implementation approach has several
advantages. It is simple, and does not require special hardware to process messages.
Morcover, routing algorithms designed for unicast commusication can still be used for
routing broadcast messages. However, its main disadvantages are firstly, the increase in
the startup 1atency5; the preparation time of messages before entering the network.
Secondly, the waste of network bandwidth due to additional traffic caused by excessive

message replication.

To overcome the limitations of the software implementation, hardware implementation
for broadcast communication has been suggested. Two implementation schemes have
been proposed in the literature, namely free-based [96-98] and path-based models [10,
23, 87, 117]. These two schemes requirc changes in the router circuitry {43} to perform
message replications in which case a flit at a given router input channel can be forwarded

to more than one output channel.

In the tree-based approach, the idea consists of finding a spanning tree with the source
node taken as the root. In the [irsl step, the source node sends a copy of the message to a
subset of destinations, which are its direct neighbours. Each node holding a copy of that

message forwards it to another subset of destinations, which have not yet received a copy,

* We have so far considered network latency only. Cammunication latency includes both network latency
and startup latency. The latter is related to the timme taken in the message preparation phase, and does not
depend on the network topology. In general, this latency is high due o the high soltware overbead [43,
102].
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The process continues until all nodes of the system have a copy of the message. The

nCUBE-2, for instance, applics this approach.

The path-based approach attempts to find onc or a few paths that can be shured by a set of
destinations. As a broadcast message propagates along its path, a copy is delivered to
each node constituting that path. Various algorithuns have been designed based on that
concept; some usc a unique path like the Hamilion path [86, 87], and others try ta reduce
the path length by finding a compromise solution between the mudtiple unicast-based and
path-based schemes. Instead of sending a unique message covering the whole system
nodes, destination nodes are divided into subsets and a few separate copies of the
broadcast message are created at the source node, each of which traverses a path covering

a given subset of nodes [16, 117].

Path-based routing algorithms have been suggested as an alternative 1o the treg-based
algorithms for wormbole switching to reduce blocking in the network; if a branch of the
tree is blocked because of the unavailable space at a receiver node, the whole tree is
blocked, increasing network contention. However, path-based algorithms suffer from
several inefficiencies [96], affecting mainly the startup latency and message distance.
When multiple paths are vsed, scveral copies of the broadcast message have to be
generated. When a unique path is used to cover all systemn nodes, the size of the message
header increases with the system size, and the message has to cross a large distance.
Moreover, node addresses must be ordered according to the order in which the message

visils the nodes.
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5.3 Simulation Model

The two-dimensional torus with bi-directional channels is considered in this study, as a
representative network of k-ary n-cubes. To evaluate the performance of the DCSH and

torus, flit-level simulators, based on a discrete event model, have been developed.

Nodes in the two networks can generate a mixXture of (raffic composed of unicast and
broadcast messages, and the two types of messages compete for network resources. To
reflect such a scenario, the simulators have been built atop those already developed for
validation purposes in chapter 2 and chapter 4 for the DCSIH and torus, respectively.

Hence, Duato’s algorithm is still used to route unicast messages towards their destination.

Broadcast messages are .routed using the ree-based approach, requiring only one
communication startup for cach broadcast message, and reducing the number of
broadcasting steps, compared to path-based routing algorithins. Also, due to the high
simulation running time, we have considered broadcast mcssages of short length only.
However, this still covers most of situations listed above. In addition. since messages are
short, channels can be equipped with a few flit buffers to buffer broadcuast messages when
they are blocked, and therefore the blocking from which the (ree-based approach suffers
is alleviated. When a broadcust message arrives at a router on dimension i (0 <{<n),
copies of each flit are forwarded to the local PE {or consamption and (o all the outgoing
channels (or dimensions) j {{< j<a). In the case of the torus, a message might
continue using the same dimension on which it arrives lo lhe router. Furthermore, a
message at an input of a router gets blocked if at least one of the outgoing channels

required is unavailable.
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For unicast communication, the assumptions described in chapter 2 are uscd, and are
briefly recalled here. Messages are generated at each node following a Poisson
distribution for inter-arrival time of a mean ralc m, messages/cycle, message length is
exponentially distributed with a mean of L, flits, and the traffic is uniformly distributed
over system nodes. Broadcast communication, howcver, is based on the following

assumptions.

a’) Nodes generate broadcast messages independently of each other, and which

follow a Poisson distribution with a mean rate of m, messages/cycle.

b’y Broadcast message length is cxponentially distributed with a mean of L, flits.

Also, a flit requires one transmission cycle time across g physical channel.

c’) As mentioned above, broadcast messages hold important information, such as
global notification of network errors or memory update and invalidation
procedures in sharcd-memory systems, and therefore they need an efficient
network. Often a separatc nctwork is dedicated to support broadcast
communication, either virtual {132] or physical {15, 67, 83], ol course, with extra
implementation cost. This analysis assumes that a separate virtual nctwork is used
for broadcast communication, shating the physical network bandwidth with the
other virtual networks used by unicast traffic in a time-multiplexed manner. So,
each physical channel is split into V virtual channels. In the DCSH, V iy set to
three, where two virtual channels are used by unicast messages, and the third is
used by broadcust messages. Similarly, the torus uscs four virtual channcls among

which three are used for routing unicast messages.

d’) Broadcast messages are given higher priority than unicast messages when

crossing the network, because they often rely on low communication latency for
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good performance.

¢’y Each processor is connected to the network through wo separate injection
channels for unicast and broadcast messages respectively. Providing two injection
channels alleviates the starvation problem for unicast messages since higher
priority is given to broadcast messages. Similarly, iwo cjection channels at the
processor/router interface of each node are used for removing messages from the

network.

Throughout the analysis, the DCSH and torus performance investigation is achieved on
small and medium syslem sizes of 64 and 256 nodes respectively. The mean mcssage
length for unicast operations is fixed to shost of 32 flits. Broadcast message lengths
considered in this analysis are 2 and 8 flits. These figures for the system size and message
length have been chosen because we have found that simulation requires very excessive
running times when the message length and system size are increased. The router delay
has been set to two cycles to process on unicast and broadcast message headers. Although
the time taken by a router to process on broadcast messages should he higher because of
the time to establish the conneclion between an input and the set of the required outputs,
this has not a great influcnce on the results since broadcast messages are buffercd when

they get blocked,

5.4 Performance Results

The purposc of this study is to see how the background traffic, composed of unicast
operations, is affected by broadcast commmunication in both the DCSH and torus. To this

end, several simulation runs have been conducted, where the metric of interest is the
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mean latency of unicast messages. During these experiments, unicast messages arc
injected into the network at a constant rate (this is chosen in a manner that keeps the
iraffic load in the torus light to modetate in the absence of broadcast communication),
while varying the rate at which broadcast messages ate injected into the nctwork, 'L'his
gives us an insight into how each network can respond to different loads of broadcast

raffic.

Figure 5.1 shows the mean message latency of the background traffic as a function of
broadcast traffic rate m, in the DCSH and torus, both of 64 node size. Background traffic
rate injected in the two networks is fixed at m, =0.0083. Broadcast messages have a
mean length of 8 flits. The results reveal that with very low broadcast traffic rates, the
torus provides lower latency for unicast messages than the DCSH. This is because under
such conditions broadcast (raffic is almost absent. More importantly, the torus has sroaller
message aspect ratio duc to its wide channels, as mentioned in the previous chapter, and
therefore the background traffic rate chosen here represents a modcratc load in the
DCSH. However, a small increase in broadcast tratfic sharply degrades the performance
of the torus, yielding a quick saturation. The DCSH responds better to the increase in
broadcast traffic loads. For instance here, with more than 409% additional broadcast traflic
of that at which the torus saturates, the DCSH still provides lower message latency. The
DCSH benrefits from its hypergraph links, uscd to interconnect cluster nodes. These links
enable it to send a broadcast message to all cluster nodes in one step and therefore, it
builds broadcast trees in 2 sleps. The toras, however, slowly builds broadcast trees in
several steps. Thercforc, broadcast messages consume more network bandwidith by
crossing scveral channels. It has been shown in chapter 4 that unicast messages, notably

when they asc short, suffer from higher blocking delays encountered due to the distance
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they cross. Even though unicast traffic load is low, and consequently contention between
unicast messages on acquiring channels is low also, unicast messages experience
blocking delays caused by broadcast messages. Since the latter has higher priority to use
channel bandwidth, this results in higher blocking dclay and higher latency for unicast

messages.
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Figure 5.1: Latency of hackground traffic versus broadcast traffic

in the DCSIT and torus. N = 64 nodes and 1, = 8 {lits.

Figure 5.2 shows the performance results of the DCSH and torus when their system size

scales to 256 nodes. The background traffic rate injected into the two networks is set to
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m, =0,0083 messages/cycle, und broadcast message length is held to 8 flits. Again, the
torus offers better background traffic performance only when low broadcast traffic rates
are injected in the two networks. The Llorus cannot support the increase in broadcast loads.
Moreover, the DCSH performs even much better than the torus, under moderate and
higher loads of broadcast traffic when system size is scaled up, by comparing the results
with those of Figure 5.1. The increase in system size means an increase in inessage
distance in the torus and accordingly, higher blocking delays for unicast messages, As
can be scen in the figure, the DCSH saturates at around 70% additional broadcast traffic

of that at which the torus is saturated.
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Figure 5.2: Latency of background traffic versus broadcast traffic

in the DCSH and torus. N = 256 nodes and L, =8 flits.
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Figures 5.3 shows the performance of the two networks when the length of broadcast
messages is reduced to 2 flits, This is a reasonable length for broadcast messages in some
situations such as the case of invalidation operations in the cache coherence procedure.
One data [lit is found to be a typical data size for invalidation messages [26]. The unicast

messages are generated at a fixed rate m, = (.01 messages/cycle. It can be seen from the

figure that similar trends are also observed as in the previous figures; unicast messages

still exhibit higher latency in the torus when broadcast traffic is increased.
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Figure 5.3: Latency of background traffic versus broadcast traffic

in the DCSII and torus. N =256 nodes and L, = 2 flits.
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So far, the above results have been obtained assuming that all system nodes ure
broadcasting. We have also investigated the behavior of the background traffic in the two
networks when only a subset of system nodcs perform broadcast. In the simulation, a
uniform distribution, using a random number generator, is used to choose the set of the
source nodes, which perform broadcast. For illustrative purpose, Figure 5.4 shows the
performance results with only 12% of the system nodes gencrate broadcast traffic in a
system size of 256 nodes. As in the previous experiments, broadcast message length is
fixed at 8 flits, and the background traffic rate injected by each system node is held

constant at 0.011 messages/cycle. The torus shows its sensitivity to the increase in

broadcast traffic loads, while the DCSH conserves its stability at higher loads. The DCSH
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Figure 5.4: Latency of background tratfic versus broadcast traffic.

N =256 nodes, L, =8 flits, and 12% hroadcasting nodes.
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manages to support as much as 40% additional traffic loads of that at which the torus is
saturated. Comparing these results to those in Figure 5.2, it can be concluded that as the
number of broadcasting nodes increases, the performance degradation of the torus also

increases.

5.5 Conclusion

This chapler has compared the performance of the DCSH and torus in the presence of
broadeast communication. The results presented here have shown that the DCSH
performs better than the torus and suvstains higher loads of broadcast traffic when the

number of broadcasting nodes increases.

The background traffic in the torus is significantly affected by broadcast traffic, even
when broadcast messages are very short. Both unicast and broadcast messages in the
torus iraverse a larger distance. This increases the interference probability of the two
types of message in the network, increasing blocking delays of unicast messages in the
torus. The DCSH with #ts hypergraph links can manage to build broadcast trees moic
rapidly than the torus. Unicast mcssages travel much shorter distance, and therefore
encounter less blocking delays caused by broadcast traffic. The DCSH has shown its
higher ability to support significant amounts of broadcast traffic with negligible

degradation in the performance of background traffic.
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Chapter 6

The “Express’ Channel Concept in
the DCSH and k-ary n-cubes

6.1 Introduction

Previous chapters have shown that k-ary s-cubes perform poorly, especially when
message lengths are short because of their high diameter. Moreover, chapter 4 has shown
that higher router delays have detrimental effects on performance in the presence of
blacking due to the large number of routers that messages have to visit to reach their

destination; the distance component of the message dominates latency in these networks.

These results are in conformity with earlier more simplistic studies, which motivated

Dally [37] to proposc an enhanced version of k-ary n-cubes, called express k-ary n-cubes
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(or express-cubes for short), which provides additional express channels®, allowing

messages Lo pariially bypass groups of nodes within a dimension.

Having compared the performance of the DCSH to that of k-ary n-cubes in chapter 4, this
chapter carries on with the performance analysis of the DCSH and express-cubes. The
latter can be considered as a hallway topology between k-ary n-cubes and the DCSH.
Moreover, by examining the stiucture of the two networks, the cxpress-cube shares the
concept of “bypass” channels with the DCSH since with express channels, it allows
messages to “partially” rather than totally bypass nodes within a dimension. The present
analysis investigates, through mathematical modcls validated through simulation,
whether the total bypassing inherent in the DCSH topology yields better performance
over partial bypassing provided by the express-cube. It assumes equal implementuation
costs and takes into account router delays. It is important 1o note, however, thal the
present study is limited to determintstic routing due to the complexity of modeling

adaptive routing in express-cubes.

6.2 Express-cubes

Express-cube is obtained by inserting periodically in a conventional k-ary n-cube an
interchange after each group of &, nodes, to provide a short path w non-local messages,
Figure 6.1 shows an example of a two-dimensional express-cube (with £=6). An
interchange, which is a simple router, is connected to its neighbouring interchanges by
one or more, say m, express channels. The routing function of the interchanges is limited

to forwarding incoming messages on local or express channels depending upon their

% More recently, Potlapalli & Agrawal {122] have used the concept of “express channcls” to improve the
performance of hicrarchical multi-stage interconnection networks.

98




Chapter 6: The “Express” Channel Concept in the DCSH and k-ary n-cubes

destination. Only nodes have the capability to consume messages, if they are destination,
or to decide to switch messages to another dimension. When a message is generated at a
node belonging to a given group, it traverses local channels only if its destination is in
that group. Otherwise, it crosses some local channcls to reach the last node leading up to
the level of interchanges. At that level, if the destination is in the neighbour group, the
interchange forwards the message down through the local channel. Otherwise, the
message keeps on truversing interchanges using express channels until it reaches the last

interchange connected to the group of nodes containing the destination.

Express channets
T &_

X dimension
_~ Interchange Local channels

'I‘;w-A group of nodes

;b

Y dimensinn

Figure 6.1: Express channels along X and Y dimensions in the express 6-ary 2-cube,
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6.3 Analytical Models

The present analysis, as the previous ones, considers bi-directional express-cubes with
m (m 2 t)express channels connecting each pair of interchanges, The structure of routers
is identical to that in the torus, while the detailed structure of interchanges can be found
in [37]. Identically to the previous chapters, the models developed here focus on the
computation of the mean message latency, which includes message blocking delays at
channels and the mean waiting time at the source and destination nodes. In addition to the

assumptions {a to f) stated in chapter 2, the modcls assume that

g) Messages are routed in a deterministic way when traversing the network i.e.,
messages visit network dimensions in an increasing order. While in the DCSH,
restricting messages to visil dimensions in an order is sufficient to avoid
deadlock. In the express-cube, however, due to wrap-around channels, (V =)2
virtual channels per physical channel are needed to break deadlock within

dimensions [32].

/)  Each group in the express-cube is of £, nodc sizc.

6.3.1 The Express-cube Model

The average distance crossed by messages in the express-cube is given by

d, . =nk (6.0)

neg avg

Where k,, represcnts the average number of hops achieved by messages within a

dimension. It is equal to the sum of the average number of local channels crossed before

the message reaches the first interchange, &2 , the average number of express channels,

Gey ?
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F

avy *

k% , and the average number of local channels crossed after the last interchange, k

g

Their expressions are given by [37]

k, +1
kb, = 5 6.2)
I 1 11
kE —_————— 6.3
o [k“ 2k, 2‘ ©5)
kE = l+(h’-—-k-"-—l] mod k, (6.4)
K ‘ 2 2

Where /"= k/4 represents the average number of channels crossed by a message within

a dimension in the absence of express channels.

Mcssages generated by a given node al u raie m, can follow any of the 2" possible paths
in an n-dimensional express-cube if we consider the combination of directions (left or
right) in all the # dimensions. So, lhc message rate on each path is m’=m, /2" . Withoul
Joss of generality, the analysis focuses on onc path, taking into account the interaction of
messages traveling on different paths and sharing one or more dimensions. ‘The results
are similar for other paths due to the network symunetry. Recall that the total message rate
arriving on dimension { from the previous dimensions and from the locat PE has found in
chapter 3 to be @ =(1~p yn’, where p, is the probability that a message skips a

dimension.

The derivation of the mean message latency in the express-cube follows the same basic
idea outlined in the diagram of Figure 3.1. However, to compute S, , the network latency
of a message entering the network through dimension i (0 <i<n), we need to expuand

each branch of that diagram as depicted in Figure 6.2, This figure shows the path taken
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by a typical message within dimension i (0 <{<n). Let us also divide the traversal of

that path into three stages. The first stage represents local channels before arriving at the

B
avg

first interchange, Chf (1< j<k,,). The second one represents the sct of express

channels that a message crosscs, Exp, (1< j< kf,&,), af a given interchange a message
can choose any of the m express channels with equal probability. The third stage denotes

the set of local channels leading the message to its destination, Chf (1< i<kl ).

avg

Recall that we are interested in delermining latency seen by messages of the flow R,
These messages compete at the first local channel with messages sharing the same path
and having crossed lowest dimensions j (0L j <) Rf , messages which take opposite
directions in the other dimensions and share the same direction of dimension i (their rate
is equal to (2"' —1)d), and messages that have already traversed some channels of
dimension i and require the local channel to progress in that dimension, fI (this rate will
be calculated later). The calculation of S, is achieved in two steps. Tiirst the entering
latency 7;; seen by the total message rate of the same paih, @, al the [first local channel
is calculated. Then, the entering latency S, seen by messages of the flow R/ is derived,

taking into account the blocking delay caused by messages of the flow R/ .

The total message rate newly entering dimension i through a local channel is 2" ®. The
continuing traffic on local and express channels within each dimension, Rc, is found to

be [28]

Re =2"1dk {(6.5)

g
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Fignre 6.2: A message path within a dimension.
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The above rate is divided into two fractions. A [raction, fI, concerns messages which
travel on local channels, with the probability pcl=1/k,. The other fraction, fe,
concerns messages traveling on express channels, with the probability (1 — pel). The

rates fl and feare given as follows

fl=Rcx pel

fe=Rex{1- pcl) (6.6)

The total mcssage rate entering the first local channel of the first stage is the sum of the
message rate 2"~ @ and the rate of messages continuing on that dimension, 7. Using the
flow conservation law, the same rate exits the local channel; the rate f conlinues
travelling within the dimension, and therefore the rate 2" ® exits the dimension. This is
applicable for all local channels of the first stage except the last one. The latter is
connected to an interchange, which forwards on its outgoing local channel the newly
entering message rate 2" @ with a fraction of the continuing traffic fIx pel. The other
fraction of the continuing traffic fIx(1— pcl) is sent on each of the m cixpress channels

with the probability 1/m.

Each express channel in the path receives in addition to fI(1— pc/}fm, coming from a
local channel, a fraction fex(l- pcl)/m, which represents the message rate arriving on
an express channel and continues on that express channel. At the exit of any of the
express channels except the last one, the fraction (fex pel)/m of the total traffic
crossing that channel is forwarded by the interchange to its outgoing local channel, while
an other fraction fex(1— pcl)/m continues traversing express channels. At the exit of
the last express channel, the interchange forwards the message fraction feXx{(l1— pcl)/m

on onc of its ovtgoing express channels, and the (otal fraction feX pcl from all of its
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incoming cxpress channels on its outgoing local channel. This fraction joins the other
fraction of traffic 2" ®+ fIX pcl that the interchange forwards from its incoming local
channel. Again, the total traffic rate received by each local channel of the last stage is
2"'® 4+ f1, where the rate jI continues traversing channels of dimension 7, and 2"

exits the dimension.

To calculate the mean message latency, Latency , we adopl a backward flow analysis, as
ouilined in chapter 3, starting from the destination and moving backward to the source.
This analysis is based on the law that correlates latency seen by a message before
entering a given dimension to the latency seen by the message at the exit of that
dimension. The network latency, §, (0<i<n) is the latency seen by a message after
exiting dimension i, 7,, increased by the mean blocking delay experienced by the

message when crossing channels of dimension . The same argument is applied to

messages at the entranice and exit of channels within dimensions.

Let us consider a channel having two incoming message rates @ and S, which sce their
latency after crossing the channel as 7:,,,1 and 7:,, 5, respeciively. Let us also assume that
the message rate of inlerest is @ and the latency seen by messages of that rate at the
entrance of the channel is T;ﬂ. The calculation of 7;# is given by the following cquation

(28, 38]
Tou =10+ 01}, (6.7)

Where [ﬂ;ﬁ is the probability that there is a collision between messages of the two

flows o and A, and if this does occur, messages of the flow @ wait an average time

7:149 '
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Let us apply Equation (6.7) to calculate the entering latency seen by messages of the flow
of interest at local chanmels Ch; . Messages of that flow compete with messages of the
flow 2"7'®, newly entering the dimension at any local channel (except at the first one,
where those messages compele with messages of the flow 2" ® + fIx pel ), which see

an average latency T,5 at the exit of the channel. So, T, can be written as

L)

- D' +7} J- 21:...1(1)(2—;’%)2 (j o k:;,g)
D +TF, +2" Ty 2< j<kt

7:!; — Ll ( 1,2.) ( ] av;,) (6.8)
D+ T+ @+ fixped T2 (=1)

By proceeding in an analogous way for express channels, the following set of equations

is obtained
o F x{1— pcl n .
.Dz+l!.§+'—]-c-l-——(—;;z—p—)(]'}§ 2 (_,:k‘ﬁg)
: : fIx(l— o . .
78 =4, v15, + P e @<j<kl) (6.9)
; ex{(1— pcl) . . ; .
D, +I}"‘; +£_>f_§_;._l’f_‘_).([ig)2 (=1

When j is stated to 2 in Equation (6.9) and using Equation (6.8), wc oblain the

following equation
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TE = (kZ, —I)Mﬁ;‘;)z +k7 x2" @+ fix pel}T 2N +
’ " ' ; ‘ (6.10)
T, +(k‘_f,8 +}cfvg ~1)D,

IL is an equation of the second degree with the unknown value 7). The solution of this
cquation can be obtained as a funcltion of I}i and 7., whose expressions will be

calculated later. By choosing the sign minus because of consistency rcasons, 7}5 can be

written as
T = [i— 1= dXerlxcr2 Y2 xci2) 6.11)

Where ¢f1 and ¢#2 arc conslants given by

E kD DD+ [ 27D+ I pet 15’ (6.12)

avy s g

ctl =1, +(k

(kg D AIXA- pel)
- Ht

ct2 (6.13)

A similar analysis is followed to calculate the entering latcney, T,"; , seen by messuges of

the flow of interest at local channels of the first stage Chj . 7, is obtained as follows

D, +TE +27' DT} ) (j=kuy)
T =D+ + 27 (T])’ (25 j <o) (.14
D, +15 +j4- 2" ~DHeYTE)? (j=1)

When j is stated to 2, we obtain the following equation
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?:2 — 2”—1(1](}(,8

arg

=D{T5) +(ky, DD, + T (6.15)

avg

This equation of the second degree, where the unknown value is Ifé , reveals that its
solution js a function of 7;;. On the other hand, Equations (6.9) and (6.10) show that T*
is a function of T} . To solve such a problem, T and T5 arc calculated using iterative
techniques for solving equations. Oncc their values are determined, the latency seen by
messages of the flow @ at the entrance of the firsl channel of dimension i, 7,7, is then

calculated using Fiquation (6.14).

Recall that 7, has been defined as the latency seen by messages after exiting dimension
7. Al that point, a message can be either consumed with (he probability p! ', and
therefore skips all the subsequent dimensions j (i < j<n), or it crosses subsequent
dimensions j (i< j<n) with the probability (I-- p,)p/"". In the first case, 7, is equal
Lo the mean waiting time to acquire the ejection channel, W, (given by Equation (2.11)),
and its transfer time through that chaannel. In the second casc, the message competes to
access each dimension j (i< j<n) with messages of two flows, The first [low is
composed of messages entering that dimension from the local PE. The second onc is
composed of messages entering that dimension from the previous dimensions other than

i . Taking into account these two possihilities, T, can be expressed as follows

.10
qu +L, i=n-1) (6 )
7, =
in n_ i ien - i_p—
P vy 3 et TR kb s e p 20l e B2 | @si<n-D)
gd it Is i = Js

(ki)
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Messages which enter the network through dimension i compete at the first channel with
messages which share the same path, and arrive on the lowest dimensions j (0< j<i).
Therefore, the network latency of messages entering the network through dimension

can be given as
S, =T} + RV (T} (6.17)

The meuan network latency, L, is obtained by copsidering all possible ways thal a

message can enter the network. It is given by

=1 )
L=d,, +Y 0=p)ps, (6.18)
=0

To include the multiplexing effects of virtual channels, we proceed in a similar way as in

chapter 2. Using the diagram of Figure 6.3, state S, passes to state S,,, at rate m"' /¥

(the total message rate entering a local chunnel of the first or last stage, or cxpress

channel, respectively), and to previous state S, | atrawe 1/7,%/7'°

i PEE PR S R TIE
1/1 ﬂf‘fﬂ: IIT}HFFE g‘;}?

Figure 6.3: Transition diagramn to compute the occupancy probabilitics of

the virtual channels in the express-cube,
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The occupancy probabilities of virtual channels, P*'7/%, are found to be {34}

1
~ )% =10
BIFIE
2.9
120
I E BIFIE (B BIFE
iB'” E_lp ‘}r_fr (BT Bep B O<vel (6.}9)
A ijw ij
BIFIE
BIFIE m v=V
IR FBIFIE BIFIE -
WTEE —m

})wﬂ%

(XA

With g7 being an intermediate variable used in the calculation of

1 v=10
BiFIY _ | RIFIE_ BiF{EmBI/E
Giiw  =Gejea M T O<y<V (6.20)
BIFIE
B/ EIE n
Qijwt BIH/E mFE Y |4
| I/T; PR

The multiplexing delay of virlual channels at the /% local (of the first or final stage) or

¢

express channel in dimension { is then

v
2nBIFIE
¥ -P["j,,’.

BItlE _ ¥=0 '
vy = (6.21)
ZO" P
o

Taking the average multiplexing delay over all physical channels along the message path,

gives V. as

avy
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il v, ug
21/ + v‘ +2v
v '"0 s - (6.22)
o nk '

vy

Finally, the mcan message latency, including the mean waiting time at the source (given
in chapter 2 by Equation (2.13)) and the effects of virtual channel multiplexing, is given

as follows

Latency =[W, + LIV, (6.23)

6.3.2 The DCSH Model

A similar approach to the above is followed to obtain the mean message lateacy in the
DCSH. It is worth mentioning that a mode! has already been developed for the DCSH in
[112]. Nevertheiess, the simplicity of the present model has allowed us to extend it to
derive the model for deterministic routing with the virtual channel concept, presented in
chapter 3. The model for the DCSH is more simplified, since 4 message can cross at most

one channel within a dimension. Channels are uni-directional, and therefore e’ = m e o

Recall that T;° has been defined in chapter 3 as the mean blocking delay experienced by
messages within dimension . This blocking delay is the sum of two blocking delays.
The first one is due to the contenlion with messages arriving from the previous
dimensions o enter thal dimension (channcl). The second one is caused by message
contention at the input mulliplexer of that dimension, B)". Since @ is the message rate
entering dimension I, the trallic rate received by a multiplexer entry is ®/(k—-1).

Therefore, a message at an entry of the muliiplexer competes with messages of
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the (k -- 2) other entries to pass through the multiplexer. Hence, B/ can be written as

pr =k
k—~

? O(1})° (6.24)
Adding the two delays together yields 7;° as
T' =R/T)* +B/" (6.25)

Taking into account the blocking dclays at the channel and multiplexer of each

subsequent dimension j (i< j<#a), T, is given as follows

Dy i Wy t 1, G=n-1)

i a-t o J-d
D+ pr W+ Ly Y U= pdpl T BT 4| R+ Y (0~ pV pi 0w (T | O<i<n-1)
J=i+l oz
(L7

(6.26)

As mentioned before, the ordering traversal of dimensions in the DCSH is sufficient to

guarantee deadlock-free routing. So, the mean waiting time at the source is found to be

W, =mrI 6.27)

45

IMinally, the mean message latency including the mean waiting time at the source is given

by

Latency = W+ L (6.28)
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Where L is the mean network latcocy, and it is calculated using Equations (3.5) and

(3.9).

6.3.3 Validation of the Models

To validate the above models, discrete-event simulators, operating at the flit level, have
heen developed for the DCSH and express-cube. Simulation results have been collecled
by considering similar assumptions to those taken by the models, i.e., message generation
at each node follows a Poisson distribution. Message length is exponentially distributed
with an average of L flits. Any system node can be the destination of any generated
ruessage, reflecting uniform traffic distribution. The arbitration between messages at

outgoing channels of routers is based on Round-Robin scheme.

Figures 6.4 to 6.6 show validation results {or the express-cube and DCSH of 1024 nodes,
respectively. The message length has been varied between 16, 32 and 100 flits and router
delay between O and 1 cycle. The simulator has been run by considering diflerent
numbers of cxpress channels, In Figure 6.4, the results are obtained when the number of
express channels is set to the minimum, i.e., one channel, while Figure 6.5 shows the
results when the number of express channcls is increased to 4. The figures reveal, in
general, that the results from the models are in close agreement with those from
simulations for all cases under study. We can thereforc conclude that the models are
sufficiently accurate to be used as a basis for comparing the performance of the DCSH

and express-cube.




Chapter 6: The “Express” Channel Concept in the DCSH and k-ary n-cubes

€00 i T T T ™
l ---Model,L,=i6 flits
— Maodel, £, =32 flits :
| — Model,L, =100 flits :
- | % Simuladon : 1
wofF -
Lateuncy f
{eyeles) ll !
x |
300 ] i N
= 1; i
! :
200 [~ "[ x P
4 x i
v « |
100 - 5 x b
g * L.t ’
M"‘“M > g..,..--*u-i.-“-""
o e R
I I | ]
0 2001 0.002 0.003 0004
@ Offered traffic (messagesieycle/node)
EGU I T T e N
|| - -~Madel, L,,=16 flits :
| —Model, L, =32 flity ]
— Model L=100fThs | |
500 x{ x Simutation :
a0 |- X
Latency f ;
(cycles) ’J' H
300 J E -
’? x :
xf ;
206 - / x / : |
?ﬂ} »® : 4
X 1
X ’ x
100 |- . IS
xm__,:.;...—?—-—"""' -----"k'“"-"'”_'__-i-“- b3
XXom admmmex il mn=" " mH =
1 ]
0 6.001 9002 001
) Qffered iraffic (messagesfeycle/node)
Kigure 6.4: Model validation of the express-cube, m =

A D, =0,b) D, =1.

114

i




Chapter 6: The “Express” Channel Concept in the DCSH and k-ary n-cubes

500

1 ' ' :
| -~~Model, L,,= 16 flits 5
—Model, L,,= 32 filts i
500 | — Model, L,,= 100 filts _
‘ X Stndavion !
M- .
Latency | :
(cycles) X l i
N0 :
x | :
y |
MW / 4 [
¥4 ) :
/ X
% " :
o
101 - . i i
b3 o ® PPN v
M XL Pt
BHrmmma Kb Kamym o Moo smwe o
1 |
1] 0.J02 0004 0008
2 Offercd traffic (messagesieycle/node) K
600 ) | T .
1 - -Madel, 1.,=1 flitc i
—Model, L,=32 flits ! :
i | — Mudel, L,=100 fis |
500 ¥ | = Stundation ' N Y
a0 } _ !
Latency x f :
feycles) , x| : B
W« / ': :
X !
! : :
/ : :
W Ly Pox ]
/ x :
& o
100 |- ﬁ/ e - R
SRR ey et e
aaieapman e amn T TR TITTR
| |
9 0031 0003 0004
) Offered traffic (meysages/cycie/node)
Figure 6.5: Model validalion ol the express-cube, m =4,

a) D, =0,b) D, =1.

115 i




ept in the DCSH and k-ary n-cubes

Chapter 6: The "“Express” Chunnel Conc

T Y
¥

'

'

I
-~-Madel, L, = 16 flits

400 T
f —Model, L, = 32 flits '
| — Madel, L, = 100lts |
, ) x  Simnlution i
300 - r ! -
. .:'
Latency i - !
(eveles) I §ox
200 - jr ;’ -
,é.( B
¥
Al *
!’% 4
190 - i
-
ﬂr’*/{g/ TN i
TRV E
i i
f £.007 0.0i5 neee
Offered traffic (messages/cycle/node)
a)
400 7 T T H
I ~-~Model, L, =16 flits !
—Model, L, =32 flis
[ .~ Model, L, =100 flits
L x  Sirmwlation ;
mE | { n
b |
Latency | ! x
(cycles) f :
a0 i -
i ) ’:
F
£ y.
100 - / ; T -
y ®
' K -
! .
: s, A TR
YR i W’
i 1
0 c.oo7 0015 1022
Offered traffic (messages/cycle/node)
o)
Figure 6.6: Model validation of the DCSH.

ab =0,b)D, =1.




Chapter 6: The “Expresy” Chunnel Concept in the DCSH and k-ary n-cubes

6.4 Performance Comparison

The following discussion compares the two-dimensional DCSH to its express-cube
counterpart with a fixed ncetwork size N and equal implementation cost in VL.SI and
multiple-chip technologics. The comparative analysis assumes that express and local
channels in the express-cube have the same width. The bisection width (B of the DCSH
has already been calculated in chapter 4, and the bisection width of the cxpress-cube,

with a channel width of w00 cupe » 18 found to be
— a—l
B Express-Cube — 4(m + l)k wb‘;\pws.r-Cube (629)

Under constant bisection width, the channcl widih ol the express-cube in terms of that of
the DCSIT is given by

k ' :
wE.rpres#Cnbu = ’Vm Woesn 1 (630)

The node pin-out (P) of the express-cube is given by the following set of cquations

PEI]JJ‘L’..‘.'&— Cube — 4? ?'Wﬁ.l'pr'esw Cithe f()l' anode

P,E.t'pre'j.;- Cube = 4 (?71 + l)w.ﬁ_\pre.s-.r- Crhe foran mtcmhange

(6.31)

Since the minimum number of express channels that can be used in the express-cube
must be at least equal to one (m =1}, the interchange pin-out dominates the cost. Under
constant node pin-out, the channel width relationship of the two networks is given as

follows

nk
Wy caress-Cubi =W ] 6'32
txpress-Cube 1'4(”;' + 1) DC.SH\[ ( )
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Express-cubes have been suggested to reduce the message distance in large systems. So,
for illustration, two large network sizes are considered: 1024 and 4096 nodes. &, is set to
4 for both system sizes, this figure has been found through experiments to yield the
optimal message distance along a dimension. Dally [37] has suggested the use of multiple
express channels to reduce message contention. This has the advantage of making better
use of the express channels since a message can choose any one of them. This flexibility,
however, is achicved at the expense of higher node pin-out and increased wiring density
requirements. Hence, the vse of more than one express channel has been taken into
consideration, Two values have been assigned to #: m=1 and m=3, The former represents
the case where the minimum number of express channcls is used, while the latter is used
as a representative figure to assess the effects of incrcasing the number of express

channels on the performance of express-cubes.

6.4.1 Results for VLSI Implementation

Figure 6.7 shows the mean message latency as a function of the trattic rate in the DCSH
and express-cube of 1024 nodes, for long and short messages respectively. Ditfferent
tigures for router delays are considered. The number of express channels in the express-
cube is set ta m=1 in this set of results. Under constant bisection width, a channel in the
express-cube is 4 times wider than that in the DCSH. The results reveal that with zero-
cycle router delay the exptess-cube outperforms the DCSH under low and moderate
rraffic loads at Jong and short message lengths, This is because the wide channels in the
express-cube reduce the message aspect ratio component of latency. As the traffic
increases, however, the express-cube toses edge to the DCSH at short message lengths, as
depicted in Figure 6.7-(b). Bven though the message aspect ratio in the express-cube is

smaller than that in the DCSH, the express-cube offsets that advantage by the higher
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blocking delay that messages experience in the network due the large distance that they
cross to reach their destination. When the router delay is increascd to onc cycle, which is
an optimistic figure given current technologies [2, 37], the DCSH provides a lower
latency than the express-cube under moderate and heavy trallic for both long and short

Messages.

Keeping the same system size (N=1024 nodes) while increasing the number of express
channels to m=3, Figure 6.8 shows that the DCSH performs better than the express-cube

at moderate and heavy traffic loads. This is because, firstly, the ratio between message
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TFigure 6.8: The performance of the DCSH and express-cube in VLSI for
1024 nodes and m =3. a) L,, =128 tlits, b) L,,=32 {flits.

aspect ratios of the two networks is reduced to half. Equation {6.30) reveals that Lhe
channel width in the express-cube is reversibly proportional to the number of express
channels, m. Therefore, when m is increased to 3, channels tend to be narrower, which
increases the message aspect ratio in the cxpress-cube. Secondly, messages cross

relatively a large distance in the express-cube, encovntering higher message blocking,

Figure 6.9-(a) evaluates the performance of the two networks when their size is scaled to
4096 nodes while holding the number of express channels to one. A larger syslem size
implies wider channels in the express-cube, but also a longer distance, compared Lo the
DCSH. The message aspect ratio in the DCSH in this case is 8 times larger than that in

the express-cube. The results reveal that zero-cycle router delay favouss the express-cube
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Tigure 6.9: The performance of the DCSH and express-cube in VLSI for

4096 nodes and L,,=128 flits. a} m =1, b) m =3.
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at all traffic conditions. Including the effects of router delays, however, even when it is

only one cycle, canses performance degradation in the express-cube at heavy loads.

When the number of express channels is increased to m=3, Figure 6.9-(b) also shows that
the 