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ABSTRACT

The phenomenon of choking or mass limiting flows of two-phase mixtures
is well known. The particular case of choking two-phase flow in which mass
transfer takes place between phases is designated two-phase critical flashing
flow, and ﬂas been the subject'of many theoretical and experimental investi-
gations, '

In this work, experimental and theoretical studies are described for
critical flashing flows of water at temperatures between 120 °c andmo ¢
with maximum system pressures of 10 bar.

A éimple model for turbulent heat transfer is developed from the
Reynolds Flux model by introducing a second parameter into the descriptive
equations. This revised flux model is adapted for prediction of rates of
evaporation and condensation frqm the surface of water jets, exposed to large
variations of surface pressure for short time intervals (of order 1 millisecond).
The predictive ecuation, for evaporation rates, is shown to be ;pplicable to
rexperiméntal situations similar to these found in certain types of critical
flashing flow.

A new model of critical two-phase flashing flow is developed using this
method of predicting evaporation rates.

bv comparison with experimental data, the model is shown successfully to
predict rates of critical flashing flow of water, in nozzles, in cases whéré thé
flow is subnooled upstream of the nozzle entrance.

For the oxperimental tests, initially subwooled water at températurés up
to 140 °C and pressures up to 7 bar was discharged to atmospheric conditions
through test nozzles. The choking condition was obtained by varying thé'

upstream pressure while maintaining constant downstream conditions.
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The test nozzles were metal with circular cross-sections and consisted
of one of-three simple forms of convérging entrance before a parallel
section at the thréat. The nozzles formed a set having lengths of
50 mm, 75 mm, 100 mm and 125 ﬁm for éach of two throat diameters of 12.5 mm
and 25 mm. Nozzles were made with three different entrances for each length
and diameter. Data are reported for critical flashing flow rates of water
in this sét of nozzles. By using one single set of nozzles on the same
apparatus, the effects of variation of critical flow rate with Length/Diameter
ratio could be examined with greater certainty than has previously been thé
case for low pressﬁre critical flashing flows. Pressure profiles of the
flow within the nozzles are reported showing the variations of pressuré
profiies with nozzle length and entrance profile at the choked condition.
Measurements of dissolved air in the water used in the experiments are also
included.

Tﬁe experimental data are compared with the assumptions made in deriving

the theoretical model and with the predictions made from the theoretical model.
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Notes on Units, Notation and Organisation

These general notes are intended to explain the notation used in
describing the various parts of the thesis.
Units  The units used throughout are S.I., units, with certain exceptions.
The unit of pressure of magnitude 100 kN/m2 is designated as the "bar'",
and in many cases the centimetre has been used in preference to the
millimetre. In many drawings of the experimental rig
the dimensions are expressed in inches. These drawings are revised

copies of those used in construction.

Desipnation of Figures etc. The numbers assigned to figures, tables,
and photographs are defined as follows. The first number is the chapter
numbenr aﬁd the second number is the number of the figure etc, in the
chapter. These second numbers are assigned serially and bear no relation
to the section of the text to which the figure refers e.g. Fig 3.3 refers
to section 3.5. The numbers of corresponding figures and tables or
photographs may not correspond but they are normally physically situated
together. Figures etc are placed at the relevant parts of the text,
where possible,

Figures cte, in Annexes are ncot numbered.

Numbering of Equations, When an equation first appears in the text it

is numbered serially in the chapter. This serial number is prefiied by

the chapter number. If an equaticn appears in several chapters it retains

its original number e.g. equation (3.10) appears in chapter 3 and chapter 4
as "equation (3.10)".

Notation The symbols used in the various equations to denote certain
parameters are listed below. In general these are the conventional symbols,
where the same letter is used for twe diffcrent parameters in common practice

e.g. v for viscesity and cpacific volume, this practice is continuad where nc

n

confusion could arise.
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NOTATION

Area

Discharge Coefflicient
Concentration
Specific Heat
Diémeter
Friction Force
Factor

Fricltion

Mass flow rate per unit area
(Specific flow rate)

Heat transfer coefficlent

#(t)

Enthalpy difference between liquid

and vapour (at saturation)
S1ip Ratio

Conductivity

Overall length (of nozzle)
Lewis number

Mass transfer/unit time

i1

Vnidage

Equilibration constant
Entity size paramefer
Mass flux (Reynolds Flux)
Temperature différence
Density

Exposure time

Entity age distribution

Specific volume, viscosity

C = Critical flow (sonic velocity)
D = Por diffusion

E = Equilibrium value

f = For liquid phase

Mass flux (Mass transfer/unit time

per unit area)
Pressure

Prandtl number

Heat flux

Universal Gas Constant
Radius

Entropy

Temperature

time, (exposure time)
Velocity

Mass flow rate
quality

distance (from nozzle entrance)

For gas phase
Tnstantaneous
At coordinate o (wall)

At time t, T

At coordinate y.



PREFACH

In this thesis experimental aﬁd theoretical studies of critical flashing
flows of water will be described. Tge work 1s principally concerned with those
mass limiting or critical flashing flows in short nozzles where the flow is
subcooled liquid water upstream of the nozzle and is discharged to a région
where the local pressure is less than the saturation pressure corresponding
to the liquid bulk temperature. Within the nozzle or flow passage, mass transfer
(flashing) *akes.place.

The study of such {iows has considerable value both as a part of sume
general thermodynamic research progfamme and also as a contribution to that
body of knowledge used by the engineering designer.

In the general research case; the problem of predicting rates of mass
transfer between phases in flows of this type is not yet completely solved.

This particular problem forms part of the more general problem of the prediction
of rates of equilibration in flashing mixtures. Hence additional experimental
evidence on these critical flashing flows offers further tests for any
theoretical treatment of equilibration rates.

For more concrete engineering design problems, a knowledge of critical
flow rates of flashing mixtures is often of considerable value. Typical examples
of real situations in which critical flashing flows of initially subcocled water
are found include such varied systems as feed-water heater drains, and certain
types of soap flake production machinery. In these cases the maximum pressur
in the system is only slightly greater than atmospheric and discharges are at
pressures less than atmospheric pressure.

Over the last twenty years, much effort has been devoted to critical
flashing flows of water and other fluids, to assist the design of safety
mechanisms in nuclear reactors. In this case the flows ave at high pressures
and temperatures.

The work which follows has been principally orientated tcwarcs the préblem
as é part of the research programme carried out in the Mechanical Engineering

Department of the University of Glasgow.



Chapter 1 - Introduction and Review of Previous Work

1.1 Introduection

This thesis describes an experimental and theoretical study of certain
:aspects of two-phase critical flashing flow. The work examines the limiting
mass flow.rate for the discharge of initially subcoolied liquid from somé vessel
to a region where the local pressuré is below the saturation pressuré corrés—
ponding to the bulk temperature. In this particular work only the case of
short nozzles of circular cross section is considered, for systems in which
the maximum pressure is less than 10 times atmospheric. Short nozzles are
defined here as those fo» which the ratio of overall length to throat diameter
is less than 12.

The theoretical and experimental studies which formlthe main part of
this thesis are presented from Chapter 2 onwards but in this first chapter
some of the previous experimental and theoretical studies of other authors
will be reviewed and discussed, thus illustrating the problems in making
predictions for two-phase critical flashing flows. The next section is a
brief presentation of the concepts most frequently used in discussing two-phase
critical flows. These concepts are all used in the varicus references rveviewed
in sections 1.3 and 1.4 but in section 1.2 no individual attribution is given.

1.2 Two-Phase Flashing Tlows

The problems which arise in the analysis ol eritical two-phase flashing
lows are, of coumrse, merely part of the difficulties experienced in the
prediction of two-phase single component flows. These in turn form only a
small part of the complex subject of two-phase flows. Thus the prediction
of two-phase critical flashing flows are subject to many of the difficuliies
found in the prediction of more general two-phase flows.

Among the more important general effects frequently affecting the description
of two-phase flows are the flow pattern of the phases and the velocities of the
phases. Many aspects of the general problem have Leen reviewed by variocus

authors, for example Wallis (1).
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The development of this section begins by introducing simple two-phase
flow equatiops.

For the case of uni-directional two-phase flow iﬁ any passage, general

equations may be written, e.g.

Liquid Continuity wf‘?f = (1 - oc)AUf ..... (1.1)
Vapour Continuity W V. =oAU L. (1.2)
g & g
: - = - - dF ... (1.3
Momentum Adp d(WgUg + Wfo) b de (1.3)

where A  is the passage cross section for the flow
V 5
g

vapour a volid fraction - cross section
v specific volume of { :
£

liquid occupied by vapour

U ) ¢ vapour Wg [Vap our

W flow rate of I
liquid £

mean velocity of {
liquid

de = Friction force on element at wall.

The total flow rate in the passage is W= W_ + W

T g
: U U
W= (1 -a) A + ghst el (2.1,
V.. N
£ g

The total mass flow rate' per unit area is denoted by G

where
U U
- E - — f . ‘._? ]
G - A (l (y/):v-;"{ 02\??' .ea-.(l.S).

A useful parameter is frequently used in the expression for G in
place of the void-fraction (o). This is the quality (x) and is expressed

W
as  x = B In many flow situations the quality is more easily

Wg + Wf
found than the void fﬁaction. Using equations (1.1) and (1.2) to express

the void-fraction in terms of quality and substituting for o in (1.5), a

new expression for the mass flow rate is found

e U, v -1
G = '¥M (1 - %) + '6“ vg'] eees (1.5
£ g £
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f
The ratio = is greater than one for most flows and conventionally,
g
this ratio is known as the slip ratio; denoted by K, i.e.
U
K=zR . . e (107D
£
Normaliy X » 1.  Writing equation (1.6) with substitution for K,
Uf X v -
G=T (1 - x) 'f"lz"\;g' eeesa(1.8).
£ hiy

G is therefore expressed in terms of fhe quality, the slip ratio and
the velocity of the liquid phase. The veloé¢ity of the liquid phase must
be found in terms of the pressure gradient for a particular flow.

If dFy; = 0 in equation (l.S),_as will be the case for flows at high

velocities in short passages, then (1.3) may be written as

- dP =64 [ng + (1 - x)U]

ie. - dP =6 d[UGK + (1 - x))] ceenn(1.9).

From equations (1.8) and (1.9) it is clear that the prediction of
two~phéée flow rates requires a knowledge of, not only pressure gradients
and densities of the phaées as in the single phase flow case, but also of
the quality and of the slip ratio. Further, in some cases, it may be necessary
to have a knowledge of the flow pattern in order that any frictional effects.
can be assessed.

When the case of flashing flows is considered, the problem of prediciion
is further complicated. Consider the case of a two-phase mixture initially
in a state of thermodynamic equilibrium between the phases. If this mixture
is to flow through some passage, then it must be accelerated from rest by a
pressure gradient., In these circumstances the local pressure may drop below
the saturation pressure corresponding to the bulk temperature of the mixture,
This is an unstable thermodynamic state and equiiibrium can only be restored
by a phase change which increases the vapour fraction in the fiow.

The proportion of the liquid volume which must evaporate in order to restore

W

thermedynamic equilibrium may he calculated, as for example by Silver (2).
Let hfg be the difference in the enthalpy hf of the ligquid phase and

the enthalpy h_ of the vapour phase at the same temperature and pressure.
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The specific heat of the.liquid at_éonstant pressure is denoted by CPf and
of the vapour by Cpg. The différance between the saturation temperature and
tﬁe bulk temperature of the mixture is AT,

Now the entropy of mixture of vapour and liquid with mass fraction x is

h

L fe
= - X (e : veee.(2.10),
S Sf + x( T )] (1.10)

Differentiating (1.10) and assuming no gain or loss of heat in the liquid

vapour system, On rearranging terms,

’ a hf
ax = - == [C +xT - (8] veeel(1,11).
s} T

a= =22 o wx(c, -c )] ceren(1.12),
fg  PF Pe  Pr
If Cp and Cp are of the same order as is frequently the case e.g. for
g £
water substance, and the quality is low (say x < 0.1), then (1.12) may be

approximated asg

E* "pe ' _ ceeen(1.18).

where AxE denotes the change in quality if thermodynamic equilibrium is
restored between the phases.

However mass transfer between phases proceeds at a finite rate and if the
change in pressure on the mixture tock place over a short time interval then
the possibility exists that the phases will not achieve thermodynamic
equilibrium. A metastable state of this type would be most likely to exist
in a system with a high pressure gradient and flow velocity, and these
conditions are those which are assoclated with critical flows.

The possibility of lack of equilibration can be allowed for by introducing

a parameter 8, the equilibration constant, defined by

veee.(1.13).



where Ax is the change in guality for the particular system. Clearly
B« 1.

Certain parameters of the floﬁ will affect the value of B for a particular
»sysfem. Among these are, the pressure gradient and the velocities of the phases.
B will also depend on the flow pattern, since the rate of vapour evolution will
be partly controlled by the area of {he surface between the phases. Thus any
model of flashing flow must include either some assumption of flow pattern or
assume complete thermodynamic equilibrium between phases at all points, an
identical assumption to that of infinite mass transfer rate between phases.

As an exémple of the effcet of flow patterm consider a low quality flow. If

the flow consisted of a very large number of small vapour bubbles dispersed

in the liguid phase then the area of surface would be much larger than for a

flow with the same quality but with the phases completely separated. Consequently,
all other conditions being the same, the bubbly flow would have a larger value of
B +than the separated flow.

From the above discussion certain requirements for models of two-phase
flashing flow can be identified. All suph models will present the mass flow
rate per unit area in the form of {1.8), and hence must include some prediction
procedure for both quality and slip ratio. These quantities need not be
correlated but if an equation of the form (1.8) is used to predict the mass
flow rate then the effects of variations in these two quantities interact.

For any constant value of mass flow rate (G) in equation (1.8) there
exists a set of differing pairs of values of slip ratio and quality, each
pair predicting the same value of the mass flow rate. The variation of slip
gatio reéuired to predict a constant mass flow rate for varying quality is
shown in Figure 1.1. Figure 1.1 shows the values of quality and slip ratio
required to predict a constant mass flow rate for a steam-water mixture at
a temperature of 100 °c and atmospheric pressure.

The effect on the mass flow rate of varying the slip ratic is shown in

3 T 0 K
Flg. e £ X

- =] -t . : : -, . ~\ . .
or constant liquid phase velocity. TFrom equation{(l.3iit is clear
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that under certain conditions the' Liguid phase velocify produced by some

fixed pressure gradient will not vary greatly over a range of slip ratios. This
is the casé for low quality flows (x < 0.1) and Fig. 1.2 shows the variation

of mass flow rate with slip ratio fowr the-flow of a steam-water mixture at
atmospheric pressure and 100 °c with a liquid phase velocity of 30 m/s, for

a range of qualities.

Clearly from Fig. 1.2 variations of slip ratio will not greatly affect
the value of mass flow rate for low quality flows, i1f the slip ratio always
has values greater than 10.

An author proposing a model of two-phase flashing flow may use the inter-
action of slip ratio and quality shown in Fig. 1.1. together with the reduced
effzact of the slip ratio on mass flow rate shown in fig. 1.2 to overcome somé
of the difficultiesof predicting quality and slip ratio. |

The authors of such models are normélly attempting to producé théoretical

predictions ros the mass flow rates in some flow system and compare these with

"

observed experimentai'values. If a value of quality is chosen which is highex
than thg experimental value in the r»eal flow (for example by assuming thermo-
dynamic equilibrium between phases) then the theoretical model should uuderpredic:
mass flow rates il the siip rétio is correctly predicted, but this underpredictic-
can be overcome by choosing some increased value of the slip rgtio. Furthér if
the quality is correctly predicted an error in prediction of the slip ratio

will not greatly affcct the prediction of the mass flow rate,

Although this work is concerned with critical or mass limiting flows;
discussion of uwass limiting ox» choking mechanisms will be deferréd until the
presentation of theoretical médéls in section 1.4,

From the above discussion it is possible to identify a number of factors
which require to be considered in any study of two-phecse critical flashing flow,
whether theoretical or‘experimental. These include:

(a) the vaﬁiatioﬂ of the quality of the flow and the effects of these
variaticns on flow rates; especrally cases of deviation from thermodynamic

B e L
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(b) the velocities of the phases, apl the slip ratio,

(¢) the critical pressure and the mechanism for choking.

In the néxt sections various experimental and theoretical studies are
- discussed with particular emphasis on the three factors noted above.

1.3 Experimental Work

This section reviews various contributions to the volume of experimental
data on two-phase critical flows in pipes and nozzles. Most of the stﬁdies
reviewed used wéter as the experimental fluid but some studies have‘used other
fluids e.g. various refrigerants, and even liquid sodium,

All experimental apparatus used for studies of this type may be generalisad
as consisting of two vessels interconnected by a test section,

One vessel is pressurised and used to heat the working fluid while the
other is maintained at a pressure lower than the saturation pressure ror the
Fluid temperature. When the working fluid is allowed to flow between the
vessels the flow »rate is found to increase with the pressure drop between
the vessels up to a limiting or choking value, as shown in Fig. 1.3, However
this pressure drop can be obtained in two ways: (a) by increasing the pressure
in the upstream vessel, or (b) by decreasing the pressure in the downstreamn
vessel. In investigations of éingle phase flows method (b) is normal, however
studies of two-phase critical flow have been made using both methods, to obtain
a choked condition, for example Silver and Mitchell (3) used method (a) while
Zaloudek (4) used method (b). |

OCne of the earliest studies of two-phase flashing flow wés carried out by
Bottomley (5) in 1936. Bottomley was concerned with the flow of water near
"boiling conditions through orificés, and as part of his research performeq
experiments of the maximum rate of flow of water from a short nozzle into a
glass pipe. The water was held near to boiling at atmospheric pressure and
discharged into a.partiai vacuum. These experiments showed that vapour bubbles
did not form until a point some distance downstream from the nozzle although
tﬁe pressure at the throat was rcported as being approximately 0.6 bar.

This observation is.consistent with g finite +ima Frm nurlaztdan -0
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bubble formation but it doss not necessarily imply, as Bottomley suggested,
that uo vapour formed in the nozzle,

Benjamin and-Miller {8) & (7) continued the study of discharge of water
through orifices obtaining results comparable to those of Bottomley. The
authors also reported that if very small fractions of steam entered the orifice
with the liquid then the maximum Fflow rates showed a considerable drop; Since
from eqn. (1.8) the mass flow rate is inversgly proportional to the quality of
the flow this observation is consisfent with there being a large vdﬁdage in the
flowing mixlture. Further this voidage is larger than the voidage upstream of
the orifice implying that in this case at least some mass transfer took place
fetweﬂn phases.

Stuart and Yarnall (8) examined the flow rates of water through two oprifices
in series dischavrging at atmospheric Conditions. Once again bubble formaticn
was observed to be delayed until some distance downstream of the orificés,
the distance reguired for nucleation being observed to decrease with increased
water temperature (indeed no nucleation was observed Ffor water temperatures
below 138 OC). Stuart and Yarnall also made measurements of the temperaturé
of the liquild jet emerging from the second orifice. These temperaturés weré
found to be coﬁsiderably in excess of the saturation temperature corrésponding
to the pressure acting on the liquid surface. In one case this temperatu e
difference was 50 °C for a saturation temperature of 100 .

Similar observations of high liquid jet temperaturés were made by Cruvér (3)
in the critical flow of steam-water mixtures. Cruver made simultaneous measur;mén
of temperature and pressure in such filows and observed both supérhéating oF thé
liguid and subcooling of the vapour. In Cruver's work; howéver; somé suspicien
arises as to whether his measurements were alwaysw%ade in thé phase statéd; but
in any event his results are worthy of comment.

The more general case of non-equilibrium in two-phase flows ol water and
steam has been examined by Christensen and Solbcrg'(lo), These authors comparn a
gumeviment al rgsults for boiling water flows in an ekperimental nuclear system

with a theoretical model and showed that the modsl gave good agreement with
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experiment provided the model did not assume thermodynamic equilibrium at
all points in the flow.

In these studies (5),(6),(7),(8),(9),(10) strong evidence can be found for
the ewistence of metdstability in two-phase flashing flows. These studies show
that vapour evoluticn in such flashing flows could be retarded dve to a delay
in bubble formation. Studies of bubble formation in the static liquid case (11)
show that bubble growth is delayed for a finite time after the liquid has .
become superheated. In the flashing flow case this implies that, provided
no vapour bubbles already exist in the flow, vapour will not evolve in the
form of bubbles until some distancé downstream of the point at which the locsl
pressure drops below the saturation‘value for the bulk liquid temperature,
However this does not preclude the evolution of vapour as soon as the pressurs
drops below the saturation value, but vapour evolution will only take place
at the free surface, if any, of the flowing liquid,

If, however, a small quantity of wvapour is present initially, it will
probably. be dispersed in the form of small bubbles and bubble growth will begin
without any delayfbr nucleationzf Since a dispersed bubbly mixture has a much
larger average surface area per unit mass thay say a liquid jet then for
similar flow situations the quality of the bubbly mixture will be greater at
all points in the flow until beoth flows reach equilibrium. As the flow rate
per unit area is affected by the quality, the presence of a very small quantitiy
of v
a variation similar to that observed in (6).

Among early studies of the more specific pfoblem of flashing flows in
nozzles is the work of Silver and Mitchell (3).

Silver and Mitchell studied the discharge of water in short tubés C% < 1%)
with rounded entrances, (discharge coefficient 0.98). These authors reported
limiting flow rates for water initially at a temperature of about 140 °e
discharging to atmosphere through a vertical nozzle. They found that this

maximum flow rate decreased for increasing nozzle length, for constant throat

. . .
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were fixed, for subcooled'water'atlthe nezzle entrance. IT decreased Flow
rate implies increased quality of the fiowing mixfure, then these experimental
observations are consistent with iﬁcreased quality for increasing nozzle length,
that is the phases approach thermodynamic equilibrium as the nozzle length
increases.,

Bailey (12) reported similar effects, and by assuming that the mean flow
velocities of the phases were equal, calculated a rate of evaporation which
predicted sufficient quality to produce the observed flow rate.

Further experiments of this type were performed by Zaloudek (4) Ffor short
nozzles Vwith square entrances. In this study the pressure drop across the
nozzles was varied by changing the downstream pressure. Zaloudek observed
twépflow limiting or choking processes, one apparently situated upstream near
the entrance and the other situated near the nozzle exit. However upstream
choking was observed only in cases when the pressure at the vena contracta
was close to the saturation pressure while downstream choking was observed
for larger pressure drops. In most cases of interest the pressure drops are
much larger than those required for upstream choking and so this evidence
would suggest that for such cases the choking phenomenon is located at the
nozzle exit.

Zaloudek also commented on the effects of the presence of dissclved air
in the water used in his experiments on the observed flow rates. By heating
water in an opén tank to 90 °C he claimed that he could reduce the content cf
dissolved air,to give an increase of 5% to 8% in the resultant flow rates.

This study also included visual observations of the flow pattern, showing
that the flow could be considered as a central core of liquid surrounded by an
annulus of vapour. Similar flow patterns have also been observed in the studies
of critical flow by Fauske (13) for water, Min, Fauske and Petvick (1%) for

Freon 11 and Hesson and Peck (15) for carbon dioxide. This annular flow

Fauske (1%) carried out experiments on the blowdown of a large pressure
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vessel for nozzles with square entrances and ratios of length to throat
. .
diameter of less than 40. CB < 4Q).

When considering the variation of both critical flow rates and of the

"ratio of the upstream stagnation pressure to the critical pressure over a

range of-length to diameter ratios, Fauske noted a difference in flow charac-
teristics in nozzles With‘% % 12 when compared with flows in nozzles having
12 < %~ < U40. He suggested that this might be due to a sudden bubb%e growth
at a stage equivalent to a length diameter ratic of about 12 but presented no
evidence t¢ support this hypothesis.

Comparison of the flow rates obtained in reference (3) with those Df; say;
reference (4) indicates a variation of critical flow rate with entrance profile.
This variation was more fully examined and confirmed by Fauské and Min (14)
using Freon 11 as working Fluid.

Henry (16) made an investigation of the effects of exit shape on critical
flow rates for steam-water mixtures and reported no observable variaticn.

Henry also investigated the pressure distribution in the nozzlé at critical

flow by using an axial pressure probe, and detected a radial pressuré gradiént

at the exit. His ocbservations were generally confirmed by those of Klingebiel (17)
for steam-water and by Edmonds and Smith (18) for Refrigerant ll; the latter

study including some evidence for metastability in the flow; obtained from
temperature measurements.

A number of attempis have been made to determine values of the slip ratio
experimentally. Klingebiel (17) determined the avérage velocities of thé phases
in a steam~water critical flow by measuring the thrust of the expanding freé jet
on an impulse plate, cbtaining values of about 3 for the slip ratio.

Measurements taken in the free jet, however, may be suspect when used to
describe the slip ratio in an enclosed nozzle, since any expansion of the vapour
in the free jet would give spuriocus low values.

Fauske (19) obtained values for the slip ratio in the critical flow of

air-water mixtures. For qualities in the range 0.001 tc 0.1 he found slip ratios

A ~ ..
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However the flow pattern reported for these results consisted of air
bubbles widely dispersed in the water instead of the separated phase flow
patterns reported in references (4).(13) (14) (15). In a bubbly flow system
of this type the vapcur liquid interface is very large so that the shear
stress due to diffevent phase velocities acts over a large area. Therefore
the velocity of the vapour phase will be lower than in ‘the equivalént
separatéd flow system with the same quality, giving a lower value of thé
slip ratio.

Measurements of the slip ratio in vertical flows of stéam—watér mixturé
by Cimorelli and Evangelisti (20), give values of the slip ratio in thé rangé
5 to 6 for qualities from 0.005 to 0.001 for a bubbly flow pattern. 'Thus;
because of the possible errvors in the experimental values noted above; the
slip ratio can be regarded as having a value not less than 3 for thé low
pressure flows discussed in this thesis.

In this section experimental evidencé has been présented which suggésts;
that a number of noteworthy effects are présént in critical flow phénoméﬁa.
These effects can be summarised.

(1) A lack of equilibration is found in critical flashing flows in
short nezzles. This is coupled with cbservations of vapour evolution taking
place only at the surface of the liquid phase and not by bubblé growth.

(2) The slip ratio departs from the value of unity and has valués
probably less than 10.

(3) Critical flashing flow rates are affectéd.by the shapé of the nozzle
entrance but not the nozzle exit shape.

(4) Critical flow rates vary with the ratio of ovérall léngth to throat
diameter for the nozzles considered.

. . L . a ~ - » )
In the next section various theoretical models, intended to describe thes

flow situations, will be discussed in the light of this experimental evidence.
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1.4 Thecretical Models of Two-Phase Flashing Flow.

This section is concerned with. various theoretical models of two-phase
critical flows and their relation toe the experimental evidence presented in
" section 1.3. Although this thesis lays special emphasis on flashing flows
where therfluid upstream of the nozzle consists solely of the liquid phase
certain of the models reviewed here are applicable to other two-phase critical
flow situations. B

All the models presented here make some assumptions to predict, quality
at points in the flow, slip ratio, flow pattern and include a choking mechanism.

The simplest models assume that the phases are in thermodynamic equilibrium
at all points in the flow and that the slip ratio is unity. With these assusptions
the problem of defining flow pattesn may be ignored since no shéar stréss acts
on the surface between phases and the rate of mass transfer beiween phases is
assumed to be independent of surface area. In these models the vapour phase is
regarded as being uniformly dispersed throughout the mixture and conséquently

these are known as homcgencous equilibrium flow models.

In the case of a homogeneous mixture the specific volume of the mixture may
be written in terms of the quality as
V=(lL-x)V.+xV covn (1015)
and the mean entropy as § = (1 - x)S 4 x Sg R G )
For the homogeneous equilibrium model the critical flow rate is found by
1 the single phase case. In ithe sinpgle phase case critical flow
takes place in nozzles when the velocity of the fluid in the throat of the nozzle

is equal to the sonic velocity. The critical flow rate is then given by
2 .. dP Y
G ”'(dv) _ ceea (1,17
s =0
by analogy a similar expression can be derived for the homogeneous mixture

~

assuming adiabatic flow. Substituting for the speciiic volume in (1.17) from

(1.15) the homogeneous eguilibrium critical flow rate i= found as,

-l

62 m e (1 -V, ek V]I ... (118
Cup { dp [ £ g] (
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The predictions of equation (1.18) have been shown to considevably
underestimate the comparable experimental flow rates by several authors
e.g. (21),(22),(23). -

An obvious alternative to the assumption of complete equilibration is to
assume that no mass transfer takes place between phases., This gives the
frozen flow model. Chisholm (24) showed that this model would predict the
critical flow rates of air-~water mixtures provided the slip ratio was assumed
~ to have the form of equation (1L.14), Although Fauske (19) attempted to use a
frozen flow model to predict the critical. flow of steam-water mixtures his
model assumed thermodynanic equiliﬁrium between phases until the exit plane
when he imposed the "frozen" condition., Fauske thus compensated for an assumed
overestimation of quality by introducing.a gross underestimation of rate of
phase change at one point. |

Both homogeneous and firozen flow models can show no variation of flow
rate with nozzle length.

Various techniqueshave been used to improve the homogeneous equilibrium
model, These improvements can be regarded as falling into two groups;

Firstly, models which assume some value of the quality léss than the
equilibrium value, usually by performing calculations of mass trénsfér ratés
between phases. Such models require estimation of the area of surface éxyosed
between phases and frequently assume a value of unity for the slip ratio.

Secondly. models which assume thermodynamic equilibrium befwéén phases
but take the slip ratio as being greater than unity. In thic case thé values
of the slip ratio will certainly be greater than fhe experimental Valués found
in references (17), (19), (20), in order to compensate for an ovéréstimafion
of the flow quality. Models of this type will not show any variation of
critical flow rate with nozzle length.

Among models in the first category is that proposed by Silver (2). Silvér
assumed a flow pattern of liquid core and vapour assumption.consistent with
tiLe observations of references (13), (1), (15), (i6). The rate of mass transfer

hetween nhases was caicrulated Ffrom the rmate AF heat +varcefan +a +ha 11 madA
! A Ll
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surface in the liquid phase. Iﬁ the calculation the nozzle was assumed to

have a discharge coefficient of uﬁity. Silver used the choking criteria of
equation (1.17) and, assuming unit slip ratio defined the specifid volume for
equation (1.17) on the basis of a homogeneous mixture, i.e. equation (1.15)

for his calculated quality. The inconsistency of using a choking mechanism
applied to a homogeneous mixture in a model assuming separated flow was realised
by Silver himself (25). However Silver's model did show very good agreement
with the experimental results of Silver and Mitchell (3), for a nozzle with
discharge cnhefficient 0.98. The model also predicted the variation of

critical flow rate with nozzle length for a fixed throat diameter.

A similar model was derived by Bailey (12) also assuming unit slip ratio.
Bailey calculated empirical evaporation rates from experimental results and
assumed a flow pattern identical to that of Silver (2). Choking in this model
takes place when the annulus surrounding the liquid core is entirely filled
with vapour. Bailey was able to show agreement with data discharges of water
from 98 °C and atmospheric pressure to sub-atmospheric conditions. Bailey's
model predicts a decrease of critical flow rate with increasing length to
diameter ratio.

More recently Henry and Fauske (26) have produced a non-equilibrium model
for critical flashing flows in nozzles. The model is inténded for use at high
pressure and unit slip ratio is assumed. Non-equilibrium conditions are
admitted by introducing a semi-empirical parameter N detined as

B

N = R Xp < 0.14 eee..(1.19)

N =1 xp 7 0.14 eeena(1.20)
The parameter N is used to compensate for the departure of values of
the quality from equilibrium values. Critical Flow values are calculated
from equilibrium values of common parameters by an iterative technique.

goneral

The authors found geod agrecmant for nozzle Flows ineluding the
case with initially subcooled fluids but recognised that theiw wodel might be

unsuitable for calculating critical flows in short nozzles where the unusual



separated flow pattern is Lfound.

Simpson and Silvew (27) proposéd a model of flashing flow in which vapour
evolves in widely dispersed bubbles. The authors assumed unit sliﬁ ratio. The
equations for flashing flow in this model include two constants which are not
defined analytically. These constants relate to the number of nucleation sites
(A) and the activation energy required for nucleation (B). By choosing
suitable dimensionless groups for comparison or by selecting suitable values
for their constants the authors showed -that their equations for mass flow rates
could be made to show good agreement with the data of reference (3). The
theory also predicts a limiting mass flow rate which decreases with incréasing
length of flow passage.

This theory is atfractive but the authors produce no evidence for their
assumption of vapour evolution in bubbles for f£lows of the type observéd in (3)
and in view of the evidence for delaved nucleation and flow pattern présénted

n section 1.3 of this work, this model of Simpson and Silver cannot be regarded

pe

as entirely satisfactory. However, the authors noted that the valué for thé
density of nucleation sites required to fit their eguations to the éxpérimental
data was too low, an observation consistent with the réal flow having less
surface area than would be the case for true bubbly flow and suggesting that thé
correct flow pattern would be the ekpected pattern of separated flow.

Although (27) is not satisfactory in the case of initially subcooléd
flows, 1t will apply to the case of a flow with initially a véry small amount
of dispersed vapour as in (6).

The second type of model assumes thermodynamic equilibrium betwéén‘phases
at all points, but uses some valuve of the slip ratio greater than unity to
make the theoretical predictions conform with the experimental observations,

A model of this type due to Moody (28) assumes an annular flow pattern;
with the liquid phase flowing on the nozzle wall, and thermodynamic equilibrium
between phases. Moody obtained expressions for the mass flow rate in terms of

thé slip ratio and the stagnation properties of the fluid. The choking criterion

ie that both,
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hold at the choking condition. Moody cobtained a value of the slip ratio

at maxinmum flow rate as

1

3

Y‘E
K = KM = V}') veee s (1.22).

A similaf value of slip ratio had been obtained by Zivi (29) by minimising
the kinetic energy flow rate at the choked condition.

This model (28) overpredicts in the range of quality 0.0l to 0.5 and
cannot predict the effects of increased nozzle length or of nozzle entrance
shape.

An alternative derivation of the slip ratic appears in a critical flow
model by Fauske (30) again assumes thermodynamic equilibrium beiween phases
but uses as the criterion for choking

dG
ab

=0 ceel(1.23).

By assuming a momentum balance condition with the additional assumption
that the kinetic energy dissipation is the same in each phase, Fauske obtained

a value for the slip ratio of

o

Yo\ o
K = Qvf) ceeno(120),

The two values of slip ratio given in {1.18) and (1.20) will have similar
valuves at high pressures for steam-water but at lower pressure the values
predicted vary widely for most fluids (e.g. at atmospheric conditions fonr

steam-water mixtures (1.22) predicts K = 11 and (1.24) K = 40).

#

» (19), (20) suggest

N~

Since the experimental data of references {17

o . .
values of leszs than 6 for the slip rotio undor aimosphoric conditiona. Tor

steam-water and air-water mixtures, the form of slip ratio given in (1.22)

is probably to be preferred. However, Moody (28) noted that the variation
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in the predictions from his model, introduced by using the value of the
slip ratio from Fauske [eqn (1.2&)] were quite small, provided the choking
criterion of eqn (1.20) was used. .

The use of tbe-choking criterion of eqn (1.2}) for two~phase flows was
originally proposed by considering the analogy with choking of single phase
flows. In single phase critical flows, choking is held to take place when
the flow velocities at the throat of the nozzle reach the sonic velocity of the
fluid., The extension of this idea to two-phase Flows has been noted previcusly
but clearly this mechanism does not apply in the case of separated flows. Scue
authors, however, have suggested fhat choking takes place in separated flows,
when the velocity of the vapour phase reaches the sonic velocity of the vapour
for the releﬁant local conditiomns, One‘example of the use of this choking

mechanism is found in the model of Stuart and Murphy (31).

This concept of vapour choking has been rejected by Fauske (30) and

Zaloudek (32). Both authors have compared experimental critical flow rates with
flow rates predicted by a vapour choking model which assumes thermodynamic
equilibrium between phases. When a slip ratio of the form given in (1.24) is
used in these rodels, such compavison with experimental results indicate

that the velocity of the vapour phase is below the soniec velocity for all vzlues
of the quality less than one. However, the assumption of thermodynamic
_egquilibrium end of the high value of slip ratio are both open te question,
leaving the atiractions of the wvapour cheoking mechanism unaffected,

1.5 Chapter Closure

In the previous section a number of theoretical models of two—phasé
eritical flow have been discussed and compared with expewriment. Many of these
models give impressive predictions of cwitical flashing flows, but for the
particular case of critical flashing flows of initially subcooled liguid in
short nozzles most of these models are inadequate. Among the inadequacies
of the models reviewed are Faliures to predict the expevimentally chserved

variation of flow rate with nozzle length or variation of flow rate with
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The experimental work presented in section 1.3 covers a wide range of
experimental situations and a large body of experimental data exists for two-
phase critical flashing flows. For the case of two-phase critical flows at
low pressures, however, the experimental data is not complete.

This thesis is, therefore, divided into two parts.

In the first part, a new model of two-phase flashing flow is presented.
This model allows for all the experimentally observed variables, especially
slip ratioc and the existence of metastability. A new method of cafculating
evaporation rates, at short expoéure times, is developed and applied tv a
separated flow model of two-phase flow.

In the second part, the results of experiments on two-phase flows are
reported.‘ These experiments were carried cut for low pressure flows in a set
of short nozzles. .

Finally the experimental results and theoretical predictions are compared.

In the next chapter, the theoretical development begins with the vpresentati

of a simple model for the prediction of heat transfer in turbulent Flows.

Y
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Chapter 2 - The Reynolds Flux and Danckwerts' Surface Renewal Theory

2.1 Introduction

In Sections 1.4 and 1.5 the importance attached to the prediction of rates
of mass transfer between phases in flashing flows was emphasised. One of the
most important Ffactors in determining these mass transfer rates is the rate of
heat transfer in the phases. Since two-phase flashing flows are usuaily
turbulent flows, somwe prediction mechanism for heat transfer in tu;bulent
flows must be used if wvalues for>mass transfer rates between phases ar. to be
included in a model of two-phase flashing flow.

The development of such a model for flashing flows wil; therefore depend
on the model of the turbulent transfer process chosen and in this introductory
section some simple theories fo; the prediction of turbulent transfer processes
are reviewed, before the theoretical model used in this work is introduced.

Although in principle it might be possible to predict the propérties of
turbulent flows by analysis of the Navier-Stokes equations together with the
relevant boundary conditions such a task is, at present, impractical for most
worthwhile situations even with the development of modern methods of numerical
analysis. Thus in the study of turbulent flows as in most other fields of
theoretical analysis various models of differing complexity have béen introducéd.

Perhaps the earliest effective model of turbulent flow was due to Reynolds (2%
Reynolds was able to relate convective heat and mass transfer by aSsuming tﬁat
both processes were dve teo a lateral movément of fluid particles Pélativé to
the mean axial motion of the fluid. Thus Reynolds Theouvy déscribes turbulent
transfer processes in terms of a single parameter, a lateral motion or flux.
Reynolds also postulated that this flux could-be described as consisting o%
"Lumps" of fluid of greatef than molecular size, or in Reynolds' words "non-
molecular fluid particles". Unfortunately Reynolds' actual theoretical model

was neglected for many years although the "Reynelds Anclogy" was wiusly used.

After Reynclds' model had beon largely abandoned, other theoretical models

were proposed. The "mizing length" model of Prandtl (34) is perhaps the heat
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known of these. ' Prandtl attempted o desceibe turbulence phenomena in terms

of a single parameter - a length scale. This length is the 'mixing length"

and dependé on the geometry of the flow. However, this model is insensitive

to variations of turbulence levél inside the flow and by 1945 Prandtl had
developed an analogous two-paraméter modél; (35), using as the second parameter
the level of kinetic energy of the turbulént fluctuation. Developmént of this
and similar models has contihued and despite increasing compléxity of>the
analysis useful.predictions have been made particularly by Spaldiné-and his
associates (38), (37).

The increasing complexity of thésé analyses has assisted thé revival of
the basic Reynolds Theory. Silver (38), in 1950, reintroduced Reynolds' concepts
and used them to calculate combuystion rates (39) and also to predict condénsatiou
vates with the corresponding pressure drops (40). Wallis further dévéloped the
theory and extended its use to two-phase flows (41).

The basic model was also used by Spalding (42), who introduced the term
"Reynolds Flux" to describe the lateral motion of the fluid particlés.

Reynolds Theory has now been established as having great utility but
despite success in theoretical predlctlons; the basic theory faﬂo9 becaus;
it cannot predict the turbulent Prandtl Number. There.fore the basic flux
concept must e further developed if an adequate theory of turbulence is to
be derived.

Such a development appears as the entity model of Tvldesley aﬁd Silvér (u3).
Tn this model the turbulent flow field isAidealised by assuming that it can be
considered to be composed of a collection of fluid entities; analogous to
Reynolds' "non-molecular fluid pérticles"D of various shapes and sizes. This
theory uses two parameters, an entity scale; and an entity velocity, oncé again
an example of a simple one parameter model being improved by the introduction
of a second parameter.‘ The model has been used successfully to predict

temperature profiles im chanuel flow {(44) and the transport properties of
suspepsion of sclids (45).

The present work, however. uses an extension of the orisinal Revnolds
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Theory to produce a less sophisficated turbulence model. In all previous
presentations of Reynolds Theory, the lateral flux was assumed ingtantaneously
to reach equilibrium with the conditions at the boundary surface or wall,
although Silver (46) did accept the possibility of the réturn flux not
being in.equilibrium with The wall.

By allowing for such deviation from équilibrium thé Réynolds Theory
may be further developed. This is achievéd by a synthesis of the 3§ynolds
Theory and the Danckwerts "Surface Renewal Théory.

2.2 The Usc of Surface Renewal in Reynolds Theory

In 1951 Danckwerts (47) discussed gas absorption in liquid films in
terms of the vrenewal of the liquid surface by a lateral flux of lumps: or
eddies of liquid, while Mickley and Fairbanks (48) iater’adaptéd this to
heat transfer in fluidised béds. Danckwerts was able to include thé possibility
of incomplete equilibration of the eddies with thé walls be défining a duration
of contact of eddies with the surface and hence derivé a statistical mean
contact life in terms of the lateral flux. The diffusion equations for energy;
mass, or momentum, transfer are applied for the mean duration times to givé
mean transfer rates.

The Danckwerts' model has been widely used, most récéntly by Thomas;
Chung and Mahaldar (49) to evaluate température profiles in high Prandtl
Number flulids but the relation between this theory and the Reynolds Flux

i1 1o

(4]

had not be
The ideas of the surface renewal theory can be used to develop an improved
two parameter form of the Reynolds Theory.
In this variation of the conventional theory; thé Reynolds Flux(€) is
retained as one parameter but a second parameter (§) is introduced which

physically corresponds to a normal dimension of the eddies or entities in

contact with the surface or wall, This situation is illustrated in Pig 2.1.
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The boundary surface at x = 0 is supposed to consist of entities or
"lumps" of fluid, these having been in direct contact with the wall for
various times,

As in Danckwerts' original presentation we find a surface age distribution
#(t) but since different parameters are used the following presentation differs
from that given in (47).

The mass of suvface dA having an age bhetween 1t and t 4 4t is simply
pAddAg(t)dt.

The rate of decrease of surface of any age is equal to the rate at which
that surface is replaced. The rate of replacement of surface of age t to t + dt
is eg(t)dt.da

For mass equilibrium at the surface

- s s e g (v e (2.D)

Solving for 4(t)

d{t) +{const) exp(- E% t)..(2.2)

Now #(t) must be such that

(o]
Soglr)dt = 1 eveea(2.3)
o
Se using (2.3) to evaluate the constant.in (2.2)
€ .
, 2Y e Ay ol — [ S T
S(t) 0é CRPA 08 <) vesealdath)

The surface age distribution is now used to evaluate mean values of heat,

mass anda momentum Lransier cecefficicents.
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These coefficients a?e derived by Ffirst solving the relevanit diffucion
equations for diffusion in the entities in contact with the wall.

If the transfer coefficients are to be evaluated for a plane’ surface
with a coordinate system as shown in Fig 21, then the diffusion equations are,

using the standard notation

2
o §~§-= 28 - heat transfer
at
9K
v 31U . 3Y - momentum transfer J (2.5)
2 ot
IR
D BQCD = 8Cp - mass transfer
DonE T ) J

The elements are treated as extending from x = 0 to x = ® i.,e. they are

semi~infinite. The boundary conditions imposed are;
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Equations (2.5) may be solved using an error function solution to give
ingtantaneous transfer coefficients at the solid surface. This solution is
standard and can be found in many texts e.g. Carslaw and Jaeger (50).

These instantaneous transfer coefficients are

kP
h, = :wfi% - heat transfer )

§

momentum transfer | ceeae(2:6)

D, = [?ﬁ—J% - mass transfer J
The mean transfer coefficients will be the instantaneous values weighted

by the surface age distribution. Combining (2.4) with (2.6), for heat transfer.
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Similarly T =0 ]E—%]2 - £ U2 ..., (2.8b)
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and hD lag} ..... (2.8c)
The mean age of the entities at the surface is .
— . p
to= | bt = el (2.9)
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Comparison with the Reynolds Theory

It is customary to write the various tra

of the Reynolds Flux mo)as

.h =¢¢C
op
£ _ an
2 bu.
eO
hy =%

and to express the Reynolds Analogy as

hF -
e T3 pU, =Th

P

(2.9) and (2.10) have been

The forms given in (2.10) and (2.11) must be reconciled with the similar

expressions given in (2.8) together with the

Mo

Egl ) [Pr]hk
P

Two approaches may be used to reconcile

The first is an approach due to Spalding (42).
Reynolds Flux as a device to assist calculation of transfer coefficients and

uses known transfer coefficients to define the flux (GO). The different Forms
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nsfer coefficients in terms
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g. by Silver (40) and by Wallis (u1).

corresponding Vanalogy equation'.
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this -apparent contradiction.

Spalding sees the
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of equations (2.8) and (2.10) would ﬁot be regarded as having any Import.nce
using this approach, Taking the éqmé position Morsy and Silver (51) have
shown that using the forms of equations (2.10) it is possible to define a
value of the Reynolds Flug for all flow situvations.

Alternatively, The Reynolds Flux, can be regarded as "real' in the sense
that it is, in some way, related to the structure of the turbulent flow. Thus
GO, the Reynolds Flux, defines the transfer coefficients and could, possibly, be
derived from other parameters using some statistical theory of turbdience.
This is an agproédh advocated by Silver (46). If this apprcach is used then
the apparent difference between equations (2.8) and (2.10) must be resolved.

This difference in form can beAshown to be due to the introduction of the
possibility of incomplete equilibration at the wall in the formulation of the
surface renewal form,

If the mass flux is reganrded as "real' then consider the case of heat
transfer. Assume that the entities enter the layer at the wall at temperature
T, and leave at temperature T[. The wall temperature is TO and constant.

In the steady state h = s

(T_-T)
*® "0
® 1
d =eCA(T -T)
an q o p( - )
T
So - (r, - T)
= C oo veeaal2,
€Co TT 7Y (2.18)
o o
i
If the entities reach thermal equilibrium with the wall, T = T s and

h = GOCP, the form given in (2.10).
For the case where equilibrium is not reached

1

T > T
o

and from (2.13) h<egcC.
°Pp
Clearly the conventional form given in equation (2.10) represents the

maximum possible heat transfer coefficient for a given flux. Similar analysis

9]

1Y s
OUa0
j—n..L‘»
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Q1

shows that the conventional values for mass and momentum trapefer in
(2.10) arc alsc maxima.

The relation between the forms of (2.8) and (2.10) is best examined by
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considering the entity size paramster (§). ‘The entities considered here are
regarded as having a finite size denoted by § but the diffusion equatioms (2.5)
were solved for semi-infinite bounaary conditions. It would seem that some
restriction must thevefore be imposed on the depth to which the molecular diffusicn
processes penetrate, o that this depth is less than the entity size. The
depth of penetration of diffusion effects is given in (50) for this solution,

so that this condition is;

§ > )
t e
P
i
§ > = 7 e
o8 g ceee(2.15)

Using these minimum values of ¢ to evaluate maximum values of the

corresponding transport coefficients

2
— kCpe| 2
= P___ < &e,C )
8
1
bl | C.l':-" b
T=U [P <eT 4 L....(2.15)
w' § ©
%
pe! e
fJ P & —
hD 0o 5 |

Thus the restriction on the depth of’pénétration of diffusion effécts
imposed by the choice of solution of the diffusion equation can be seen to
be consistent with the requirement that the conventional Reynolds Theory
coefficients of (2.10) represent maxima.

The relation between the forms of the wnalogy equations (2.11) and
(2.12) is resolved by noting thew the forms are the same when thé Prandtl;

Schmidt, and Lewis numbers are all wiity. The equations (2.11) are penerally
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considered 1o hold under this condition, but when the condilion is
not satisfied Spalding (42) has suggested that equations ol the form of (2.12)
may still be used, although Spalding states that the power to which the Prandil
or Lewis number is raised should be between 0.5 and 0.66.

"Analogy equations of the form of (2.12) can be devised directly fromA
Danckwerts' original theory (u7) and were used successfully by Thomas and
Fan (52) for heat and momentum transfer.

0

2.4 Adaption of the Theory for Curved Boundary Surfaces

" In section 2.2 the surface renewal transfer coefficients were evaluated
for-soiutions of equations‘(Q.S), Equations (2.5) describe diffusion processes
at a plane surface and hence the transfer coefficients of equations (2.8) will
only apply strictly to plane boundaries. In this section modifications are
introducedlto allow for cylindrical boundary surfaces,

In cylindrical coordinates the diffusion equations take the form,

ot T or or

3U 1 9 8u .
Pyl (v ™ vee..(2.17)
8¢ _ 1 3 ac

5t = 1 o D3

where r is the radial distance from the axis.
If these equations are solved Tor a cylinder surface of radius a, with

boundary conditions
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Then it has been shown by Crank (53) for the case of diffusion that the
solutions of eqn.(2.17) have the form

c-c¢ w ‘ J (ra )

o n

== 1 - b exp(tzant) N
o) o n=1 n 1 n)

vee..(2.18)

TR EN

while the solutions for heat and momentum diffusion have analogous Fforms.

The solution given by (2.18) is unwieldy and difficult to evaluate except

by using numerical methods. However in this case it is only necessary to evaluate

the concentration gradient at the cylindrical surface and the restriction of

eqn. (2.14) must still be imposed.
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For these restrictions, the form of solution for short times given

. s Dt . .
by Crank may be used. Crank imposes the condition that = << 1; this condition
a
is consistent with the restrictions of equation 2.14 if §2<< a2, Since g is

the entity size parameter, on physical grounds it is probable that << a.

Hence Crank's solution is

-

1 )
o a3 - (a - v)(Dta)~ . a-ro
e = (D) Zapfe Ly ——gr——" 1 erfe
Co - Cm v 2VDt har /2 QJB%
(QBQ - 7vr - 2ar)Dt a - p ( )
+ 373375 1" erfc ———— ... (2019
32a X QJBE

At the surface a = r and all the coefficients of terms other than the first
are zero. Hence the mass transfer coefficient derived from (2.19) is identical

to that for diffusion at a plane surface

. . D (2.6)
1.€. hD-— [,"_Dﬂﬁ | ceer (2.6

-Similar results can be derived for heat and momentum transfer.

The identity of the transfer coefficients at plane and cylindrical surface
for short times is a result of the condition that the penetration depth
Dt < 62 << a2, Physically this implies that the depth of penetration is so
much smaller than the radius of the cylindrical surface that the radius of
curvature could be regarded as infinite and the diffusion effects were identical
with those at a plane surface.

2.5 Chapter Closure and Discussion of Model

The value of the surface renewal form of Reynolds Theory dérived in this
chapter depends solely on its utility in predicting some real situation. This
model, however, uses two parameters, a mass flux and an entity scale, whereas
the conventional Reynolds Theory requires only one parameter, a mass flux.
Consequently, the surface renewal form would not séém to offer any advantages
over the more conventional form of Reynolds Theory.

This difficulty can be overcome by either
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(a) introducing experimental data to evaluate either the entity scale
or the mass flux or both, or alternatively

(b) by confining the application df the model to situations which will
- allow one or other of the parameters Tto be approximated or neglected,

The most obvious choice is to proceed using course (a). If this is done
then, since experimental evaluation of the Reynolds Flux has proved difficult,
except for the trivial case in the use of tbe‘analogy eguations, progress can
be made only by relating the entity size (d) to some property. If %he approach
of Tyldesley and Silver (43) to the lengtlu parameter in their turbulence model
is used, then the entity size should be taken as of the same order as the
turbulent microscale. Experimentalidata for turbulent microscaleg has been
published by Laufer (54) for the flow of water in pipes, and by Wells;
Harkness, and Meyer (55) for water flows in closed ducts. From this date it
would seem that typical values of the microscale near the boundaries of the
flow would be of order 0,05 d, where d is the hydraulic diameter of the duct.
Further, turbulent microscales for air flows are of the same ordér as thosé for
water flows in the same passage and turbulent microscales would seem to be
largely unaffected by changing Reynolds Numbers.

An alternative view would be that the laﬁinar sublayer which appears in
the case of turbulent flows over a surface could Bé considered as réprésenting
a layer of entities in contact with the surface. Laufer (5L4) givés éxperimental
values of the sublayer thickness as being of order 0.0l d.

Since the experimental values of microscale and‘laminar sublayér thickness
are of the same order either value could probably be used. The valué for
sublayer thickness should be preferred for work gcherning fixed; solid surfaces.

Although the choice of alternative (b) might seem to severely restrict
the use of the model, it Is this approach which must be used uﬂless some value
for the mass flux can be found. In this work use of the surface renewal model
is confined io cases where the need for values of both the mass iflux end the
erTity size can be avoided.

The next chapter will present an application of the surface renewal moded
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to the calculation of evaﬁoratibn rates of liquids and will show toat by
considering only initial evaporaéion rates Ffor short time intervals, such
evﬁporation rates may be calculatéd from simple physical properties of the

liquid, without reference to either entity size or mass flux.

Note: The bulk of the work in Chepter 2 has bheen published in a short
paper: TIHOMSON, G.M. and SILVER, R.S. ™Reynolds Flux and Danckweris Surface
Renewal Theory", Int. J. Heat Mass Transfer, Vol.1l5 (1972).p.1284.

A copy of this paper forms Annexe Al to this thesis.
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Chapter 3 - Evaporation and Condensation Rates for Short Time Intervals

3.1 Introduction

The discussion of two-phase flashing flows in Chapter 1 indicated that
the mass flow rates for flashing Flows are, at least in part, controlled by
the quality of the flow mixture.

Thus any model of two-phase flashing flow must incorporate some
assumptions, not only of quality, but also of rates of vapour evolution.

In the case of critical flashing flow processes, the flashing liquid is
exposed to iarge pressure drops during a very short exposure time. For the
low pressure critical flows discussgd in this work, residence times in flow
passages are less than 10 miliiseconds for superheats up to HO c.

This chapter demonstrates the use of the surface renewal model to prédict
rates of evaporation (and condensation) of liquids. This application
of the surface renewal model is restricted to situations where the surfacé of
the liquid is exposed to pressures, less than the saturation pressuré corrés~

ponding to the bulk liquid temperature, for very short exposure times.

3.2 Prediction of Evaporation Rates using the Surface Renewal Model

Consider a plane liquid-vapour interface with the phases in equilibrium,
Let the liquid bulk temperature be TO and let the pressure acting on the

surface be Pb.

Suppose now that the pressure acting on the liquid surface is now suddenly
reduced at time t = 0 to a value P2 with corresponding saturation temperature

T such that TS <T

sat at b* The liquid is therefore taken suddenly into a

metastable state.

This situation can be pictured in the form of Tig 3.1.

b,

w YAPOUR B T
| TS Tﬁﬁi Tg._é_;;‘%.b

i T T e AT T AT

T
€ i l LLiauty B T
Vo
:’T!
urs taanEr A EAALE
Fic. 3.1, EVavdasi .
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The system will retuin to an equilibrium state by evaporation of
liquid at some mass rate mt per unit area, at time t.

Heat transfer takes place at a rate qf from the bulk liquid to the interface
surface and then into-the bulk vapour. The heat transfer process to the surface
.ié assumed to be due to a lateral flux motion of entities at a constant rate c -

For energy balance at the surface
ceena(3.1)

qg ¥ My hfg T U

and Qe = U(Tb - Tv)
where U is the total heat transfer coefficient.

If the vapour is well mixed and the heat losses from the vapour are small

0.

+lle

then temperature gradients in the vapour phase may be neglected i.e. g

Tv F Tsat'

The total heat transfer coefficient U may be written as

1 _ 1 +.ﬂ& where ht = heat transfer coefficient for liquid phase,
U hy h_

h
s

H

heat transfer coefficient for liquid vapour
interface.

‘Whence (3.1) may be written as

.. u(T, - Tsat)
t hfg
T
= e J = = e ceeea(3.2)
C C h
h
s
c (1. -T )
where x_ = pf b sat
E h

g
The function Xp is constant if the liquid bulk temperature does not vary.
In this presentation it will be assumed that the mass of vapour evolved is much

less than the mass of liquid and so x_ may be considered constant.

E
The heat tranc.fer coefficient ht and hs must now be evaluated. When the
surface renewal form is used for ht’ the expression for the heat transfer coefficic:

is found by calculating instantaneous heat transfer coefficients for individual

entities and weighing these by a surface-age distribution g(t) to give:




T

1@ 1
_ kp C 4% [t 7% g(t)dt
Fen - lm.ma] 2 o (2.7)
L d(e)at

Because the distribution is averaged over an infinite time span and the
system is supposed to be in a steady state, equation (2.7) gives a steady
state value equation (2.8a).

If, however, heat transfer takes place only over a short exposure time
interval, éay fromt = 0 to t = 1, then clearly the integrals in equation
cannot have infinite upper limits.

Further, if the exposure time is less than the mean entity life at the
surface, equation (2.9),‘then the integral will give not a steady state

value but an instantaneous value of the heat transfer coefficient at age

Rewriting (2.7) for finite limits

T 2
kp C 42 [t 7 g(t)at
- l 0 p] é 4(t) ce...{3.3)
T
' " [ d(t)dt
withh =% for v < &8
T e
m
however hT +h as T+
From equation (2.4)
Gm Gm
g(t) = Eg exp(- EE t) ..f..(Q.H)
and substituting for #(t) in cquation (3.3)
' 1 T e
kpC 12 St 2 exp( -% t)dt
h =[ - £ cee o (320)
T b} T Gm
é exp(~5¥) dt
T _a €
terms of the form J t * exp(- E% t)dt are difficult to evaluate analytically.

o
If however values of v are constrained such that Tt << R% (exposure time less

than mean time at syrface for entities) then (3 4) can be approximated as

kp C 42
h'l‘A: 2 [—;T"*—It ': c....(3.5)
For hS the form of heat transfer coafficient for liquid-vapour interfaces
used is
P
ho o= e ( ern.(8.6)

= h
SR IT sat fg
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‘This form has been used by many authors e.g. Silver (§8) and Jamieson (57).
9 h
Now 65% = _fg from Clausius-Clapeyron.

Y
sat T fg

Substituting for hJC and hS in (3.2)

1
2% _kpC,.2
vt ¢ Twt
P . I
2[2xec RT|Z T v, ]
1+ . Py & ceee (3.7)
t° »
. hfg

The mean value of m over the period t = 0 to t = T is given by

i
T

— T
m = I dt, ceen.(3.8)
o

T 1
- f R - ,
= - 1 - 3.¢
So m a o ?l?kpcxf{ljf’ﬁ‘:‘“ eee..13.9)
1+ E =S
o 1t
hfg W4

BEquation (3.8) is rather unwieldy but fortunately the term

Mjmd

_ 1
2 |xpC _RT|? Tove, by
P 5T A E—-can be shown tc be small for water substance even
h, “ t2 a

at short exposure times. The properties defining the term with the exception

of T and v are not greatly affected by pressure or temperature.

fg
o ¢, 107
For example at 1 bar pressure and 100 "C T T IT
. s t 2
_ h -4
while for 10 bar pressure and 170 e E$-= f%%}igl -’
s t 2 )
. " ht
Hence for evaporation with exposure times greater than 10 = sec Tm < 0.01.
Vg

Therefore equation (3.9) can be simplified for watler substance to give

X
2w keC o g
O ) l__WEq [t % at
TC T Fe)
P
3
[£374 ~]<pC <
) 1WH. ] ..... (3.10)
C LA

Eguations (3.9) and (3.10) are derived using the surface renewal heatl

transfer coefficient appropriate to a plane interface. If the evaporation

!
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rate is tc be calculated for a cylindrical surface then the discussion of

section 2.4 shows that the use of equations (3.9) and (8.10)is fully justified.

3.5 Application to the Calculation of Condensation Rates

The theoretical model presented in section 3.2 can be readily adapted to

the prediction of condensation rates.
Once again a plane liquid-vapour interface is considered with the phases in

equilibrium. The liguid and vapour are at temperature Tb and the pressure acting

on the surface is P_. If the saturation temperature of the vapour phase is T

b

if the pressure on the surface increases to P

b the?

, Sore vapoun will condense.

This situation can be idealised as Fig. 3.2, using the same notatlon as

in Section 3.2. _ . g

\Q

IVAPOUR Tg ‘
\T : Ts T = TEE To S
1
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¢
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4 .
LIQuin B, T,

J

FIG. 3.2, COMDENSATION.

Once more a flux Gm in the liquid phase produces the heat transfer effects
from the surface.
On this idealisation the energy balance at the surface is giveu as
+mh_ = 4
qg " fg Ue
= Ut('lS - Tb)

..000(8.1)

and Ue

If the temperature gradient in the vapour phase is neglected then the
derivation uasing the surface renewal form of heat transfer coefficient proceeds
exactly the same way as the derivation in section 3.2 and the condensation rate
is given by eqn. (3.39) or (3.10).

For exposure times greater than about 10—4 secs. for water the condensation

rate is given by (3.10) as

ot

3
‘T‘:;---e—- 2
m e veel . (2.20)

b

c (T -~ T.)
with x. = —R.52t b

E hfg
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3.4 Discussion of Tthe Model

Although the predictions of the model presented in sections 3.2 and 3.3
will be compared with experimental data in section 3.5, certain features and
assumptions of the model should be discussed before the predictions are
subjected to such comparisons.

Firstly, the form given for the average mass transfer rate by equation (3.9)
tends to a large constant value as the exposure time decreases. If the simplifiec
form of the predictive equation, equation (3.10), is to be used then this
simplified form will only give accurate predictions for exposure times greater
than a limiting exposure time. If (3.10) is to be used then the assumption that
the interface heat transfer coefficient is large must be carefully examined,

Secondly, the approximations introduced in evaluating the integrals in
equation (3.4) can be shown, by expanding terms, to introduce a tendency for
equations (3.9) and (3.10) tec overpredict al long exposure times, This error

could be reduced by intrcducing some numerical solution for the evaluation

of the integrals in (3.4). ,

Thirdly, the derivations in sections 3.2 and 3.3 ignore the effect of
temperature gradients and consequently,heat transfer in the vapour phase
will certainly occur in the case of evaporation it would seem that the model

should overpredict evaporation rates.



Critical flashing flow rates at low qualities are typically in the region
of J.O4 kg/mQS to 2.5 x lO!+ kg/mQS 80 thatlthe residence time of the liquid
phase in passage of length 10 cm is of order lO"3 seconds. Hence if the
model set out in sections 3.2 and 3.3 is to be used to predict qualities
in a model of two-phase flashing floﬁ, it must be shown to be applicable
for exposure times in the range 5 x lO_Ll seconds to 5 = IOMB seconds.

In the next section this model is compared with experimental data for

evaporation and condensation rates at exposure times in the required range.

3.5 Comparison of Th«oretical Predictions with Experimental Data

In sections 3.2 and 3.3, equations (8.9) and (3,10) were derived, using
the surface renewal model, to predict evaporation and condensation rates.

These predictive equations can have no value unless the predicted mass transfer
rates can be shown to be in agreement with experimental data. Since this thesis
is concerned principally with critical flashing flows of water only experimental
data for the evaporation or condensation of water at short time intervals will
be examined.

Hickman et al (56) examined the evaporation and condensation of water
From the surface of jets, at low temperatures and pressures. Fig. 3.3 shows
Hickman's data plotted against equation (3.10).

Hickman gives values for both evaporation and condensation rates at
pressures of order 0.001 bar and temperature differences of the order of 10 0C,
for exposurc times in the range 5 x 107 sec. to 2 x 107° sec. From Fig. 3.3
it appears that equation (3.8) gives good agreement with experiment in the case
of evaporation for exposure times of about lO_3 sec. but underpredicts
condensation rates by about 10%.

Hickman aftempted to produce theoretical predictions for evaporaticn and
condensation vates. In this case the instanteneous mass transfer raté was
defined by an equation similar to equation {3.2) viz.

m =-::5-h ceeaa(8.2)

t C t
bf

However, ht’ the instantaneous heat transfer coefficient, was defined as
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the time average of an instantaneous heat transfer coefficient of the equaticn

(2.6),

1
1 T kpC 4%
i.e. ht = £ Ljﬁfﬂ dt vee..(3.11)

with T = exposure time,
and Hickman dves not justify the use of this form.

Whence for Hickman's form,

1
_ T % 1 T kpc B .
ﬁl = f--éu— dt = f [-"'"—‘P'] d't ......(3.12)
° T 5 't
p

this will give an analytical prediction for the average mass transfer

rate over exposure time t of the form of (3.8).
: 1

_ RxE kpC 12
m:*(%-lﬁt ..--.(3.10)

Of course an equation identical to (3.10} will give reasonable agreement
with experiment but Hickman's derivation cannot be regarded as satisfactory
without some explanation of the use of (S.I}) as an instantaneous value.

Jamieson (57) also examined the rates of condensation of an atmosphere of
steam labelled with tritiun onto the surface of a water jet., The condensation
rate was evaluated by measuring the radioactivity in water collected from the
waterijet. Experiments were carried out over a range of steam pressures from
0.185 bar to 0.98 bar with temperature differences from 30 °¢ to 100 °c.

Exposure times ranged from 2 x lO—5 s=aconds to 3 x 10—4 seconds,

By careful visual observation of the operation of his apparatus Jamieson
was able to reject the possibility of any large scale entrainment of steam bubbles
in the exposed jet. However these observations would be least reliable for
the shortest exposure times._

In Fié. 3.4 Jamieson's results are compared with values calculated from
equation (3,10) and it appears that while equation (3.10) underpredicts by about
10% for exposure times above 2 x lO“q seconds, this underprediction is much
worse at shorter exposure times. If any entrainmént took place thén it is these
results at short times which would be expected to be too high, however entraimment

effects could not account for the massive underprediction apparent in Fig. 8.4.

/
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From this comparison of the predictions obtained fromw eguation (3.10)
with experimental data it seems thal equation (3.10) provides an accurate
prediction method for evaporation rates on the surface of liquid jets for
exposure times in the range 2 lOﬁu seconds to 2 x 10*3 seconds.

In conclusion it would seem that the simplified predictive equation (3.10)
from the model of condensation and evaporation at short exposure times derived
from the surface renewal theory in this chapter can be used with some confidence
pro%ided that

(i) exposure times are above 2 x 107" seconds;

(ii) the slight overprediction of evaporation rates is accepted.

3.6 Chapter Closure

In this chapter the surface renewal model has been successfully applied
to the prediction of evaporatién and condensation rates of water exposed
o chanées of pressure or temperature for short times.

From the discussicn of two-phase flashing flows in Chapter 1 it is clear
that a mechanism for the prediction of changes in quality is necessary béfore
any model for critical flashing flows can be formulated.

In this chapter a suitable method of prediction has been derived and in
the next chapter this model will be used in a theoretical model of two-phase
flashing flow in short passages. However the predictive procedure outlinéd
in this chapter gives evaporation (and condensation) rates in term: of a mass
transfer rate per unit area. Thus if equation (3.10) is to be incorpvrated'
into a model of flashinglflow it will be necessary to define the area of the
~liquid vapour interface before equation (3.10) can be used to predict charges

in gquality for flashing flows.



Note: The work in Chapter 3 has been submittea, in condensed and
simplified form, as a paper to be read at the N.E.L. Meeting on Two-phase
Flow Thirough Orifices and Nozzles, 29 November 1972.

The paper is, THOMSON, G.M. "An approach to the Calculation of
Equilibration Rates in Flashing Flow".

This paper forms Annexe A2 to this thesis.
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Chapter 4 -~ A Theory of Critical Flashing Flow

4.1 The two previous chapters have demonstrated the application of surface
renewal theory to the prediction of rates of evaporation from the surfaces of
water jets. The model developed in Chapter 3 was shown to give adequate
predicti&ns for exzposure times in the range 2 x 10_4 secs. to 2 x 10_3 Secs.
In this chapter the theoretical expression for evaporation rates developed
in Chapter 3 (equation 3.10) will be used in a model for the predicfion of
flow rates in two-phase critical flashing flows in short nozzles, (i.e. with
% £ 12) .
The model developed here will predict the variations in critical mass
flow rate for
(i) various nozzle entrance profiles on a fixed nozzle length
at fixed liquid temperatures;
(ii) wvariation of length/diameter ratios for given entrance profiles
| at fixed liquid temperature;
(iii) wvariation of liquid superheat at nozzle entrance for fixed %
ratio and entrance prqfile.
In order wo produce this model, it is necessary to make certain assumptions.

These assumptions are reviewed in the next section.

4.2 Assumplions used in Model

The assumptions used in formulating the model developed in section 4.3

B

.
it this s&ction.

are set out in

Most of these assumptions are based on experimental evidence reviewed
in section 1.3 of Chapter 1 and many of them have been previously used in
theoretical studies by other authors discussed in section 1.4,

The assumptions made are briefly discussed below.

1. MmmmrflmrPaimm

The phases are assumed to flow in a separated annular pattern with a
liquid core surrounded by an annulus of vapour. Both phases are assumed to
behave as single-phase fluids. Visual observations in references (4),(13),(14)

LuppUs L thils ddoswwpiluuw for sluLe HUZ4GIEs. e upper Limit yor The use ol

the assumption being set at'B = 12 as suggested by pFauske (13).
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This assumption was used in the models of Silver (2), Bailey (12), and
Rushton and Leslie (59).

2. Mass Transfer takes place only at the surface of the liquid core,

This assumption implies that no mass transfer takes place as a result of
bubble growth. The evideénce for lack of bubble growth due to the necsssity
for a Finite nucleation time was reviewed in the discussion of references (5},
(6) and (8).

fhis assumption of no bubble growth sets an upper limit on the residence
time of the liquid phase in the flow passage. For water at an ultraheat of 5%
the time for nucleation suggested by raferénce (11) is about 5 x 10_3 seconds.
This assumptlon further restricts the model to cases wheré the flow upstream of
the nozzles consists solely of subcooled liquid.

References (2) and (12) both used this assumption of vapour evolution only
at the surface of the liquid core.

3. Rates of vapour evolution at short residence times are described by eqn.{3.10).

The justificationfor this assumption is piven in the comparison with
experimental data of section 3.4 in Chapter.S‘

As discussed in Chapter 3 the use of équation (3.10) seems pérmissible
if the residence time of the liquid phase is betwéen 2 x 1074 and 2 x 1073
seconds. This restriction on residénce time imposes a limit on thé maximum
lerigth of nozzles to which the théory devélopéd in this chaﬁtér mayv hé applied.
The application of this restriction is consistent with the féstricfion intro-
duced by assumption 2. However the use of equation (3.10) évén undér these

conditions has only been justified, by experimental data, for water substance.

4. The slip ratio is greater than unity.

Considerable experimental evidence exists to indicate that the slip ratio,
defined as the ratio of vapour phase velocity to liquid phase velocity, has a
value greater than one for critical two-phase flow situations of the type discussed
here. Evidence from references (17),(19) and (20) would suggest that the value
is of order 10.
/°E
p

3
An analytical form of the slip ratio first proposed by Zivi (29) viz ¥ g
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will be introduced into the model of cyitical flashing flow.. Thia form wvas
derived by Zivi by minimising thé kinétic énérgy flow rafé pér unit area for
the two~phase mixture and assuming that the wall friction is negligible. Neither
postulate conflicts with the assumptions made in this chapter and the slip ratio
is assumed to apply atl least at the nozzle exit and the densities used are those
for exit conditions.

The derivation of this form for slip ratio is given in Appendix A to

this chapter.

5. Choking Mechanism

The choked or critical Flow condition is assumed to occur when the velocity
of the vapour phase is at the locai sonic velocity for the vapour. In this case
choking is held to take place at the exit and the sonic vélocity is defined at
exit conditions.

This assumption was demonstrated to be inadmissible by both Fauske (30)
and Zaloudek (32) for models which assumé thermpdynamic equilibrium between phases,
but may still be suitable for non-equilibrium models.

Experimental evidence foo this assumption is lacking.

6. Velocity of the liquid phase and residence time for liquid phase

The liquid phase velocity (Uf) is defined at the exit for choking conditioms,
sy assumptions 4 and 5. From bontingity arguments it can be shown that the variatioc:
in ;iquid velocity in the nozzle is small. This variation will b neglected
and the residence time (r) for the liquid phase will be taken as T = %f where
Uf is the value defined at the exit.

The argument for disregarding variations in liquid vélocity is given in

Appendix B,

7. Vapour completely occupies the region about the core

The assumption that the liquid core behaves as in singlé—phasé flows implies
that the annular flow pattern could be observed without any vapour being evolved,
since vena-contracta effects are seen in single phase flows. Howévér, if the model
is resiricted to cases such that the ratio of liquid density to vapour dénsity is
high, then provided the quality is above some lower limit, thé region round the
liquid core can be regardéd as being éntirély filléd with vapoﬁr.

For water substance this is the case when the quality is above x = 0.006. ‘



b

8. The Change in Diameter of the Liquid Core due to evaporation effects is small.

The use of equation (3.8) to predict rates of vapour evolution, requires
some assumption of liquid-vapour interfacial surface. In the case of the flow
pattern used here, by introducing assumption 1, the area of the interfacial
surface will change as the diameter of the liquid core changes. Clearly, then,
any evaporation of the liquid will reduce the area of the interfacial surface.

However the change in core diameter due to evaporation can be shown to be
small. This argument is given in Appendix B to this chaptler.

The assumptions enumerated in this section impose certain restrictions
on the utility of the model constructed from them. These restrictions may
be summarised as;

(a) The model will apply only where the flow upstream of the entrance

consists solely of subcooled liquid, i.e. the entrance quality is
zero. This restriction is introduéed with assumptions 1 and 2.

(b) The model only applies to short nomzles where the residence time

is less than 2 x lO“3 seconds. This restriction is introduced in
assumptions 2 and 3. Assumption 1 introduced a requirement that

L . . ’
ength/Dlameter ratio does not exceed a value of 12,

the
(c) Use of the model is only possible where the pressures in the

nozzle systems are low, say below 10 bar for water substance, since

assumption i may not apply at the higher pressures. Similarly for

assumption 2 to hold it may be necessary to restrict the liquid

superheat at the nozzle exit tc 50 °C at least for longer nozzles.
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L,.3 A model of Critical Two-phase Flashing Flow in Short Nozzles

The assumption set out in section 4.2 can now be applied to the development
of a model of critical two-phase flashing flow. The restrictions imposed by
assumptions 1 and 3 will limit the application of this medel to short nozzles
with~% less than 12, and overall length such that the liquid phasz residence
time is less than 2 x 10"3 seconds.

Consider some nozzle or passage of circular cross-zection. The overall
length is L and the diameter of the throat is D. The entrance profile is such
that the contraction coefficient for single phase liquid flows is C. The form
of the flow passage must be such as to permit the use of the various assumptions
made in section 4.2.

The liquid and vapour phases are separated with the liquid phase flowing as
a central core. This liquid core has approximately circular cross-section with
axis coinciding with the axis of the nozzle. The liquid velocity is Uf and the
vapour velocity is U

From assumption 1, the flow of the liquid phase can be treated as a single
phase flow and so the liquid core diameter just after the éntrance is (C)%D.

Values of C can be calculated from streamline theory, e.g. Batchelor (80).

VAPOUFR:
LIQUID CORE;
FLOW A T

DIRECTION __ooem=""V""F

VARGUR—

0 y b

FIG. 4.1,

e,

The notional flow rate of the liquid phase in the absence of any evaporation

from the liquid core is Wf where
o

2
”CQ] e (1)

Ve, = Pels [T
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The actual flow rate W in the nogzzle will differ from W o by some amount A¥

£
il.e. W=V = AW. cevea(8.2)
fo
A4 may ke related to the mass flow rate of vapour in the nozzle.
For steady flow, the mass flow rate ol vapour at the exit is equal to the
total mass of vapour evaporated per unit time from the liquid surface (M).
A
M = mC”DLm
e . rate .
where m = mean evaporation ~ . /unit area over
the entire nozzle length.
In calculating M the effective diameter of the liquid core is assumed
to be constant down the length of the nozzle. In fact the core diameter varies.
Appendix B includes arguments to show that this variation is small and may be
disregarded, but this variation in core diameter is calculatad using equation
(4.3). Examination of the magnitudes of the quantities involved show that
. v
this procedure is acceptable.
M is, of course, the total change in the vapour flow rate, i.e. AW = M,
Af‘the exit the vapour phase velocity is fixed at Ug and the density is g .
Hence mass flux M occupies a cross-section of
M
AA - -T .COII(LI"OL“)

pg g

The increase in cross-section occupied by vapour reduces the cross-section
occupied by the liquid core by am equal amount for a nozzle of constant cross-sectic

Herce the liquid flow rate is reduced by

o U
o . I £
-AWg T prf AA = i M. veeea(B.5)
g g
Now AW = AWwe + AW
p.U
= -(=E - D ceeen(4.5)
pl
g8

Substituting f>r AW in (4.2)

oUe
= W —- e - )
W= W (pu 1)M. e (1.7
g 8

Substitute for Wfo and M in (4.7) from (4,1} and (4.3) .

=

2 U
_aCpe PEf ¥
W = —ZI- [pfuf - <—Eg[;'- l} m .n‘o.(u.g)

RE
DC?



4

= . L. N .
Using equation (3.10) for m and taking t = T with the variation in
f
Uf disregarded.
_uy
G""H‘DZ 1
16x_r U_ 4%
- Bl (Lo y £yl .
= Cprfél 5T i (Dz)(1TC ¢ C)J ceeea (4.9)
g g b

For the critical flow rate only values for liquid and vapour velocities ueed

be defined.

Using assumption U,

Pgy
u. =10 :"g‘\
/
£ g pe
and U =0 .
g ge
Substituting in (4.9) 1
o L 16x [ P k]
_ 10 i { LA SN :
G, Cprgcgp ) El 52 G Vg5 (p )| ceae (8.10)
f g gc £




4.4 Discussion of Model

t,

Equation (4.16) predicts the mass flow rate at the choking condition
in terms of (i) the length and throal diameter of the nozzle and the

Ycold-water" discharge ccefficient;

(ii) the thermodynamic properties of the

liquid phase;
(iii) the sonic-velocity in the vapour phage;

(iv) the difference between the liquid bulk temperature
at the nozzle entrance and the saturation temperature

corresponding to the exit pressure.

With the exception of the sonic velocity all these parameters can be
- .
\
easily determined.

The sonic velocity could be found using an analytical expression for
the velocity of sound in a gas.
For example The use of the form for the sonic velocity in a perfect gas

would give acceptable predictions of pressures of the order of one atmosphere

viz,
YP
U = ART = [—2 ceon (a1
g p .
C
with v = 1.4,
PO = local pressure.

Other more sophisticated forms could be used to give improved accuracy
or values of sonic velocitles at the relevant conditions could be extracted
from tables of physical properties.

The velocity of sound in a vapour increases with increased pressure.
Thus if the vapour velocity is regarded as being equal to the sonic velocity
at choking and if no pressure recovery is to take place in the wvapour flow
down the nozzle, then clearly the appropriate value of the sonic velocity to

equate to the vapour velocity is the value for exit conditions.

i
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Further for water and many other substances the ratio of the density
of the liquid phase to the saturated vapour density decreases for increased
pressure. If eaquation (4.14) is used to define the liquid velocity, then
 this velocity will ha&e a minimum value if the slip ratio is evaluated at
the nozzle exit conditions.

To summarise; if the value of the critical mass flow rate is evaluated by
using equation (4.16), then equation (4.16) will predict the lowest value of
mass flow rate if the values substituted for the varlous parameters are taken,
at the nozzle exit conditions of pressure and temperature.

In the next section the mass flow rates predicted by equation (4.1k) are

compared with experimental values for short nozzles and with predictions from

other models of two-phase critical flashing flow.

4.5 Comparison with experimental Data and Previous Theoretical Models

The model of two-phase critical flashing flow developed in section 4.3
must now be compared with experimental data before any further useful discussion
of the model can take place. The assumptions made in section 4.2 and cértain
of the simplifications introduced in section 4.3 restrict the applicationuof.
this model to certain types of two-phase critical flashing flow. These

length

restrictions are that; (a) the /diameter ratio of the nozzle is less

than 12;

(b) upstream of the nozzle entrance the flow consists

solely of subcooled liquid;

(c) the model is restricted to low-pressure flows, say
with a marimum upstream.pressure of 10 bar, and with

a maximum liquid superheat of 50 OC,

Critical flashing flows have been studied in systems which permit the
application of the model presented in this chapter. Such studies include
these of Silver and Mitchell (3) and Burnell (61) For nozzles with rounded
entrances (discharge coefficient 0.98) and of Zaloudek (&), Fauske (13) for

34 R S DN 3
nozzlas with sguore cntrances (8
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references were previously reviewed in section 1.3 of Chapter 1. Critical

flow rates extracted from these experimental studies have been plotted

length

®

against /diameter ratios in fiéures 4.2 and 4.3, for nozzles with
square or rounded enfrances respectively.

Equation (4.16) has been used to calculate rates of critical Fflashing
flow for the appropriate experimental conditions and the resultant values
are plotted as curves on the relevant figures. The flow rate valueg were
calculated using properties of water substance given in steam tables (62),
a sonic velocity value of 405 wm/s.

From figure 4.3, the curve drawn from equation (4.16) shows good agreement
with the experimental points of Silver and Mitchell, however, in fig 4.2,
although the ﬁodel certainly predicts the correct order of magnitude for the
critical flow rvate, it does not appear to successfully predict the variation

length/diémeter ratio.

of flow rate with

One possible reason for this failure may be deduced by noting that the
experimental results in (4) and (13) are taken at higher pressures and tempera-
tures than references (3) and (61). The overprediction of equation (4,16)
at larger L/D ratios may thus be due to the onset of bubble formation at
lower L/D ratios than expected. The experimental results from references
(4) and (13) also show a considerable spread so the expected errors associated
with these results could be rather Jarger than the error limits claimed by the
authors in the original references.

Since many other theoretical studies of two-phase critical flashing flow
use at least some of the assumptions listed in éection 4.2, theoretical
predictions from these models under the appropriate conditions have also been
drawn on figures 4.2 and 4.3 for the purposes of comparison with the predictions
of equation (4.16).

The models examined are those of Silver (2), Bailey (12), Henry and
Fauske (26) and Moody (28). All these nodels were discussed in section 1.4
of chapter 1 but for the purposes of this chapter the main assumptions of

O S P
thhéese wodels are tdbuidield ovelliedd .
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Model A Flow Pattemn Slip-Ratio Calculation of Qualixy

(a) Silver (2) Annular Unity Calenlation of heat
transfer from liquid core.

(Non-equilibrium)

(b) Bailey (12) Annular Unity Semi-empirical calculation.

(Non-equilibrium)

(e) Moody (28) Annular 3/—~ Assumes Thermodynamic

equilibrium between- phases.

(d) Fauske and Dispersed Mixture  Unity Uses semi-emprical
Henry (26) (but surface area constant to adjusf‘ valus
undefined). derived assuming thermo-

dynamic equilibrium.

The model presented in this chapter is similar in many respects to those
of Silver (2) and of Bailey (12); differing most markedly in the choice of
slip ratioc value. These models give predictions of the variation of mass
flow rate witn L/D ratio whichicompare favourably with the data of reference
(3) as plotted in Fig 4.3. Reference (12) shows a linear variation which does
not fit the data for values of L/D above 6, but reference (2) gives an excellent
fit for all the data plotied in Fig 4.3,

The form of Silver's model (2) confines its use to nozzles with discharge
coefficients close to unity and so this model camnot be used to predict critical
flow rates for nozzles with square entrances, however reference (12) can be
used to give such predictions. This model seems to overpredict critical mass
flow rates and fails to predict the variation of critical flow rate with
l'engm/cﬁsnnen‘.er- ratio.

The models of Henry and Tauske (26) and Moody (28) give predictions
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which show pcor agreement with experimental data. Reference (25).does pradict
the magnitude of the critical flow rate at small values of %/D but shows no
variation of critical flow rate with L/D ratio. The authors of reference (26),
however, did have reservations concerning the application of their model to
the critical flow situations examined here.

Predictions from reference (28) are extremely poor. The model does not
allow for variation of flow rate with L/D ratio or for variation with differing
nozgzle éntrance. The predicted critical flow rates for square entrances are
some 30% too low.

To summarise this comparison of the predicted critical flow rates obtained
from the models of references (2),(12),(26) and (28) with the predictions of
equation (4.16), and exper?mental data, it seems that neither reference (26)
nor (28) offer even compa;able accuracy of prediction while both reference (2)
and féference (12) can offer worthwhile prediction of critical flow rétes.
However (12) certainly does nét show the correct form of variation of critical
. flow rate with L/D ratio. Reference (2) is restricted to nozzles with rounded
entrances, but\couid, presumably, be easily adapted to provide predictions for
other entrance shapes. Predictions from this model show very good agreement
with experimental values of the critical Flow rates. Thus while the predictions
of equation (4.16) are certainly better than those of reference (12), or (26)
and (48), equation (4.16) produces no better predictions than Silver's model (2).
However, Silver's model requires an itevative process for the calculation of
critical flow rates and so equation (4.16) may be preferred.

In general equation (4.16) would seem to offer an accurate method of
predicting rates of two-phase critical flashing flow, within the limitations
imposed by the assumptions used in developing the théoretical model.

Using equatio: (4.16) it is possible to produce values of critical flashing
flow rate of water which, when compared with experimental data, corfectly

predict the variation of flow rate with,
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} varying L/D ratic for fixed entrance profile

(

[

and temperature,
(ii) changes of nozzle entrance profile;
(iii) variation of liquid temperature.
By comparing the predictions for these variations of other theoretical
models, it is clear thal equation (4.16) giveé the best prediction mechanism
over the range of experimental values examined.

4.6 Review of Theoretical Work in Chapters 2, 3 and 4,

The theoretical model developed in this chaptex has been shown to provide
a useful prediction method for rates of critical flashing flow within the
limitations of the assumptions used in constructing the model.

Many of the assumptions used in constructing this model have been previously
used in other theoretical treatments of this problem, butr this particular
combinétion is original. |

This theoretical part of the present work can therefore be seen to follow

.a definite course through chapters 2, 3, u.

In chapter 1, the particular problem of possible non-equilibration bétween
phases was identical as aﬁ important factor in £he prediction of ratés of
two-phase critical flashing flows. In order to pursue this problem further
a simple model for the prediction of heat transfer in turbulent flows was
developed from the Reynolds Flux, in chapter 2, while in chapter 3, this model
was successfully adapted to the prediction of rates of evaporation (and
condensation) of water at short time intervals.

Finally Ly introducing features of other theoretical models of flashing
flow and adding the predictive equation for evaporation rate devélOpéd in the

earlier chapters, it was possible to produce a simple model for the prediction
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of rates of critical flashing flow of walter at low pressures. Since this
simple model appears more successful in predicting critical flows than others
which use ﬁany of the same assuwmptions, the use of the.predictive method for
~ evaporation rates set -out in chapter 3 is further vindicated.

In the development of the theoretical work of chapters 38 and 4, lack of
suitable experimental data was noted. This lack is especially marked in the case
of critical flashing flows at low pressures. It appears that althoqgh much
work has been carried out to produce data for critical flashing flows of water
at high pressures and temperatures no comprehensive study exists which compares

the effects Ofs a_l'telﬂing .the leng’th

/diameter vatio, the entrance profile, for
simple nozzles over a vange of temperatures and pressures (up to 7 bar and
140 OC). To remedy this apparent lack, and so provide further data of low

pressure critical flashing flows, the work, described in the second part of

this thesis, was carried out,
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Appendix A to Chapter 4

The Derivation of the Slip Ratio

v

The slip vratio value used in chapter 4 is defined by

u b
ﬁf{ = ‘3/3-2 (A.4,1)
f pg )

The derivation of this value reproduced here is taken from Zivi, (29)

and follows the derivation in (29) almost exactly, but with altered notation.

This derivation assumes,
(a) negligible wall friction in the duct;

(b) the void-fraction is such as to minimise the

kinetic energy flux through the flow passage.

The justification for these assumptions is fully discussed in (29).

If the mass flow rate in the duct is G, then

U, = Gz (A.4.2)
Pg

u_ = g&l_:_§2~. (A.4.3)
hid pf(l—a .

o = void fraction.

The kinetic energy flux in the duct is

G-
E = §1Ué X+ U%(l - x)] (A.n.4)
the void fraction is assumed such that E is minimised
au du
. dE _ G g £ -
teew o = G20 goBa 4 20 5 (1 - )} = 0
. dug AU ¢ ,
Evaluating EE& and.aaq from equations (A.4.2) and (A.4.3)
flfia N C. )
de - pl
o pga J
’ (A.4.8)
We g - %)
de "3 (1 -~ )2
pf e J

(A.4.5)

Substituting (A.u.2), (A.%.3) .and (A.4.6) into (A.4.5) the solution

for void fraction is
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e x) Ped T
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However for two-phase flows the void-fraction is fixed while the slip

ratio is variable, whence from (A.4.2), (A.4.3) and (A.4.7) the slip ratio
is found as
Ye . P

i
= (=) % (A.4.1)

_Uf pg ' -
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Appendix B to Chapter W

Change of Core Diameter and Liquid Velocity

with Evaporation Effects

The flow rate of the liquid phase at any point in the flow is

We = P UA (B.4.1)
where Af = c¢ross section occupied by liquid =1Tr2
r = liquid core radius
dw
. f d ]
I =T U A B.4.2
Ty PR) ( )
dA U
dy £ £ d I dy
w7 ac au i
=P ["“i— . “+ nrQ-—»f
£ dy o dy |(B.4.3)

Integrating fromy = 0 to y = L,

) L ap , L dug
= 94 [ N Pkt " —— .
AAWf 2mp fJf r g iy +ﬂggo é &y dy

'rrpfr'[ 20 _tv + rAUf] (BL.1t)

1
From equation (4.3) and (4.5) with » = C®D,
1
- T g o L
by = ngg o Lx [ﬁc L} , (B.4.5)
P .
1
ope g BlEp . Vg
whence —+ ——- = - (B.4.6)
™ U pUr [wC L
£ g - p 1
r = C°D,

The expression

1
161, P(p U, =
can be evaluated numerically for the

Py LTCPLCDQ

values of the parameters used in the critical flow rate in Chapter 4.
For a nozzle with length 10 cm, throat diameter 2.54 cm, and an ultraheat

of 40 °c.



Hence the eflfects of regarding liguid-phase velocity and core diameter as
constant, together introduce an error of less than 10%

Since this error arises in AW_, which is only about 0.1 wfo’ it may be

fﬂ

safely disregarded in the evaluation of critical flow rates.
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Chapter 5 - Introduction to Experimental Work

5.1 The first part of this thesis is concerned with the de%elopment of a
theoretical model of two-phase flashing flow. During the construction of

this model certain assumptions were made which restricted the application

of the model to eritical flashing flows of water at pressures less than 10

bar and liquid superheats less than 50 °C. The model introduced in chapter 4
gave predictions of variation in critical flow rate with changing nozzle
entrance shape, length to diameter ratio, and liquid temperature. Littlé
experimentil data is available on the effects of these parameters on critical
flow rates, for low pressure flows? as was shown when a comparison of the modél
with experimental data was made.

The experimental study was intended to give further data on critical
flashing flow rates for water at low pressures in simple nozzles. This
chapter sets out the.areas of experimental study and discusses the cpitéria
applied in designing theexperimental apparatﬁs.

5.2 Description of Experimental Study

The lack of experimental data, on éritical flashing flow rates at low
pressures, suggested that a comprehensive experimental study of the variation
of critical flow rates in nozzles with certain parameters would be of valﬁé.

At the.outset it was decided that the maximum pressure in the flow Systém
would be limited to 10 bar, that the pressure downstream of the nozzlé would
be atmospheric and that the liquid superheat would not exceed 50 °C., These
linits were established for two reasons; firstly the theoretical work described
in chapters 2 to U4 was effectively limited to flows in systems having thésé
limits. Secondly the introduction of these low pressures and temperature
limits greatly simplified the design of the experimental system.

By examining the work of previous experimenters certain important paraméters
were chosen for study. In the final form, the programme would involve the

determination of:
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(1)} the variation of critical Fflow rates with liquid superheat;

(2) the variation of critical flow rates with the
shape of the entrance to the flow passage;

length

(3) the variation of critical flow rate with /diameter

ratio of test nozzle;
(4) pressure gradients in the nozzle and near exits and entrances;

(5) the quantity of dissolved gases in the water used. In

practice this analysis was confined tc dissolved oxygen.

Having defined the aims of the study some preliminary design work could

be carried out.

Before further discussing the design of the rig it is necessary to
=
digress, and discuss the use of the term "ecritical flow".

5.3 Note on the use of the term Critical Flow

The phenomenon of mass limiting or critical flow of fluids, whether single

or mul%i—phase, is well established for certain conditions.

Critical flows are defined in terms of the variation of the mass flow rate

(G) of the fluid in some test section or nozzle with changes inthe difference

between the entrance pressure (Pl) and the exit pressure (PQ) of the nozzle,

with other parameters held constant. The critical flow is defined as the mass

flow rate for which;

3G
—————— = 0 teees DL
(B(Pl—P 5 (5.1)
constant
parameters
For a real nozzle the variation of (Pl - PQ) can be obtained in two ways.

(A) By changing P_ and holding P, and

2
other parameters constant.
(B) By changing P, and holding P, and

other parameters constant.

For single phase flows it is well established that eritical flows in nozzles

occur when the velocity of flow at the nozzle throat is equal to the local sonic

velocity.

If friction effects are negligible this critical flow rate is a functien

of Pl and T only. Hence variation of P, has no effect on the flow rate.

2
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If an experiment is performed, to determine critical flow rates, by
increasing the upstream pressure, (method B), the flow rate is still a function
of Pl and T , and the flow velocity will vary with Pl' Thus in this case the

critical flow rate established by varying P. will vary with P

1 1

For flow rates obtained by varying P2 at constant Pl and T the critical

flow is independent of P2 and will remain constant as P2 variés.

Typical plots of the variation of flow rate with pressure drop obtained
byvmwh@lﬁemdbyvaythQamadmmlmlﬁg.5&.

Method A gives a well defined flat profile when the flow velocity is equal
to the sonic velccity and

a(P1»P2) ; = 0 vevel(5.2(a))

However for method B the plot shows that values of G increase even after

the flow velocity reaches the local scnic velocity at the throat,

3G ~
and <3T§I:§;§>‘ £ 0 ceena(5.2(0))
T

Ifrequation (5.1) is used as a criterion for défining a critical flow rate
then for single phase‘flows only méthod A could bé uséd to détérmine éxperim
mental critical flow rates.

For two-phase flows equation (5.1) is frequéntly used to define experimental

critizal flow rates. Clearly the experimental method chosen would be that for

which there existed some range of values of (Pl - PQ), such that;
( 3G )
— - 0
) .
B(P, 2)

Unfortunetely the choking process for two-phase flows is not well understood.
If, however, the two-phase choking mechanism is in some way related to the attainmen-
of a sonic velocity in the flow then an argument analogous to that for single phase

flows would suggest that for method A for some (Pl - Pg)

1
i)

-—@-Ciw} - x 0 ..r. . (5.2(a))
(B(PI—PQ) A .

while for method B,

ng?

(,a_(..P_i_&f..}_;),) =K, # 0 .....(5.2(p))



g, | VETHOD A

'METHOD B

Fig. 5!, Variaotion of G with pressure drop,
critical ratio is P1/P2 in each case.
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However although theoretical models have been constructed by making assumption
of choked flow pates varying with a sonic velocity inciuding the models with pseudo-
sonic choking discussed in section 1.4 and the model discussed in Chapter U4 of this
thesis; the experimental evidence does not uniquely establish sonic velocity as the
choking velocity for two-phase flows of the type discussed in this thesis. Hence
for such Fflows great care is necessary in using arguments based on evaluation of
either KA or KB by analogy with the single phase case.

Nevertheless, in previous experimental work, experimenters have found critical

two-phase flow rates by examining the variation of G with (P, - P2) using method B.

1
The critical flow rate has been defined as the mass flow raté for which KB is less
than some minimum’gradient.

Examples of the use of this expérimental technique‘aré references (3),(9),¢12),
(13),(;7). It is interesting to note that the critical flow rates evaluated in an
experiment where the pressure drop was altered using méthod A (référénce (1)) are
of similar magnitude to those found in référéncé (13) for similar flows.

Iﬁ‘this present work the use of method B arises from thé désign of the
experimental apparatus. The criterlia for sélecting tﬁe valﬁés of critical flow
rate are given in the discussion in Chapter 7.

This choice was reinforced by the obsérvation that for many design applicatiors
requiring a knowledge of critical two-phase flow rates thé éxit ﬁréssuré is defined
for the flow while the uﬁstream conditions are variable. Oné éxamﬁlé of this

situation is the emergency blowdown of veactor prassure vessels.

5.4 Summary of Design Specification

After consideration of the various réquiréménts and réstricfions discussed in
this chapter, an experimental rig was constructed. Thé rig was intendéd to provide
facilities for experimental investigation of tﬁe'aréas tésted in séction'S.Q,
using water as the working fluid.

After reviewing the probléms of definition of the term "critical flow" with
regard to two-phase flashing flow; a design was évolvéd wﬁich woﬁld obtain limiting
flow values in the test sections by incréasing upstréam préssures whilé holding

downstream pressures constant.



Since pressure gradients wére to .be examined in the flow,.the throa% dismeteyr
of the nozzle had to be considerably largér tﬁan ‘the probé cross—séction diﬁensiots
in order to reduce the disturbance introduced by the prébeé. Nozzle bores, or
throat diameters were chosen as 12.7 mm(0.5") and 25.4 mm(1"). Simple nozzle shace
were chosen to ease identification of the effects of variation in entrance shape
and nozzle length. The nozzles are described in section 6.2 of Chapter 6.

The combination of nozzle throat diameters of order 10 mm with flow rates of
the order of lOu kg/mzs gave a large circulation rate, with attendant vapour
condensation and liquid reheating problems thus indicating an intermittent ("“single
shot") mode of operation. This scale requirement, coupled with a rather tight
project time scale, produced a design which utilised standard equipment as much zs
possible. The resultant experimental rig was therefore of simple, if massive,

design but proved extremely reliable.

1

In chapter 6 the experimental rig is described in detail, with additional

notes on instrumentation and operating problems.
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Chapter 6  The Experimental Rig - Construction and Operaticn

6.1 Chapter 5 set out the design criteria for the experimental system
used to study critical flashing flow rates of water in short nozzles. In
this chapter the experimental rig is described and the operational and
instrumentation problems associated with the system are discussed.

In general the rig was designed to utilise as many standard components
and techniques as possible. Experimental vaiues with uncertainties»of less
than 3% were normally considered acceptable.

Because the change from Imperial to S.I. units and standards had not then
taken place in the workshops producing components for the rig, the drawings
for the various compenents were made in Imperial units and the standards
used were those expressed in Imperial units. In certain cases e.g. calibrations,
calculations were then converted to S.I. Results are expressed in S.I.
Many of the Figures in this chapter are revised copies of the original
engineering drawings and sketches and hence are in Imperial units. Further,
in this chapter, where Imperial dimensilons ete are quoted with 5.I. equivalents,
the measurement in Imperial units is the defining measurement and the S.I.

expression is merely for convenience.

6.2 Construction and Layout

General views of the experimental system are given in Figs 6.1 and
Plates 6.1. Examinatién of tlese figures and plates indicates Tthe large size
of the rig.

The system consists of two large tanks intercomnected by a piping system.
In the main pressure tank water can be heated by steam injection to a temperature
of 150 °C. The pressure in this tank is adjusted by a compressed air system
up to a maximum value of 7 bar (100 lbf/inQ).

Water is led from the main pressurve tank through a 4 inch (101 mm) line
past thermometers and oprifice plates to the nozzle tect sections. Trom the
horizontal test sections the steam-water mixtures pass into a de{lector box

mounted on the receiving tank and are deflected downwards into the rcceiving
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tank Tthrough an & inch (203 mm) dilaweter opening. In the receiving tank
the water and steam components of the flow separate., No condensing system
is fitfed\and the steam is blown off to atmosphere down a large duct.
Receiving tank pressures are always within 0.1 bar (2 lb/inz) of atmospheric
pressure.

Water from the recelving tank is returned to the main pressure tank by
a pump system.

The main components of the system are now described in detail, using

the designation of Figs 6.1.

(1) Main Pressure Tank. A cylindrical tank of approximate dimensions

length 7 £t (2.1 m) diameter 6 £t 8" (1.7 m). This tank is of foreign
manufacture and does not conform to BS1500. The operating conditions are
defined by insurance inspection requirements and are; maximum pressure’
100 lb/in2 (7 bar) at a maximum temperature of 150 °c.

The tank is fitted with a steam injector heater. Steam is supplied in
a saturated condition through a reduction system at a normal operating rate
of 800 1b/hr (400 kg/hr). A time of about 4 hrs. is required to heat a Full
tank of cold water.

Other connections to fhe‘main pressure tank are for an air supply line
from a compressor system and for a safety valve blowing off at 100 lb/in2
(7 bar) pressure. Water is discharged to the test scction through a 4"
(101 mm) diameter opening heneath the tank. The main

mounted on a grillage system.

Thermometers and pressure gauges are fitted at various points.

(2) Receiving Tank. A rectangular tank with approximate dimensiens

6 ft (1.8 m) x 8 ft (2.4 m) x 3 Ft (1.2 m), constructed of % inch (12 mm)
steel plate. The nomigal operating pressure for this cank is atmospheric
pressure at temperatures up to 110 oc;

This tank has conﬁections for drain lines, for cold water feed lines

and a-rveturn line to the wain pressure tank. A sight gauge for water levels

Gud a pressure paupe dre ritted To i1he ianikc,
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A 12 inch (300 wm) cpening onto top surface of the tank iz connccted
to a square duct. The duct carrics off steam from the receiving tenk. On
the top of the tank the deflecton bog is also fitted. The deflector box is

10 inches (250 mm) square and constructed of 3 inch (12 wm) steel plate.

This box also provides mountings for pressure probes.

{(3) The FPiping System. The sizes and approximate form of the piping

layout is shown in Fig 6.1. All piping and %ianges conform to British Standards
for a system operating at a design maximum pressure of 120 lb/in2 (8 bar).
Certain sections of the smaller pipes are fitted with screwed Ffittings. Thess
élso conform to British Standards. -No attempt has been made to protéct thé

system against rusting or other forms of corrosion.

(4) 'The nozzle test sections. The nozzles used in the experimental

programme are of two types, .(a) metal, (b) glass. The dimensions and forms
of these nozzles are shown in Figs 6.2(a) and 6.2(b), and Plates 6.

Metal nozzles were constructed from stock steel plate and piping with an
internal finish to 0.002 inch. For these nozzles dimension L was 5" (127 mm),
nr (101 mm), 3" (76 mm) and 2" (51 mm) for each entrance profile. The correém
ponding dimension D was 1" (25 mm) and 0.5" (i?mm) but two sets weré madé
with D of 1.5" (38 mm) and 0.75" (19 mm) with a length L of 4" (101 mm).

This gives a total of 30 nozzles.

Glass nozzles were constructed only for D of 1" (25 mm) with L values
of 4% (101 mm), 5" (127 mm) and 3" (76 mm) in each of three entrance profiles.
For these nozzles the entrance and exit Flanges wéve made from the same stack
steel as the metal nozzles.

Some problems were found in sealing the glass tube section to the entrance
and exit flanges: The glass being held in place by a compression force due to
the expansion of the steel pipe system.

Mo . o o - v, - . . ORI S o oy grere i mn oh m e P 0 T
Both lypes of nozzle were set iuto the 4" pipe system just before the

shorter than 5" (127 mm) spacer pieces were inserted just upstream of the
nozzle entrance. A typical nozzle assembly is shown in Fig 6.3.

Attémpts to protect the internal wtal surfaces of the nozzles from
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corresion damage by using various coatings proved unsuccessful.
The main components of the system being described, the instrumentation

used to provide thce experimental results will be discussed in section 6.3.

6.3 Instrumentation

To achieve the aims set out in chapter 5, measurements were required of

certain parameters in two phase flashing flows.
These measurements were (a) flow rate; ‘ -
(b) 1liquid bulk temperature;
(e) _pressure drop across test section -
i.e. upstream and downstream pressurés;

(d) pressure distributions within the nozzle;

(e) dissolved gases in the liquid.

>

To obtain these measurements instruments had te be installed in the experi-
mental syslem. As a matter of policy the typé of measuring instruments
chesen were simple standard types capable of giving accuracies within 3%
and preferably of robust construction.

The methods of obtaining the required measurements will now be reviewed.
Details.of caiibration procedures and calibration curves are given in Annexe A
to this chapter.

(a) Flow rate. Flow rate measurements were made by using an orifice
plate. The orifice plate was used with pressure tappings of the "D and %"
type and conformed in 2ll respects to B.$.1042, An orifice plate systém was
chosen to permit the plates to be changed quickly and easily in the evént of
damage by cavitation. In fact no such damage was observed.

The use of an orifice plate for flow measurements of this type requires
that the flow shall be single-phase at the orifice plate. The conditions of
pressure and temperature in the region of the orifice plate during opéﬁation
of the system were such that the water was in a subcooled state, Trom this

observation, coupled with the vesults of the calibration tests, it would seoam

-

that the use of an urifice plate designed to B.S.1042 is justified in this case.
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This observation deoes not 6f course preclude the evolution of vapour

at some point in the flow between the orifice plate and the nozzle entrance.
Two sizes of orifice plate were used with a water over mercuﬁy mancmeter

system apd calibration curves for these are included at Annexe A. The 1.236"

orifice plate was used with 0.5" (1.27 mm) bore nozzles and the 1.826" with

all. other nozzles. Measurements of flow rates under the same conditions

gave the same values with either orifice plate.

(b) Liquid Bulk Temperature. Liquid temperatures weremasured using

a good qualiity mercury in glass thermometer installed in the position shown

in Fig 6.1 to meet the requirements of B.S.104L. Although the use of a
thermometer introduces a considerable lag in temperature readings, the therino-
meter system was found to be as accurate as thermocouple systems of comparablé
cost. The thermometer has the advantage of being direct reading without thé
additional complication of electroﬁic systems operating in a 3amp atmosphere.
Calibrations and correction factors are again given in Annexe A.

(e) Pressure Drop across Test Sections, The definiticn of criticul

flashing flow as a mass limiting flow implies that experimental détebmination
of such critical flow rates will also require measurements of the pressuré drop
across the nozzles.

From Fig 6.3, pressure taps are provided 1.5" (37 wm) upstream and
dovnstream of the test section. Each set of tappings consists of 3 taps
spaced egually in the same plane. These sets of tappings were each connectéd
to a Bourdon tube pressure gauge reading from 0 to 7.0 bar (0 to 100 1b/in2).
The gauges were of a high quality test type with a manufacturér's accuracy of
4+ 0.05 bar.

Copies of the manufacturer's calibration are at Annexe A.

(d) Pressure Distribution. Pressure distributions were determined

by an axial probe system. The probe design is shown in Fig 6.4 and Plates 6.3,
The probes form a set of variocus lengths and could be traversed in the vertical
plane by a traversing mechanism (plate 6.4), The varicus lengths cf probe

gave positions of the tappings from 0.25 inch (6.5 mn) behiand 1} ¥ g

i silanie CALL
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to ©.5 inch (12 mm) upstream of the nozzle exit. The design of the probes
follows the form of the N.P.L. pitot tubes (though, of course, with nc
static pressure taﬁ). The ends of tﬁe.probes were connected to a Bourdon
tube typé pressure test gauge. Response time for the system was judged tc
be about 10 seconds.

The traversing mechanism permitted acéurate positioning of the probes
within 1 mm (0.04 inch), although some vibration of probe tips in the flow
was noted.

Although no actual calibration teste were run, special probes were
constructed to give a traverse in the plane of the upstream and downstream
pressure taps. Traverses with this probe gave pressure readings identical
to those from the wall tap, after allowance was made for gauge reading érrors.
These were regarded as supporting the use of these pressure probés to oftain
local pressures in the Flows.

(e) Dissolved Gases. The vate of bubble Formation in a flashing liquid

is known to be affected by the presence of dissolved gases. For this réasow
an analysis for the presence of dissolved oxygen was carried out using tbé
"Winkler test'.

Saﬁples of water at pressures up to 4 bar (60 lb/in2) and temperaturés of
up to 140 °C were drawn from a tapping situated near the thermometer pocket and
analysed for the presence of disscolved oxygen. The sampling apparatus is
shown in Fig 6.6 and plate 6.5. The lines are hesavy duty flexible steam
tubing and the system has copper fittings.

Details of the Winkler test theory are given in Annexe A,

In operation the sampling system was set ﬁp‘as shown in Fig 6.6(3).

The two glass ampoules for the test were placed in the sampling vessél as

shown in Fig 6.6(b). The sampling vessel was evacuated and filled with nitrecgen,
the evacuation and filling cycle being repeated 4 times te purge thé alr fre=w

the system. The system was pressurised with nitrogen and the pressuré differance

between the sampling vessel and the U'" line reduced to 0.5har. By opening the
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various valves, the water sample flowed from the line to the sampling vessel.
When the pressures in vessel and line had equalised the sampling vessel wasz
isolated. The crushing disc was then scréwed down onto the glass phialé
until they breke. Some 100 s were then allowed for mixing and the water
sample was removed through the drain tap, 5 ml Analar sulphuric acid
added to the szmple, and a starch solution indicator is then added. If the
solution does not turn blue, a known quantity of iodine may be added until
-

the solution does have a blue colour.

The sample is then titrated with 0.M701 ml Sodium Thiosulphate solution
'and the quantity of dissolved oxygen calculated using the Fformulae given in
Annexe A.

In the case of the blank, used to eliminate the effects of oxidants
in the sample, only the ampoulé containing reagent A (see Annexe) is crushed
under pressure. The ampoule containing reagenlt B is cruched and the contents

-

added after the Analar sulphuric acid.
i ati
6.4 Operation
In this section the general operating procedure for the rig is describel.
Detailed information oun the particular procedures used for each set of experinzents
is given at the appropriate point in Chapter 7.

Assume that the experimental apparatus starts dry at ambient temperaturs.

3
Ny

The system is filled with water by filling the receiving tank with 3.5 @
of water from the feed pipe. The sight gauge on the tank permits the amount of

water in the tank to be adjusted. This water is then pumped through the
return system to the main pressure tank. With the main pressure isolated by
the various valves fitted, the cold water i1s heated by steam injection.
Typically a flow rate of 300-400 kg/hr heated a full tank of water (about

3, - o o .
3.5 m”) from 20 "C to 140U C in 3 to 4 hours.

The temperature of the water in the tank may be determined by use of tha
various thermomcters fitted to the tank. WNo temperature control system is

fi.itad to the tank and the adjustment of temperature to the desired value
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depends entircly on the skill of_the operator. In. practice the temperature
could be set to + 1 c.

When the water temperature has reached the desired value the ‘steam supply
is shut off and the tank pressurised by the air compressor system. The
compressor system is fitted with an automatic control mechanism and the
pressure in-he system may be set to + 2 lb/in2 (0.1 bar).

With the main pressure tank at the desired temperature and pr%§sure the
valves in the 4". line connecting the tank to the test section and receiving
tank are opened. The main pressure drop in this line is across the test section.
The pressure at the pressure taps.just upstream of the nozzle is normally about
0.5 bar (8 lb/inz) below the pressure in the main pressure tank. In normal
operation, before recorded runs, the line valves were openéd with thé
main pressure tank at a lower pressure of abocut 3.5-4 bar, and the system run
for about 60 s. This removed cold, stagnant water from the lines, heated the
system and, hopefully, identified any poor sealing or défécts in thé line.

At normal rates of flow used for the experiments a full tank of héated
water would require 300 to 40O secs. for complete dischargé5 howevér the
compressor system cannot supply sufficient air at pressures abové 6 bar to
maintain flow for several minutes and so each experimental run is dividéd
into 38 or 4 shorter runs each of 60 - 100 s.

Between each short run the upper valve in the 4" liné is closed and thé
system allowed to settle for at least B0 s.

| When the main pressure tank is empty, the safety valve is opéned to
depressurise the tank. The water in the receiving tank is thén pumped back to
the main pressure tank and reheated for the neéxt run. Typically; réhéating
takes about 1 hr for a full tank.

During the operation of the rig it was found that 4 or 5 complété runs,
each producing 4 experimental points, could be achieved in one working day.

6.5 Chapter Closure

This chapter, together with its Annexe, has described the experimental rig

and its operation. ‘The rig ana its attendant lnsirumcniatiou could be daed o
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obtain experimental data on certain aspecis of two-phase critical flashing
flow.

Chapfer 7 will describe the methods used in obtaining particular data

and will present the data thus obtained.



ORIFICE PLATE CATATRATION

Theoretlical Calibration

Theoretical Orifice Plate Calibrations were calculated from
Formula 3 of B,S., 1042 Tor an orifice plate with "D and D/2" tapnings,
In a single phase flow. Allowance was made {or a water over mercury
manometer.

The calibraticn may be expressed as

where G = mass flow (kg/<)

" h

head of mercury (cm).

A is a temperature dependant ecnstant tabulated helow.

Experimental Calibration

The theoretical calibrations for the two orifice plates were checked
by experiment for "cold" water flows, i.e. at 60°C. Due to the design of
the rig the calibrations for flows where flashing took place, i.e. at
temperatures above lOOOC, could be checked only with less accuracy.

Tn all cases the calibration was checked by setting the flow past
the orilflce plate to some steady value and noting

(1)  the orifice plate manometer reading
(i1) the chanée in levels in the recelving tank over a
known period (usually 60 or 100s).

Hence the true flow rate Gip is given by

L x4 xs

- T
R s
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‘where A = area of basge of rscziving tark = 4.35 = 0,01 m”
J = difference in levels in tank after time t
& = density of water
t = length of run
x = mass fraction of the flow flashed into vapour assuming
complete equilibrium.

The mass Traction x is calculated as
c T - 10O
o )

o}

fg

It

where Cp specifiic heat of water

i

T temperature of run
hfg = specific enthalpy for phase change.

The mass fraction can be tabulated as:

Temperature X

60°C 0
120°%C 0.06
130°C 0.10
140% 0.14

The true and calculated {low rates for a number of orifice plate

readings are tabulated bhelow In Tables IIT and IV for both orifice plates.

Comparison of Callbrations

Both experimental and theoretleal caljbxaticns.have been graphed.
That for the 1.82 in. diameter orifice plate on Graph T and for the 1.21 in.
diameter orifice plate nn Graph IT.

From the curves it is clear that the experimental values of flow rate
are consistently higher than the theoretical wvalues calculated From the

erifice plate pressure drop.




However since the estimaled error on the thcooretical calibration

s 2% end on the erperimental values al least B9:  the two calibrations

ware held to e consistent-and. fhe theoretical calibrations used

ey

heoughont thie exnerinmental work.
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TARLE T

Orifice Plate Diamceter = 1.

Water Temperature

60°C
100°C
105°C
110°C
115°C
120°C
125°C
130°C
135°C
140%C

145°¢

Tolerance on Celibration = 2%




77

TABLE 1T

ORIFICE PLATE DIAMETER

i

Temperature A

60°C 7.08
10606 6.99
1.05°¢ 6.98
1109¢ 6.96
1159¢ 6.95
120°C 6.94
1259 6.92
130°C 6.90
135°C 6.89
140°C 6.87
1450C 6.86

Tolerance on Calimration =

P —
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TABLE TIT

Comparison of Calceulated aud Experimental Calibrations
for 1.820 in. diameter Orifice Plate

Water Temperature 60°C:

Tength of Runs

= 608

Orifice Plate

Calcoulated Mass

Mean Difference

True Mass Flow

Reading Flow Rate in Receiving Rate
(em) (kg/=) Tank Levels {(kp/s)
(em)

25 7.8 11.4 8.1
32 8.01 12.6 9.0
57 9.59 13.6 9.7
W 10.09 14,2 10.1
Ly 10.80 15.2 10.9
49 11.03 15.6 1i.1

'_ Water Temperature 120°C Tengtlh of Run = 60s

Orifice Plate

Calculates Mass

Mean Difference in

True Mass IMlow

Reading Flow Rate Receiving Tank Rate
(cm) (kg/s) Levels (xg/s)
(cm) .

20 8.46 11.8 8.5
25 9.13 12.6 3.2
L2 10.00 13.8 1G.%
L7 10.58 14.8 0.7

59 11.86 16.6 12.0
65 12.45 17.2 12.5




- )
Water Temperature = 130YC
!

Length of Run

= 608

T

Orifice Plate

Calculated Macs

Mean Difference in

True Mass Flow

Reading Plow Rate Recelving Tank Rate
(em) (kg/s) Levels.,  (cm) {(kg/s)
25 7.68 10.4 7.9
29 8.27 11.0 8.3
30 8.41 11,4 8.5
75 9,00 12.2 9.2
W1 9.83 13,2 10.0
48 10.64 . 4.0 10.5
i
Water Temperature = 140°C Length of Run = 60 s

Orifice Plate Calculated Mass Mean Difference in True Mass Flow
Reading Flow Rate Receiving Tank Rate

(em) (kg/s) Levels.  (em) (kg/s)

2 7.5 9.6 7.5

29 8.2k 10.8 8.4

32 8.65 10.8 8.4

36 9.18 11.8 9.5

40 9.68 12.4 9.7

k5 10.26 13.2 10.3
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Comparison of Calculated and Experimentel Callbraticns
for 1,236 in, dismeter Orifice Plate.

Water Temperature GO°C

Length of Run =

100s

Orifice Plate

Calculated Mass

feen Difference in

True Mass FPlow

Reading Flow Rate Receliving Tark Rate
(cm) (kg/s) Levels  {cm) (xg/s)
8 2.00 4.7 2.0
11 2.35 5.8 2.5
14 2.65 6.3 2.7
18 3.00 7.2 2.1
21 3.25 7.7 3.3
A2 %.00 9.6 b1

Water Temperature = 120°C

Length of Run =

100s

Orifice Plate

Calculated Mass

Mean Differcnce

in

True bMass IFlow

Reading Flow Rate Receiving Tank Rate
(cm) ke/s) Levels. (cm) (kg/s)
12 2,40 5.5 2.4
25 547 8.0 5.5
53 2.99 g.2 4.0
37 §, 22 9.8 4.3
42 4. 50 10.6 4.6
51 h.96 11.5 5.0




&1

.t )
Water Temperature = 1307°C

Length ol Run = 100s

Orifice Plate Calculaved Mass Mean Difference in True {ass Flow
Reading Flow Rate Receiving Tank Rate

(em) (kg/s) Levels  (cm) (kg/s)

14 2.58 5.8 2.6

27 7.58 ’ 8.2 %7

36 4,1 9.6 b3

41 4,42 9.8 B b

53 5.02 11.3 5.1

59 5.30 1-1 .8 5.%

Water Temperature = L40°C

Length of Run = 100s

Orifice Plate Calculated Mass Mean Difference in True Mass Flow
Reading Flow Rate Receiving Tank Rate

(cm) (kg/s) Levels.  (cm) (kg/s)

15 2.66 5.8 2.7

21 3.15 6.6 2.1

29 3.70 8.0 2.7

25 4.06 9.0 4.2

by, h.ho 9.6 L.5

49 4,81 10.2 4.8

L -
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Thermometer Calibration

The thermometers used were Griffin and George type GP150c¢/100. These
thermometers are a general purpose type conforming to B.S. 1704 and designed
for partial immersion to a depth of 100 mm. The temperature range for this
type of thermometer is - 5 °c to + 150 c by 1 °c stages with a maximum
error of 0.8 °C.

The thermomgters were set in a thermometer pocket inserted 2%5 (60 mm)
into the flow, perpendicular to the axis. The total length of the thermometer
pocket is 43" (106 mm). The pocket is constructed of copper tubing §" (6 mm)
internal diameter and wall thickness 3" (3 mm). The pocket is filled with oil
to a depth of 100 mm (4'"). The thermometer pocket will introduce an error in
the thermometer reading. B.S.1704 vefers to correction tabulated in ”Dér Chemie
Ingeneur" Vol 2 p98.

From this reference it would seem that the error introducéd Dy thé usé of
this thermometer pocket will be less than 0.2 °c.

For this reason the error in temperature measurement was takén as 1 ¢
for all readings.

The large thermal capacity of the thermometer and thermométer’pockét will
introduce a response lag for temperature variations. Although the lag will vary
with the magnitude of temperature variation, from the tcsts on the rig it was
found that a time allowance of 30 secs wasg sufficient for the thermomcter

system to register temperature changes.

Pressure Gauge Calibration

The pressure gauges used were pressure test gauges of Bouwrdon tube type
reading in the range 0 to 7.0 bar. The gauges were manufactured by the
Bourdon CGauge Company and copies of the Company test certificates are included

in this Anncze. These

-~

est certilicates show thal the gauges are accurate 1o
+ 0.01 bar. The use to which the particular gauges were put i¢ shown on the
test certificate. The calibrations were checked on a dead-weight tester after

the experimental programme was complete and were found to be unchanged with 0.01 Lhar
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However since the estimated error on the theoretlical calibration
1= 2% and on the experimental values at least 5%: the two calibrations
were held-to be consistent—-and-the theoratical calibrations used

throughoul the experimental work.
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The error on pressure gauge readings was takén as 0.05 bar and no

corrections were made to nominal values.

"The Winkler Test

In a flashing~flow situation, the presence of dissolved gases in the
liquid phase may affect the flow rate. As the local pressure on the liquid
surface is reduced some of the dissolved gas will come out of soluticn, thus
increasing the voidage of the flow. For this reason measurements gf the quantities
of dissolvr.d gaées were made. These dissolved gases are, of course, a mixture
of nitrogen, oxygen, carbon dioxide, and traces of other gases.

For given conditions of tempefature5 pressure and diffusivity coefficients,
it is possible to analyse the sample purely for oxygen and relate this to total
gas content. The method used was a modified version of the classical Winkler
method, which makes use of the fact that a suspension of manganous hydroxide is
rapidly oxidised by dissolved oxygen to a mangano-manganic hydroxide, which
in acid solution, reacts with potassium iodide to liberate iodiné, thé latter
being measured Ly titration with sodium thiosulphate in the presénce of starch
as an indicator.

For reasonably accurate measurement of dissolved oxygen, thé normal
Winkler method has three important sources of lnaccuracy:

(i) dissolved oxygen introduced by the reagents;

(ii) the starch/iodine blue complex does not appear until an
appreciable concentration of ilodine is present:

(iii) it makes no allowance for the presence of oxidising or réducing
agent in the test sample.

€

The Winkler reactions may be expressed as

(a) 2 Mn(22) + 4OH - 2 Mn (0}1)2
(b) 2 Mn(on)2 + 3?;02 + H0 > 2 Mu(OH)8
(c) 2 (o), + 217 + e~ 2 Mn(11l) + I, + 6H,0.

The iodine released is therefore proportional to the dissolved oxygen originally

present in the solution, and the actual oxidised form of the manganese does not
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affect the amount of iodine liberated.
For the analysis, the reagents consisted of the following:-
reagent (A) Potassium hydroxide -
Potassium lodide l(dissolved in water)

Sodium Azide J
reagent (B) Manganous chloride (dissolved in water)
reagent (C) Analar sulphuric acid. . -

In this case reagents A and B were used in the form of proprietary
solution sealed in 2 ml glass ampoules. The solutionc are made up with
."aif~free" distilled water by the manufacturers; British Drug Houses Litd.

The most serious problem encountered with the classical Winkler method
"was the interference caused by oxidising agents present in the water which
resulted in an increase in the final lodine concentration, and hence high
estimations of dissolved oxygen content.

This problem was overcome by the employment of the reversed reagénts
technigue. In the ordinary Winkler method, the reagents weré added in the
order (A} -~ (B) - (C). In the reversed reagents technique two samples ave
taken, one of which serves as a blank. The first one (the sample) is treated
as above, the second (the blank) has the reagents added in the order
(A) - (C) - (B). The equations of the Winkler reactions show that
iodine produced in sample = dissolved oxygen + (effect of oxidising agénts

+ reagent impurities)

iodine produced in blank = effect of oxidising agents + effect of reagent im;uritié:
This 1s because no manganous hydroxide is formed in the blank and the dissolvad
oxygen reactions are therefore eliminated. Therefore a measure of thé dissolved
oxygen alone should be cobtained when the second titration is sﬁbtracted from the
first.

This double titration is alsc a method of reducing the.error avising from
the use of starch as an end-point indicator. If tﬁe concentration of iodine

needed to develop the blue colour.is constant then the error would be expected
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calculated by the following method:-

Using reaction equations:

. + 1 -
(b) 2 Mn(OH)2 } 402 + HQO r 2 Mn(OH)3

(e) 2 mn(oH), + 2T 4 6H =+ 2 Mn + I, +

0.
6H2

The concentration of oxygen(in p.p.m.) dissolved in the sample is

From the above equations it can be seen that for each mole of oxygen present

in the sample, two moles of ilodine are liberated.

-

The equation for the reaction of sodium thicsulphate with iodine is

(a)

? Na_S_0

+ I

g I.
5 -+ Na2 SU O6 + 2Na

223

From this equation it can be seen that one mole of iodine is acted upon by

two moles of thiosulphate.

By combining equations (b); (c) and (d) it can be seen that each mole of

thiosulphate used for titration represents the initial presence of one;quarter

of a mole of dissolved oxygen in the sample. The sodium thiosulphate used for

titration had a normality of 0.001 N.

1 mole of sodium thiosulphate represents the presence of 0.25 mole of 02.

.".0.001 moles of sodium thiosulphate represents the presence of 0.25x10~

1

.7.0,000001

" 1"

0.25x10"

If the quantity of thiosulphate used is ¥ ml.,

ihen quantity of 02 present is 0.2b x Y x lO—6 moles.

. ".weight of 0, present

0.25 x 32 2 Y x 106 gm.

8 x Y x lOm6 gm.

If this contained in 2 ml of sample, then concentration of oxygen

1 litre of water

.'.concentration

-6 3
8 .
- z Y x 10 x 10 gm/litre
&
-3
8 x ¥ x 10 ° .
= ; 0 gm/litre.

‘weighs 1000 gn.

-3 3
S8 %Y x 10 10

B z

bad

of oxygen in p.p.m. P.p.m.

1Ng

3

6

moles
of 02.
moles

of 02.
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Calibration of the test apparatus is, of eoufse, difficult but a set
of U analyses of tap water at atmoépheric pressure gave dissolved'oxygen
values of 4 p.p.m., which is within the normal range of values. This was
taken as indicating that the analysis technique was acceptable. No

further "calibration' was carried out.
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Chapter 7 - Prescntation of Data from the Ixperimental Study

7.1 Introduction

The apparatus described in Chapter 6 was used to provide experimental cata
on the critical flashing flow of water. In this chapter the exporimental datz
obtained in this study is presented and discussed in sections 7.2,7.3,7.4,7.5,
together with more detailed notes on the methods used to obtain the data.

7.2 Critical Flow Rafes

Studies were carried out on the effectlsn rates of critical flashing flcw

of (1) water temperature,

(2) nozzle entrance shape,

(3) nozzle %-ratio,
using the sets of metal and glass nozzles described in section 6.2 of Chapter 6.
The procedure used to obtain values of the critical flow rate is detai;gd in
the next paragraph.

When the desired water temperature had been obtained in the main pressurs
tank, the tank pressure was set to 4.5 to 5 bar and a 60 to 100 s run carried
out as described in section 6.4, the readings on the orifice plate manometer,
the thermometer and the pressure on the gauges upstream and downstreanm of the
nozzle test section all being noted., The pressure in the main tank was then
increased for the second 100 s run noting the same parameters. This increase
iﬁ main tank pressure produces an increase in pressure drop across the nozzle.
For each run the calculated mass flow rate from the orifice plate reading is
plotted against the pressure drop across the nozzle. As the runs are continusd
with various pressure drops across the nozzle this graph begins Lo take the
form shown in Fig 7.1. As the preésure drop across the nozzle increases the
mass flow rate increases up to a limiting value._qﬁy examining the plot of the
data, the region in which the mass flow rate reaches the limiting value can be
noted. The criteria used being that the values of mass flow rate do not increzse
by more than 5% for a pressure increase of 0.5 bar. All +the valuees of mases =I-wu
rate, for preésure drops above the esiimalted ﬁinimum for the limiting mass Fflew

region, are used to calculate a mean and standard deviation. This mean valus
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is regarded as the criiical mass flow rate for the nozzle at the particularp
water temperature. In each case the local atmospheric pressure was noted.
In this mammer critical flow rateg were established for the sets of
metal and glass nozzles at water temperatures of 120 OCs 130 °c and 1240 °c.
The minimum pressure drop for critical Fflow was in the region 5 to 5.2 bar
in all cases. Cold flow values were also established for each nozzle by
noting the flow rate of water at 60 °c for a pressure drop of 5.25 bar.
The mean critical flow rates are recorded in tables 7.1 for metal
nozzles and tables 7.2 for glass nozzles. These tables show the nozzle

>n gl . . -
anng/dlameter- ratio and record

entrance profile and bore, together with the
the actual flow rates, with the derived specific mass flow for the temperatures
of 60 009 120 OC, 130 OC9 110 °C.  The number of values used in calculating
the mean flow rates and the local barometric pressure are also shown. &

Apart from the usual sources of error, this method will tend to show
errvors where the critical flow region must be estimated. These will be
especially marked where the individual values show a large variation. Errvops
will also be found where the critical flow rates are large and give readings
near the end of the manometer scale. For this reason, as a rule, the smaller
the critical flow value, the more accurate it will be.

The critical flow values obtained are plotted against length/diame’ter
ratio in Figures 7.2 for Tables 7.1 and Figures 7.3 for Tables 7.2. Error flags
are not indicated on these plots.

Theoretical curves calculated from the model presented in Chapter 4,
equation (4.16), are also shown in Figures 7.2 and 7.3.

Comparison of the.plots oﬁ Fig 6.2 with the values obtained from references
(3),(4),(18) and (61) shéwn in Figures 4.2 and 4.3 indicate that the experimental
values obtained in the present set of experiments are of at least the correct
order of magnitude. In addition comparison of the values of critical flow rate

for metal and for glass nozzles show closely similar values and trends excent

in the case of sqguare entrance nozzles

-

-

.
n o 7 - 70 . J . D RO DU . e .
From Figurcs 7.2 and 7.0 certain trends cen clearly be noted in ihe



FIGURES 7.2

CRITICAL FLCW RATES FOR METAL NOZZLLS

NOTATION
& Throat Diameter (D) = 1" (2.54 cm)
o - on = 0.5" (1.27 cm)
o - " - = 1.5" (2.81 cm)
A - o = 0.75"(1.91 cm)

’

Theoretical Curve (Eqn u4.14)

e s
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Tables 7.J.

. Critical Flow Rates for Metal Nozzles



CRITICAL FLOW RATES FOR MrTAL NOZZLES

Nozzle Entrance Profile: Square Bore: 3,81 cm.
“
Length/ Water Mean Critical{Mean No. of Barometric
Di Temp. Flow Rate Specific |Values Used| Pressure
lameter (°c) (kg/s) Critical |in Mean
’ Flow Rate
(kg/m?)
120 °c | 9.62 +0.08 |1.90 + 0.02 4 1.010
130 °c |8.82 +0.04 [1.74 +0.0] 4 1.015
2.66 -
wo °c | 7.90 + 0.07 |1.56 + 0.0 5 1.012
Nozzle Entrance Profile: Square i - Bore:. 1.91 cm.
. 120 °c {9.68 +0.04 {1.91 + 0.0 1.015
5.33 130 °c ]8.77 +0.07 [1.73 + G.0d 3 1.015
wo °c | 7.85 + 0.09 [1.55 + 0.00 1,015
Nozzle Entrance Profile : Conic ’ Bore : 1.91 cm.
120 °c |10.84 + 0.04 [2.14 + 0.0] 5 1.009
5.33 130 °c [10.19 + 0.04 [2.01 + 0.0} 4 1.009
wo °c | 9.02 +0.04 [1.78 + 0.0] 1.009
Nozzle kEntrance Profilet Rounded : ¥ Bore®« 1.91 cm.
120 °c [11.80 + 0.04 [2.33+0.0] 6 1.C10
5.33 130 °c [11.30 + 0.04 [2.23 + 0.0} & 1.010
we °c [10.18 + 0.o4 {2.00 + 0.01 6 1.006

faco



CRITICAL FLOW RATES FOR METAL NOZZLES

Nozzle Entrance Profile: Square ' Bore: 1.27 cm,
Length/ Water Mean CriticallMean No. of Barometric
. Temp. Flow Rate Specific |Values Used| Pressure
Diameter (SC) (kg/s) Critical |in Mean
Flow Rate _
(kg /m2910
60 °c | 2.64 + 0.02 {2.08 + 0.0 6 1.010
120 °c | 2.15 + 0.03 {1.70 + 0.0§ 6 1.005
10 =
130 °c | 2.05 + 0.04 [1.62 + 0.0Y 4 1.005
140 °c | 1.90 + 0.04 |1.50 + 0.03 3 1.005
60 °C
120 °c | 2.28 +0.02 [1.80 + 0.04 10 1.010
8
130 °c | 2.09 + 0.01L [1.65 + 0.01 10 1.010
1m0 °c [ 1.95 + 0.02 [1.54 + 0,09 9 1.015
60 °c | 2.52 + 0.02 [2.07 + 0.02 6 1.010
120 °c | 2.22 + 0.02 [1.75 + 0.02 6 1.010
6
130 ¢ | 2.08 + 0.03 [1.64 + 0.03 4 1.010
10 °c | 1.90 + 0.02 [L.50 + 0.02 5 1.010
60 °c | 2.65 + 0.02 P.09 + 0.02 6
120 °c | 2.28 + 0.02 [L.80 + 0.02 4 1.014
n
130 °c | 2.13 + 0.02 |1.68 + 0.02 n 1.015
1m0 °c | 1.92 + 0.02 [1.52 + 0.02 5 1.015




CRITICAL FLOW RATES FOR METAL NOZZLES

Nozzle Entrance Profile: Square Bore: 2.54
Length/ Water Mean CriticallMean No. of Barometric
] T Flow Rate Specific |Values Used} Pressure
Diameter (Sgg. (kg/s) Critical |in Mean
Flow Rate
(kg /mAk1g] _
60 10.94 + 0.02 |2.15 + 0.01 5 0.995
120 9.41 + 0.04 [1.86 + 0.0 8 1.013
’ 130 9.02 + 0.03 [1.78 + 0.01 9 1.013
140 8.33 4 0.04 65 + 0.01 8 1.013
60 10.50 + 0.02 {2.07 4 0.01 7 0.9%4
120 9.22 + 0.05 {1.82 + 0.0l 5 0.992
’ 130 8.67 + C.05 {1.71 + 0.0] 7 0.983
140 8.04 + 0.05 [1.58 + 0.01] 8 0.992
60
120 9.16 + 0.0u [L.81 + C.01 Y 1.010
! 130 8.63 + 0.06 [L.70 + 0.0l S 1.005
140 7.46 + 0.06 |L.47 + 0.0] L 1.001
60 10.39 + 0.03 |2.05 + 0.01f ) 0.998
120 8.07 + 0.1 {1.79 + 0.03 5 1.008
’ 130 8.5 + 0.1 |L.68 + 0.02 5 1.005
140 7.3 + 0.1 1;42 + 0.02 6 1.005




CRITICAL FLOW RATES FCR METAL NOZZLES

Nozzle Entrance Profile: Conic Bore: 1.27 cm.
Length/ Water Mean Critical|Mean No. of Barometric
. T Flow Rate Specific !Values Used| Pressure
Diameter (qu;. (kg/s) Critical |in Mean
Flow Rate
N (kg/m?) o1t
60 °c
10 120 °c {2.59 + 0.01 p.05 + 0.04 7 1.008
130 °c | 2.49 + 0.01 [1.97 + 0.03 8 1.009
10 °c [2.34 + 0.02 [.85 + 0.03 7 1.009
60 °c
o 120 °c | 2.70 + 0.02 P.13 + 0.03 9 0.995
130 °¢ [2.53 + 0.01 p.00 + 0.02 7 0.995
1m0 °c [2.37 + 0.02 .87 + 0.03 8 1.003
60 °c [3.19 + 0.02 p.52 + 0.02 4 0.995
6 120 °c | 2.71 + 0.03 DP.14 + 0.03 7 0.990
130 °c [2.57 + 0.02 P.03 4 0.02 7 0.990
140 % | 2.41 + 0.02 [L.90 + 0.03 6 0.990
60 °c |3.20 + 0.02 .52 + 0.02 6 1.005
y 120 °c | 2.76 + 0.01 P.18 + 0.02 8 1,006
130 °c | 2.60 + 0.01 .05 + 0.02 5 1.006
140 °c |2.42 + 0.05 }l.91 + 0.01 7 1.005




CRITICAL FLOW RATES FOR METAL NOZZLES

Nozzle Entrance Profile: cConiec Bore: 2.54 cm.
Length/ Water Mean Critical Mean. ) No. of Barometric
T N A Il A
- ¥low Rate
(kg/m? )10
60 “c 12.83 + 0.02 .52 + 0.0l 4 1.010
) 120 °c 11.50 + 0.08 [2.27 + 0.0l 6 1.003
130 °c 11.05 + 0.04 [2.18 + 0.03 3 1.003
1o °c 10.20 + 0.05 [2.01 + 0.01] 5 1.003
60 °c 12.78 + 0.03 [2.51 + 0.0) 5
. 120 °c 11.20 + 0.02 [2.21 + 0.04 7 1.008
130 °c 10.54 + 0.05[2.08 + 0.0 6 1.003
. 140 °c 9.78 + 0.05[1.93 + 0.0} 5 1.003
60 °c
Y 120 °c 10.89 + 0.06 [2.15 + 0.04 7 1.010
130 °c 10.34 + 0.05 [2.04 + 0.01 4 1.015
1o °c 9.17 + 0.04 [1.81 + 0.01 & 1.013
60 °c 12.75 + 0.2 [2.51 + 0.01 5 1.014
120 °c 10.99 + 0.08 12,17 + 0.04 5 1.013
i 130 °c 10.39 + 0.05{2.05 + 0.0 5 1.014
1m0 °¢ 9.02 + 0.02[1.7¢ + 0.0 6 1.014
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CRITICAL FIOW RATES FOR METAL NOZZLES

Nozzle Entrance Profile: Rounded Bore: 1.27 cm.
Length/ Water Mean Critical Mean. . No. of Barometric
piomecer | Tom- |TIopIute |speettic iaiyen eed presaune

Flow Rate
(kg /m?)
60 °c 3.68 + 0.01 {2.90 + 0.0l 4
120 °c 2.75 + 0.05 |2.17 + 0.0Y4 6 1.012
¥ 130 °c 2.61 + 0.05 [2.06 + 0.04 7 1.012
10 °c 2.48 + 0.04 [1.96 + 0.04 6 1.010
60 °c
120 °¢ 2.76 + 0.02 |2.19 + 0,04 8 1.008
’ 130 °c 2.61 + 0.03 |2.06 + 9.09 6 1.012
140 °c 2.51 + 0.08 [1.99 + 0.07 8 1.008
60 ¢ 3.69 + 0.02 [2.91 + 0.0 6
120 °c 2.93 + 0.04 {2.32 + 0.0 4 1.007
i 130 °c 2.79 + 0.02 {2.20 + 0.0 3 1.010
o °c 2.61 + 0.C3 [2.06 + 0.0] n 1.010
60 °c
120 °c | 3.02 + 0.03 {2.38 + 0.03 4 1.010
) 130 °c 2.82 + 0.03 [2.23 + 0.0% 5 1.015
o °c 2.41 + 0.02 [1.90 + 0.01 7 1.014




CRITICAL FLOW RATES FOR METAL NOZZLES

Nozzle Entrance Profile: Rounded Bore: 2.54 cm.
Length/ Water Mean Critical Mean. ) Ne. of Barometric
biametor | Jgm- |TIofEIS | eclle | falue uaee| preseune

Flow Rate 1y
(kg /m2)y*10
0 “c 14.87 + 0.03 [2.93 + 0.0] m 0.995
120 °c 12.51 + 0.02 {2.47 + 0.01 1 1.003
’ 130 °c 11.91 + 0.04 [2.35 + 0.01 4 1.003
10 ‘¢ 10.69 + 0.0% {2.11 + 0.01 3 1.003
60 °c 14.72 + 0.02 [2.90 + 0.0] Iy 0.995
120 °c 12.42 + 0.04 [2.45 + 0.0] n 1.013
: 130 “c 11.73 + 0.08 [2.32 + 0.09 1 1.013
‘1m0 ¢ 10.29 + 0.02[2.03 + 0.0} 4 1.013
60 °c
120 °c 11.62 + 0.07{2.29 + 0.0] 4 1.010
! 130 ¢ 11.29 + 0.06|2.23 + 0.0] m 1.015
140 °c 9.21 + 0.03[1.82 + 0.0] 5 1.009
60 “c 14,81 + 0.03{2.82 + 0.03 5 0.995
120 °c 11.80 + 0.04{2.33 + 0,01 3 1.003
.
’ 130 °c 11.40 + 0.04[2.25 + 0.0] 6 1.003
wo ¢ 10.89 + 0.04|2.15 + 0.0] 5 1.003




FIGURES 7.3
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CRITICAL FLOW RATES FOR GLASS NOZZLES
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Tables 7.2

Critical Flow Rates for Glass Nozzles



CRITICAL FLOW RATES FOR GLASS NOZZLES

Nozzle Entrance Profile: Square Bore: 2.54 cm.
Length/ Water Mean Critical|Mean No. of Barometric
. T . Flow Rate Specific |Values Used| Pressure
Diameter (Sgg (kg/s) Critical |in Mean
- Flow Rate
(ke/m?3e1 &)
60 °c  [10.40 + 0.04 [2.05 4 0.01 4 0.996
220 °c | 10.15 + 0.03 .00 + 0.01] 10 1.003
’ 130 °c 9.49 + 0.05 |1.84 + 0.01 6 1.003
1m0 °¢ 8.03 + 0,06 [1.59 + 0.01 9 1.003
60 °c
120 °c | 10.07 + 0.04 [1.99 + 0.01 7 1.003
) 130 % 9.53 + 0.06 [1.88 + 0.0 8 1.003
10 ¢ 8.33 + 0.04 [L.64 + 0.01 7 1.008
60 °C [ 10.41 + 0.04 .06 + 0.0l 5 0.998
i 120 °c 9.80 + 0.2 [l.94% + 0.05 m 1,013
130 °c | 8.99 + 0.04 .77 + 0.04 6 1.013
140 °c 8.02 + 0.07 [L.58 + 0.01 6 1.015

g



CRITICAL FT.OW RATES FOR GLASS NOZZLES

Nozzle Entrance Profile: Conic Bore: 2.54 cm.
Length/ Water Mean Critical{Mean No. of Barometric
. T . Flow Rate Specific |Values Used| Pressure
Diameter (Sgg (kg/s) Critical }in Mean
Flow Rate
> (kg /m?) —
60 °C | 12.50 + 0.04 R.48 + 0.02 3 1.011
120 °c | 11.07 + 0.08 .20 + 0.02 7 1.005
’ 130 °c 9.76 + 0.05 [L.9% + 0,01 4 1.005
o °c 9.30 + 0.06 [L.85 + 0.02 6 1.005
60 °c
120 ¢ {10.80 + 0.03 p.15 + 0.0 7 1.003
) 130 °c 9.49 + 0.05 {1.88 4 0.01 6 1.003
o °c 9.20 + 0.1 [L.82 + 0.01 6 1.008
60 °C | 12.49 + 0,04 D.u6 + 0,02 4 1,014
120 °c |10.67 + 0.05 p.12 + 0.01 7 1.003
i 130 “c 9.19 + 0.04 .83 + 0.01 6 0.993
1m0 °c 8.85 + 0,03 1..76 + 0.01 6 1.003




CRITICAL FLOW RATES FOR GLASS NOZZLES

Nozzle Entrance Profile: Rounded Bore: 2.54 cm.
Length/ Water Mean CriticalfMean No. of Barometric
. Tgmp- Flow Rate Specific |Values Used| Pressure
Diameter “c) (kg/s) Critical |in Mean
Flow Ra1:e_“
. (kg/m%9x10
60 °c | 14.20 + 0.05|2.76 + 0.02 4
120 °c | 12.40 + 0.05 |2.44 + 0.03 9 1.023
. + *
130 °c | 11.73 + 0.02 [2.32 + 0.0] 7 1.023
10 °c | 10.31 + 0.08 [2.07 + 0.0] 5 1.023
60 °c . 7
120 °c | 11.72 + 0.07 [2.32 + 0.03 7 0.992
b
120 °c | 11.05 + 0.09|2.18 + 0.03 7 0.983
wo °c 9.69 + 0.03 [1.91 + 0.01 6 0.983
60 °c | 1u.28 + 0.04 |2.80 + 0.01 4 0.996
120 °c | 11.10 + 0.01 |2.20 + 0.01 6 1.004
5
130 °c | 10.78 + 0.04 [2.13 + 0.01 5 1.003
o ¢ 9.23 + 0.06|1.82 -+ 0.0] 6 :.003




-G )~
experimental data.

Firstly, for all nozzles the critical flow rate decreases with %-ratio
and with liquid temperature, while from Tables 6.1 cold-flow results show no
. such tendency.

Secondly, the critical flow rate shows a marked dependence on nozzlé éntrance
profile.

The apparent general shape of these curves is similar for all nozzlés and
temperature differences, with a discontinuity in gradient between the results
for 1" (2.54 cm) bove nozzles and 0.5 (1.27 em) bore nozzles.

From these trénds examination in detail shows that the critical flow rates
show a variation with-% ratio which is consistent with an exponential variation,
with any additional variation with bore. The variation with temperature is
also non-linear. .

The theoretical predictions of equation (4.16) are plotted on Fig 7.2
for the relevant parameters. The discharge coefficients used being, square
entrance: 0.62, rounded 0.93, conic 0.78, the latter two being derived from
cold flow resultc.

Examination of these predicfions shows that while the model gives generally
good predictions for the critical flows in 1" (2.54 cm) bore nozzles, the model
underpredicts for 0.5" (1.27 cem) nozzles by u. to 20%.

The predictions of-% variation, (i.e. curve gradient) seem accurate for
all critical flows.

Agreement with experiment is best for flows at 120 °c and 130 OC, with cver-
prediction up to 10% for 140 OC, consistent with the observations in Chapter 4,
that the model worked best for low liquid superheats. This overprediction may
be due to the assumption in equation (4.16) that the critical flow rate is
inversely proportional to the difference in saturation temperature at exit
and liquid bulk temperature. This variation is shown by experimental data to
be non-linear.

The failure to predict the form of the discontinuity betw=en the results

for two different bores is more disturbing. LEquation (#.16) includes a factor



S -

which would predict such a discontinuity but suggests that the experimental
values should be lower than thé equivalent values for the same %
~ but for larger nozzle bores. This is, of course, not borne out by experiment,
Since, for the annular flow pattern used in the theoretical model, the
ratio of surface to volume increases as the throat diameter decreases, thén,
assuming that the mass transfer rate per unit is constant, the flow quality
should be greater for nozzles with smaller throat diameters. This éffect
suggests that the form of the discontinuity observed with change of threat
diameter or bore, can be due only %o (a) systematic error presumably in the
orifice plate system;
(b) a different flow péttern from the
annular pattern assumed. 5
The calibration and comparison procedure for the orifice plate discounts
(a), but although flow patterns for 1" (2.54 cm) nozzles were observed, using
glass nozzles, no observations were made of flows in 0.5" (1.27 cm) nozzles.

In conclusion, the variations of critical flow rate would seem to be

consistent with the variations predicted by the critical flow model of Chapter 4.

7.3 Flow Patterns

The use cf glass nozzles enabled observations to be made of flow patterns
in the nozzles. These observations are, of course, only for 1" (2.54 cm) nozzles.
In general these seemed to conform to the pattern of an annulus of.vapour
surrounding a central liquid core as suggested in references (13),(1u)5(15).
Examination of the flow pattern for the glass nozzles with the pressure probes
inserted showed no apparent alteration in flow pattern.

The flow palterns were photographed on Ilford HP4 film using a Praktica
FX2 camera with a Zeiss, Jena, Tessar 1:28 £ 50 lens. rhotographs were taken

with the lens at a distance of approximately 200 mm from the nozzle centre line

3

with cxposzures ol 0.02 scc, hese photographs ave reproduced as Plates 7.1

.

and show typical flow patterns f-~v various nozzle lengths and entrance profiles
at various temperatures. The photographs are included merelv to illustrate +ha

type of flow pattern observed.
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7.4 Pressuve Profiles in the Flow

Pressure profiles were oblained only for the set of glass nozzles.
The pressure probes described in section 6.3 of Chapter €& were used in
this determination. The probes were fitled in the traversing mechanism
and could be moved only in a vertical plane.

With the pressure drop across the test section set at 5.25 bar,
pressure readings werve taken with the probes, on the axis, 0.5 cm ard 1 cm
above and below the axis. At each point at least two readings were taken
and the flow ncermally ran for 60 s before readings were taken, and for 30 s
after probe repositioning.

Various scts of probess were used to give traverses at various distances
upstream of the exit plane of the nozzles. From these sets of pressure
readings the pressure profiles for the flpw in the nozzles could be detérmined.
Profiles were cbtained for all none glass nozzles, each of 3 profiles at %3

. e} O . o
3,4,5, for flows at 120 C, 130 C, X0 C.

The pressure recadings of gauge 'pressures' obtained are given in Table 7.3
and graphs of the pressure profiles are drawn from these results as Fig 7.4,

The critical flow rates found with the probes inserted were found to be
about 1% less than these without prches. This is of the order of the standard
deviation in flow rates for the results of Table 7.2.

To confirm that the apparent pressure gradients across lhe nozzle exits
and entrances were not an cffect of the syatem runs were cacried out for a 4"
(101 mm) length square entrance nozzle with 90° and 180° rotations of nozzle
and nozzle and upstream pipe-section together. No variaticn in pressure profils
was observed, after aliowing for gauge reading errors. Thus the pressure profil
would not -seem to be affécted by the flow system.

Examination of Figs.7.4 shows a basic similarity in all the profiles.

In each case the profile consiste of a large pressure drop within the First
20 mm, a flat region where the axial pressure gradiemt is small ond a further
large pressure drop in the last 20 mm to the exit. (Nete that the pressuves

27 eI T TYNoauITEa e T
are cAuge Prnoaurcs




FIGURES 7.4

PRESSURE PROFILES IN GLASS NOZZLES

~——————— Probe on centre line
- = = Probe 1 cm above centre line

Probe 1 cm below centre line
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Tables 7.3

Pressure Profiles for Glass Nozzles



NOZZLE PRESSURE DISTRIBUTION - GLASS NOZZLES
Nozzle Entrance Profile: Square Length Ei) .
Diameter D o
Length: 7.6 cm. Bore: 5.5 cn.
Temperature: jug OC
Probe Pressure
1
Distance Above Centre Line On Centre Below Centre Line |Mean Flow {Barometric
from Exit Line o Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 em (kg/s) {bar)
7.5 2.80 2.75 2.77 2,70 2.62 //’ 0.996
&6 1.90 1.93 2.00 1.90 1.90 /// 0.99¢
2 ) 2.20 2.20 2.15 2.20 2.12 /// 0.993
0.7 1.90 1.88 1.90 1.80 1.90 /// 0,983
~0.5

Temperature: 3130 ¢

A

I

Pirobe Pressure

!

Distance } Above Centre Line On Centre Below Centre Line | Mcan Flow |Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1l cm (kg/s) (bar)
7.5 2.17 2.12 2.10 2.03 1.92 /// 0.996
6 -1.28 1.40 1.47 1.37 1.27 /// 0.996
2 1,37 1.38 1.35 1.40 1.40 /// 0.C493
0.7 1.37 1.40 1.37 1.38 1.35 /// 0.993
-0.5
Temperature: 159 ¢
Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow |Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
7.5 1.62 1.50 1.38 1.37 1.u0 /// 0.996
5 | o® Toe | o9 | oo |oss | -/ losws
2 0.80 | 0.78 0.77 0.80 0.78 yd 0.993 .
0.7 0.80 0.80 VO.BOV 0.80 0.80 y// 0.993
-0.5 l




Nozzle Entrance Profile:

NOZZLE PRESSURE DISTRIBUTION

- GLASS NOZZLES

Length: 10.1 cm.

Square

Bore:2.5 cm.

Temperature: 140 OC

Length Ly,
Diameter D

Probe Pressure

Distance Above Centre Line On Centre Below Centre Line |Mean Flow arometric
from Exit Line Rate Pressure
plane (ecm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (har)
10 3.15 3.4 3.25 3.2 2.5 8.41 1.018
9 3.05 3.05 3.00 3.05 3.05 8.41 1.01¢
T e 2.50 | 2.50 2.49 2.50 2.50 8.26 1.021
2 2.60 2.55 2.50 2.55 2.60 8.41 1.021
0.7 2.60 2.58 2.41 2.52 2.58 8.26 1.006
-0.5 2.00 2.08 2:10 2.08 1.90 8.41 0.993

Temperature: 130 °c

Probe Pressure

Distance Above Centre Linc On Centrea Below Centre Line | Mean Flow (Barcmetric
from Exit Line Rate Pressure
plane (ecm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
10 2. 2.75 2.6 2.55 2.25 /| 1.019
9 1.51 | 1.60 1.60 1.60 1.55 / 1.019
6 1.50  11.50 1.50 1.50 1.50 / 1.021
2 1.50 [ 1.50 1.6 | 1.50 1.48 / 1.021
0.7 .41 | 1.34 1.30 1.35 1.45 / 1.008
0.5 0.98 | 1.12 1.04 1.00 0.90 |/ 0983 §
TemEeratgﬁg;lzo
' Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow [Barcmetriz
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 em 1 cm (kg/s) (bar)
10 1.85 2.4 2.16 2.1 1.31 // 1.018
9 116 [1.32 1.31 | 1.35 1.25 / 1.019 |
6 1,10 [1.10 1.10 1.10 1.10 / 1,001
2 1.00 |0.95 1.0 0.95 0.98 / 1.021
0.7 0.90 0.9u 0.98 1.02 0.94 / 1.00€
0.5 6.75 | o.8s 0.0 | ocie0 | o.sz [/ T 0. e |



Nogzzle Entrance Profile:

NOZZLE PRESSURE DISTRIBUTION

GLASS NOZZLES

Lengti:l?.? cm.

Square
Bore: 2.5 cm.

l‘l@.,%’t_..}}um.. ( ..L_' )5

Diameter D

Temperature: 140 °c
Probe Pressure
Distance Above Centre Line | On Centre | Below Centre Line |Mean Flow [Barometric
from Exit Line . Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 em (kg/s) (bar)
12.5 3.04 3.25 3.01 2.84 2.78 8.12 1.008
11 2.75 2.75 2.75 t.75 2.75 7.98 1.014
9 2.75 2.74 2.71 2.75 2.75 7.98 1.013
6 2.76 2.75 2.76 2.78 2.82 8.12 1.014
2 2.25 2.25 2.3 2.25 T 2.25 7.98 1.020
0.7 2.45 | 2.45 2.42 2.45 2.43 8.12 1.020
| -0.5 1.68 | 2.00 2.00 2.00 1.81 8.12 1.017
Temperature: 130 %
i Probe Pressure
Distance Above Centre Line | On Centre | Below Centre Line Mean Flow |Bavometric
from Exit Line Rate Pressure
plane (cm) 1 em 0.5 cm 0.5 cm 1 cem (kg/s) (bar)
12.5 2.48 2.25 2.01 1.78 1.75 g.00 17008
11 1.50 1.50 1.50 1,50 1.50 9.00 L.0Lk
9 ‘ 1.68 L.70 1.68 1.66 1.66 9.13 1.013
§ .75 75 75 1778 .78 g.26 1,014
2 1.80 .75 1.75 1.80 1.80 9.26 1.020
0.7 L 50 L, u8 1.50 1.50 1.50 . 8.26 1.020
—Q.b I
Tempe rature: 120 “c
Probe Pressure
Distance Above Centre Line | On Centre] Below Cené;e Line | Mean Flow {Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
12.5 1.70 2.08 .75 1.25 1.25 9.76 1.008
11 1.08 1.10 1.10 1.07 1.07 .9.88 1.014
9 0.90 0.90 0.50 0.90 0.90 10,00 1.013
3] 1.03 1.03 1.02 1.08 1.08 10.00 TT1.0ih
2 1.03 1.03 1.01 1.01 1.05 9.88 1.020
o7 C.3C . B0 U DU U. 90 V. Y3 1. 68 L.G2u
. =0.5 0.68 0.75 0.78 0.75 0.66 10.47 1.017




NOZZLY, PRESSURE DISTRIBUTICN -~ GLASS NOZZLES

Nozzle Entrance Profile: Conic

.EEDEEQ:

7.8 cm.

Ipmpepdture: 140 Oc

Bore: 2,514 cn,

Length L

(=z)3

Diameter D

Probe Pressure (Bar)

Distance Above Centre Line On Centre Below Centre Line [Mean Flow [Barometric
from Exit Line Rate Pressure
plane (ci) lecm |[0.5cm 0.5 cm 1 cm (kg/s) (bar)

7.5 4.7 4.6 4.52 L.5 4,17 // ¢.0295

'_‘ 6 2.8 2.68 2.62 2.53 2.30 / 0.995

2 2.05 2.0 2.02 2.02 2.0 //’ 0.977_.

0.7 1.75 1.75 1.75 1.75 1.75 // 0.987

0.5 0.85 1.3 1.5 1.45 1.2 // ©.987

Temperature: 330 ¢
Probe Pressure (Banr)

Distance Above Centre Line On Centre Below Centre Line | Mean Flow [Barometric
from Exit Line Rate Pressure
plane (cm) 1 em 0.5 ¢cm 0.5 em 1 cm (kg/s) (bar)

7.5 4.5 4.4 4,31 .3 4,27 // 0..995

6 2.2 2.0 1. 94 1.65 1.6 // 0.995

2 1.25 1.2 1.2 1.22 1.2 1// 0.977

0.7 1.23 1.22 1.2 1.25 1.22 / 0,987 _
-0.5 0.5 0.85 0.92 0.8 0.65 - // 0.987

Temperature: 120 °c
Probe Pressure (Bay)

Distance Above Centre Line On Centre Below Centre Line | Mean Flow |Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)

7.5 NS L, 3 L.3 4.3 4.27 /10.995

6 1.72 1.6 1.38 1.1 1.0 7 10.995

2 0.7 0.7 0.7 0.7 0.7 !/f! 0.977

0.7 0.83 6.8 0.85 0.85 0.8 / 0.987
5.5 .35 o 0.5 R 0.4 pd 10,987




NOZZLE PRESSURE DISTRIBUTION -~ GLASS NOZZLES

Nozzle Entrance Profile: Conic Length L
e (=) 4
Diameter D
Length: 10.1 em. Bore: 2.5 cm,
i o]
Temperature: 14O °C
Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow [Barometric
from Exit *Line Rate Pressurs
plane (cm) lem [0.5cm 0.5 cm 1 cm (kg/s) (bar)
10 5.07 |5.04 4.89 4,87 4,80 /| 0.993
9 2.85 2.90 2.93 2.77 2.70 // N.980
6 2.90  [2.90 2.85 2.90 2.92 / 0.980
2 2.48 2.50 2.09 2.45 2.50 // 0.980
0.7 2.40 2.5 2.5 2.35 2.40 // 0.996
~0.5 1.54 (1,75 1.87 1.65 1.40 / | .09
' e}
Temperature: 13¢ °C
Probe Pressurc
. Distance Above Centre Line On Centre Below Centre Line | Mean Flow [Barometric
- from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
10 L. 54 4.40 4.35 4.34 L,.25 / 0.993
9 1.98 2.05 2.00 1.85 1.70 // 0.980
6 1.50  [1.50 1.50 1.50 1.50 / 0.980
2 1.38 1.37 1.30 1.35 1.40 // 0.980
0.7 1.28 1.25 1.26 1.30 1.28 // 0.996
-0.5 0.75 1.03 1.20 0.95 0.74 I/ 0.996 |
N 17
Temperature: 150 %
Probe Pressure
Distance | Above Centre Line On Centre| Below Centre Line | Mean Flow [Barometric
from Exit | . Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
10 L.48 4,40 . b, 34 4,30 .17 /| 0,993
9 1.33 1,32 1.25 1.00 0.95 / 0.980
6 1.28  |1.25 : 1.25 1.27 1.30 / 0.980
2 1.03  {1.03 1.2 | 1,00 1.05 / 0.980
0.7 0.83 |0.80 0.80 | 0.82 0.85 / 0.995
o | uey  ju.v | ook 0.7 082 1/ | ©.05¢




NOZZLE PRESSURE DISTRIBUTIOR - GLASS NOZZLLES

Nozzle Entrance Profile: (Conic
Lengfh: 12_7‘cm. Bore: 2.5

o
Temperature: 140 C

Cim.

Length
Diameter

L
( 5’)5

Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow %arometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
12.5 4,72 4.65 4.50 1,50 4,37 9.08 1.019
. 11 - - 2.27 - - 8.95 1.0186
g 2.48 2.50 2.50 2.46 2.48 - 1.019
6
2 2.60 2.60 2.60 2.60 2.860 8.95 1.017
0.7 2.45 2.31 2,25 2.40 2.45 8.95 1.019 ;
-0.5 1.42 2.25 2.20 2.25 1.75 8.95 1.019 i
Temperature: 130 °C
Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow (Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1l cm (kg/s) (bar)
12.5 Lh.u8 4,37 4,20 4,10 4,03 10.07 1.019
11 - - 1.81 - - 1.016
g 1.55 1 1.60 1.60 1.58 1.56 9.71 1.018
6
2 1.60 1.60 1.60 1.60 1.60 9.71 1,017
Q.7 .43 1.50 1.50 .41 1.451 9.71 1.019 |
-0.5 0.91 |1.26 1.25 1.25 1.01 9.71 1.019

)
Temperature: 120 ~C

Probe Pressure

Distance | Above Centre Line | On Centre| Below Centre Line | Mean Flow |Barometricz
from Exit ’ Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
12.5 L. 31 4,20 4.10 .00 3.9 10.69 1.01¢
11 - - lle - - 1.016
Y 1.05 1;05 1.05 1.05 1.05 10.80 1.018
6
? 1,01 [1.00 1.00 1.01 1.01 10.47 1.017 |
‘ ‘O .7 S V-VVCA)V:Q—E’;MNW 0. é5 (t)> .-90 H l U“._E;la N -”.“U L9 10.64 1.019
-0.5 o.41 |0.81 0.80 0.86 0.65 10.69 | 1.018.




Nozzle Entrance Prolile:

NOZZLL PRESSURD DISTRIBUTION - GLASS NO

HALES

Length:

Temperature: 140 OC

7.6 cm.

Rounded

Bore: 2.5 cm.

Length

L

Diameter D

Probe Pressure

3

Distance Above Centre Line On Centre Below Centre Line |Mean Flow [Barometric
from Exit "Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
7.5 .20 .10 4.00 3.95 3.87 /o 989
6 3.30 3.30 3.28 3.25 3.28 // 0.976
2 2.66 2.68 2.71 2.68 2. 74 J// Q.977
0.7 2.7 2.68 2.68 2.68 2.7 //- Q.977
~0.5 2.12 1.9 1.87 2.05 1.48 // 0,985
o
Temgeratugg:lSO C
Probe Pressure
l Distance Above Centre Line | On Centre | Below Centre Lipe | Mean Flow iBarometric
| from Exit Line . Rate Pressure
| plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
[
7.5 3.45 3.40 3.30 3.22 3.05 // N...989
6 1.68 1.70 1. 74 1.68 1.68 //r 0..976
2 L60 1 1.60 1.60 1.60 L.:80 // 0.977
0.7 1.6 1.58 1.55 1.6 1.62 /// 0.977
s
-0.5 1.33 1.30 1.17 0.90 0.50 /- (0.985
' o
TemEeratqgg: 120 ¢C
‘"Probe Pressure .
Distance Above Centre Line On Centre Below Centre Line | Mean Flow {Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) {bar)
7.5 3.24 3.10 3.05 - 2.90 2.78 /']0.989
6 1.2 1.50 1.u2 142 1.40 / |0.976
7 .40 1,40 1,40 R 1.40 / 0.977
0.7 .80 0.80 0. 86 0.80 0.80 / 0.977
-0.5 0.88 0.80 C.75 0.68 0.38 // 0.985




NOZZLE PRESSURFE DISTRIBUTION -- GLASS NOZZLES

Nozzle Entrance Profile: Rounded Length (.& )i
Diameter D
Length: 10.1 cm. Bore: 2,5 cm,
Ingeraturgzluo OC
Probe Pressure
‘ Distance Above Centre Line On Centre Below Centre Line | Mean Flow |Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
T 10 4.16 | - 4.10 .00 .00 3.90 /| 0.9
9 "3.80 3.80 3.80 3.80 3.80 // 0.9985
6 3.25 3.24 3.20 3.22 3,22 / 0.997
2 2.1 2.y 2.1 2.43 2,43 / 0.997
0.7 2.52 2.50 2.u8 2.52 2.50 / 0.997
-0.5 2.1 2.05 2.0 1.6 1.25 // 0.597
. o
Temperature: 130 ~C
Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow |Barometric
from Lxit Line _ Rate Pressure
plane (cm) 1 cm 0.5 em 0.5 ¢cm 1 cm (kg/s) (bar)
10 3.67 3.60 3.47 3.40 3.30 / 0.996
9 2.38 2.3 2.31 2.38 2.33 // 0.995
6 2.02 1.82 1.75 1.72 1.7 // 0.997
2 1.70 1.70 1.70 1.68 1.70 // 0.997
0.7 1.60 1.60 1.59 1.60 1.60 Q/ 0.997
0.5 1.17 1.5 1.45 1.4 1.08 |/ 0.997
Temperature: 120 ¢
Probe Pressure
Distance Above Centre Line On Centre Below Centre Line | Mean Flow [Barometric
from Exit Line Rate Pressur~
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cm (kg/s) (bar)
10 2.87 2.82 2.75 2.70 2.62 / 0.986
9 1.90 1.90 1.90 1.90 1.90 // 0.995
6 1.52 1.42 1.35 1.34 1.28 / 0.957
- 7
2 1.20 1.17 1.18 1.20 1.17 / 0.997
0.7 0.90 0.90 0.85 0.85 0.90 // 0.997
_ . 3 7/
| ~ - | e 7 '
0.5 0.75 0.80 | 0.90 | 0.85 ;  0.75 |, Q.qav




NOZZLE_PRESSURE DISTRIBUTION -

GLASS NOZZLES

Nozzle Entrance Profilc: Rounded

Length: 12.7 em.

Temgeratupg; 140 OC

Bore: 2.5 am.

Length

Diameter

Probe Pressure

( %') 5

Distance Above Centre Line On Centre |_Below Centre Line | Mean Flow [Barometric
from Exit 'Line Rate Pressure
plane (cm) lem [0.5 cnm 0.5 cm 1l cm (kg/s) (bar)
12.5 3.5 3.68 3.50 3.02 3.22 12.21 1.008
11 3.25 3.27 3.27 3.28 3.28 12.21 1.015
9 2.95 2.95 2.95 2.85 2.95 12.21 1.016
6 2.82 2.83 2.80 2.85 2.85 1.000
2 3.02 3.03 3.01 3.03 . 3.03 0.998
0.7 2.75 | 2.75 2.75 2,75 _|" 2,75 0.995 |
-0.5 1.07 1.25 2.15 1.25 0.88 0.998
Temperature: 130 °c
Probe Pressure
Distance Above Centre Line On Centre Below Centre Line [ Mean Flow |Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 em 0.5 cm 1 cm (kg/s) (bar)
12.5 3.25 3.20 2.60 2.98 2.61 10.64 '1.009
11 1.80 1.75 1.75 1.80 1.80 1.016
9 1.78 1.80 1.75 1.80 1.80 10.64 1.016
6 1.80 1.78 1.78 1.77 1.78 10.64 1.013
2 1.70 1.72 1.70 1.73 1.70 10.64 0.998
0.7 1.80 1.80 1.80 1.80 1.88 10.75 0.998 |
-0.5 0.75 1.20 1.75 1.26 0.%01~ 10.8Y4 0.977

TemEepature: 120 nQ

-Probe Pressure

Distance Above Centre Line On Centre Below‘Centre Line | Mean Flow |Barometric
from Exit Line Rate Pressure
plane (cm) 1 cm 0.5 cm 0.5 cm 1 cnm (kg/s) (bar)
12.5 2.55 2.75 2.50 2.24 2.08 9.486 1.009
11 1.08 1.10 1.10 ‘l.lO 1,10 9. 34 1.016
9 1.02 1.00 1.02 1.02 1.02 9. 31 1.016
6 1.30 1,30 1.27 1,30 1.30 9. 34 1.013
2 1.00 0.95 0.96 0.98 0.98 S. 34 0.998
0.7 L.00 R .00 .00 ! 1,03 Y, o4 V. Y9s
-0.5 0.2 1 0.83 0.85 0.77 | 0.%2 o u6 0,977
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Dotk exit and entrance regions show marked radial pressure gradients
suggesting some swirling of the water at both exit and entrance. Similar
radial pressure gradients were noted in references (16) and (17), for the
exit region. The existence of a radial gradient'at the entrance of the nozzles
does not seem to have been previously veported, although reference (3) ipcludes
indications consistent with such a gradient.

The extent of these gradients is affected. by water temperature and entrance
profile but for a fixed condition, shows no variation with nozzle length. TFor a
given entrance profile the pressure profil.s at exit and entrance show a marked
similarity and differ from those for other entrance profiles. The flow at the
entrance can be regarded as subcooled, single-phase water.

The flat céentral region is unaffected by exit profile but vavies in length
with nezzle length and profile. Tﬁe pressure in this sectién is slightly (~0.5
bar) below the saturation pressure corresponding to the liguid bulk temperature.
No radial pressure gradient was observed.

This experimental evidence suggests a number of conclusions. TFirstly the
evolution of wvapour in the flow will be strongly affected by the nozzle length.

Secondly the eptrance profile will affect such flow rates only by its effects
on residence time, due to swirling and other féatures of the flow, associated with
subcocled flows. No flashing takes place in the entrance reglon.

Thirdly, the effects of entrance profile affect the flow at the exit of the
nozzle.

Although the theoreiical studies in the first part of this thesis do not
attempt to describe in detail the flow patterns forbcritical flow in short
nozzles, an interesting comparison can be made with some of the assumptions
used in developing the theory and the conclusions drawn in this section.

The aséumption in the theory that the liquid phase behaved as a subcooled
liquid is bormeout by the observations of the effects of entrance profile,
bul the theoretical assumpltions of liquid core surface tempcra&ure are not
coneistent with the experimental evidence on pressureé in the main flat region

of the pressure profiles.
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7.5 Dissolved Oxypgen in the Water Samples

Water samples were analysed using the procedure set out in section 65.3.
All the samples were taken at the end of the nozzle test programme.
Typilcal sampling pressure was Y4 bar, and samples were taken of water
which had not been steam-heated, water which had been heated to 120 OC, to '
140 °C and water which had been heated to 140 °c cycled once through the
system and then reheated to 140 °c.
In all cases the system was pressurised using the air-compressor system.
In all cases two separated analyses were carried out, using 0.001 N
sodium thiosulphate, and the calculation of oxygen content carried out in
accordance with Annexe A to Chapter 6.
The results of these analyses are expressed in Table 7.4. The designation
of sample titrations is that given in Annexe A to Chapter 6. Thé errors in
titration are taken as + 0.5 ml, giving a final oxygen content error of + 0.1 ppm.
From these results it is clear that for this experimental system even a
single heating cycle markedly reduces the quantity of dissolved oxygen in the
water used, while successive cycles have much less efféct.
Although this set of samples is by no means conclusivé, the results quoted
in Table 6.4 do suggest that for all the experimental runs quoted in this
chapter, the dissolved oxygen content in the water used was less than 0.5 ppm.
Recent studies of nucleation processes (63) have emphasised the importance
of the presence of dissolved gases in promoting nucleation. In much of the present
work the pnssibility of nucleation in flashing flows has been ignoréd. If the low
values for concentrations of dissolved oxygen, found here, are representative, and
the work of rererence (63) accurately describes thé nucleation process, then it
would seem that For the flows studied here the assumption that bubble formation

plays no part in the process of vapour evolution iz acceptable.

ey



Table 7.4

Dissolved Oxygen Content for Water Samples




Table 7.4

Water Sample Sample Volume|First Titration Second Titration Oxygen Conc.,
: (Dissolved Oxygen)| (Dissolved Oxidents) (ppm)
Cold (No heating) 105 ml 52 ml 11 ml 3
- no_ 102 ml - 50 ml 11 ml 3
Heated once to 120°C 98 ml 15 ml 10 ml 0.4
- 102 ml 15 ml 11 ml 1 0.3
Heated once to 140°C 105 ml 16 ml 12 ml 0.3
- o 103 ml 16 ml 13 ml 0.2
Heated twice to 1409 96 ml 16 ml 13 nl 0.2
- " 104 ml 15 ml 13 ml 0.2




In these experiments no attempt ves rade to determine the quﬁntities or
sizes of suspended solid particles in The water usad. Although the water
appeared cléar and free of suspended solids, it is likely that some small

particles existed in suspension. These small particles would offer nucleation
sites, however, it has recently been shown (63) that water samples containing
small particles of size about 30 microns will show considerable délays in
nucleation if the quantity of dissolved oxygen is less than about 0.3 ppm.

: P
This oxygen content is greater than that found for ihe water used here and
it is unlikely that the presence of solid particles would enhance nucle 1+ion

in this case.

7.6 Chapter Review

The data presented in this éhap‘cer5 provides a small addition to the mass
of information available on two-phase critical flows. Like the rest of this
thesis the experimental study is confined to initial subcooled flows.

In the chapter the experimental values obtained in the programme have been
presented in the form of tables and graphs, but discussion has been confined
to detailed description of the apparent trends of the data. The policy in
this part of the thesis has been to present the data and tc avoid interpretation,
since the data is certain, but interpretation is subjective.

However the prediction of the theoretical model set out in Chapter 4 have
been examined using this data.

Section 5.2 of Chapter 5 set out four requirements for the experimental
study and the experimental data presented in this chapter meets those requirements.
These were, the determinaltion of (1) variavion of c¢ritical flow rate with

liquid superheat,

variation of critical flow rate with

—~
N
~

entrance profile:
(3) variation of c¢ritical flow rate with = ratis:

Y e oy s S A [
(4_! Tesdulre 5].":1&.1.1.{';114\: Chi

)
1

All of these variations have been examined at one time or another by




~
various experimenters and the previous work is discussed in Chapter 1,
but never before weré all thése variations examinéd togéther for low
ﬁfessuré critical flows.

Similarly the experimental épparatus was in no way unusual, though
most similar systems have been rather more sophisticated, but no system has
been used to obtain information on the effects of all four parametérs méntioned
above.,

The data presented here, and indeed, the experimental study, i% uniqué
only in thzt ne?ep before have critical flow rates and pressure distribution been
determined on a single system for a set of nozzles, incorporating so many
varying parameters. For this reaéon9 comparisons and deductions of effects
from varying parameters have been made much easier. Conversely this examination
of a wide range of variations on standard parameters has introduced cgrtain

restrictions in the utility of the results. These are that
(i) only initial subcooled flows have besn examined;
(ii) only very simple nozzle forms have been tested.

Within the limits imposed by the éxperimental design this comprehensive
set of data on low pressure critical flows should prove to be of considerable
value, offering direct comparison of the effects of certain parameters on
rates of critical flashing flow.

To summarise, Chapter 7 presents a set of data on low pressure critical
flows, drawn from experiments on a single set of nozzles on a single experi-
mental apparatus., |

The work complements and extends thoseby previous experimenters in that
it covers a wide variation of standard parameters, indeed although the data
presented does not extend the area of knowledge of two-phase critical flashing

flows, it confirms and deepens that knowledge.
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Chanter 8 -~ General Discussion of Pvegent Work and Sugpestions for T'urther

Developments

8.1 Introduction

The previous chapters of this thesis fall into two parts. The first is
devoted to the exposition of a new theoretical model of critical flashing flows,
while the second part describes experimental. investigation of certain aspects

of these flows.

This chapter is intended to discuss the velationship between those parts.
The discussion will illustrate the contributions from the work and identify
the 1imits of the presentation. An attempt will be made to suggest areas of the
present work which might be fruitfully extended in future studies. Detailed
comments on the various parts of* this work have been previously made and will

not be repeated here.

8.2 Summary of the Contributions of this work

The work presented in this these, whether experimental or theoretical, owes
much to the efforts of previous authors, whose works are reviewed in Chapter 1
Despite this obvious debt, it is claimed that this present contribution to the
knowledge of two-phase critical flows,is significant. !

On the thooretical side the model proposed offers adequate predictions of
critical flow rates within the known limits of the model, the limits being introducs:
by certain of the assumptions used in the formulation of the model; The model is
built around a new method of calculating mass transfer rates between phases at
short time intervals, but also incorporates concepts first proposed by earlier
authors. Although these earlier concepts are used, this combination, in the
present model, is unique.

The experimental stuaies are original in two senses. TFirstly the experi-
mental system was specifically built for these studies and the system was
designed from basic principles, clthough inlluenced by previous simjlar systens.
Hence the data produceq here mus”. be regarded as unique.

Secondly, and more importantly, the data produced by the experimental sindv
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form a vnique integrated éet of results showing the effect of cohtrolled
variation of certain parameters on critical flow rates of initially subcooled
water.

Comparison of the theoretical predictions and experiméntal data has been
made in Chapter 7, but some of the important points in the comparison may be
recapitulated here.

This comparison shows that, while the model gives reasonable gredictions
of flow rates, at least one theoretical assumption, namely that of liquid coré
surface temerature, ls not consistent with the observed local pressure for critical
flows in glass nozzles. On the other hand the predictions of the theoretical
mcdel threw doubt on the magnitude and direction of the discontinuity in flow
rate curves between nozzles with 1" (2.54 cm) and 0.5" (1.27 cm) diameters.

These two examples illustrate the interdependence of the theoretical and
experimental studies if both studies are designed from the start to examine
similar flows. Thus a knowledge of experimental data, refines tne theoretical
model, while a theoretical model may help to indicate areas of possible error,

or further experimental interest in an experimental study.

8.3 The Limitations of the Work, Suggestions for Future Studies

To say that no research work is ever complete may be a common cliche,
but nevertheless the cliche contains considerable truth. This section sets
out some of the known limitations of the present work and makes suggestions
for possible future extensions.

Most of the limitations were introduced in the design of the experimental
system or in the assumptions made in developing the theoretical model. Four

limitations appear to be noteworthy. These are:

(a) Both experimental and theoretical studies are confined to flows
of water in systems where the maximum pressure is less than 8 bar,

. 3 . . O
and the maximum tewperalure ls less than 150 C.

(b) These studies are confined to flows where the water upstream of the

LUZSIC cubracte 1o asunlilally subcuuvlied.
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) Both sludies apply only to flows in nozzles of

—~
9]

simpie form.

(a) Critical flow has been obtained only by increasing

upstream pressures.

Of these four limitations, the first does not restrict the utility of
the work, either as a contribution to the academic study of equilibration
rates and flashing flows, or, indeed, as a possible source of infor;ation
to the designer of more practical systems, since some flashing flows found
in engineering applications take place at such low temperatures.

The second, third and fourth limitations do restrict the utility of the
work, and efforts should be'made.to extend the studies described here to over-
come these limitations. It is these possible extensions which form the bulk
of the suggested possible future work together with an addition to'the
parameters observed,

Before discussing this future work it may be noted that the simple
instrumentation employed on the experimental system seems to have performed
adequately for the studies reported here. This performance does not preclude
the introduction of more sophisticated measuring instruments to give a continuous
record of varicus parameters, for example the use of pressure transducers in
place of pressure gauges, thermocouples etc., all connected to some electronic
data-logging system.

In addition to the present system, since these critical flow studies are
much concerned with rates of equilibration and the possible existence of
metastable states at points in the flow, it would be of value to add some
thermocouple system to the pressure probes. This would enable the simulfanecus
observation of pressure and temperature profiles in the flows and, although
problems arise in identifying to which phase the observation applies, such
simultancous profiles weould assist in determining the existence ¢f regions

in which the liquid phase was superheated.




The modification of the experimental system tc overcome fhé sécond and
third limitation would be comparatively simple., The internal shapes of the nozzlss
could be modified, from the preseﬁt simple form, perhaps by building up a
"sandwich" of detachable entrances, exits, and throats. The critical flow
tests could be carried out in the manner described in Chapter 7.

To examine cases in which the flow at the nozzle entrance was not single
phase, some steam, or alr, injector could be fitted upstream of the nozzle test
section., The design of this injectorshould ensure that the injected phase
was distributed in a known pattern and the flow pattern upstream of the
nozzle would assume increased importance. Problems might also arise in fitting
the injector if the present orifice plate system was retained for flow measurements

With regard to the theoretical model,'considerable problems may arise in
attempting to produce predictions of the critical flow observations which would
be obtained in an extended experimental programme of this type. At present the
model assumes a flow pattern which has been observed only for critical flows of
initial subcooled water, however some of the techniques used might be of value
in formulating a revised model to describe the observations of the extended program—

To examine the critical flow rates found if the pressure drop across the
nozzles were altered by changing the back pressure, a throttle could be
introduced in the 8" (203 mm) line from the deflector box to the main receiving
tank. By this means the back pressure at the nozzle could be altered,

The reasons for not incorporating this modification initially were discussed
in Chapter 5. However comparison of critical flow rates obtained by varying the
back pressure with those corresponding flow rates given in Table 7.1 wculd help
to resolve the problem of distinguishing between experimental methods in deter-
minations of critical flow rates. Hence such comparisons carried out on the

same set of test nozzles would be of considerable interest.
8.4 Closure

The previous rcmarks in this chapter have discussed the theoretical
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and experimental work presented in this thesis. Some ideas have been set
forth for possible future work on this type of flow situation using the
present work as a foundation.

Assessing the contribution of a thesis of this type is always difficult,
but the combination of theoretical model and experimental data for critical
flashing flows of thisg type offers a definite contribution to knowledge
of two-phase critical flashing flows. There are, of course, areas where further
work could profitably be carried out, but although this present wo;k must
stand or fall on its own merits, it is clear that it has added something to

the understanding of two-phase critical flashing flows.
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NOMERNCLATURE

A dA. arca of surface:
C. concentration :
Iy mass transfer coeflicient:
M. thermal conductivity
L. tinie:
(o5 velocity of [tuid:
R, entity size parameter:
2, thermal diffusion coeflicient:
s, Revnolds flux
i, dynamic viscosity:
v, kinematic viscosity:
» density;
T shear stiess:
0. temperature ditference between fluid and trans-

fer surface.
Subscripts
£ in bulk fuid;
Q. at transler surface,

A Thiory of the obsarved cerrelotion between convective
heat transfer and convective momentum transter appears first
o have been sugaosted by Resuolds [ 1] Reynolds theary
asstmed that both such processes were due o the motion
of fluid particles in lateral directrons relative 1o the mean
axial low of the Nuid. In 1950 Sihver [2] sueacated that by
deducing the amount of lateral motion {from Laovn exvperi-
mental results of beat transfor or of triciional resistance the
fimit rates of mass transier access 10 a surtace could he
calculated. From 1950 to {954 this was applicd by hinate the
caleulation of combustion rates of fuel particles and in
fi~beds {30470 and Tater to the calealution of condensation
rates and associated pressure drop {510 Moeunwhile similar
applications of Reynolds theony had been develaped by
Spaldiny [6] who coingd the term Reynotds Flux as a e
for the as:umed iateral motion of uwd particles Beth Silvey
and  Spalcinz recopnised that they ware developing o
concept initnted by Reanolds,

[fowever, 1 19530 Dapckwerts {7] in discussivg gas
absorption in h pud flms suggested a process of rep'acerient

of Yiquid surface & kneral Now of fresh liqud, and Mackley -

Fairbanks [87 ad.oted this to a discussion of heat transter in
fluidized beds. Lonchwerts the
renewal mechapisn” to deseribe his idea.
doubit, however, that the underiying coneept is an asswmed
jateral flux. yet neither Dranchweris Micklo
JFairbanks appear to have recognized the identity of this
concept with that o Reynolds, The expianation of this may
have been that. as discussed in the Resaolds Centenary
volume (9], Revuolds actual theorcticdd modsl was fargeh
neglected because of the loose term “Reyunlds Anadogy”

comed wrty suriace

There & no

Bor and

%

* Tootnote: This is 1 think correct. althourh Thorson
{Lord Kelvin) was on the same track varlicr, Iu 1836
commenting o0 a paper by Joule he reterred to Velogaing
of the water caused Ty the heating particles pot being
quiclkly enough carricd away and replaced by coaler onen

Cpe specitic heat at constant pressure:
D. diffusion coclticient:
j1. heat-transicr coelficiert :

which had teen commouly used to describe his ideas. and
it wos cely rom [2] onwards (19305 that inierest was
directed (o the fux concept. Alternatively it may simply
illustraze the common Cificulty of “infermation transler™
[rom onc fickd of study 10 wother.

We hinve evamined several referances to surficce renewal
theory [10-12) inclading one very yecently iu this journal
and in no case Lave we lound comment on its relation 10
Revnolds theory

It secms theretere worthwhite to point this cut briefly.

Wheie  Revnolds referred to “non-moleculur  fluid
particles”™. Danchwerts speaks of “eddies exposing fresh
surface” from the intesior of the Fonid. and Silver adopts the
general term Uentities” to describe the clements wiose
tateral niotion censtitutes the Jateral fiux.

In Reynolds erigannl theory, the lateral Hux voas assumed
to reach cquiiibriumn with wall surface condidons in-
stantancously on feaching the wall. This cimpic assumption
was an the whole maintained in the further work by Siber
and by Spatding, dihough in 1966 5

possibility that the retumm ux rom the wail might not Lo

vor | 13] discuessed the
reaciied equibivrium with wall condiaons Daackwerts,
however inchuded the possibility of inromplete cquibbration
of ftux with walt conditians rien from the star.

A duration tinwe o the entity w1t contact with the

surface is postulated. and diffuson cg.aations ior cnerey.
mass. oiomamentue e be applied for these durntion
times. A stetistiesl mean tile and
transfer 1ates can be aseessed. This has been the puttern of
development of snrfae renewud theory.

It s that ally
theory 1s one form of refinement of Reviakds theory, aing

corraponding macan

NUFTACY enew al

seen tharelose Un e
the same basic coneept of a lateial [hoo but permitting
adiustments threaph the concept of extent oj equilibration
with wall conditions.

We have theretore ased the idess of surtace ienewal to

develop animproved two pavaraeter form of the Reyvnolds
theory, We retain the Rey rolds Fhux {0 15 ons parameter but
inlroduee o dze parameior B which phaysiciliv coreeponds
to o nonmal dimensten of ton
contact with the transpot surface or wall. As in Lienckwents
formulation [8) molecstu transmort eccurs o i entitivs in
contact with the solid surface.

Tlios the transport processes within Huid elements are
dehned by

Seddioy” o Cenutes™ in

~-heat transfor

Ay T
X ot
&t
= —anoenientum (reslo (1)
't
cC

- ~= 1SS transher
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with boundary conditions
(= OrpGi=0,U=U,C=C,
1> 0x=00:-0 U=0C C=C,
N= o (= U.r U = U.., = C,:

The solutions ol these eqrations give instantancous
transport cocliicienis at the solid surface.

 KpC, |3 )
=1 -—heat transfer
R
L
T = ;i S - -momemum (ransler (2
Loyt
! D ( {
ip 2= - sr ——-Muss transnorl
(=] J

To obtain average values of these coctficionts it is neeessary
to obaia some surface age distributiond(t). It is at this point
that our presentation diverges from that of Danckwerts [8].

The mass of surface dA. having an age betweun Cand ¢4
G s simply pR aA B de

Ao the rate o decrense of surfuce of any ape is cqual to
the ratr ot which suttace of that age is replaced.

Rate of repiacenent of surlace ol age r to 1 + dris e of(n)
dr wherice

—d(t
PR = et 3)
dt
This gives the distribution function
w ¢ % Wc/) ()
Wiy = - o .
T SR VS

Now the heat transfer coelficient for the surfuce is the

average of all the leca! coclticients
[1( r_",,u-J-‘ )
R {5a
R

KOl e -y
h:[——\—ﬂ—‘J rrirjr ( r)m:
_n pR pR

o

. el
Stimitarly t = U, -
: P

-3

texp

- (5
di De
and frp, = - -] .
L PR
The mean age of entitins at the surface is
«
R
P J Lo de = " (0)
0 ¢

The parameter K in this model represents a surlice laver
depth and since the dilfusion equations have been sohed
for semi-infinite boundary conditions it would seem that R
must be greater i the depth o whadh the moleculasr

diffusion process has pencirnted. e

5. RS, Swvir. An approach to a general theory of
surface condensers, Proe. fusin Mok, Engrs Y8,
339--376 (1963-04).

6. DB SeaLbiNG. Cenvective Masy Transfer. Edward
Arrold, London (1963).

7. P, V. Danciwrris.  Significance  of  liquid-film
coelficients in gas absorplion. Ind. Engng Chem. 43,
1460 (1951)

g 1. S Mickey and DL FL Famruanks. Mcchanism of
heat transfer in uidised beds, A.L.ChE ST B 374
(1955).

9. R. S. SiLvir, Reynolds flux convept in heat and mass

wansler, Procecdings of the Osberne Reynolds Centenary

Semposivm. Manchester University Press (1970),

C. Jupson-King, Twbulent iquid phase mass fransfer

at o free goes liquid interface, L EC Fuadls 5.8 (1966).

LoCDPum bhe ealouiaiion of comvective and con

densetion heat transfer coeflicionts to suifaces held in

10,

12.

SHORTER COMMUNICATIONS

R > {0} 1
R > (v)? i7)
B> (D)t J
Substituting for 7 from (5)
~
K
R > -
Cue
L
or k>N L 15)
&
oD,
orR > -+,
& J

I these are substituted into the cosresponding transpo-.
coellicients we obtain

.I(F’,l: ! . )
h o= R <eC,
) e | .
= U, Rl < U " (9)
: :\i i .
hyy = l)>i : :
pR! P J

Equations (9) merely indicate that the normal Reynolds
Theory trausport coclficients represent the  maxinmunn
possibie values obiainable.

Physically R might be taken as the depth of the Taminar
stublayer in turbulent flow. However. the theory of turbulence
by Tyldesiey and Silver [14] utilices the entity conceps
with an citity size related to the microscale of the techulence
as one ol the paramelers describing the turbulence, and it
may later be possible o introduce R in that context.

Eaperimentaliy the data from ancmometry experiments
by Laufer [15} and Wells Tiarkuess. and Meyer [l6]
suggest that in ducts or pipes both the depth of laminar
sublaver and the turbulent microscale near the walls of the
duct are of same oider.
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1. Introduetion

The phenomenon of Llashing flows in short nozsles and orilices hag
been the subject of many expepimerrtal apd theoreﬁic&l invegtigationﬁ. In sueh
flows mass transfer takes place betwern phéscs. Since the rate of Tlow of
two-phase mixture is allected by the guality ol the flowing mixture, &
knowledge of the rate of mast troansler between phases is necessery for the
accurate description of Tleshiug flows.

Mass transfer between phases is a time-dependent process and, although

in the case of critical {lashing flows certain authors have hoad sone ucccsr

in assuning hermodynamic equilibriun between phares, in general Sone lack of
equiliorwmnon between phases may exist, This departure fron thermodynamic

coullibrivm sihould be most marxed in flows whera the residence time for tho
flas h}n“ mlxture in the flow passese i3 very short. Experdmental cvidence of
this phenomena can be found in the experimental studies of Stuert and Yornell (i}
for discharpes through orifices and of Cruver (2). In both cases simultsneous
meossurepents were made of liquild phase teunperalure and local nressure, Theoe
studies showed that the Ligquid phase temperature could be considerably in croosc
of the saturation Lonpe"ﬁthro correspending to the local pressurs, sug
that the liguid phase was in sone wetastable state.

This shovt paper prasents a method of caleulating rates of evawjrauibn
(and condensation) Trom the swvlace of ligulds cxposced to chonges of loeal

”

pressure Tor slort time dntervels, This method is derdved from a sinple nodsl

of turbulent [lov, the Danchkeerts' surflace roncwal model (5).

m f’\ o Bencwal

2’ !]1,\'-\ o 1\'1 l"'\"())“\

-

Tne suvrfece venowal medol pronoscd by Donelwerts (3) Cesnvibos heat
tranaler bolween o Ligeld ond its boandory suwelnes dn terss of a Tdinond oucts oo

film conctantly revvwed Dy a lotoral Tlox of hwns, os cddien,




-

i 2 G e ENTITY FLUX TO AND
S S T FROM WALL SURFACE

)
)
B f
by :
£1G |

Heat transfer at the surface is assumed to take place solely by
conduction and Tor the coordinate system of Fig. 1 can be described by the

conventional uni-directional form.

dx” &t

il.e, t = 0O x ¥ 0 0 =06, )
: )
o= O x =0 6=0 ) (2)
)
X o= @ 0 =6, )

where t 1s the time for which an entity is in contact with the surface, Then
the solution 1s standard and may be found for example in Carslaw and Jaeger (4).

The instantaneous heat transfer coefficient for an entity of age t is

Tk opcC T ‘
hy = | )
e S 13

Fowever the entities in contact with the surface have ages In the rance
t =010t =0o for a steady stale situation. Hence the effective heat
transfer coefficient over the surface is given by the instantanecus values

weighted by an entity surface age distribution @ (%),
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S y;’(;t) at

[s]

The distribution Z(t) cen be evalunted.
Let the nurber of entities shriking the surface per unit time be 3,

The rate of decireasz of swilsce of any age 1s cegual to the rate at which it

Kal t () o

eplacanent of surface of age 1 to t +

-~
P
[N
)

1a replaced. The rate o

ot

SE(L) ¢t per unit area.

The nuicher of ont ties per unit arca having ages belween L and t + dt

Whenee
SOEE) L e (5)
with solution for ¢(t)

#(t) = (const) exp (- 8%) (6)

Now Lupese on @t} the condition

ey av =1 (7
o] .

Then combining (6) and (7) and solving for constant
plty = 8 exp (- 8t) (8) .

Subsbituting (3) and (8) in (4)

b= .WMWE& g‘t""‘ S exp (~ St) at ()
- O

A . K £ PR o . - - Pyns
D Eotonsion of Dancluert's ~ded ir Prodi

!

Consider acy the case Uhers the Liguid {low L»kun placL m:ullsxq 1 ot

tronsior. Alithoish no heat TTDhTfLP tokes place a suriace ©ilm of entities
s
will s0ill exist ot the liculd bowndory ond will sUill he renowed, The entdh,

vyt b - Tey oot - . L P - 3 - B AR - gy A I
L»‘LLO‘ wWwall Theo have ths Dorm glven S cgusiion (o)‘ Suppes. thon

e e e O oyl : AT
ralandonoous commonecs at this surface ot b o 0. Then
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L exposure times are limised to times 1 of order ﬁ the uppor Linit of
[

integrais in () must

tiune 7 is glven by

W ony #(t) at

3

+

Bt at

O™
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Evaporation Rates at Short Time Intervals.

C

onsider a plane liguid-vapour interface with

Let the llguid bulk tempoeratore be Ty and let the pressure

-

Suppose that the pressure acting on the Liguid

reduced at time © = O to

N such that T .-~ T The liguid is

- o
sat sat

o

state and will rveturn to

per wnlt area.

at some rate mt

Heat transfer takes place at a rete Qf Trom ths bulk liguid to the

]
interace surisce and at rase qg Trom

Lranvi i to the Liguid surdoce is assuncd to be due

entitios to the surfloce,

Tor cneryy bhilance at ths swlace

and Q. = h
’ gH v

Provided s Heat loss fron the vapory to its

Lhen the terperatu-ce gradient in the vascur phase e

l]! .»(_ I'i'l
s« Tsat
') 2 b o)
a3 S
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a value Do with corresponding

be set at 7 and the elfective heat trensfor rate

(10)
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Whence equation (11) cen be wrltten

as

cp (Tb - Tsat)

Htg

where X

Substitating Tor hy

m = o

. 2)

from (10) in (12)

P

O

- Gj i, A%

m

T

I3

Writing ﬁT in the Torm of (1%) into

n

- % Tk opC 7 ) E
mo= e | e = dt

0

Tnteprals of this form can he

The mean valuo of W, over The period from t = 0 to t = ¢ 1

(1)

J By at

3

(14)

(14), end substituting for hy and (%)

db. exp (-~ 8t) at

§EEE b, S exp (- St) at
2 .

ovaluated cralybically only with extromely

(15)

R LN P A " Eogn ar - LU . © -
diffdcuiwy i€ at all. However 1 7efal & then exp (- St) = 1 end the
.
cquation (13) crn he
B
=
- {16)
L
[ 3 N 3 o < j - £ gnd & v " - " ’ FIRY . ] ,
Ul assunption vt o eon he Justificd oaly by showing bt ihe prodicn?
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be cqually applicable to the prediction of condensation rvates at short tize

intervals.,

g, Ccmnd leon with Experimontal Data

Iy

The proﬂjotuvc equation (16) must be cospared with cvaporaticn rales at
suitably short tjme intervals. Fortunately cxperimental studles exisct of
evaporation and condensation rates from the surloce of water Jets.

Hickman et al (%) exomined the wevaporetion and condenselicn of water
Trom lhe svrface of Jets at low tomperatures and pressures. Pressures of

§

. . o
order 10 ? bar were used with temparature differences of order 107C.

, . A e .
Exposure thnes were in the range H x 10 sec to 2 ¥ 10 7 sec, Hickron's

data 1s plotted in Fip, 7 together with theoretical predictions fron
. i
equation (16}. In geveral the predictlions are good for cxposure times of

ahoutl :LO"":5 sec bub over nredict evaporation rates by around 10%.

- Rates of condensation of water vapour on jeb surfaces have also beon
examiﬂed experimentally by Jamiesen (16). Here vapour pressures renged feom
0.135 bar to 0.98 bar with temperatvrs differences frowm 30°C to 100°¢,
Exposure times ranges Trom 2 x 10°0 sce. to 3 x 1077 see.

Fipure 4 shows Jamileson's results compored with the values predieted
by caustion (16)=. Here apgrecmenl appears good for cuposuare thaes above

L=l .
1077 see. but cquation (16) wnderprediets at shorter exposors times.

From thils conpaison of the prediction of eguation (1L0) with exyavis

dgata 1t weuld cecm What cquotion (10) provides esccurate predictions of

i
g

H
Y

condensation raton for cxposure Limes dn the rouge 2 x 107 0 sce. to 2. 107 fos

over a wide sonpe of precscures snd leosperature diffevsnces bat will conziste Udy

overpredict eveporatlon rates by appeoximately 107%.
The tendeney of equation (16) Lo overpredict covoporations rotes io
prolably dnteadvoed by tho ansveption that the Gomperoture pradient o the

K

vopour phone vas negslisihle. Accwrnbe prodicticon of the offects

o
e
£
<
o3

N
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phase temperature gradient might well require considervation of eflects ot

the liquid vapour interface of the type discussed by Dornhorst and Uatsopovics {7

fie Closure

[V,

The simple model discussed in this paper offers a method of predicling

mass transfer rates between phoses In flashing £low situations where the
fléshing mixﬁure is resident in the flow possage for a sh;rt Lima. Situsticns
of the type are found in the critical flashing-flow of Liquids in sﬁort

nozmzles and orifices and an approach to predictlion of evaporation rates

similar to that presented hére has bheen used in the development of a

4

theoretical model of eritical Wio-phase flashing flows in short nozzles(8).
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o "Aspects of Two-Phase Critical Flow of Water in Short Nozzles under
Flashing Conditions."
GORDON M. THOMSON, B.Sc.
SUMMARY
The phenomenon of choking or mass limiting flows of two-phase mixtures
is well known. The particula£ case of choking two-phase filow in whicﬁ mass
transfer takes place between phases is designated two-phase critical flashing

flow, and has been the subject of many theoretical and experimental investi-

gations,
In this work, experimental and theoretical studies are described for
critical flashing flows of water at temperatures between 120 °c and 120 %C with

maximum system pressures of 10 bar,

A simple model for turbulent heat transfer is developed from the Réynolds
Flux model by introducing a second parameter into the descriptive equations,
This revised flux model is adapted for prediction of rates of évaporation
and condensation from the surface of waterwjets, exposed to laége variations
of suﬁface pressure for short time intervals (of order 1 millisecond). Thé

predictive equation, for evaporation rates, is shown to be applicable to

] experimental situations similar to these found in certain types of ecritical
flashing flow.

A new model of criticai two-phase flashing flow is developed using this
i . method of predicting evaporation rates.

By comparison with experimental data, the model is shown succésSfully
to predict rates of critical flashing flow of water, in nozzles; in casés
where the flow is subcooled upstream of the no;zle entrance.

For the experimental tests, initially subcooled water at temperatures

up to 140 °¢ and pressures up to 7 bar was discharged to atmospheric conditious
through test nozzles. The choking condition was obtained by varying the upstream

pressure while maintaining constant downstream conditions.
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The test nozzles were metal with cirgular cross-sections and consisted
of one of three simple forms of converging entrance before a parallel
section at the throat. The nozzles formed a set having lengths of 50 mm,
75 mm, 100 mm and 125 mm for each of two throat diameters of 12.5 mm aﬁd
25 mm. Nozzles were made with three different entrances for each length
and diameter. Data are reported for critical flashing flow rates of water
in this set of nozzles. By using one single set of nozzles on the same
apparatus, the effects of vabigtion of critical flow rate with Length/Diameter
ratio could be examined with greater certainty than has previously been the
case for low pressure critical flashing flows. Pressure profiles of the flow
within the nozzles are reported showing the variations of pressure profiles
with nozzle length and entrance profile at the choked condition. Measurements
of diésolved air in the water used in the experiments are also included.

The experimental data are compared with the assumptions made in deriving

the theoretical model and with the predictions made from the theoretical model.




